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Foreword

It is a great honor and pleasure to welcome you to the ADM 2023 International Con-
ference promoted by ADM, the Italian Association of Design Methods and Tools for
Industrial Engineering, held in Florence, Italy September 6–8, 2023. The conference,
hosted by the University of Florence, a world-renowned university, provides a forum for
researchers and students from industry and academia to share their latest findings and
challenges and promote sustainable research.

First, I wish to thank all members of the ADM Executive Board and of the Scientific
Council, especially the Coordinator, Prof. Paolo di Stefano, whose support made the
organization of the ADM2023 International Conference possible.

A special thanks goes to the Conference Program Chair, Prof. Monica Carfagni, and
to the members of the Organizing Committee for their tremendous efforts in making this
conference successful and attractive.

The number of papers submitted was significant, and I also would like to thank all
the authors and all the international and Italian reviewers for their continuous collabo-
ration and commitment that led to the publication of this book of high scientific quality
consisting of two volumes.

Finally, the conference is a great opportunity to meet all together and establish new
collaborations and strengthen existing ones, and this is also thanks to all ADMmembers
for their active engagement and support, which are essential to promote and organize
these initiatives.

Caterina Rizzi
ADM President



Letters to the Authors

These volumes collect the interventions carried out at the ADM 2023 International
Conference of the Italian Association of Design Methods and Tools for Industrial
Engineering, held in Florence, Italy, September 6–8, 2023.

ADM is an association of researchers, mainly universities, who are at the service of
scientific innovation in industry and the knowledge economy. Knowledge is a strategic
resource for businesses and society; whoever possesses it can gain a competitive advan-
tage, especially in a context where the ability to innovate, design in time for the market,
and generate high-quality products is essential to continue to exist in the markets.

The conference ADM represents a regular event that has been repeated for almost
50 years. The conference aims to discuss the latest advances in research and share
knowledge, experience, and progress in advanced methods for the design and devel-
opment of industrial products, providing links between educators, industry, and aca-
demic research. Its proceedings are the acme of cultural evolution and evidence of
state-of-the-art technologies for the design and development of industrial products.

The documents presented here combine the contributions of the congressmen, col-
lected in some sections according to a criterion of homogeneity, and include a wide
variety of topics concerning design and manufacturing. About 10% of the contributions
come from non-Italian research groups. It is a collection of papers rich in scientific spec-
ulations, all oriented, each in a different way, to the real needs of the professions and
industry. It constitutes a cultural product and confirms a tangible link between industry
and academia.

To introduce new research topics or fields of application of traditional methods
and promote the continued evolution of the conference, following the development of
new technology, five special sessions have been proposed in this edition of the ADM
2023 International Conference. In these sessions, 32 works have been presented at the
conference and are now published in these volumes.

I want to thank all the authors and colleagues for the important scientific contribution
they gave to the conferencewith their valuablework. TheADMassociation exists as long
as there are motivated and qualified members with high scientific qualities; today, ADM
is particularly vital! I also want to thank the reviewers of the papers who, with their work,
have been the guarantors of the quality of the conference and of these volumes, which
are the testimony for future memory. Special thanks to the members of the Organizing
Committee for their efforts in making this conference possible and for their hospitality
in Florence, and to the President of the ADM, Prof. Caterina Rizzi, for supporting the
initiative.

September 2023 Paolo Di Stefano



Preface

This volume, together with Volume 2, collects the proceedings of the ADM 2023 Inter-
national Conference, entitled “Design Tools and Methods in Industrial Engineering III”
held in Florence, Italy, September 6–8, 2023.

The conference is organized and hosted by the Department of Industrial Engineering
of Florence which, for the three days of the conference, we had the honor to represent.

Florence, a city renowned for its artistic heritage, rich history, and timeless charm,
provided the perfect backdrop for our journey into the world of design methods. The
picturesque streets and iconic landmarks of this cultural treasure inspired us all as we
delve into the realms of research, innovation, and collaboration.

Throughout the conference days, our event served as a platform to exchange ideas,
showcase breakthroughs, and foster connections that transcend borders and disciplines.
Together, we explored the evolving landscape of the ADM compelling research field.

Almost 200 researchers joined the conference with an overall number of 183 papers
arranged in the two volumes. More than 230 authors’ authored papers were accepted
at the conference, and more than 150 reviewers were involved to help the Scientific
Committee in revising, scoring, and selecting accepted contributions. All papers were
presented in 30 oral sessions which included also keynote speakers and session chairs.

The main topics covered in this volume are Design for Additive Manufacturing,
Engineering Methods in Medicine, Human-Related and User-Centered Design, Indus-
trial Design and Ergonomics, Design for Sustainability and EcoDesign, Engineering
Education, Experimental Methods in Product Development, Geometrical Product Spec-
ification, Geometric and Functional Characterization of Products, Integrated Methods
for Product and Process Design, Simulation, Analysis and Optimization.

We wish to thank the President of ADM Prof. Caterina Rizzi and Prof. Paolo di
Stefano, coordinator of the Scientific Council of the ADM.

We also thank the whole Organizing Committee, with special thanks to Prof.
Francesco Gherardini and Prof. Giuseppe Marannano for the management of the paper
review procedure and to Eng. Francesco Buonamici for the precious help in organizing
the conference sessions. Special thanks to Doriano Giannelli and Patrizia Cecchi for the
administrative and logistics management of the conference and side events. We wish
to thank also all the colleagues who have supported us as members of the Scientific
Committee and as reviewers and all the authors who gave their valuable contribution to
the conference with their research.



x Preface

Last but not least, the publisher Springer Nature honored us by publishing the two
volumes proceedings of this third edition in the series “Lecture Notes in Mechanical
Engineering.”

September 2023 Monica Carfagni
Rocco Furferi

Conference Program Chairs
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Abstract. Additive Manufacturing is widely applied in aerospace, automotive
and marine engineering. Indeed, large-scale components are often required in
these applications, such as for non-structural parts of aircraft, spare parts or small
lots of cars or marine components. Fused Deposition Modelling is one of the
Additive Manufacturing processes used to affordably convert digital models into
mockups, prototypes, and functional parts: a slicing software converts the object’s
digital model into a list of instructions for the machine. However, commercial
slicing software packages often fail to accurately estimate the time required to
produce models, especially when their size is significant: the errors could be up
to several hours, which cannot be adequate in a real-life industrial context where
productionmust be scheduled in a preciseway. Thismanuscript compares the build
time estimation of several commercial slicing software considering a real-life part.
Furthermore, the evaluation of the manufacturing setting mainly affects the error
in estimating the build time achieved through a Design of Experiment approach.
The more time-impacting printing parameters have been detected, allowing fine
helpful tuning to increase the accuracy of the build time in commercial slicing
software. A case study included in the manuscript supports the analyses. Proper
setting of the commercial slicing software can significantly improve the accuracy
of the printing time.

Keywords: Additive Manufacturing · Fused Deposition Modelling · Slicing ·
Time Estimation · Design of Experiment

1 Introduction

Nowadays, a wide range of structures and complex geometries are fabricated from 3D
digital models using Additive Manufacturing (AM) techniques. The method entails con-
secutive manufacturing layers of materials on top of one another, contrary to traditional
approaches based on removing raw materials. Charles Hull pioneered this technology in
1986 using Stereolithography (SLA) [1]. The AM panorama was enriched in the follow-
ing decades by additional advancements, including Powder Bed Fusion (PBF), Direct
Metal Laser Sintering (DMLS) and Fused Deposition Modelling (FDM). Biomedical,
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automotive, and aerospace fields are just a few fields that have extensively benefited AM
approaches [2]. The increased use of AM instead of traditional methods leads to various
gains, including highly accurate manufacture of complicated geometry, maximummate-
rial savings, design freedom, reduction of time-to-market, and individual customisation
[3].

FDM is one of the most well-known AM approaches characterised by reduced costs
and is particularly suitable for prototyping applications [4]. FDM is currently the most
cost-effective AM technique for thermoplastic materials: introducing carbon filament
or metal-charged wires also allows for high-strength parts. In the FDM process, a raw
polymer filament is fed, melted, and extruded through an hotend before being deposited
following preset patterns.

In AM, a 3D digital model must be divided into layers, and a printhead path must
be computed to deposit materials for each layer, up to obtaining the whole part. A
slicing software typically operates by intersecting a plane with the 3D model at fixed-
step Z-heights and figuring out the boundary segments on each layer. The printhead’s
motion is then calculated to infill the area inside each layer’s boundary, considering
the manufacturing settings chosen by the user [5]. The printer profile can be defined
as the set of process variables, such as printing temperatures, printing speed, build
orientation, layer thickness, infill density, and pattern the user chooses before processing
the 3D model and slicing it. These settings can significantly influence the manufactured
components’ characteristics and quality [6]. Thus, the slicing software can convert the
3D digital model into a path specified in a G-code that lists the machine’s instructions
to obtain the intended shape [7].

In the last decades, the research community’s primary focus on FDM related to the
optimisation of the building time [8], the computation of the support volume [9], and
the evaluation of the production cost [10]: this effort aimed at improving FDM further
and make it a viable substitute for conventional manufacturing processes. Among them,
estimating the proper build time in relation to the manufacturing settings is of particular
interest [11]. Though commercial slicing software packages frequently roughly quote
the Estimated Time of Manufacturing (ETM) required to produce 3Dmodels. This error
could be magnified by the scale of the models that must be produced; the error could
reach several hours, which is unacceptable in an industrial context.

To solve this challenge, the scientific community proposed some algorithms to guess
the build time estimation with promising results [12, 13, 14]. However, these methods
are still not implemented in commercial software; thus, relatively high estimation errors
could affect the manufacturing time evaluation in commercial codes.

Compared to the existing literature, this paper proposes a methodology applicable to
precisely understand the significance and effect of some definite slicing parameters on
the ETM through a statistically helpful approach to reduce the number of printing con-
figurations to test. At first, the article examines the ETM and estimated filament weight
provided by a set of commercial slicing software packages using a scaled 3Dmodel rep-
resenting an aircraftmockup forwind tunnel tests. Afterwards, themost reliable software
was selected for tests to determine which manufacturing parameters significantly impact
the ETM. A Design of Experiment (DOE) methodology [15] and the Minitab software
[16] have been used. This research suggests a way to find themore crucial process factors
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that influence how accurately the build time is estimated in commercial slicing software.
Using the proposed approach, the user can correct the most ETM-impacting default set-
tings of the commercial slicing software, and the build time estimation can be improved
by far. The user can understand which settings deserve attention for an accurate ETM
evaluation. This way, the requirements, time planning and production scheduling in an
industrial environment can be respected.

The article is structured as follows. Section 2 describes the printer profile used for
tests and the case study chosen to evaluate commercial slicing software accuracy on the
ETM. In the following, Sect. 3 shows how to apply the Design of Experiment approach
to analyse the importance of some selected process variables on the ETM. Section 4
discusses the results achieved with the DOE methodology and summarises the article
with conclusions and future developments.

2 Estimated Time of Manufacturing: A Comparative Analysis

In this Section, the authors evaluate five - commercial and free - slicing software to
compare their build time and weight estimation accuracy. A realistic component has
been chosen to achieve this task.

In recent years, AMhas seen a rise in its use, particularly in producing structural parts
for the automotive and aerospace sectors. In the latter case, particular attention has been
given to structural components, such as the UAV’s mainframe of multi-copter fuselage
and fixed-wing aircraft’s aerodynamic surfaces. Moreover, FDM technology has been
applied to produce mockup models for wind tunnel tests to evaluate the aerodynamic
loads of conceptual aerospace configurations [17]. This research considers a down-scaled
mockupmodel of a civil transport aircraft to be used for wind tunnel tests. Post-processes
[18] to smooth the external surface of the model are not considered, even if required
to decrease the roughness of parts which is generally higher when using FDM than
conventional technologies.

The Boeing X-48B is a NASA-supported experimental aircraft designed to study the
properties of Blended Wing Body (BWB) transport aircraft [19]. The BWB is a fixed-
wing aircraft with blended fuselage and wings. This configuration shows advantages in
drag reduction and is studied to reduce commercial aviation’s environmental impact.

A 0.75% down-scaled 3D model of the conceptual 73m span design has been used
for the purpose of this research. The 3D model has bounding box dimensions of 0.547x
0.306 x 0.061m. A Modix Big60v2 FDM machine equipped with a 0.6mm diameter
nozzle has been used to manufacture the prototype as a single piece in PLA material,
thanks to its 0.216 m3 working volume. A printing profile already used successfully for
printing parts is chosen as a starting point for this research (Table 1). Cura software
estimated 30 h and 34 min to build the X-48 scaled mode.

Moreover, the slicing software estimated the % of the time required to manufacture
some features of the project: 31% for infill; 18% for support; 17% for skin; 10% for inner
walls; 9% for support interface; 8% for outer wall and 7% for other features. The actual
manufacturing time needed to build the 3D model was recorded as 31 h and 49 min
(see Fig. 1), and the overall model weight is 795g. A PLA filament from the FiloAlfa
manufacturer has been chosen as the raw material for the model. An FDM machine
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requires a G-code file with instructions to manufacture the desired object. This file has
been previously prepared using the Cura Ultimaker slicing software and implementing
the manufacturing settings collected in Table 1. The ETMwas compared with the actual
manufacturing time to evaluate the estimation accuracy. Secondly, the same 3D model
has been sliced using four different free slicing software, as reported in Table 2. The
differences between the ETM and the real printing time are listed in the bar chart shown
in Fig. 2a, while a similar comparison is made for the estimated model weight (Fig. 2b).

Table 1. Slicing printing settings used for PLA filament.

Parameter Unit Value Parameter Unit Value

Layer Height mm 0.22 Travel Speed mm/s 100

Initial Layer Height mm 0.25 Infill Print Speed mm/s 60

Line Width mm 0.65 Wall Print Speed mm/s 40

Initial Layer Line Width
factor

% 110 Retraction distance mm 2

N° of bottom and top
layers

– 3 Retraction Speed mm/s 30

Wall Line Count – 3 Fan Speed % 100

Infill Density % 30 Regular Fan Speed at Height mm 0.22

Infill Topology Cubic Support Structure – True

Nozzle Temperature °C 210 Support Type – Build Plate

Build Plate Temperature °C 60 Support Pattern – Zig Zag

Flow % 105 Support Density % 15

Initial Layer Flow % 110 Overhang Angle ° 50

Print Speed mm/s 50 Adhesion Type – Raft

Initial Layer Print speed mm/s 15 Raft Margin mm 8

Fig. 1. Down-scaled X-48B model manufactured with a Modix Big60v2 FDM machine.

The data presented in Fig. 2a and 2b show that Cura Ultimaker provides more accu-
rate estimations of the manufacturing time and final model weight than its analysed
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Table 2. Slicing software comparison in terms of ETM.

Slicing software ETM [days] ETM [hours] Filament Weight [g]

Cura 1.27 30.57 822

PrusaSlicer 1.58 38.08 920

ideaMaker 1.37 32.88 644

IceSL 1.58 38.23 749

Kiri 1.39 33.37 716

competitors. As a result, this slicing software will be utilised as the reference in future
analyses.

Fig. 2. a) A bar chart highlighting the ETM values (in blue) and the absolute % errors (in orange)
compared to the actual manufacturing time (red horizontal line) for the specific case study; b) a
similar bar chart compares the estimated and actual weight of the model.

It is important to highlight that the settings of the printing profile shown in Table 1
have been used for each slicing software. However, the exact replication of the slicing
settings is not straightforward: every software has a different nomenclature for print-
ing configurations; some settings are missing, and their value cannot be accessed. Just
to cite some examples, in the former case, Cura names the number of outlines of the
model’s wall ‘Wall line count’, while PrusaSlicer calls them ‘Perimeters’. In the latter
case, Cura allows fine-tuning the raft options with external margin width, while Kiri
enables only turning on or off the raft option as the build plate adhesion method. Nev-
ertheless, the authors tried maintaining similar settings when shifting between different
slicing packages by profoundly analysing the slicing software documentation to find the
corresponding arrangements. Such meticulous analysis has been done to avoid possible
effects on selecting the best slicing software for the following DOE analysis.
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3 Design of Experiment Analysis

The DOE technique can be considered a formal statistical strategy built up to evaluate
the influence of variables (referred to as factors) that have some values within a range
(referred to as level) affecting the output of a particular system. The more conventional
DOE analysis is known as a 2k-factorial architecture, where each of the k factors only
has two levels, with a total of 2k potential combinations. For the specific case study
described in the previous section, it has been demonstrated that most of the time, the
FDM machine is occupied with deposing new material to build the infill, the support or
the outer skin of the model. For this reason, the authors selected the factors that could
highly influence the ETMbased on their experience inAM. Seven factors with two levels
have been chosen (Table 3), set within the tested printing profile (Table 1).

The impact of these seven slicing parameters (k= 7) has been examined to determine
which variables and which variables’ interactions most influence the response, namely
the ETM, through the statistical software Minitab [16]. Cura slicing software has been
chosen to simulate the different runs required from Minitab to build the model based on
the results shown in the previous section.

Table 3. Summary table of the seven factors and two levels analysed.

Slicing Factor Level A Level B Unit

Layer Height 0.22 0.25 mm

Wall Line Count 3 5 –

Top/Bottom Layer Count 3 5 –

Infill Density 30 50 %

Infill Speed 30 60 mm/s

Wall Speed 25 50 mm/s

Support Speed 20 50 mm/s

The DOE approach is advantageous in predicting the response of a system when the
level of a set of parameters is changed without simulating all the possible combinations.
DOE offers several advantages, such as decreasing the time and cost required for exper-
imentation, enhancing comprehension and regulation of the process, and improving the
quality and performance of the product. In this case study, the possible slicing parameter
combinations are 128, a large set of configurations to be simulated. Thus, Minitab gives
the possibility to analyse just a randomly generated small group of runs to estimate the
behaviour of the entire process. Randomisation is a technique used to balance the effect
of extraneous or uncontrollable conditions that can impact the results of an experiment.
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To understand the interaction of the first-order mixed terms on the output (ETM),
Minitab requires 30 possible combinations not to saturate the model’s degrees of free-
dom. Indeed, to have at least a Degree of Freedom (DF) on the residuals (DFres), the
following equation should be verified [16]:

DFres = DFtotal −
⎛
⎝

k∑
i=1

DFmain +
l∑

j=1

DFinter

⎞
⎠ > 0 (1)

where the terms identify these parameters:

DFtotal : Total Degree of Freedom, equal to the total number of experiment runs minus
one;
DFmain: Degree of Freedom of a single k factor, equal to the number of factor levels
minus one. In the case of 2k factorial design, DFmain = 2 − 1 = 1;
DFinter : Degree of Freedom of a single j interaction term, equal to the DF for component
factors, multiplied by each other.

The possible first-order combinations of 7 factors are C7,2 = 21; thus, for the spe-
cific case with seven factors and first-order term interest, it is possible to obtain that the

required runs x not to saturate the model are: 0 < (x − 1) − (7 + 21)
yields→ x > 29.

Therefore, the first integer number of runs that satisfies the equation is 30. These com-
binations, not reported due to brevity, are listed on Minitab’s worksheet, and the user is
responsible for entering data of ETM in the output column. Therefore, by applying DOE,
it is possible to simulate 23% of possible configurations to understand which printing
setting and first-order setting interaction mainly affect the ETM, saving a lot of time.
The factorial regression analysis is done once the statistical DOE testing is configured.
The Pareto graph is the first result, which compares the principal and interaction effects’
relative magnitude and statistical significance. A factor’s contribution to the output is
insignificant for the studied process if the P-value is less than a significance level, which
has been set to 5%. The outcomes are simpler to comprehend when these terms are
ignored (such as theWall Line Count and most interaction terms) (Fig. 3a and 3b). After
some iterations to remove the irrelevant factors, the standard error of the estimated S-
value returned by Minitab shows a good fit of the model to the available data. The final
model has a coefficient of determination value of R2 = 99.89%.

The residual plots confirm a good fit of the model to the available data once non-
relevant terms are neglected. Moreover, factorial plots are available to the user better to
comprehend the model’s behaviour (Fig. 4). It is possible to see that a change in both
Infill Density and Speed has a much higher influence (plot with greater slope) on the
ETM compared to differences on theWall Speed parameter (almost horizontal segment).
Similar considerations may be obtained by observing Fig. 3b, where the more impacting
factors are better highlighted.
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Fig. 3. a) Initial Pareto chart of slicing factors’ effects on the output; b) Pareto graph when only
the relevant factors are isolated.

Fig. 4. The main effect plot shows the magnitude of changes of the ETM for each main factor
level: the more the line is inclined, the greater the influence on the system’s response.

4 Discussion and Conclusions

This research aims to understand which printing parameters primarily affect the Esti-
mated Manufacturing Time in commercial slicing software packages. DOE improves
process comprehension and reduces the need for time and costly tests; in this study,
23% of possible printing profile configurations have been tested. Thus, this manuscript
proposes a helpful methodology to guide the end user in focusing on the most critical
settings that impact a correct evaluation of the printing time. Through a DOE analysis,
it is possible to build a model relating the response (ETM) to the main printing profile
variables. As a secondary result, the authors investigated the accuracy of five free com-
mercial slicing software for FDM technology available in the market. Cura Ultimaker
demonstrated encouraging results for the time and weight estimation, respectively, with
4% and 3% errors if compared with the experimental tests.

The results shown in the previous Sections confirm high variability in estimating
the manufacturing time and weight using different slicing software. On the one hand,
Cura, Kiri and ideaMaker return a good agreement (∼=5%) if compared with the required
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time to manufacture the 3Dmodel, while IceSL and PrusaSlicer overestimated the ETM
by about 20%. Conversely, Cura and IceSL estimated the model’s weight accurately,
while the others returned a coarse estimation (up to 19% error). This result could be
blamed on a non-perfect matching of the printing profile settings due to a non-uniform
nomenclature between the tested software. However, selecting a specific slicing software
(including the possible bias produced by a different nomenclature) does not affect the
proposed statistical approach.

A DOE 2k factorial analysis demonstrated that the infill density and speed mostly
influence the ETM for the specific case study, where 31% of the total manufacturing time
is spent on the infill. At the same time, the wall line count does not influence the model
and can be ignored. Thus, for the model herein considered, a simple strategy to lower the
printing time error is to decrease the infill density% and speed up thematerial deposition
to manufacture it. It is straightforward that the printing settings are also tailored to the
project’s requirements: a higher infill density is necessary for a stiff object, even if the
manufacturing time is longer.

The results collected in this manuscript are case study-dependent. Still, they could
give some practical advice on selecting and modifying the more impacting printing
parameters, which drive the accurate estimation of the build time in commercial slicing
software. Moreover, this manuscript shows how to design a simple DOE analysis to
efficiently plan the manufacturing process and speed up the design-to-manufacturing
cycle. In the future, additional tests with different geometries will be carried out to
outline more precise guidelines to reduce the printing time related to FDM technology,
considering parts with different support and infill requirements.
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Abstract. Additivemanufacturing (AM) is a flexible technology allowing design-
ers to produce highly customized and complex shapes. The design phase can be
supported by Design for AM (DfAM) tools in order to reduce material waste,
design time and economic resources. This paper aims to evaluate the functionality
of four commercial tools for simulating the powder bed fusion (PBF) deposition
process using quantitative and qualitative evaluation metrics. An AMprocess sim-
ulation workflow has been defined to facilitate the tools evaluation. For a complete
evaluation, three different case studies were analyzed. Simulation carried out with
the tools have the same critical zones relative to the three mechanical compo-
nents, but with different maximum distortion values. Qualitative metrics show
differences in workflow complexity and support provided by tools during the sim-
ulation setup phase. In the industrial field, these aspects can affect the choice of
one tool over another.

Keywords: Additive Manufacturing · Design for Additive Manufacturing ·
DfAM tools · Simulation · PBF deposition process

1 Introduction and Research Background

Additive Manufacturing (AM) includes a wide range of technologies that allow to create
physical components from virtual 3D models with a layer-by-layer process [1]. One of
the advantages of AM is the ability to use robust Design for Additive Manufacturing
(DfAM) methods and tools that allow designers to predict the technical response of
systems and automate the design process. DfAM aims tomaximize product performance
while simultaneously considering the shape, manufacturing process and functionality of
components, without the production constraints of traditional methods [2].

Powder bed fusion (PBF) is a printing technology approved by the ISO/ASTM52900
standard [3]. This technique uses thermal energy to melt and solidify a region of powder
bed layer by layer. Selective laser melting (SLM) is a PBF additive manufacturing
technology, based on the melting of atomized metal powder by laser [4]. The power
of the laser can produce negative thermal effects causing distortion of parts and cracks
[5]. Therefore, the evaluation of distortions represents a fundamental focus to prevent
the occurrence of such phenomena. A “trial and error” process is not recommended
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because it involves a waste of material, time and costs. In recent years, several DfAM
methodologies and tools have been investigated to support designers in evaluating and
setting the parameters of the deposition process [6, 7].

In this context, the present study aims to preliminarily compare the functionalities
of four DfAM commercial tools aimed at supporting the deposition process simulation.
Among the different existing computational approaches this work adopted a macro-
scale approach that is the most used in the industrial field [8]. The final goal is to support
designers in choosing the most appropriate DfAM tool based on their needs. In order
to facilitate the assessment, an evaluation protocol has been defined starting from the
pre-processing phase (part orientation, printing parameters) up to the post-processing
operations (removal of the part from the printing plate and supports).

2 Method

To carry out an objective assessment of the four analyzed DfAM tools, an evaluation
protocol consisting of the main phases (Sect. 2.1) of the workflow has been defined.
Comparison between the various tools is facilitated by some quantitative and qualitative
metrics (Sect. 2.2) that will be applied to the case studies.

2.1 Evaluation Protocol

The definition of an evaluation protocol (Fig. 1) is essential for carrying out a systematic
assessment and allows to analyze all the main steps and their sequentiality.

Fig. 1. Steps of the simulation process.

The simulation process consists of 9 consecutive steps grouped into 3 main phases:
i) Pre-processing, that represents all the simulation preliminary settings; ii) Simulation
setup, that includes the simulation settings and steps sequence; iii) Post-processing, that
consists of observing the results.
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2.2 Metrics

A mix of quantitative and qualitative metrics have been adopted to make a systematic
and objective assessment of the tools.

Quantitative metrics allow an assessment of results from a technical point of view
and the main ones are: i) Maximum total deformation; ii) Recoater impacts with the
previously solidified layer; iii) STL of the deformed and compensated geometry, defined
as the number of facets.

Qualitative metrics aim to assess the functionality and features of the tools analyzed.
In this study are as follows: i) Workflow complexity, defined as the number of clicks
required to set up the simulation; ii) Flexibility and customization of the simulation, that
represent the heat treatment customization, the presence of a helpwindow, the possibility
of visualizing the mesh and the print time estimation; iii) AM process wizard presence.

3 Case Studies

3.1 Components

This section shows three components that will undergo the simulation of the printing
process. The choice of components is based on their geometric complexity, functionality,
and field of application. The three components selected for the study are: i) Gas turbine
blade; ii) Drone frame; iii)Wall bracket topologically optimized.

To make a consistent evaluation, the same simulation parameters were set in all
DfAM tools (Table 1). The orientation of the components was set on the optimization
of the printing time to evaluate the deformation effects generated.

Table 1. Components and simulation settings.

Component

Mesh size 3 mm 1.6 mm 1.6 mm

Material Inconel 718

Support type Block support

Layer thickness 40 µm

Baseplate temperature 80°C

Heat treatment 800°C

Laser power 290 W

Laser scan speed 1000 mm/s

Recoating time 12 s
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3.2 DfAM Tools

Through a careful analysis of the state of the art referring to the simulation of the PBF
process, four commercial tools used in industry and research were selected [9–11]: i)
Ansys Additive Print 2021 R1, a stand-alone software tools; ii) Ansys Additive Suite
2021 R1, that allows to perform a thermomechanical simulation; iii) Siemens NX 19.0,
equipped with a PBF simulation module; iv) Autodesk Netfabb Ultimate 2023.

4 Results and Discussion

This section shows the results obtained from simulations performed with the DfAM
tools. Parts orientation was chosen optimizing the printing time. Results are shown in
Sects. 4.1 and 4.2. Section 4.3 provides a critical discussion on the obtained results.

4.1 Quantitative Metrics

Figures 2, Fig. 3 and Fig. 4 show the total deformations of the case studies obtained
from the simulations of the printing process performed with the four tools, while the
respective quantitative metrics are shown in Table 2.

Fig. 2. Total deformations of turbine blade: a) Ansys Additive Print; b) Ansys Additive Suite; c)
Siemens NX; d) Autodesk Netfabb.
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Fig. 3. Total deformations of drone frame: a) Ansys Additive Print; b) Ansys Additive Suite; c)
Siemens NX; d) Autodesk Netfabb.

Fig. 4. Total deformations of wall bracket: a) Ansys Additive Print; b) Ansys Additive Suite; c)
Siemens NX; d) Autodesk Netfabb.
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Table 2. Quantitative metrics of the three components.

DfAM tool Deformation
[mm]

Recoater
impacts

Deformed
STL facets

Compensated
STL facets

TURBINE BLADE

Ansys Additive Print 0.738 16 6636 6464

Ansys Additive Suite 2.764 23 355120 355120

Siemens NX 1.124 12 34078 34078

Netfabb Ultimate 0.945 14 218462 220288

DRONE FRAME

Ansys Additive Print 0.403 6 49528 47892

Ansys Additive Suite 1.659 11 332728 332728

Siemens NX 0.343 4 33628 33628

Netfabb Ultimate 0.293 3 82820 82904

WALL BRACKET

Ansys Additive Print 1.045 9 149212 149150

Ansys Additive Suite 2.389 13 131992 131992

Siemens NX 0.815 7 87052 87052

Netfabb Ultimate 0.642 5 211526 214716

4.2 Qualitative Metrics

Workflow complexity is evaluated by the number of clicks from the part import phase
until the results are obtained at the end of the simulation (i.e., from step 1 to step 8 of the
evaluation protocol shown in Fig. 1). The simulation procedure is the same for each part
regardless of its geometry, and for this reason the number of clicks for each software is
equivalent for all three case studies. Table 3 shows the qualitative metrics.

4.3 Discussion

From the simulation results, the maximum deformations obtained by the four tools for
each component are in the same critical areas.

Regarding the quantitative metrics of the turbine blade, shown in Table 2, the defor-
mations recorded in Siemens NX and Autodesk Netfabb have comparable values to each
other, while Ansys Additive Print has lower deformations. In contrast, Ansys Additive
Suite has higher deformations than the other tools. In addition, a considerable number of
impacts were found with the printer recoater due to the extension of the geometry in the
vertical direction (printing direction). It is worth noting how the number of facets in the
STL file of the deformed and compensated geometry remains unchanged in simulations
with Ansys Additive Suite and Siemens NX. In Ansys Additive Print the number of
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Table 3. Qualitative metrics of the various DfAM tools analyzed.

Qualitative metric Ansys
Additive
Print

Ansys
Additive
Suite

Siemens
NX

Autodesk
Netfabb

Workflow complexity 96 194 73 61

AM process wizard No Yes No No

Heat treatment customization No Yes Yes Yes

Help window Yes Yes No No

Mesh visualization No Yes Yes Yes

Print time estimation No No No Yes

facets of the compensated geometry is less than that of the deformed geometry, while in
Autodesk Netfabb there is the opposite situation.

The deformations obtained from the drone frame simulations performed with Ansys
Additive Print, Siemens NX and Autodesk Netfabb assume extremely comparable val-
ues between them, as shown in Table 2. Again, Ansys Additive Suite has higher total
deformations compared to other tools. The same trend can be appreciated in the impacts
with the printer recoater, where Ansys Additive Suite recorded more impacts due to
the higher geometry deformation. Siemens NX and Ansys Additive Suite have the same
number of facets in the STL file of the deformed and compensated geometry. In contrast,
Ansys Additive Print provides more facets of the deformed geometry than the compen-
sated geometry, while Autodesk Netfabb has fewer facets of the deformed geometry
than the compensated geometry.

About the wall bracket simulations, the maximum total deformation and the number
of recoater impacts obtainedwithAnsysAdditive Suite are significantly higher than their
counterparts. Like the previous two case studies, Ansys Additive Print, Siemens NX, and
Autodesk Netfabb have very similar deformation values between them. In relation to the
number of facets of the deformed and compensated geometry, the same considerations
drawn from the previous two cases can be inferred.

Concerning qualitative metrics and observing the Table 3, it appears that Ansys
Additive Print and Siemens NX have comparable workflow complexity, while Autodesk
Netfabb has lower complexity. Instead, Ansys Additive Suite has higher workflow com-
plexity than the others, despite being the only DfAM tool to have a wizard that supports
the simulation setup phase.

Ansys Additive Print is the only tool that does not allow customizing the heat treat-
ment of the simulation. In addition, during the simulation setup phase it does not allow to
visualize the mesh, and this aspect could be very disadvantageous in case it is necessary
to visualize any changes in some mesh and supports parameters.

Siemens NX and Autodesk Netfabb do not have a help window that makes it easier
to understand the input parameters for the simulation, while only Autodesk Netfabb
provides an estimate of the printing time based also on the characteristics of the machine
used.
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5 Conclusions

The comparative evaluation showed that all tools are able to identify the same criti-
cal areas in terms of deformation. Ansys Additive Suite is the tool that allows a more
advanced customization of the simulation than the others, providing also extensive sup-
port during setup but with a higher workflow complexity. The other tools present com-
parable results from a technical point of view. Regarding qualitative metrics, Ansys
Additive Print provides limited support during simulation and does not allow for cus-
tomization of heat treatment, while Siemens NX and Autodesk Netfabb have similar
qualitative metrics, with the last one that is the only tool that estimates printing times.

Future developments could regard an increase in case studies and tools, as well as
metrics, with the aim of having a more comprehensive evaluation. In addition, a mesh
sensitivity analysis should be performed to verify how the outputs are influenced. The
realization of a physical prototype could be crucial to establish the reliability of the
different simulations. Finally, a usability assessment could be also done.
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Abstract. Polyether Ether Ketone (PEEK) is a high-performance polymerwidely
used in several fields due to its excellent material and chemical strength proper-
ties also at high operating temperatures. The processing conditions used to fabri-
cate PEEK parts can significantly influence the crystallinity and, hence, mechan-
ical properties. Manufacturing difficulties are further amplified when PEEK is
produced by Additive Manufacturing (AM), since it requires high processing
temperatures, which only a few 3D printers available on the market can guarantee.

In this paper, a Design of Experiment (DoE) was employed to investigate the
mechanical properties of PEEK produced by Fused Filament Fabrication (FFF).
Nozzle Temperature (390 °C and 420 °C), Chamber Temperature (80 °C and
100 °C) and Infill orientations (0° and45°)were involved in the experiment through
a 2-level full factorialDoE.Young’smodulus,Yield Stress, Ultimate Tensile Stress
and elongation at fracture were investigated.

Through ANOVA analysis it was found that the three parameters do not influ-
ence Young modulus (2.6 ÷ 3.2 GPa), while their combinations influence yield
stress (36 ÷ 46 MPa), tensile strength (45 ÷ 74 MPa) and elongation at fracture
(2.1 ÷ 16%). As expected, the optimal values for the best mechanical properties
are the highest levels of nozzle and chamber temperatures and 0° infill orientation.

Keywords: Design for AM · Fused Filament Fabrication · PEEK · Design of
Experiment · Tensile Test

1 Introduction

PolyEther Ether Ketone (PEEK) is a linear, aromatic, semi-crystalline thermoplastic
polymer and an important member of Poly Aryl Ether Ketone (PAEK) family. It offers
excellent thermal stability, chemical resistance andmechanical properties,makingPEEK
a popular choice for engineering applications [1]. Among the family members, PEEK
is the most widely used 3D printing material due to its easy of machining and unique
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combination ofmechanical properties, including high temperature and combustion resis-
tance, good dielectric performance, and resistance to wear, fatigue, and creep. Thanks
to its biocompatibility, PEEK is also widely used in biomedical applications [2], as well
as in aerospace, automotive, electrical, and other fields where it can replace metals [3].

There are various modes of producing PEEK, such as injection molding, machin-
ing, extrusion, etc., but AM processes, particularly Fused Filament Fabrication (FFF),
offers a cost-effective solution with greater shape complexity, higher customization, and
flexibility. FFF process consists of layer-by-layer building, and, in recent years, it has
been so innovative that it allows the manufacture of advanced polymers, such as PEEK,
which typically have very high glass transition temperatures. To ensure goodmechanical
and aesthetical properties, AM produced PEEK requires nozzle temperatures exceeding
400 °C and chamber temperatures exceeding 150 °C [4].

Currently, AM fabrication of PEEK faces significant challenges, primarily
attributable to its semi-crystalline characteristics and its elevated melting temperature.
These properties render PEEK highly sensitive to alteration in processing conditions,
leading to observed inconsistencies in the material’s ultimate performance. Conse-
quently, the utilization of FFF printing for PEEK remains not yet sufficiently suitable in
applications where ensuring high standard and consistent results are utmost importance.
Studying in depth how the 3D printing process parameters affect the performance of
AM products is crucial in the Design for AM processes. Although many studies have
been done on polymers, printable with FFF technologies, about PEEK several aspects
still need to be investigated.

In recent years, various research studies have examined the effect of printing parame-
ters on the performance of the 3D-printed PEEK parts since residual stress, accumulated
during layer-by-layermanufacturing, lead towarping and interlayer delamination. These
problems are more pronounced in AM process and can significantly affect dimensional
accuracy and mechanical properties.

Among numerous process parameters, the most important researches are focused
on layer thickness, chamber, nozzle and bed temperatures, as well as raster angles. In
a study conducted by Wang et al. [5], the influence of nozzle diameter and printing
layer thickness on the physical and mechanical properties of PEEK was investigated.
The findings indicated minimal changes in density and tensile strength of PEEK when
printed using a 0.4 mm nozzle diameter. However, when larger diameter nozzles were
employed, the tensile strength of PEEKdeteriorated, particularlywith an increase in layer
thickness. The authors suggested that interlayer bonding strength was compromised for
layers thicker exceeding 0.35 mm. Additionally,Wu et al. [6] found that PEEK exhibited
optimal tensile, flexural, and compressive strength when printed with a layer thickness
of 0.3 mm.

Concerning temperatures, several authors have investigated their influence on the
mechanical and crystallinity properties of PEEK. The mechanical properties of PEEK
are significantly influenced by the chamber temperature. Increasing the ambient temper-
ature results higher percentage of crystalline phase, leading to notable enhancement in
Young’sModulus andUltimate Tensile Stress [4, 7]. In terms of nozzle, insufficient print-
ing temperature can lead to issues such as nozzle clogging and delamination between
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deposited layers. Conversely, excessively high temperatures can cause thermal degra-
dation of PEEK, and result in dimensional inaccuracies due to significant changes in
viscosity [8]. It is recommended to maintain a nozzle temperature range of 420–440 °C.

Bed temperature controls the quality of the manufact. Tseng et al. [9] measured
the coefficient of adhesion friction (μs) for polymers, and for PEEK it was observed a
high value. Nonetheless, excessively high temperatures can compromise the adhesion
process by causing inadequate solidification of the polymer layer. Taking these factors
into account, the authors suggest a bed temperature of 280 °C as the optimal value for
printing PEEK samples.

From the literature, it is possible finding the recommended values for 3D printing of
PEEK, as reported in [4], which are summarized in Table 1.

Table 1. Recommended value for FFF 3D-printing of PEEK [4].

Parameter Value

Raster angle 0°

Layer thickness 0.1 ÷ 0.3 mm

Chamber temperature 150 ÷ 200 °C

Nozzle temperature 410 ÷ 440 °C

Printing speed 20 mm/s

Infill 100%

It should be emphasized that these values are primarily derived from tensilemechani-
cal performance of the specimens. Nevertheless, achieving satisfactory structural perfor-
mance often involves a trade-off with the aesthetic requirements of the artefacts, making
it important to strike a balance by setting the process parameters appropriately. Techni-
cally speaking, the optimization of the difference between the nozzle and bed/chamber
temperature in 3D-printers is the most critical aspect. This is because minimizing ther-
mal gradients across the beads is necessary for producing parts that exhibit desirable
mechanical performance and dimensional stability.

Moreover, not all FFF systems on the market, considered suitable for PEEK printing,
guarantee operation in the optimal temperature ranges.

In collaboration with 3DnA Srl (Italy), this article presents the results of an exper-
imental campaign that aimed to investigate the impact of infill orientation, nozzle and
chamber temperatures, and their combinations, on the tensile properties of 3D printed
PEEK specimens. To achieve this objective, a full factorial Design of Experiment (DoE)
was employed, and all specimens were subjected to tensile test. This paper marks repre-
sents an advancement in the existing literature by contributing to a more comprehensive
understanding of the behavior of this complex material. Specifically, it sheds light on the
challenges encountered when attempting to achieve optimum print settings under less
than ideal conditions.
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2 Materials and Methods

The experimental campaign was carried out in collaboration with 3DnA Srl (Italy) and
based on a two-level full-factorial DoE. Three critical FFF process parameters were
considered as input:

• Nozzle temperature;
• Chamber temperature;
• Infill orientation.

The DoE structure and the combinations are reported in Tables 2 and 3 respectively.

Table 2. DoE structure.

Parameter Levels

Nozzle Temperature 390 °C 420 °C

Chamber temperature 80 °C 100 °C

Infill Orientation 0 deg 45 deg

Table 3. DoE combinations.

Series Nozzle temperature [°C] Chamber temperature [°C] Infill orientation
[deg]

A 420 80 45

B 420 100 45

C 390 80 45

D 390 80 0

E 390 100 45

F 420 80 0

G 420 100 0

H 390 100 0

A total number of 24 specimens, three specimens for each configuration, were man-
ufactured according to ASTM D638 requirements (Fig. 1) by Selltek D3-XP 3D printer
[10] with fixed printing parameters reported in Table 4. The specimens were made
of TreeD Natural PEEK 1.75 mm diameter filament [11]. The filament datasheet [11]
reports a 3.8 GPa Young Modulus and 97 MPa Ultimate Tensile Stress. Figure 2 shows
the first repetition of the specimens series labeled according to Table 3.

All the specimens were subjected to tensile tests by MTS Insight 30 Electromechan-
ical Testing Machine equipped with a load cell of 30 kN. Strains were gathered through
an MTS Axial Extensometer having a 50 mm gauge length.
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Table 4. Fixed 3D printing parameters.

Parameter Value

Layer thickness 0.2 mm

Nozzle diameter 0.4 mm

Infill density 100%

Infill pattern linear

Specimen orientation Flat

Number of perimeters 2

Printing speed 15 mm/s

Bed temperature 120 °C

Fig. 1. Specimen geometry in accordance with the Standard ASTM-D638.

Fig. 2. Printed specimens series (label 1 stands for “first repetition”).
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3 Results Analysis and Discussion

Figure 3 shows the stress-strain curves, while Table 5 reports the average values and stan-
dard deviation of the evaluated tensile properties for each series of specimens: Young’s
modulus, Yield Stress, Ultimate Tensile Stress (UTS), Elongation at fracture.

Table 4 displays the average mechanical properties of all the series, which are found
to be inconsistent with the filament technical datasheet. Notably, the Young’s modulus
values differ from the producer’s reference value (3.8 GPa) by 22% (series C) and 28%
(series A). Similarly, about UTS, values are significantly lower than those provided by
the company (97 MPa), varying from 29% (series G) to 45.5% (series E).

To further investigate the effect of parameters and their interaction on tensile
properties, ANOVA analysis was performed at significance level of α = 0.05.

Pareto charts revealed that none of the parameters, whether considered individually
or with interaction, had a significant influence on the Young’s Modulus values, as they
are enough consistent between them.

About Yield stress, it is influenced by the interaction of the three parameters, with
B and D series exhibiting the highest and the lowest values respectively.

As expected, the G series, printed at the highest nozzle and chamber temperature and
a 0 deg infill orientation angle, represents the best combination in terms of mechanical
properties and repeatability of data.

However, by comparing the results with those available in the literature it is important
to know that the mechanical performance of 3D printed PEEK is still considerably lower
to that ofmoldedPEEK., typically characterized by4GPaYoung’smodulus and120MPa
UTS. Moreover, as anticipated, the selected parameters combination still returns lower
values of Young’s modulus and UTS even than those reported for the used filament
(3.8 GPa and 98 MPa respectively). Nevertheless, a direct comparison with other result
published in the literature was made. Table 6 presents a comparison of Young’s modulus
and UTS reported in other articles, which carried out a similar experimentations.

From the comparison it emerges that, at the similar conditions for nozzle temperature,
infill orientation, nozzle diameter and others, the lower tensile performance, for both
Young’sModulus andUTS, seems to be strongly dependent on the chamber temperature.
This agrees with the statement in Sect. 1, which highlights the crucial role played by
chamber temperature in the mechanical properties of printed PEEK. Indeed, as already
stated, increasing the ambient temperature results higher percentage of crystalline phase,
leading to notable enhancement in Young’s Modulus and UTS [4, 7]. It is noteworthy
that the Selltek 3D-XP printer does not guarantee a chamber temperature above 120 °C,
not comparable with glass transition temperature (around 143 °C for PEEK) which may
explain the observed lower tensile performance. This might suggest that the material’s
behaviour tends to be amorphous.

It is no wonder that, from the Table 6, UTS value is similar to that obtained in [6],
where the used homemade printer probably does not provide chamber temperature con-
trol, so its value is assumed to be comparable to the one in this study. However, a further
comparison can be made with values reported in [15], which investigates parameters
setting similar to this study and reports similar results in terms of Young’s modulus and
UTS, based on comparison also with filaments from different manufacturers.
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Fig. 3. Stress-strain curves grouped by series.
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Table 5. Average values of mechanical properties.

Series Young’s modulus
[GPa]

Yield Stress
[MPa]

Elongation at
fracture [%]

UTS
[MPa]

A 2.711 ± 0.30 39.129 ± 2.40 5.79 ± 0.70 61.249 ± 5.27

B 2.885 ± 0.27 44.728 ± 0.38 6.45 ± 0.47 65.591 ± 5.31

C 2.973 ± 0.20 43.683 ± 3.66 4.01 ± 0.59 65.062 ± 4.33

D 2.680 ± 0.09 36.462 ± 1.78 4.23 ± 0.45 56.790 ± 4.01

E 2.819 ± 0.23 40.217 ± 3.21 2.54 ± 0.37 52.819 ± 7.55

F 2.823 ± 0.21 41.235 ± 4.21 7.25 ± 3.70 66.237 ± 4.88

G 2.860 ± 0.001 41.869 ± 0.43 16.06 ± 0.11 68.867 ± 0.75

H 2.824 ± 0.13 43.135 ± 3.67 3.9 ± 1.83 59.245 ± 14.57

Table 6. Comparison with similar studies in literature.

Author 3D Printer Main FFF
parameters

Young’s Modulus
[GPa]

UTS [MPa]

Present work Selltek D3-XP see Table 3 and
Table 4

2.68 ÷ 2.88 52 ÷ 69

Zerean et al. [12] Kumovis R1 0 deg raster angle;
4 mm nozzle
diameter; 250 °C
chamber temp.;
100% infill; flat
orientation

3.29 89.381

Arif et al. [13] Indmatec HPP 155 0.1 mm layer
height; 410 °C
nozzle temp.;
100% infill; flat
orientation; 100 °C
bed temp

3.8 82.6

Wu et al. [6] Custom-built 0.2 mm layer
thickness; 0 deg
raster angle; flat
orientation; 0.4 mm
nozzle diameter

– 56.6

Ding et al. [14] Custom-built 0.4 mm nozzle
diameter.; flat
orientation; 270 °C
bed temp.; 0.2 mm
layer thickness;
390–410 °C nozzle
temp

– 81 ÷ 83
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4 Conclusions

The aim of this paper was to examine the impact of some FFF process parameters,
including nozzle and chamber temperatures and infill orientation, on tensile properties
of PEEK specimens fabricated with Selltek 3D-XP printer.

Tensile tests indicated that, as expected, the best results are achieved with the series
of specimens printed at the highest considered nozzle and chamber temperature (420 °C
and 100 °C respectively) and infill orientation at 0° (filament deposited along the same
direction as the applied load). However, the resulting performance, especially in terms
of both Young’s modulus and UTS, was lower than not only the reference values of
molded PEEK but also other similar studies in the literature.

These findings suggest that the Selltek 3D-XP printer is certainly capable of printing
PEEK, which can eventually be used for the production of non-structural parts, avoiding
its use as metal-replacement.

For future researches, we plan to conduct additional investigations to better under-
stand the behavior of the material. These will involve the exploration of potential post-
treatments, such as annealing, that could enhance thematerial’smechanical performance.
Additionally, we will perform geometrical inspections to assess any distortions that may
arise. By incorporating these elements into our research, we aim to gain a comprehensive
understanding of thematerial’s behavior and identify strategies to improve its properties.
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this research by providing the AM PEEK specimens. This research is supported by the project
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Abstract. This work aims at evaluating the dimensional precision and the accu-
racy achievable through theMetal Binder Jetting AdditiveManufacturing process.
An artifact was designed, and 36 replicates were produced using a 17-4PH stain-
less steel powder aiming at evaluating different feature sizes. The dimensions of
the samples were measured by a coordinate measuring machine (CMM) before
and after sintering.

At green state, the distribution of measured dimensions parallel to the build-
ing direction was centered on the nominal dimension, while the distribution of
measured dimensions parallel to the building plane was shifted from the nominal
ones. Dimensions of cavities were found to be significantly smaller than nomi-
nal ones (Z position for fundamental deviation), whereas the dimensions of outer
features were larger than the nominal sizes probably on the reason of excessive
binder saturation. The dimensional precision ranged from IT9 to IT11.

After sintering, the inaccuracy increasedwith the distance of samples from the
building plane, in turn related to non-uniform shrinkage on sintering. Additionally,
sintering determined worsening in the dimensional precision, which ranged from
IT11 to IT15.

Keywords: Metal Binder Jetting · Design for AM · Dimensional Precision and
Accuracy

1 Introduction

Metal Binder Jetting (MBJ) process has the potential to be widely used thanks to the
promising high cost-effectiveness production. Among Additive Manufacturing (AM)
technique, MBJ has the ability to process any powders at high production rate and
lower cost compared to laser powder bed fusion (L-PBF) and electron beam melting
(EBM) processes. The MBJ process involves five steps: printing, curing, de-powdering,
de-binding and sintering. To effectively design MBJ products, it is necessary to have a
thorough understanding of the process workflow and the variations in product properties
and shape that occur during each step, particularly sintering, which can cause signifi-
cant anisotropic dimensional change and even distortion. These changes can negatively
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impact the quality of the final product if not properly accounted for in the design process.
Several studies investigated the dimensional and geometrical accuracy of product fabri-
cated by Binder jetting (BJ) technique in order to assess the precision capability of the
process. Most works focused on green product obtained by ceramic powders. Kim and
Oh observed the poor quality of a BJ product in comparison with the same benchmark
fabricated with other AM techniques (stereo lithography, fused deposition modeling,
poly-jet, selective laser melting, laminated object manufacturing) [1]. In addition, the
authors observed a wide distribution of deviation, far away from normal gaussian distri-
bution. Dimitrov et al. confirm the poor precision and accuracy of BJ by the fabrication of
a benchmarkmade of: starch-based, plaster-based and epoxy-based powders. Their anal-
ysis highlights precision capability in the range IT9 - IT16 [2]. Islam and Sacks reported
similar results (IT13-IT15) for a benchmark fabricated by calcium sulphate hemihydrate
[3]. Recently, Modi and Sahu obtained a tolerance grade between IT3 and IT10 in the
fabrication of porous bone scaffold by two types of calcium sulphate hemihydrate [4].
The authors attributed the drastic improvement to the selection of optimized material
and process parameters. The research of optimal printing parameters is currently under
investigation. Several works studied the effect of metal powders and printing parameters
by DoE approach [5–7]. In addition, the effect of sintering parameters is studied in-depth
since the anisotropic dimensional change significantly affects product precision [8].

Calves et al. studied the repeatability of product precision through 18 months of
production, discovering a strong impact of printhead speed and trajectory on the accuracy
and precision of green and sintered products. In addition, the analysis highlighted that the
tendency observed at green state are not always representative of the tendency at sintered
state [9]. Currently, literature lacks of guideline on precision capability of MBJ. On the
basis of previous studies [10, 11], this work aims at assessing the dimensional precision
achievable byMBJAdditiveManufacturing process. A benchmark was designed, whose
geometry includes several features. Green and sintered dimensions were measured by a
coordinate measuringmachine (CMM). Experimental data were comparedwith nominal
dimensions, and deviation was statistically analyzed in terms of accuracy and precision.
Results are shown in terms of fundamental deviation and IT grade classes in order to
provide straightforward information to the designers.

2 Materials and Method

This study aims at investigating the achievable dimensional accuracy and precision of
MBJ process. A benchmark was designed, including different features: edge, fillet, bulk
and hollow cylinders and freeform surface. A code number in the sample surface allowed
to recognize sample position and orientation in the building chamber, after de-powdering.
Figure 1 shows the axonometric viewof the artifact, and the orientationwith respect to the
printing reference system (X: Binder injection direction, Y: powder spreading direction,
Z: building direction). Actual size of the features cannot be disclosed, according to the
confidential agreement with the company partner.

36 samples were fabricated, uniformly distributed in the building box at four height
levels; on each plane 9 samples were equally spaced in the printing box. A 17-4PH steel
powder was employed, samples were printed in one batch by Digital Metal Printing
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machine (P1701) according to the process parameters reported in Table 1. The building
box measured 178, 189.5 and 66.95 mm along X, Y and Z direction. The saturation level
was controlled defining a Dark 3, which corresponds to the saturation of 69% of the
pixels [12].

Fig. 1. Axonometric view of the benchmark investigated in this study.

Table 1. Printing parameters.

Layer thickness Resolution Bed temperature Printing speed

42 µm 1200 dpi 80 °C 200 mm/s

After printing, de-powdering and curing, products were thermally de-binded. Then
the batch was sintered at 1385 °C for 210 min in a belt furnace under controlled atmo-
sphere. For each sample, the dimensions and geometrical features were measured by a
coordinate measuring machine (CMM) before and after sintering process. On the basis
of required dimensions at sintered state, the dimensions of the green part were defined
using scaling factors proposed by the printing machine producer. The measurements
were compared with the nominal dimensions expected at green and sintered state, to
evaluate the precision and accuracy.

The dimensional accuracy was determined computing the difference between the
average of the measured dimensions and the related nominal dimensions. Results were
then provided by the fundamental deviation code system defined in standard systemUNI
EN ISO 286-1, reporting the letters used for dimensional tolerances positioning (from
a(A) to zc(Zc)).

Dimensional precision was assessed by the standard deviation of the set of measured
dimensions. The resulting 6-sigma interval was correlated to the equivalent IT grade
class established by the standard code of UNI EN ISO 286-1.

Finally, the fundamental deviation and IT grade tolerances were grouped consider-
ing the intervals of dimensions: 0 ÷ 3, 3 ÷ 6, and 10 ÷ 18 mm. Dimensions parallel to
the building direction were analyzed separately with respect to dimensions parallel to
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the building plane; additionally, the results were distinguished considering the four con-
struction levels. This description aims at highlighting the effect of printing and sintering
processes on the origin of inaccuracy and lack of precision.

3 Results and Discussion

The precision and accuracy of artifacts are presented at both green and sintered state.
Firstly, the dimensional accuracy is shown through the fundamental deviation. Secondly,
the dimensional precision is discussed as a functionof ITgrades.The results are discussed
highlighting the contribution of the process workflow to the origin of dimensional errors.
The analysis aims at deriving a corrective approach that can improve production quality.
The data are presented as grouped by nominal size intervals to provide designers with a
ready-to-use guideline for determining process capability.

3.1 Dimensional Accuracy

The dimensional accuracy is analyzed in terms of fundamental deviation, which is calcu-
lated by the difference between the average of the measured dimensions and the related
nominal dimensions. Figure 2, 3 and Fig. 4 show the fundamental deviation obtained
in the intervals of 0 ÷ 3, 3 ÷ 6 and 10 ÷ 18 mm, respectively. Figures report data in
the green (G) and sintered (S) state for dimensions parallel to the building plane. Color
boxes refer to the different features.

Fig. 2. Fundamental deviation resulting at (G) green and (S) sintered state. Dimensions interval
0 and 3 mm – dimensions parallel to the building plane.

At green state, themeasured dimensions are almost unaffected by the fabrication lev-
els, and by the nominal size. The distribution ofmeasured dimensions is characterized by
a constant offset, highlighted analyzing feature by feature. For holes, and in general for
small dimensions (0 ÷ 6 mm), the deviation from nominal dimension is exceptionally
high, over z and Z positions. In case of holes, the presence of residual powders, as a con-
sequence of difficult complete de-powdering in so small holes, might significantly affect
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Fig. 3. Fundamental deviation resulting at (G) green and (S) sintered state. Dimensions interval
3 and 6 mm – dimensions parallel to the building plane.

Fig. 4. Fundamental deviation resulting at (G) green and (S) sintered state. Dimensions interval
10 and 18 mm – dimensions parallel to the building plane.

the measurement results, so that measured holes diameters result smaller. For external
features, instead, the positive deviation could be related to improper control of binder
saturation [13]. The authors assumed that excessive binder was injected, producing a
blurring effect. Further work will investigate the influence of binder saturation to prove
such hypothesis.

At sintered state, inaccuracy significantly increases on increasing the height level
(distance from the building plane). Additionally, the trend becomes more evident on
increasing feature size. The results are related to the larger linear shrinkage (and volu-
metric shrinkage) observed on increasing the fabrication level. As described in literature,
non-uniform shrinkage could be ascribed to variation of green density [7] or binder con-
tent [14]. Further work will clarify the causes of non-uniform shrinkage to propose a
correct tuning of scaling factors.
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Figure 5 displays the outcome of heights, which are the dimensions aligned with
building direction.At green state, deviations are randomly spread around nominal dimen-
sions, confirming the proper tuning of the process parameters with respect of dimensions
aligned with building direction. Conversely, at sintered state, the accuracy shows similar
trend as the other features, also highlighting the effect of building level.

Fig. 5. Fundamental deviation resulting at (G) green and (S) sintered state. Dimensions interval
0 and 6 mm – dimensions parallel to the building plane.

3.2 Dimensional Precision

Thedimensional precision is discussed as a function of the ITgrades,which are computed
using the 6-sigma interval of the measurements. Figures 6, 7 and Fig. 8 compare the
precision at the green (G) and sintered (S) state in the dimensional range of: 0 ÷ 3, 3
÷ 6 and 10 ÷ 18 mm, respectively. Within main intervals, bars are ordered from left
to right increasing the nominal size of the features. As stated in the previous section,
results are distinguished according to the four building levels, and fifth bar column (all)
summarizes the average results for each feature across all building planes. Figure 6, 7
and Fig. 8 shows dimensions parallel the construction plane, whereas height dimensions
(parallel to the building direction) are reported in Fig. 9.

At green state, precision varies between IT9 and IT15, mostly in the range IT11-
IT12. Same results are shown for height dimensions in Fig. 9. Generally, increasing the
nominal size leads to higher dimensional precision. No correlation can be highlighted
with nominal dimension or construction plane in dimensions smaller than 3 mm. Higher
precision (IT9) occurred in the highest construction plane considering the interval 3
÷ 6 mm, whereas the interval 10 ÷ 18 exhibits higher precision (IT11) in the first
construction plane. According to this description, interval 3÷ 6 seems to be the optimal
dimensional range for fabricating MBJ products. Further investigation did not reveal
any trend ascribable to binder spreading direction or powder spreading direction. Small
inner dimensions can be probably affected by de-powdering source of errors, see column
blue in Fig. 6 and orange in Fig. 7, related to small holes. Conversely, larger dimensions
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Fig. 6. IT grade tolerance classes resulting at (G) green and (S) sintered state. Dimensions interval
0 and 3 mm – dimensions parallel to the building plane.

Fig. 7. IT grade tolerance classes resulting at (G) green and (S) sintered state. Dimensions interval
3 and 6 mm – dimensions parallel to the building plane.

might derive by the superposition of different process-induced defects as well as binder
fluctuation and layer shifting.

At sintered state, precision significantly lowers in all feature dimensions, both aligned
with plane and with building direction. Tolerance classes were shifted in the range
between IT11 and IT15, showing a worsening from 1 up to 3 IT grades in comparison
with green state condition. The data show poor precision in comparison with metal
injection molding reference, which is characterized by an average error of IT11 [15].

An in-depth analysis of sintering results shows a decrease of precision as a function
of the building level. The widening of the standard deviation of measured dimensions
has not been completely understood yet. According to literature, a small variation of
binder saturation [14] and powder particle size [16] can cause significant variation in
the dimensional change on sintering. Nevertheless, no influence of building level has
been currently reported in literature. Summarizing, though sintering negatively affects
the dimensional quality of products, printing process is essentially the main cause of
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Fig. 8. IT grade tolerance classes resulting at (G) green and (S) sintered state. Dimensions interval
10 and 18 mm – dimensions parallel to the building plane.

the poor precision in final products. Therefore, future studies will optimize the printing
process to improve product quality.

Fig. 9. IT grade tolerance classes resulting at (G) green and (S) sintered state. Dimensions interval
0 and 6 mm – dimensions parallel to the building plane.

4 Conclusions

This study investigated the dimensional accuracy and precision of artifacts fabricated by
Metal Binder Jetting process. The samples were measured by means of a CMM before
and after the sintering process. The dimensional accuracy was evaluated by fundamental
deviation, while dimensional precision was estimated by IT tolerance grades, according
to the UNI EN ISO 286-1. The analysis of dimensional accuracy highlights that:

• At green state,
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o Inner features presented negative deviation (fundamental deviation over Z) likely
due to incomplete de-powdering.

o External features had positive deviation which is attributed to the excessive binder
saturation set-up.

o Fundamental deviations of height features were randomly distributed around target
position.

• At sintered state:

o Fundamental deviation increased with the distance from the building plane. Results
are attributed to the increase of linear shrinkage caused by a gradient of green
density, or by binder saturation.

The analysis of dimensional precision shows that:

• At the green state: IT grades ranged from IT11 and IT12. Higher error occurred in
smaller features.

• At the sintered state, IT grades ranged from of IT11 and IT15. Accuracy decreases
with the increase of the distance by the building plane. The reason will be investigated
in future work.
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Abstract. Polyether ether ketone (PEEK) is a thermoplastic polymer that presents
notable thermal resistance, high mechanical strength, biocompatibility, durabil-
ity, chemical resistance, and low density. PEEK can be additively manufactured
by Power Bed Fusion (PBF) and Material Extrusion (ME) techniques. However,
the latter is easier to operate and less expensive than the first solution. Print-
ing parameters and thermal post-processing are fundamental aspects to improve
the mechanical and thermal properties of the printed part. In the present study, the
effects of two distinct thermal post-processing treatments and three different print-
ing speeds on the mechanical properties of PEEK samples produced by ME were
investigated. 45 specimensweremanufactured, 15 for each printing speed and 5 for
each thermal treatment. The results demonstrated that for the as-printed condition,
higher printing speeds produced the greatest outcomes in terms of ultimate tensile
strength and elasticmodulus, whereas the lowest printing speed produced themax-
imum strain at break. The thermal post-processing treatments revealed that the one
carried out at lower temperatures resulted in negligible changes, while the other
significantly improved the mechanical performance of the material. The study’s
findings provide a solid foundation for printing and post-processing a cutting-edge
polymer like PEEK to maximize its potential.

Keywords: PEEK ·Material Extrusion · Printing Speed · Thermal
Post-Processing ·Mechanical Properties

1 Introduction and Background

Polyether ether ketone (PEEK) is a thermoplastic polymer with outstanding thermal
and mechanical properties. These material’s properties make it appealing for a wide
range of industrial applications, including medical, aerospace, electronics, and chemical
industries. Unreinforced and reinforced PEEK is increasingly being used to replace
metals such as aluminum, magnesium and even steel in some cases, because of its
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excellent thermal resistance, high mechanical strength, durability, chemical resistance,
and low density. As well, this material can be an excellent alternative to titanium, which
is more expensive and has a higher density, for orthopedic and dental applications due
to its biocompatibility and bone-like mechanical properties [1].

PEEKcanbe additivelymanufacturedbyusing two technologies: PowderBedFusion
(PBF), and in particular Selective Laser Sintering (SLS); and Material Extrusion (ME).
SLS is a technique that uses laser beam thermal energy to selectively melt sections of
a powder bed together, to form a solid component layer by layer. The ME technique
employs a feeder motor to load a filament into the printing system. The filament is then
heated to a semi-liquid state before being extruded through a nozzle and printed on a bed
one layer at a time, until the entire geometry is produced. In some cases, SLS machines
can outperform ME systems in terms of resolution. They are, however, very expensive
when compared toMEmachines. Furthermore,ME iswidely preferred over SLSbecause
it is easier to operate and there is a wide availability of machines that have a large enough
printing volume to produce large components [2].ME should use amachinewith a heated
and controlled temperature chamber, as well as a nozzle and bed capable of reaching high
temperatures, when additively manufacturing PEEK. Furthermore, printing parameters
must be correctly set to prevent warping and delamination, and thermal post-processing
may be required to improve themechanical and thermal properties of the printedmaterial
[3, 4].

In the present study, the effects of two distinct thermal post-processing treatments
(renamed hereafter TT1 and TT2) and three different printing speeds (10mm/s, 15mm/s,
and 20 mm/s) on the mechanical properties of PEEK samples produced by ME were
investigated. The printing speed affects the mechanical properties of the part, such as its
strength and stiffness. A higher printing speed may result in a higher number interlayer
voids and amoreporous structure [5]. Furthermore, itmay influence the thermal gradients
across extrusion rasters and lead to lower mechanical properties. On the other hand, a
slower printing speed can result in a highermechanical strength, but also a longer printing
time. Therefore, it’s important to find a tradeoff between printing speed and mechanical
properties [6–8]. Thermal post-processing can significantly improve the mechanical
properties of the PEEK parts produced by ME. It can increase the crystallinity of the
polymer chains, which in turn can improve the mechanical properties of the part. This
can be achieved through various methods, such as annealing, or hot-isostatic pressing
(HIP). The annealing process consists in bringing the material to high temperatures
to favor its crystallization, keeping it at that temperature for a defined time and then
gradually cooling it. HIP is a process which simultaneously applies heat and isostatic
pressure. The type of material to be treated determines the extent of the temperatures
and pressures used. This method has the purpose of reducing internal porosity, and it
is primarily utilized with metals produced using additive manufacturing. The thermal
post-processing temperature and time play an important role in determining the final
properties of the part [9, 10].

In this work, 45 specimens were manufactured, 15 for each printing speed and 5 for
each condition (i.e., as-printed, thermal post-processing treatment 1 and thermal post-
processing treatment 2). All the specimens were designed and tested according to the
ISO 527-1 and ISO 527-2 [11, 12], which specify the testing conditions for determining
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the tensile properties of plastic materials. Elastic modulus, ultimate tensile strength,
and strain at break were determined. Furthermore, the stress-strain curves of the tested
specimens were analyzed to determine how the three different printing speeds and the
two distinct thermal post-processing treatments affect the mechanical behavior of the
material. The study’s findings provide a solid foundation for printing and post-processing
a cutting-edge polymer like PEEK to maximize its potential.

2 Materials and Methods

The Luvocom 3F 9581 PEEK (Polyether Ether Ketone) filament, supplied by Prima
SELECT™, was 3D printed by the CreatBot F430 printing machine. This 3D printer
has two direct drive extruders, a closed and heated chamberwith amaximum temperature
of 70 °C, a maximum bed temperature of 120 °C, and a maximum nozzle temperature of
420 °C. The dog-bone specimen geometry (see Fig. 1) and testing conditionswere chosen
in compliance with UNI ISO 527–2:2012 (specimen type 5-A). This standard specifies
the test conditions for determining the tensile properties of moulding and extrusion
plastics. Tensile tests were carried out at room temperature using a Schenck Universal
Testing machine, equipped with a load cell of 2 kN and an MTS extensometer with a
gauge length of 10 mm. Cross-head speed and data collection rate, instead, were set at
1 mm/min and 25 Hz, respectively. Two grips were used to clamp and test the specimens.

Fig. 1. Dog-bone specimen geometry, specimen type 5-A.

45 specimens were fabricated and included 15 specimens for each of the three con-
ditions that were taken into consideration: as-printed, thermal post-processing treatment
1, and thermal post-processing treatment 2. The process parameters were determined
based on early experimental tests and on the instructions provided by the filament manu-
facturer, to ensure the material’s printability. All printing parameters were held constant,
except for the printing speed. Table 1 lists the main parameters that were used, while the
printing speeds tested are as follows: 10 mm/s, 15 mm/s and 20 mm/s. For each speed,
15 specimens were produced (Fig. 2).
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Table 1. Main process parameters used.

Layer height 0,15 mm

Infill density 100%

Extrusion temperature 418 °C

Bed temperature 120 °C

Chamber temperature 65 °C

Two thermal post-processing treatments were considered, one with a maximum
temperature of 150 °C and another with a maximum temperature of 200 °C.

The first temperature of 150° was determined by taking into account some previ-
ous published studies and PEEK’s glass transition temperature (145–155 °C) [13, 14].
However, a semi-crystalline polymer, as PEEK, requires to be brought and maintained
at a temperature that is close or even above its glass transition temperature to increase
its crystallinity and fully utilize the mechanical properties. For this reason, a second
maximum temperature of 200 °C was chosen. The thermal treatments were performed
using a Metal 3D printing Starter furnace supplied by Sapphire 3D. The furnace has
a heated chamber of 152 × 152 × 159 mm3 and can reach a maximum temperature
of 1370 °C (±1 °C of temperature control accuracy). Figure 3 reports the two thermal
treatments that were planned and executed. The two thermal treatments were applied
to 30 of the 45 total specimens, 15 for each treatment and thus 5 for the three printing
speeds studied. The specimens were packed and placed into an alumina powder-filled
crucible during the treatments to prevent direct heat and ensure that the specimens were
uniformly heated during the thermal cycles.

Printing speed

10 mm/s
15 samples

As printed

T.T. 1

T.T. 2

5 samples

5 samples

5 samples

Printing speed

15 mm/s
15 samples

As printed

T.T. 1

T.T. 2

5 samples

5 samples

5 samples

Printing speed

20 mm/s
15 samples

As printed

T.T. 1

T.T. 2

5 samples

5 samples

5 samples

Fig. 2. Plan of the experimental tests.
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Fig. 3. Thermal post-processing treatments TT1 (a) and TT2 (b)

3 Results and Discussions

Figure 4 reports the results obtained for the tensile tests. Representative stress-strain
curves for each printing speed and each condition (as-printed, TT1 and TT2) have been
plotted. It is clear that after TT2 the material becomes stiffer and its strength increases.
TT1, instead, not always produces significant changes. It is worth noting that the printing
speed of 10 mm/s gives the lowest strength and stiffness. However, this set also provides
the most noticeable improvement after TT2. The strain at break for all specimens is
generally about 3%, with the exceptionof two tested conditions (as-printed and TT1) for
printing speed of 10 mm/s, where the strain is higher.

The results retrieved for ultimate tensile strength, elastic modulus and strain reached
at break are reported in Fig. 5. TT2 causes an increase in the elastic modulus, which
always results greater than 4GPa.This could be ascribed to a decrease in the delamination
and an increase in the polymer’s crystallinity. The ultimate tensile strength, after TT2,
always increases, becoming higher than 80 MPa (between 83.3 and 85.6 MPa). This
specific thermal treatment appears to level the effects of the different printing speeds,
which is instead visible by analyzing the results obtained for the as-printed samples.
The TT1, on the other hand, does not appear to produce appreciable variations with
respect to the as-printed condition, as it also occurred for the elastic modulus. This
could be ascribed to maximum temperature of the TT1, which is just above the glass
transition temperature, thus preventing adequate crystallization of the material. The
strains reached at break are greater for the as-printed condition, while decrease after
heat treatment. Minor delaminations that occur after thermal post-processing are likely
to result in more brittle mechanical behavior. Overall, the samples manufactured with
a printing speed of 10 mm/s exhibit the greatest deformations. Finally, it is noteworthy
to highlight that the implementation of both heat treatment methods does not yield
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any observable manifestations of dimensional and geometric variations. This finding is
consistent with expected results, because PEEK is a polymer recognized for its intrinsic
capacity to endure high temperatures.

Fig. 4. Stress-strain curves for each printing speed (P.S.10, P.S.15 and P.S.20) and for all the
experimented conditions (as-printed, TT1 and TT2).

The current study’s findings are interesting also because the printing device employed
was not specifically developed for the additive manufacturing of PEEK. For instance,
some features, such as maximum chamber and build plate temperatures, may be too
low for a material like PEEK. Although the 3D printers used in many similar studies
have better technical characteristics, the tensile properties are lower or similar to those
found in this study [15, 16]. The maximum tensile strength in the best cases is close
to 90 MPa, which is slightly higher than the value determined in this study. However,
even after annealing treatments, the elastic modulus values reach a maximum of about
3.6 GPa, which is lower than our findings. In the present study, the elastic modulus is
always greater than 4 GPa after annealing, with a maximum value of 4.8 GPa. Chamber
temperatures up to 160 °C, for instance, are used in [1, 4]. However, the ultimate tensile
strengths achieved (90–95 MPa) are slightly higher than those reported in the present
study. In particular, [4] shows that the higher the values of the nozzle, bed, and chamber
temperatures, the higher the mechanical properties of 3D printed PEEK. Nonetheless,
the greatest elastic modulus observed is 3.1 GPa, which is significantly lower than the
value reported in the current study. Finally, another significant result in the study is that
TT2 can produce high strength and elastic modulus regardless of printing speed. From
an industrial standpoint, this can result in faster production and lower costs.
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(a)

(b)

(c)

Fig. 5. Boxplot representation of elastic modulus (a), ultimate tensile strength (b) and strain at
break (c) for each printing speed and for all the experimented conditions..
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4 Conclusions

The results reported in the present study highlight the importance to correctly set and
perform thermal post-processing treatments when PEEK is additively manufactured by
ME technology. The effect of three printing speed on tensile properties are also tested.

The main findings that can be retrieved are:

– the printing speed 10 mm/s gives the worst results in terms of strength and elastic
modulus, but the highest strains reached at break;

– TT1 does not produce significant changes with respect to the as-printed condition;
– TT2 produces a significant enhancement in terms of tensile strength and elastic

modulus with respect to the as-printed condition;
– The specimens annealed using the TT2 at three different printing speeds show no

significant changes in tensile strength and partly for the elastic modulus. This is
noteworthy because it means that under the same treatment, the material’s properties
do not vary significantly depending on the adopted printing speed;

– Strain values reached at break decrease when thermal post-processing treatments (in
particular for TT2) are carried out.

In conclusion, the study showed that PEEK after TT2 has excellent mechanical
properties even at the highest value of the evaluated printing speeds, allowing for reduced
printing times and costs. Future studies could be oriented at studying the effects of
new printing parameters and different post-processing treatments (e.g., mechanical or
chemical), to make the properties of the material even higher and not only in relation to
its degree of crystallinity.
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Abstract. This research addresses the need for a protective device during binoc-
ular indirect ophthalmoscopy (BIO) exams, where traditional face shields cannot
be used due to the presence of the instrument and the need for continuous manual
interaction. The study aimed to design a device that is easy to fabricate using a
3D printer, usable with different models of ophthalmoscopes, and easy to apply
and use. Three possible designs were produced, and the most promising one was
further developed into a prototypal level. The article describes the design phase,
testing of the prototype, and possible applications of design for additive principles
to improve manufacturability. The study is part of the SafEye project, financed
by the Tuscany Region with the Covid-19 Tuscany Research Grant, which fos-
tered actions towards the prevention of the spread of the pandemic at all levels.
The resulting device is a general-purpose personal protective equipment (PPE) for
BIO that can be easily 3D printed and used worldwide, even in underdeveloped
countries.

Keywords: 3D printing in medicine · 3D printing · Additive manufacturing ·
personal protective equipment · binocular indirect ophthalmoscopy

1 Introduction

The use of personal protective equipment (PPE) in ophthalmology is crucial to prevent
the spread of infectious diseases [1, 2]. The level of exposure to various infectious agents
suffered by ophthalmologists during their routine practice is significant due to the type
of interaction established during ophthalmology exams; the use of PPE can help reduce
the risk of transmission to themselves, their patients, and other healthcare workers. In
particular, the use of indirect binocular ophthalmoscopes requires special attention.

The indirect binocular ophthalmoscope is commonly used for a comprehensive eye
exam, and its use involves close proximity between the doctor and the patient’s face
[3]. This proximity can increase the risk of transmission of infectious agents from the

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2024
M. Carfagni et al. (Eds.): ADM 2023, LNME, pp. 50–57, 2024.
https://doi.org/10.1007/978-3-031-52075-4_6

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-52075-4_6&domain=pdf
http://orcid.org/0000-0002-5352-9624
http://orcid.org/0000-0002-4107-2807
http://orcid.org/0000-0002-5668-1912
http://orcid.org/0000-0001-5186-9724
https://doi.org/10.1007/978-3-031-52075-4_6


Designing a 3D Printed Personal Protective Equipment 51

patient to the ophthalmologist or vice versa. Therefore, the use of PPE, such as face
masks and eye shields, is essential to protect against droplets or aerosols generated
during the examination. Other PPE, such as gowns and gloves, are used to prevent direct
contact, while face masks and eye shields or goggles are used to prevent the entry of
droplets or aerosols into the eyes, nose, or mouth.

While most of such PPE equipment is typically observed during the ophthalmoscopy
practice, the use of face/eye shield can impose severe limitations to the execution of the
indirect binocular ophthalmoscopy exam. Most face shields need access to the forehead
of the doctor to be positioned in place; the presence of the medical instrument, which
needs to be used as showed in Fig. 1, prevent this possibility. Moreover, depending on
the positioning of the hypothetical protective screen in front of the doctor’s face, the user
might have problems with accessing the controls for operating the instrument.

In order to solve this problem, this study aimed at the development of a customized
solution for protecting the face of the doctors performing exams using a binocular oph-
thalmoscope from aerosols and droplets. The study was carried out taking into consid-
eration the need of developing a solution that could be: i) used globally – this activity
was financed by a grant issued by the Tuscany Region to foster actions to cope with the
emergency established by the Covid-19 pandemic; accordingly it is important that the
resulting device had the characteristics to guarantee the widest applicability to maximize
the impact of the proposed solution; ii) used on any binocular indirect ophthalmoscope.
This secondpoint is fundamental as the devices that could be useful by different clinicians
could differ in geometry, characteristics, position of the control interfaces. Accordingly,
the designed PPE should be usable with any type of ophthalmoscope – so not to limit the
usefulness of the designed solution. To this end, the idea is to realize the proposed PPE
by means of Additive Manufacturing technology, in particular FFF. Sharing the PPE stl
file on a website platform (such as [4]) will speed up its distribution, allowing a hospital
in a far-off location to create a PPE duplicate in just a few hours (i.e. the time required
for a 3D print to complete). As a result, there will be less chance of shortages like those
experienced during the COVID-19 pandemic [5–7].

Fig. 1. Binocular Indirect Ophthalmoscope used by an ophthalmologist. It can be noticed that the
shield (PPE) is positioned between user’s eyes and device, thus limiting usability.
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2 PPE Design

The design activity startedwith the study of the geometry of differentmodels of binocular
indirect ophthalmoscopes in order to understand their functioning, their mechanical
features. Thanks to the collaboration with the Careggi hospital of Florence, the authors
have been granted access to two different BIO models (Omega 500 produced by Heine
[8], Vantage Plus produced by Keeler [9]), which present a similar architecture but with
notable small differences. In order to speed up the design process, the geometries of the
two devices were acquired using an optical handheld 3D scanner – i.e. Artec Eva. This
allowed a reconstruction of the surfaces of interest that, once digitalized, were imported
into a 3D CAD environment (i.e. Dassault Systèmes SolidWorks) to drive the design of
the PPE device. The result of the geometry acquisition phase is visible in Fig. 2, where
the 3D data acquired on the device is depicted along with the functional surfaces of the
device, reconstructed using CAD surfaces. The CAD reconstruction process was carried
out within a reverse engineering dedicated software, i.e. Geomagic Design X.

Fig. 2. Result of the 3D scanning and CAD reconstruction

Subsequently, an embodiment design phase was carried out to identify possible
alternatives for the development of a custom PPE able to sustain a plastic transparent
screen in front of the face of the medic while using a BIO. Additional design constraints
were identified talking with the Ophthalmology department of the Careggi Hospital;
clinicians have expressed the following needs: i) a protective screen, placed in front of
the BIO; ii) access to the lateral and inferior part of the BIO, the areas where the controls
of the device are located, which during the use of the device, are positioned directly in
front of the eyes and forehead of the medic. iii) a device easy to be applied to the BIO
and easy to be removed at the end of the use, without damaging the BIO.
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Starting from these design constraints and considering the global goal pursued in the
study, three different solutions were drafted to discuss possible strengths and drawbacks
with the clinicians. The three sketches of the alternatives are depicted in Fig. 3.

Fig. 3. 3 design ideas.

The three designs propose a similar solution to hold the screen, as in all cases the
screen is connected to a plastic component by a set of pin/holes. Major differences are
observed on how the screen/plastic component is connected to the BIO itself or is hold
in place with respect to the user. The first solution (green one in Fig. 3) hypothesizes
two holding points with the user – and not with the BIO: one behind the ears, thanks
to a rubber band or a piece of string, and one on the top, exploiting a plastic knob
that is positioned in all BIO models on a band running through the head. The second
solution (yellow in Fig. 3) considers the possibility of connecting the PPE device with
the central component of the BIO thanks to a rubber band. The third solution (red in
Fig. 3) hypothesizes the use of the plastic screen also as structural element to connect it
to the BIO, exploiting the top knob; moreover, the plastic component is equipped with
supports that extend towards the forehead of the user to touch the metal strip that crosses
the forehead of the user so to provide a support to the screen. The three solutions were
analyzed and the yellow one was selected to continue the design, which was brought up
to a detailed level.

A first version of the devicewas developedwithin SolidWorks to a detailed stage. The
resulting geometry is depicted in Fig. 4. As previously mentioned, the transparent screen
is kept in place using a series of snap-fit pins positioned at regular intervals on a plastic
bow, responsible also for shaping the protective screen. The central part of the device
was designed to connect with the BIO mainly through the use of one or more plastic
bands. This choice, although rudimental, is the most economic and straightforward one
and guarantees that the device can be applied to different BIO models without the use of
fancy equipment; accordingly, it seemed the most promising solution also to maximize
the applicability of the PPE even in underdeveloped countries. As a result of this choice,
the central part was equipped with a series of holes and anchor points to allow different
configurations of connection with the BIO. Mockups of the two BIOs were 3D printed
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to have physical replicas of the devices to perform preliminary tests. Several strategies
were tested to identify possible configurations to hold the device in place firmly. Figure 5
presents some of the configurations tested in this phase.

Fig. 4. PPE device to hold the protective screen in place.

Fig. 5. Alternative configurations to hold the PPE device in place

During this phase, the authors experimented with the use of Velcro strips to improve
the adhesion between the plastic support and the BIO. They were considered beneficial
to the overall connection strength and they offer a good adaptability to different BIO
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models; all the BIOmodels present a solid body directly in front of the medic’s forehead
which offer an area for positioning the Velcro strip. These connections can be easily
applied or removed without damaging the medical device. Accordingly, their use was
considered overall an improvement; practical tests (Fig. 5) confirmed the usefulness of
this additional connection.

After a series of tests performed with the plastic mockups, the prototype of the PPE
was tested on the real devices (Fig. 6).

Fig. 6. Test of the PPE prototype on the real devices

The test highlighted possible areas for improvement, mainly due to the limited access
that the protective screen grants to the device controls. To solve this issue, an improved
version was conceived; the updated version presents the same geometry to connect with
the BIOs, but introduces a gap between the area where the protective screen is positioned
and the BIO itself. This solution (Fig. 7) creates a free area that can be used by the medic
to access the device. The final configuration of the device was tested in a new round of
practical tests on the BIO models, which confirmed the final shape of the device.

Comparing the proposed device with existing commercial solutions (e.g. Keeler BIO
Breath Shield, proposed by Keeler, Windsor UK), they are designed to be mounted on a
specificBIO.This leads to an optimal couplingwith that specific device and themounting
operation results fast and intuitive. Conversely, the proposed one can be easily fitted on
different BIO models, at the cost of a cumbersome assembly operation.
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Fig. 7. Final version of the PPE

3 Conclusions

This study allowed the design of a PPE device that can be used during BIO exams
to protect medics from spatter of liquid drops and aerosols. The solution was designed
considering its simplicity as itsmain feature; this produced a PPE device that is easy to be
fabricated, installed and used. Accordingly, the final result is a device that can be easily
3D printed with practically any type of low-end FFF printer. This result is important
as it can allow the spread of the use of the device everywhere. To maximize this goal,
the 3D models of the device will be made available online to be freely accessible from
everywhere. 3D printing technology has the potential to revolutionize modern medicine
by enabling the manufacturing of medical devices in third world countries, where access
to such devices may be limited. In this specific case, the device was designed to be
applied to any type of BIO available in the market, to further increase the usefulness of
the device itself. Table 1 reports a synthetic list of requirements that this research activity
aimed at guaranteeing for the PPE device and the solution/validation that was achieved.

Table 1. BIO PPE device functional requirements and solutions.

Requirement Solution

General purpose, applicable to a generic BIO Generic arch-shape, tested on two
different BIO models

Easy to fabricate Fabrication process: FFF process (desktop
machine)

Ergonomic Shape optimized thanks to clinicians’
feedbacks. Validated by physicians

Not affecting the BIO inspection Validated by physicians

Inexpensive Printed using low-grade FFF filaments
(PLA)

Future work will be oriented towards the development of an updated version of
the PPE device which will be further optimized for FFF production, applying “design
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for additive manufacturing” rules and principles. Moreover, the authors are considering
the development of versions of the PPE device for a specific type of BIO; although
this choice would reduce the number of devices that could benefit from the protection,
it could maximize the performances of the object (ergonomics, ease of installation,
reduced dimensions) for a specific BIO model. Accordingly, the development of three
or four different version, tuned for the most widespread BIO models, could allow the
same coverage in terms of possible users while maximizing also the performances of
the PPE device.
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Abstract. FDM (Fused Deposition Modelling) is the most popular 3D printing
technology worldwide due to its simplicity and low costs. One of the key points
of FDM is the need for supporting material to realize the overhanging features. In
general, however, both in the case of printing supports with the same material as
the part and in the case of printing with soluble supports, there is a high waste of
material and a significant increase in the printing time to get the finished part.

One of the fundamental parameters for generating supports within the slicer
software is the so-called “support overhang angle”, which consists of the maxi-
mum achievable angle beyond which the slicer generates supports. The other key
parameter in FDM printing is the “layer height”, which directly determines both
the quality of the final part, its strength, and the printing time itself.

This paper will therefore attempt to investigate the relationship present
between “layer height” and “support overhang angle”, bringing some examples
of how with proper layer height one can significantly reduce support generation,
wasted material and in some cases also printing time.

Keywords: Overhangs · FDM · Layer Height

1 Introduction to Fused Deposition Modelling (FDM)

Fused Deposition Modeling (FDM) also know as FFF (Fused Filament Fabrication) is
the most popular type of 3D printing technology used for creating physical objects from
digital designs. FDM is for its ease of use, affordability, and versatility, making it a
popular choice for hobbyists, engineers, and designers alike [1].

The FDMprocess involves melting a thermoplastic filament and extruding it through
a nozzle. The nozzle moves along a predetermined path created in a specific slicing
software, laying down the melted plastic in thin layers to build up the object. As the
plastic cools and solidifies, it bonds to the layer beneath it, creating a strong and durable
part [2].

One of the advantages of this technology is the wide variety of materials that can be
used for printing. There are many different types of filaments available, including basic
thermoplastics like ABS (Acrylonitrile butadiene styrene) and PLA (polylactic acid)
[3], as well as more advanced materials like Nylons [4], carbon fiber-infused filaments,
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flexible filaments, high temperature polymers like PEEK (polyetheretherketone) [5] and
even metal-infused filaments.

This allows designers and engineers to choose the best material for their specific
application, whether it be for a prototype or a final product. Overall, FDM and its range
of materials offer a powerful tool for creating complex and functional 3D objects.

FDMtechnology iswidely used inmany industries, including aerospace [6,7], health-
care [8], automotive [9], naval [10] because it is relatively inexpensive, fast, and can
produce complex shapes with high accuracy.

1.1 Overhangs in FDM (Fused Deposition Modelling)

Maximumoverhang angle [11] and layer height [12] are two important factors to consider
when using FDM 3D printing technology.

Overhangs refer to the portions of a 3D object that extend outward at an angle from
the horizontal plane. These areas can be difficult to print using FDM technology because
the molten plastic tends to droop or sag as it cools, resulting in poor quality or even failed
prints. To address this issue, support structures can be added to the design to provide
a temporary scaffold for the overhanging areas during printing [13]. Once the print is
complete, the support structures can be removed, leaving the finished object.

Layer height refers to the thickness of each layer of material deposited during the 3D
printing process. This parameter affects the surface quality, strength, and speed of the
print. A smaller layer height results in a smoother surface finish, but it also takes longer
to print and requires morematerial. Conversely, a larger layer height can be printed faster
and with less material, but the surface quality may be rougher.

Slayer = LH (W − LH ) + π
(
LH/

2

)2
(1)

Fig. 1. Cross-section of the deposition of overlapping layers: (a) layer height 0.3mm with 83.9%
section fill (b) layer height 0.15mm with 91.9% section fill.

The section of the individual line is thus schematized as the union of a rectangle and
two semi-circles, whose diameter corresponds to the layer height.

Considering Fig. 1, a high layer height results in poor filling for a given volume, but
lower layer heights result in better filling of the section.

Choosing the appropriate layer height for a particular print job depends on a variety of
factors, including the complexity of the design, the desired level of detail, and the time and
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material constraints. In general, a layer height of 0.1mm to 0.3mm is a good starting point
for most FDM prints, considering a standard nozzle dimension of 0.4mm. By reducing
the layer height, each layer is thinner and has less weight, and less material and it cools
down faster which can help to improve the bridging [14] and overhangs performance of
the material and reduce the amount of sagging or drooping. In general, using a smaller
layer height can achieve better quality prints. Reducing the layer height can also increase
print time and material usage, so it’s important to balance print quality with these factors
when adjusting the layer height. It’s interesting to evaluate the mathematical relation
between layer height and maximum value of overhang.

2 Methodology

The following analysis is only true under the following hypotheses:

• only the layer height, overhang angle and linewidth parameters are taken into account,
with all other parameters (e.g. cooling fan speed, flow, printing seed, etc.) remaining
unchanged;

• this analysis focuses on the behavior of intermediate layers of the printed component;
it is not applicable to the first layers;

• the line width is set at 0.4mm, which is equal to the nozzle size. It is considered
constant in each layer and cannot be enlargedmuch due to cooling andmass overhang
problems.

To be able to find a relationship that somehow links the layer height to the limiting
angle beyond which to generate supports, it is necessary to parameterize the individual
printed line. A possible parameterization is proposed in Fig. 2. This involves the use of
two basic geometrical parameters: layer height and line width.

Fig. 2. Section of a printed specimen and parametrization

In Fig. 3 is possible to see the effect of the layer height on a given value of overhang.
Considering an overhang of 45°, with a layer height of 0.15mm, no supports are needed,
conversely if a layer height of 0.3mm is used, some lines are completely suspended in
the air and need supports. This results in the partial or total elimination of the printing
time advantages of a higher layer height.
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Fig. 3. Comparison between a layer height of 0,15mm and a layer height of 0,30mm on 45°
overhang

2.1 Optimum Printability Condition of an Overhang

By exploiting the parameterization proposed in Fig. 2 and considering a pair of lines
placed one above the other, in which the center of gravity of the upper line falls exactly
at the boundary of the flat area of the lower layer. Considering two layers at a time,
the first layer can be assumed to be a rigid body; to be able to deposit the next layer,
the equilibrium condition must be met without considering the adhesion effect of the
material, assuming a perfect cooling condition.

Fig. 4. Diagram used for parameterisation of the overhangs angle.

α is the angle defined between the tangent to the layers and the vertical and defines
the support overhang angle. The triangle (DEF) equivalent to the triangle (ABE) is used
to obtain Eq. 2:

α = arctg
W
2 − LH

2

LH
(2)

By varying the value of the layer height, it is possible to obtain the respective over-
hang value realizable in this configuration (Fig. 5). This type of configuration can be
considered as a condition of “optimal printability”. That is, the maximum overhang that
can be printed, where the overhang is well defined regardless of the material used to
print the model. The condition obtained analytically by applying the equation is verified
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because it is consistent with the parameters usually used in slicers. This is thanks to the
fact that the only half of the printed line is hanging in the air and the theoretical center
of gravity let the line to be stable.

Fig. 5. Overhang angle vs layer height in the case of “optimal printability condition”

2.2 Printability Limit Condition: Maximum Achievable Overhang

Taking the condition shown in Fig. 4 to the limit, i.e. placing the ideal contact area
between one layer and the next, results in a single point of contact as can be seen in
Fig. 6. This condition represents the upper limit, beyond which supports must be made,
otherwise the layer will be printed in the air and collapse on the previous layer, leaving
a very inaccurate surface on the overhangs.

Fig. 6. Maximum value of overhang

In this specific case the Eq. 2 can be rewritten as follow:

α = arctg
W − LH

LH
(3)

A comparison between the printability limit value and the good printability value can
be seen in Fig. 7. The delta between the two values and the possibility of reaching the



FDM Technology: Overhangs versus Layer 63

printability limit value is highly dependent on the type of filament chosen and whether
active cooling can be operated during printing.

Fig. 7. Comparison between the optimal and the maximum achievable overhang condition

The curves identified define the maximum limit for which supports can be avoided.
In general, increasing the layer height reduces the printing time, but increases the need
for supports because it is related to the maximum protrusion angle. This results in post-
processing for the removal of support structures. Conversely, reducing the layer height
reduces the need for support because of the maximum protrusion angle, resulting in less
post-processing. This leads to an increase in printing time. A low layer height results in
the use of more material in the component and fewer supports, while a high layer height
results in the use of less material in the component and more supports.

3 Case Study

Let us consider as a case study, for example, a component with complex geometries such
as those obtainable through topological optimization (Fig. 7), which require extensive
use of supports to be printed correctly.

In Fig. 8, it can be seen that by varying the layer height and consequently the max-
imum angle that can be reached in the case of the “maximum achievable overhang”
condition, the amount of supports increases considerably.

If we consider keeping all the printing parameters unchanged, except for the layer
height and the maximum overhang value, taking advantage of the preview obtained in
the slicer, we get the results shown in Table 1, in terms of time and amount of material
used.
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Fig. 8. Topology optimized bracket support.

Fig. 9. (A) Layer height 0.15, overhang angle: 60°, (B) layer height 0.20, overhang angle: 45°,
(C) layer height 0.3, overhang angle: 20°.

Table 1. Comparison of material and printing time with different layer height and overhang angle

CASE: Printing Time (h - min) Part material (g) Support material (g) Total material (g)

A 9 – 9 55.1 3.7 58.8

B 8 – 11 55.0 9.8 64.8

C 7 – 9 54.7 18.7 73.4

4 Conclusion

The case study in Fig. 9 and Table 1 allows us to establish that between conditions A
and C there is a 20% variation in terms of material used and a 22% variation in printing
time required compared to case C. Case A is therefore convenient when the cost of
the material used is very high and when the final quality of the component must be
maximized. Case C allows the component to be obtained more quickly, with the need
to remove a large volume of support and with a great waste of material. The possibility
of having a correlation between maximum overhang angle and layer height can lead
to an optimization of the printed component to reduce the amount of wasted material,
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maximize quality and avoid the removal of a large number of supports. Furthermore,
for particularly complex components, it may be advantageous to reduce the number of
supports to be generated to avoid complications during post-processing.

Compared to recently developed tree supports, classical supports still prove to
be superior in certain applications as they offer greater stability and rigidity to the
component, allowing for improved precision and surface finish.
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Abstract. The widespread and diversified use of portable devices with high mag-
nification power at relatively low-cost, i.e., the so-called USB digital microscopes,
has revealed the possibility of employing their photographic output in Structure
from Motion processes for sub-millimetric digitisation. However, USB micro-
scopes, born for two-dimensional inspection – if usedwithout specific accessories,
designed ad-hoc for the photogrammetric capture phase – can pose some diffi-
culties for the surveyor in managing capture operations. Thus, this study suggests
prototyping a low-cost, complete, and portablemounting compatiblewith themost
common USB microscopes for image scanning. This system makes it possible to
use portable USBmicroscopes for three-dimensional modelling at a low-cost, as it
is easy to replicate both in terms of construction and the materials used. Therefore,
through the interaction of several skills, the work shows how the photogrammetric
process can also be made accessible to devices that were not initially designed
for such application, paving the way for new paths in representation engineering
research.

Keywords: Structure from Motion · Additive Manufacturing · Fast Survey

1 Towards the Micro-photogrammetric Use of USB Microscopes

For those requesting to produce and disseminate digital models of small items, particu-
larly concerning sub-millimetre resolution applications, there is an ever-increasing need
for accessible, efficient, and reasonably priced three-dimensional acquisition systems.

Although the large-scale dissemination of digital photography and its photogram-
metric applications can provide a successful response, close-range activities have only
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recently gained recognition; therefore, to date, the appropriate applications for the rigor-
ous description of small objects and their 3D virtual representation (digitisation) are still
being studied and explored [1]. This could be due to the inherent difficulty of obtain-
ing the expected result with known alternatives – such as photogrammetry – which
are relatively cheaper than less versatile techniques. Indeed, CMM systems, laser tri-
angulation, conoscopic holography, interferometry, X-ray computed axial tomography,
confocal microscopy, etc. [2, 3], are generally unaffordable equipment being developed
in highly specialistic fields, e.g., for applications in dimensional inspection, quality
control, industrial design, testing, and reverse-engineering of micro components [4].

However, the image-based alternative requires a not negligible technical rigour. The
challenges that ‘very’ close-range photogrammetry poses to the surveyor have recently
been regarded as inherent in customising dedicated accessories to ensure adequate and
verifiable accuracy, precision, and an optimised process [5–7]. Some of the primary
studies available in the literature [8–15], dealing with the acquisition of small objects
with necessarily high levels of detail and accuracy (hundredths and tenths of amillimetre,
respectively), focus on streamlining photogrammetricworkflowswhilemaintaining high
metric reliability [11]. Namely, these studies focus on adopting different solutions based
on camera stabilisation, rotating bases, coded targets and greater control of camera
settings and lighting, highlighting improvements in model quality, and emphasising the
advantage of more controlled protocols.

Therefore, if these expedients significantly improve the outputs1, they can make a
significant difference in the case of more entry-level devices. Furthermore, it would
mean that the design of ad-hoc configurations for a series of new photographic devices –
now available on the market at affordable prices – could potentially allow for their
incorporation into complex photogrammetric processes.

Thus, alongside the widespread use of compact and lightweight cameras2, we
now find another type of portable and affordable device in the panorama of macro-
photography [13, 14]. Said devices are USB portable microscopes – created for inspec-
tion and two-dimensional metrological analysis – and are already popular in the man-
ufacturing industry for quality control and in the medical field [16]. They consist of
small, handy optical zooms designed to display image output directly on the monitor.
Despite their resolution (usually up to 5MP) and small sensor size (about 1/4′′), the
images produced are to be considered high quality for the commercial segment in which
they fit. However, not being designed as instruments for image-based three-dimensional
reconstructions, these USB microscopes – albeit simple and intuitive – can be pretty
challenging to use. Due in part to the absence of accessory components, such as mounts
and calibrators, to adapt them for photogrammetric purposes, applications concerning
the use of USB portable microscopes for three-dimensional reconstructions of the entire
volume of a test specimen are sporadic. Less unusual, however, are partial modelling of
objects whose two-dimensionality is prevalent [17].

1 In the case of instruments whose effectiveness is ‘established’ for good quality macro-
photogrammetric results, such as when using full-frame cameras combined with macro
optics.

2 In addition to the single-board computers which are around the size of a credit card (Raspberry
Pi) and can be combinedwith both entry-level and professional photographic sensors and optical
bodies.
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The literature offers a few examples of the imaged-based set-up design involving
USB microscopes.

In 2011, Graham proposed a 2D vision-based measurement system to convert USB
microscopes, which were still considered hardly more than toys, into metrological tools
[18]. This study takes a step forward in the metrological use of the instruments but
proposes a set-up applicable only to two-dimensional measurements.

Subsequently, Maté-González et al. [19] conducted a micro-photogrammetric char-
acterisation of cut marks on bones from USB microscope captures. Although it is not
specified which mounts and systems were used for the acquisitions, this study demon-
strates that the converging capture scheme increases the quality of themodels, albeit they
were excessively noisy and of poor quality. At the same time, Zitek et al. [20], using an
Arduino Uno controller board, a stepping motor, and a self-designed 3D printed stage,
stabilised the microscope while enabling a 360-degree rotation of the object, thus clari-
fying how to structure an inexpensive system (360 euros) to obtain convergent captures
of objects smaller than 1 cm. However, their tests involved using a common stand that
allowed themicroscope to be held at a single fixed angle for the entire rotation; therefore,
there was no way to add additional turns at different inclinations. Moreover, the object
always had to be inside the framing field: had it been even a little larger, it would not
have been possible to translate the object or the microscope reciprocally to achieve a
parallel, as well as a convergent, overlap between several shots.

These examples found in the literature led us to a series of observations concern-
ing the photogrammetric employment of USB microscope captures, noticing that the
utilisation of specially designed components would be motivated by additional specific
factors. Among the main reasons for the development of mounts to adapt USB micro-
scopes for photogrammetric purposes are: limiting vibrations during shooting; ensuring
sufficient framing for the overlap required to achieve a successful reconstruction despite
the extremely narrow field of view; performing acquisitions while ensuring convergence
of captures, i.e., management and control of the reciprocal positions of the optical system
and the object; and the large number of shots to be taken in a short time.

Therefore, intending to keep costs down, this study proposes prototyping an initial
low-cost, complete, and portable configuration based on the use of USBmicroscopes for
image-based scanning, additionally verifying the possibility of gathering the different
hardware components in one system.

2 Accessory Photogrammetric Component Design

To facilitate and speed up the acquisition process and to appropriately integrate USB dig-
ital microscopes into the photogrammetric workflow, an initial prototype was assembled
for the systematisation of a real low-cost digitisation system based on the photogrammet-
ric paradigm, i.e., the “3DINO SYSTEM”. It consists of a series of mechanical supports
whose frame is entirely 3D printed and supplemented with standard components readily
available on the market. The design of the prototype is based on the idea of modularity,
which allows the structure to be broken down into three main parts, properly connected
and movable; they may also be used independently: the base (see Fig. 1 at numbers 1–5);
the rib (7–10); the specimen holder (6).
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Fig. 1. Diagrams (exploded axonometric view) of the first prototype of the 3DINO SYSTEM
based on the photogrammetric use of USB microscopes. The different parts, the base (numbers 1
to 5), the rib (7 to 10) and the holder (6), can be connected and moved independently.
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These three controllers work together to obtain converging captures always orthog-
onal to the surface of the object, i.e., the axis of the camera is orthogonal to the plane
tangent to the surface of the object in relation to the trace of the axis itself, which is the
best condition from a photogrammetric point of view (see Fig. 2 and Fig. 3). Although
the system was designed for small size photographic sensors, the modularity conception
also makes it possible to utilise it in the case of photogrammetric sets for SLR cameras.

Regarding USB microscopes, due to their lightweight and small size, the entire
optical system can be tilted against the object to be scanned. Tilts are ensured by the
C-shaped rib, to which a micrometric slide is also fixed in order to accommodate the
microscope, allowing it to move radially towards the centre of the system. Hence, we
associate a “principal r-axis” with the radial movement of the optics, whose inclination –
corresponding to the sensor’s tilt – is referred to as an angle called the “θ-principal”.
Instead, the object is placed on a central support to be adjusted in height for the vertical
alignment of the centre of the frame with respect to the object along the “secondary
z-axis”. Conversely, horizontal alignment is ensured by translating the optical system
(rather than the object) along another axis defined as the “principal z-axis”.

Thanks to a joint placed in the base, the tested specimen can also rotate 360 degrees
around the “secondary z-axis” in increments of a specified “θ secondary” angle, enabling
a complete revolution for each camera tilt.

The design of the individual areas of the 3DINO SYSTEM is thoroughly analysed
as follows. The support base consists of two parts: a lower parallelepiped (see Fig. 1
at number 1, Fig. 2 and Fig. 3 referring to the green element), which houses a slide (4,
in grey) constrained to slide along a guide in a longitudinal direction (according to the
principal z-axis). The movement of the slide is via a mechanical gear (5, in purple and
cyan) of the worm-worm type (also known as nut-worm). The transmission ratio of this
type of gear is equal to:

2mm

rotation
⇔ 2mm

2πrad
(1)

The nut of this gear is secured to the base using a screwed-on bracket; on the other
hand, the worm gear is bound axially at the end of the slide, allowing the rotational
freedom of the same screw to be maintained. The toothed rib is fixed on the slide via
threads and constitutes the equipment’s main part (10, in grey, described below). The
base, consisting of two concentric parts (1 in green and 2 in pink), covers a circular
area with a radius of 180 mm. In between, there is a technical compartment accommo-
dating three toothed wheels (3, in yellow) with module 2 (the parameter on which the
dimensioning of the gear is based, defined as the ratio between the primitive diameter3

and the number of teeth of the wheel) with a transmission ratio (ratio between the two
angular speeds) almost equal to one. The first (positioned in the centre of the system)
and the third (projecting to the right) wheels, which allow for the rotation at the base
of the central support (6, in purple), are partially visible. The tolerances of this gear are
related to the accuracy of the 3D printing technology used during the prototyping phase
(down to 0.2 mm).

3 The diameter associated with the circumference along which the contact of the gear pair takes
place, corresponding to the fictitious friction wheel capable of transmitting motion [21].
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Fig. 2. Diagrams of the first prototype of the 3DINO SYSTEM: side and top views, axonometric
detail (bottom right) of the optics housing structure.

As specified, the central wheel’s rotation axis will be referred to as the secondary
z-axis, and its rotation angle represents the secondary θ-coordinate. A support (6, in
violet) can be attached at the centre of this wheel, with adjustable height (right along the
secondary z-axis).

At the circular edge of the base, a small channel is envisaged for inserting a diffuser
panel (11, in semi-transparent white).

The alreadymentioned rib is composed of a half-wheel with internal toothing having
a primitive radius of 150 mm and a small, toothed drive wheel (9, in red) to which is
connected a slide (7, in pink) suitable for the radial translation of the optics. To this
radial translation, we associated the principal r-axis; instead, the angle that the optics
slide forms with the horizon will represent the main θ-coordinate. The modulus of these
gear wheels is similar to the previous one (equal to 2).

The equipment ultimately has three degrees of freedom for the optics and two degrees
for the surveyed object. The principal θ-coordinate is related to the rotation of the small
driving gear (9, in red), the pinion:

(2)
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Fig. 3. Diagrams of the first prototype of the 3DINO SYSTEM: axonometry of assembled
components with the addition of a diffuser panel for lighting.

The rationale underlying the sizing of the components is due to the constraints
associated with performing movements compatible with the area framed by the micro-
scope. Generally, the appropriate field of view for making acquisitions is an area of
approximately 20 × 15 mm, which means moving the microscope and the object with
millimetre precision. Furthermore, since the specimen housing area is designed as a
detachable module, it must be large enough to accommodate up-to-15 cm objects for
them to be acquired even with the sensor of a smartphone or, possibly, a conventional
camera (dispensing with the utilisation of the rib).

3 Prototyping with Prusa I3 MK2.5S

The single parts were manufactured by FDM (Fused Deposition Modeling) technology
using a Cartesian printer, the Prusa i3 MK2.5S [22].

In the additive manufacturing process, a three-dimensional object is produced by
heating a thermoplastic filament to its melting point and then extruding it; layers of
material are then deposited to shape the required components (see Fig. 4). It is worth
noting that additional vertical support structures could be required for this type of 3D
prototyping technique to sustain overhanging pieces during the printing process.

The filaments used are PLA (Polylactic Acid) for the auxiliary parts and ABS (Acry-
lonitrile Butadiene Styrene) for the structural-mechanical components, as they are sub-
jected to higher stresses. PLA is a plastic of organic origin and is relatively affordable
and easy to use in 3D printing. Although it comes with some disadvantages that limit
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its use, it is suitable for rapid prototyping. It combines high printing speed with sharp
edges well, provided the material is properly cooled. It also benefits from a very good
surface finish and low thermal expansion. In addition, the resulting parts tend to present
very low deformability.

Fig. 4. 3DINO SYSTEM prototype manufacturing and assembling.

However, solid prototypes made from PLA are not designed to be subjected to
mechanical stress, as the material is hard and brittle, nor to be exposed to intense
heat sources (there would be a softening process over 60˚C), and it does not withstand
exposure to the atmospheric agents well.

Therefore, ABS – known for its toughness and impact resistance, producing durable
components that can endure higher levels of use and wear – was used for the parts
subjected to stress, even though it is harder to print. Indeed, ABS is a plastic material
that shrinks in contactwith air, often causing the 3D-printed elements towarp (or deform)
and thus detach from the plate.

The diameter of the filaments, dictated by the printer’s specifications, was 1.75 mm
for both materials used. The printing specifications are listed as follows: extrusion (hot-
end) temperature of 210˚C and heat-bed temperature of 60˚C for PLA and 100˚C for
ABS; layer height of 0.15 mm; 10% honeycomb pattern infill; the average print speed
was equal to 60 mm/s. These values resulted in a total printing time of approximately
7 days (including finishing).

4 First Conclusions

Early uses of the prototype revealed some imperfections and limitations.
From the perspective of components production, the printer bed’s size did not allow

printing objects larger than 20 cm in diameter; this resulted in larger components being
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split into several pieces. Although these parts can be glued or otherwise fixed together
at a later stage, this is never done precisely enough or even as accurately as if they had
been printed in one piece. While this is considered to be acceptable in prototyping, it
highlights the need for larger printing plates and even the possibility of excluding FDM
3D printing from final production. In addition, specifically for future prototyping, the
deformation of the pieces should be taken into account; it is due to uneven temperature
distribution within the printing chamber or between the areas of the piece directly in
contact with the plate and those that are layering above it. Shrinkage of the material
during cooling should also be managed by ensuring appropriate printing conditions,
explicitly checking that the surrounding temperature is not too low: the faster the part
is cooled, the greater the stress on the model. This is why working with closed printing
chambers or at least ones sealed off from the environment would be advisable. Anyhow,
in our case, the size of the elemental components and their orientation relative to the
laying plate also played a disadvantageous role in terms of deformation, as large models
are more susceptible to deformation.

To overcome many of the present issues, a new prototype is currently being devel-
oped that will be manufactured using selective laser sintering technology. This process,
employing polymer powder, provides numerous improvements over FDM solutions.
First of all, printing takes place in a controlled environment, thus overcoming the prob-
lem of deformations. The maximum size of the printable components is larger, allowing
to reduce the number of joints between the sub-parts. Finally, the absence of supports
will make it possible to redesign the axial slide rail and recess it inside the base itself,
thereby giving the support greater stability. Conversely, it will most likely be necessary
to perform a surface treatment on the new prototype, as the outputs of this technology
are characterised by high porosity, which could adversely affect some elements’ ability
to slide over each other.

Another improvement will concern the weight of the base, which must be increased
for higher durability of the system and vibration limitation. Indeed, despite the overall
performance of the components being good, we are still far from ensuring sufficient
vibration control. However, considering that the tested specimen rotates once the incli-
nation of the chamber is fixed, this can be resolved by limiting the interaction between
base and rib and rebalancing the components’ weight.

Future developments will also include the general streamlining of the massive com-
ponents, such as the fastening system for the micrometric slide of the optics to the rib. In
addition, the movement of the rib, which is determined by a nut-screw mechanism that
pushes the system along a T-shaped track, is sometimes tiring for the operator. Indeed,
introducing a ball screw could increase precision, ease the operator’s task and solve the
asymmetry and instability caused by the overhang of the current screw. This would also
allow themechanism to be recessed into the base’s thickness to lower the system’s centre
of gravity and hide the track.

Further adjustments could be implemented on the rib mechanism, which, although
valid in its current state, would benefit frommore precise axial tightening and a smoother
sliding mechanism.
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Abstract. The design of advanced devices is a paramount goal in the biomedi-
cal field. Current challenges include the development of customized devices with
improved and tailored properties according to the specific application. Accord-
ingly, the aim of the study was to report some recent efforts in the design of
advanced biomedical devices, especially focusing on dental implants and hybrid
structures for cranioplasty.
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1 Introduction

In the biomedical applications, the paramount goal is the design of advanced devices
to restore, maintain, or improve tissue functions in vivo, which may also be employed
in many cases as 3D morphologically-controlled structures for the production of whole
functional organs. Over the last three decades, many efforts have been made in the
fabrication of multifunctional substitutes capable of reproducing specific functions of
tissues and organs [1]. As a result of such progresses, the application area of biomedical
engineering has strongly broadened from the fabrication of simple standardized pros-
thetic implants towards being an answer to current challenges, including the design and
development of customized devices with tailored properties according to the specific
application. To properly understand the achieved results and the current trends in the
field, it should be important to look backward and analyse the evolution of the field,
with a special focus on the design methodologies and technological advances that have
been continuously introduced to meet the clinical and biological needs [1–3] as well as
the structural and functional requirements [1, 4–6]. At the onset, the area of biomedical
engineering found its driving force in the mechanical engineering, chemistry, materi-
als science and biology, due to its multidisciplinary feature [1]. Pioneers of the field
manufactured what can be defined as the first generation of prostheses and scaffolds for
tissue engineering, especially aimed at detecting the cross-talk among materials, geo-
metric and architectural features, biological cues, cell-cell and cell-material interactions
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[1]. Researchers frequently underlined how design and fabrication methods were not
suitable to ensure neither the precise control of geometric/architectural aspects nor the
functional performances of the prosthetic devices [1]. Consequently, the repeatability of
the design procedures and experimental analyses resulted low, and the comparisons of
the results obtained in different studies were not possible. This clearly led to the devel-
opment of several manufacturing techniques and to the adaptation of old methodologies
to the novel needs [1, 7].

The introduction of additive manufacturing technologies provided the greatest con-
tribution in developing 3D structures with precise and controlled architectural features
[1, 7].

A new research era was then characterised by the development of functional devices
with tailored and improved properties, benefiting from suitable design methodologies
(i.e., design for additive manufacturing).

In this scenario, it is well known that a good level of tissue-implant integration and
stability depends on several factors whose inappropriate control can negatively influence
functional and structural connection between the living tissue and the surface of the
load-bearing device [8–13].

Many works have dealt with the analysis of the relationship between the geometric
features and microstructure of prosthetic implants for several biomedical applications.
The design of advanced implants represents one of the key factors influencing the resul-
tant stress at the tissue-implant interface [8–13]. The design of 3D lattice structures with
tailored porosity and architectures has been considered as a strategy for the reduction
of the implant stiffness, in many cases favouring tissue ingrowth and the stability of
the tissue-implant interface [14]. Metallic and polymeric foams with suitable proper-
ties (e.g., strength, stiffness) have been potentially developed for different applications
[15, 16]. Design criteria have been employed for realizing different kinds of cellular
materials, also deeply analysing the deformation of porous structures [15, 16].

The number of nodes and struts play a fundamental role in the unit cell, leading to
several classes of unit cells, which can be considered the building blocks in developing
cellular materials [15, 16].

Furthermore, strategies in designing advanced devices can also benefit from topology
optimization (TO), which is considered a very powerful tool for the designer.

TO allows for providing the optimal material distribution in a defined design space
consistently with the given loads and constraints, the aim being to maximize the design
performance [17–20].

Accordingly, the current work reports some recent efforts based on specific method-
ological approaches for the design of advanced biomedical devices, with a special focus
on dental implants and hybrid structures for cranioplasty.

2 Design of Dental Implants with Optimized Properties

Today, the dentists would expect to find the optimal solutions in terms of dental implants
according to the needs of the patients. The osseointegration level and the consequent
bone-implant anchorage are influenced by many factors. As an example, the surface
area of the bone-implant contact clearly affects the stress transfer mechanism along the
interface.
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For this reason, the research has been frequently driven towards the development of
3D porous lattice structures with modulated architectures, the aim being to reduce the
implant stiffness and to favour bone ingrowth as well as the stabilization of the implant
[21].

In a previous study [21], several approaches were preliminarily considered for the
development of novel dental implants, also providing technical suggestions for re-design
guidelines. A further insight was provided into the design criteria, first considering a
screw implant. A commercially available screw implant was topologically optimized
for the given loading condition, constraints and boundary conditions. Different con-
cepts of dental implants were developed considering the commercial screw implant as
a starting point: i) implants characterized by a lattice shell surrounding a solid core,
without thread (marked as LS-C implants); ii) implants with lattice structure (marked
as LS implants).The strategy involved the compliance minimization (volume fraction of
0.50) [21]. The first step was to consider the basic principles in designing the octet-truss
lattice, focusing on its properties. The relative density (ρLa) was related to the density
of the lattice material and that of the material (Ti6Al4V) selected for the fabrication of
the lattice, as well as to the geometric features [14, 15, 21].

Based on several considerations concerning the relative and effective mechanical
properties as well as the yield strength of the selected material, ρLa ≥ 0.020 was found
according to critical conditions from a mechanical point of view [21]. In the study, ρLa
ranged from 0.11 to 0.50 [21].

The lower extreme of the range (i.e., 0.11) was properly selected as the idea was first
to employ a value of the Young’smodulus equal to that of the trabecular bone. Interesting
information were obtained from finite element analysis (FEA) on the different models
of bone-implant, concerning stress distributions in cortical and trabecular bone [21].

Figure 1 reports some examples of the findings obtained from the lattice TO (see
Fig. 1).

Fig. 1. Examples of implants from lattice TO: LS-C (left) and LS (right). The image was adapted
from [21].

The concept developed for ρLa = 0.11 was not considered as in the lattice part
the maximum stress was higher than yield strength for the lattice. With regard to the
other cases, when LS-C and LS implants were considered, the values of maximum stress
increased in the trabecular and cortical bone, if compared to the results obtained from
the use of a commercially available screw implant (i.e., starting point) [21].
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The theoretical analysis (i.e., FEA) highlighted how the presence of a lattice structure
(i.e., LS-C and LS implants) may enhance the stress transfer to the surrounding bone.
Specifically, the lattice structure may act as an “interface zone” with tailored properties
and a lower Young’s modulus, which may allow a better stress transfer. Little differences
found among the different concepts of implant were ascribed to the adopted design
criteria [21].

3 Design of 3D Advanced Structures for Cranioplasty

Over the past years, the attention has been focused on a huge range of materials
for the repair or regeneration of cranial defects, involving polymeric and composite
biomaterials, as well as several design strategies [7].

From amaterials science point of view, some studies reported the use of poly(methyl
methacrylate) (PMMA)-based bone cements and their modifications by means of the
inclusion of copper doped tricalcium phosphate (Cu-TCP) particles [22].

In addition, the use of aliphatic polyesters (e.g., poly(ε-caprolactone) – PCL, poly-
lactic acid - PLA) has also been considered for the fabrication of 3D scaffolds for
cranial bone tissue engineering. In this scenario, a previous study [7] reported a strategy
in designing and fabricating customized hybrid devices for the repair of large cranial
defects. In particular, a hybrid device was developed in the form of a 3D additive manu-
factured polyester structure with an interconnected pore network characterized by spe-
cific lay-down patterns, which was infiltrated with a modified cement (i.e., PMMA/Cu-
TCP 97.5/2.5 w/w). Reverse engineering was integrated with additive manufacturing
(i.e., Fused Deposition Modeling), the aim being to develop customized devices with
enhanced and tailored morphological, mechanical and functional features [7]. Briefly,
starting from a 3D virtual model of a skull with a large cranial defect, a CAD system
was employed to design 3D customized models of porous devices for cranioplasty. 3D
porous models were developed from non-porous geometrical models. A porosity of 50%
was selected for allowing the cement infiltration (see Fig. 2).

Temperature profiles and peak temperatures were suitably analyzed in the different
kinds of hybrid structures based on PCL and PLA, as the heat released during the
exothermic reaction represents a great drawback, if an in situ application of a PMMA-
based bone cement is considered, especially in the case of large defects [7].

The validation of the feasibility of the technical solutionswas demonstrated bymeans
of both virtual and physical models. FEA was also caried out on the entire head model
simulating severe impact conditions for people with the customized hybrid device, as a
rigid sphere was considered impacting the implant region of the head [7]. This clearly
represented an important research step since it would seem that until then none of the
existing finite element models had taken into consideration the impact-related features
for people using prosthetic devices in the case of large defects.

The geometry of an adult human head was considered, and the modeling of the
anatomical components was performed also consistently with their properties [7].

The obtained findings gave information on the several model components. Even
though the failure of some elements of the external layer of the cement was evident, the
underneath PCL structure infiltrated with the cement was not significantly altered [7].
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Fig. 2. Design and development of the proposed device: 3D geometrical non-porous model and
porous model (top left); 3D additive manufactured device (top right); two views of 3D geometrical
models related to a customized hybrid device highlighting the external cement layer and the cement
infiltration in the pore network, where green colour was employed for the identification of the
cement (bottom). The image was adapted from [7].

The results would suggest an increase in the ability of the designed device to absorb
energy and to deform before failure.

4 Conclusions

Over the past years, great efforts have been carried out to make available tools for
modeling complex geometries, while considering the manufacturing constraints.

In this scenario, many approaches based on different concepts and criteria have been
proposed for the development of advanced biomedical devices [23–27].

With regard to the design of biomedical implants, the optimization of porous lattice
structures has been frequently stressed in the literature [7, 21, 27–30], with a special
focus on both mechanical and biological features.

It was already demonstrated how triply periodic minimal surfaces structures (i.e.,
gyroid) may allow to develop advanced porous orthopaedic implants and to fine-tune
the mechanical properties for successful long-term performance [27]. The effects of the
design parameters were also described [27].

However, even though the gyroid may be easily employed to reproduce the structure
of the natural bone and it results stronger and stiffer in comparison to strut-based lat-
tices, the design of octet-truss lattices was also proposed for the development of dental
implants by means of several optimization strategies, providing interesting results [21].
In particular, the results evidenced that the potential of modulating the properties of
the interface lattice structure may provide a better stress transfer from the implant to
the bone [21]. Moreover, initial concepts based on functionally graded materials were
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previously introduced in designing dental implants, where the properties efficiently var-
ied according to specific patterns for matching the biomechanical features at different
zones in the bone [28]. Critical issues were first explored and the obtained results were
analysed with a special focus on bone remodeling [28].

During the years, the research emphasis has also beenon the development of technical
solutions for cranioplasty, concerning the design of novel customized devices [7], as
well as innovative methodologies relying on a planning phase, with the aim to guide the
surgeon in the definition of the surgical approach and the optimization of the implant
[29]. The methodological approach was successfully tested in a case study where high
risk factors were identified [29].

Polymer-based prostheses have often been investigated and proposed as alternatives
to the high-cost titanium mesh plates. Accordingly, the use of low-cost 3D printers has
generated great opportunities to help the patients [30]. In this context, a novel customized
hybrid device was developed [7]. The obtained findings highlighted how an appropriate
design for additive manufacturing of the PCL structure embedded in the cement may
provide a great contribution in terms of the overall mechanical behavior of the device,
specifically creating a toughening effect [7].

Finally, it is worth noting that the investigations reported in Sects. 2 and 3 can be
considered as first steps of a research devoted to a multi-objective design optimization
of the proposed devices. An integrated strategy will be defined to find a set of optimal
solutions for designers working in the field.
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Abstract. Additive Manufacturing (AM) technologies are widely spreading into
multiple engineering sectors thanks to their flexibility to create complex geome-
tries with virtual no material waste. AM technologies capabilities can be fully
exploited when working with periodic lattices, creating topology-optimized struc-
tures through different cell types with different dimensions and volume fractions.
Several factors (i.e., process parameters, quality and type of raw materials) can
modify the mechanical properties of printed components and can be exploited to
selectively create functionally graded materials or conventional laminated hybrid
materials structures.

This paper analyses and compares the mechanical properties of different addi-
tively manufactured lattice BCC structures through experimental and numerical
means. At first, themanufacturing procedure followed by experimental tests is pre-
sented. The retrieved mechanical properties are then used as a benchmark for the
numerical Finite ElementAnalyses and comparedwith analyticalmodels available
in the literature. The numerical simulation campaign includes the comparison of a
full 3D model and a 1D/2D beam/shell formulation model. The research findings
demonstrate a good correlation between the experimental tests and the numerical
simulation results, indicating the potential for the proposed methodologies to be
broadly implemented within various domains of structures and materials.

Keywords: Additive Manufacturing · Design for Manufacturing · Periodicity ·
3D lattice · FEM

1 Introduction

AdditiveManufacturing (AM) technologies are widely spreading thanks to their flexibil-
ity to create complex geometries with virtual no material waste with significant benefits
for the aerospace, medical devices, and automotive industries, among others. Indeed,
an increasing demand for reduced manufacturing costs and lead time, a shorter product
design and development process, and the ability to create highly customizable products
both in shape and mechanical properties, made the AMmarket one of the most flourish-
ing in the past 30 years [1]. More recently, these technologies have combined the use of
different materials in the so-called Multi-Material Additive Manufacturing (MM-AM),
enhancing the design freedom and functionality by varyingmaterial compositionswithin
the layers [2].
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AM technologies capabilities can be fully exploited when working with periodic
lattices structures. Repeating a unit cell in a 3D patterned arrangement makes it pos-
sible to create topologies in the space to create ordered topology-optimized structures.
The selection of the lattice type and parameters (such as cell size, strut thickness, and
orientation) plays an essential role in determining the mechanical performance of the
final product and with AM technologies is easy to use different configurations to achieve
functionally-graded materials [3–5].

Due to their simplicity in construction, theBody-CenteredCubic (BCC) and theFace-
Centered Cubic (FCC) are among the most utilized unit cell types [6]. Multiple studies
are present in the scientific literature which seek to forecast and assess the behavior of
cellular structures through analytical, numerical, and experimental methods. In [7] the
authors present an analytical method to retrieve the mechanical properties of BCC lattice
structures using the Timoshenko beam theory to characterize different cell parts with
different elastic constants under compression loading. In a later work, [8], the equivalent
shearmodulus of theBCC lattice structure in different configurations is retrieved through
an equivalent homogenized method. In [9] a stiffening effect due to strut intersection
at the nodes is considered reducing the length of the flexible portions of the struts. A
similar approach, based on the strut diameter is used in [10], while the effect of larger
strut diameters is studied in [11]. Tumino et. al. in [12] optimize the beam stiff length
as a function of the strut diameter-cell size ratio for both BCC and FCC cells, while in
[13] the authors study the effect of waviness in the BCC struts.

This paper aims to characterize the mechanical behavior of additively manufactured
lattice BCC structures through experimental tests and numerical simulations. Specif-
ically, numerical tests with a 3D and 1D model on the single BCC cell are used to
forecast the behavior of BCC structures in compression and in bending. Experimental
tests are also performed to validate the numerical results obtained. This study, finan-
cially supported by the M.U.R. under the AGREED project, serves as the initial stage
of a comparative analysis of various structural lattice cell topologies for the arms and
landing gear of a high performance drone.

2 Experimental Tests

For this study different lattice BCC structures are manufactured via Fused Deposition
Modelling (FDM) methodology employing Polylactic Acid (PLA) as the base material.
The mechanical characteristics of the bulk material, which have been determined in
previous experimental tests, are E = 3132 MPa, σyield = 20 MPa with an average
density of ρ = 1275kg/m3. All the specimens have been printed with a Flashforge
Dreamer, with several print configurations being evaluated and optimized to enhance
bothmechanical properties and surfacefinish.Ultimately, a nozzle print speedof 50mm/s
and a temperature of the extruder of 200 °C were selected.

2.1 Compression Tests

A BCC structure formed by a 4x4x4 unit cell array, resulting in a total dimension of
40x40x40 mm, was first manufactured for the compression test; a BCC unit cell with
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edge size l = 10 mm and strut diameter d = 2 mm was used as periodic element
of the structure. For the sake of reproducibility three coupons were printed and tested
using anMTS electro-mechanic machine with 50 kN load capacity at a crosshead rate of
5 mm/min. The compressive response of three specimens is illustrated in Fig. 1, which
depicts the characteristic regions that typify compression phases of a lattice structure, as
also reported in other studies [9, 10]; these areas are delimited by dashed vertical lines
in the figure. At first a linear elastic regime characterizes the left area of the diagram,
followed by the gradual collapse of the cells resulting in a full plastic behavior. Finally,
a sharp increase of the stresses indicates the densification phase.

Fig. 1. Compression Stress-Strain diagram, BCC 4x4x4 lattice structure.

The two points highlighted in Fig. 1 indicate where the first and second specimens
started to experience shear deformation bands due to the local buckling of a cell strut that
is randomly weakened by manufacturing defects. Contrary, the third specimen showed
a layer-by-layer failure as shown in Fig. 2.c.

Fig. 2. Deformation patterns details in compression loading of BCC lattice structures.

An apparent elastic modulus E = 22.57 MPa with a yield strength σy = 0.8 MPa is
retrieved for the BCC lattice structure under exam. The mechanical properties retrieved
for single specimens are reported in Table 1.
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Table 1. Experimental compression test results

Weight [g] Relative density Young Modulus
[MPa]

Yield strength
[MPa]

Maximum strength
[MPa]

14.617 0.1791 21.06 0.76 1.01

14.67 0.1797 23.56 0.83 1.17

14.65 0.1795 23.11 0.80 1.20

14.65 0.18 22.58 0.80 1.13

2.2 Three-Point Bending Test

A lattice sandwich structure formed by a core made with BCC cells in a 22x3x1array
within two skins with a thickness of 1 mm was 3D printed for the Three-Point Bending
Test (TPBT), as shown in Fig. 3.a. Different support span lengths, specifically 200,
180, 160, 140 and 120 mm, were employed for the experimental tests. For the sake of
reproducibility, two coupons were printed and tested under all supports combinations,
utilizing an MTS electro-mechanic machine with a 1 kN load capacity at a crosshead
rate of 2.5 mm/min.

Fig. 3. TPBT Experimental test. (a) Experimental setup, 200 mm span, (b) Load-Displacement
diagram.

Table 2 reports the bending rigidities of the two tested sandwiches, measured as
D = Load/Deflection, and their average values.

3 Numerical Analyses

The mechanical properties of the BCC structures are carried out through Finite Element
Analyses performed in the commercial software Ansys 2022.
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Table 2. Experimental three-point bending test results

Span [mm] 200 180 160 140 120

D Sandwich 1 [N/mm] 37.7 48.8 71.7 101.1 148.5

D Sandwich 2 [N/mm] 37.7 49.7 68.7 96.9 141.4

Average 37.7 49.2 70.2 99.0 145.0

3.1 Unit BCC Cell Properties – Compression and Shear Tests

In this study compression and shear tests are used to characterize the mechanical prop-
erties of the single unit BCC and thus to determine the properties of the overall lattice
structures. Various Finite Element (FE) models are employed, including a full 3D and a
1D beam models. The 1D beam model must consider a stiffening effect near the struc-
tural interconnections. This phenomenon, as reported in previous works [9, 12], can be
numerically modeled by dividing the beam into a stiff and a flexible part. In an earlier
study [12] the compression stiff beam length was numerically determined and optimized
as a function of the cell diameter-to-length ration d/L. Figure 4 shows the 3D and 1D
BCC cell models.

Fig. 4. 3D and 1D BCC cell dimensions.

In the 3D model, the periodicity of the BCC structure is enforced through special
periodicity boundary conditions imposed at each node of the BCC lateral faces via con-
straint equations. Specifically, an ad-hoc Ansys Parametric Design Language (APDL)
routine is employed to impose double periodicity along the x and y directions. Each
node on the left face ni |x=−L/2 is paired with the node on the opposite face that shares
the same y and z coordinates ni |x=+L/2. The displacements of the two nodes are thus
coupled through the following constraint equations:

⎧
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where np|x=±L/2 are two pilot nodes properly chosen in the two faces. The selection of
these nodes aims to achieve maximum symmetry of their positions with respect to the
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center of the cell, thereby ensuring periodicity of the cell even under rotations around
its center. In a similar way, from Eq. 1 it is possible to impose the periodicity along the
y-direction paring the nodes at y = ±L/2.

To ensure that each node in the BCC structure has a corresponding node in the
opposite face that shares the same coordinates, only one eighth of the BCC cell is
initially created and meshed and then mirrored to ensure the nodes correspondence on
the BCC cell faces.

Since the 1D model has a single node at the end of the struts and no lateral faces,
the periodic conditions are implemented coupling the nodes at the end of the struts
through remote points. To the best authors’ knowledge, previous investigations on 1D
beam BCC lattice structures using a stiff beam approach solely considered compression
loading. However, this stiff beam length, beside the strut diameter-cell size ratio d/L,
must also considers the type of loading on the cell. More specifically, the stiff beam
length law reported in [12] holds true for compression loading, when the cell struts are
mainly subjected to bending stress. However, in pure shear loading, the cell struts are
subjected in both bending and axial stresses. Therefore, a new stiff beam length must be
used to account for the mixed loading combination.

Besides the double periodicity conditions imposed along the x and y directions,
the boundary conditions for the 3D model consider an imposed displacement on the
upper surface (z = +L/2) along the z-direction for the compression test. In contrast, the
shear test considers an imposed displacement along the x direction. Simultaneously, the
bottom surface (z = −L/2) has the respective displacement constrained. The boundary
and periodicity conditions imposed for the 1D model are shown in Fig. 5.

Fig. 5. 1D model, compression and shear boundary and periodicity conditions.

An equivalent elastic modulus E3D = 23.5 MPa, A Poisson’s ration ν3D = 0.47
and a shear modulus G3D = 82.4 MPa were retrieved from the 3D model, while the 1D
model results in an elastic modulus E1D = 22.6 MPa, a Poisson’s ratio ν1D = 0.46 and
a shear modulus G1D = 82.7 MPa. The 1D model accurately replicates the 3D model
results while significantly reducing the computational costs due to a lower number of
elements (190 vs 47200) and the absence of constraint equations pairing each node on
the lateral faces. The directional displacement map along the z and x directions for the
3D and 1D models are shown in Fig. 6.



90 D. Tumino et al.

Fig. 6. Directional displacements maps 3D and 1D models: (a) and (b) along z during
compression; (c) and (d) along x during shear.

The equivalent elastic modulus obtained from both the 3D and 1D models exhibits
high accuracy with the elastic modulus derived from the experimental tests on the 4x4x4
array BCC structure in Table 1, thus validating the approach used to characterize the
structure from the periodic unit cell.

3.2 Flexure Test

The numerical model of the TPBT considers only half specimen for both the 3D and
1D/2D analyses. All numerical analyses are conducted at variable span lengths as done
in the experimental tests. Moreover, the 1D/2D considers both the stiff beam length of
0.93mm and 0.35mm. A directional displacement map along the z-direction of the 1D
model with the compression stiff beam length is depicted in Fig. 7.

Fig. 7. Three Point Bending Test, Span = 200 mm, lstiff = 0.93mm. Directional displacement
in z-direction. Top and bottom skins partially sectioned for results visibility.

Figure 8 reports the normalized bending rigidities with respect to the 3D value at the
different span lengths; the 3D value at each span length is reported above its correspond-
ing bar. The 3D model overestimates the experimental rigidity values at all considered
span lengths. This discrepancy could potentially be attributed to imperfections during the
printing or in the utilized material. Moreover, both the stiff beam lengths considered for
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the 1D/2D beam/shell models underestimate the stiffness expected with the 3D model.
Nevertheless, a better approximation with the experimental rigidity values is observed.
As the span length varies, the difference between the 1D model with a stiff beam length
of 0.93 mm and the 3D model is quite constant and smaller than 2% of the 3D value of
rigidity. However, when a stiff beam length of 0.35 mm is used, this difference increases
as the span decreases, starting from a minimum value of −3.6% of the 3D value of
rigidity at 20 cell length span up to a maximum value of −6.3% at 12 cell length span.
This could be explained due to the presence of the skins that redistribute the loadings
on the core of the sandwich structure, stressing the struts predominantly in bending thus
underestimating the stiffness of the whole structure.

Fig. 8. Normalized bending rigidity with respect to the 3D value at different span length.

4 Conclusions

This study presents a comprehensive analysis and comparison of the mechanical prop-
erties of additively manufactured lattice structures. The research demonstrates the feasi-
bility and effectiveness of using numerical simulations to accurately predict the behavior
of these complex structures. A full 3D and a simplified 1D beam models are used to
characterize the mechanical properties of a BCC cell and to predict the behavior of two
lattice structures.

The experimental results well approximate the 3D model analyses on both compres-
sion and flexural tests, thus validating the procedure used. The 1D models consider a
variable stiff beam length as a function of the main loading on the struts of the structure.
Both the compression test on a BCC 3D array structure and the flexural test on a sand-
wich structure mainly stress the structure at bending. For this reason, the optimized stiff
beam length under a compression loading returns more accurate results. On the other
hand, the stiff beam length optimized with a shear loading are slightly less accurate for
the considered loading conditions.
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Future works aims to study different loading conditions such as a pure shear and in
a mixed loading.
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Abstract. Additive Manufacturing (AM) Powder Bed Fusion (PBF) metal pro-
cesses enable significant design freedom, addressing design complexity in high-
end sectors. To build performant products, several Design for Additive Manufac-
turing guidelines must be considered. Nevertheless, it is still noticeable a lack of
reliability for AM processes, which is a key factor to guarantee both the expected
enhanced product requirements and the manufacturability. Even though few rules
and best practices tomitigate defects are provided either by standards or equipment
suppliers, they are still missing approaches to predict build failures and process
flaws, and therefore achieve faultless build processes. Thiswork suggests a concur-
rent product and process design approach, in which Computer Aided Engineering
tools are involved in both product and process design to identify the components’
shapes that match the expected performance and a feasible PBF build layout.
An automotive component is the use case, whose design based on topology opti-
mization and product validation is enriched by integrating the associated process
simulation. The build process is modeled by (a) the additive manufacturing simu-
lation to identify flaws and resources usage, and (b) the thermo-mechanical finite
element -based simulation to predict residual stress and distortions. The approach
based on CAD platforms integrates product and process design to reduce design
iterations, trial-error practices, and build failures.

Keywords: Laser Powder Bed Fusion · Design for Additive Manufacturing ·
Product-process design · Process simulation · Finite Element Analysis

1 Introduction

In the last decade, Additive Manufacturing (AM) technologies are gaining interest both
in academic research and industrial settings, since scientific papers, patents, and mar-
ket growth are constantly increasing. AM enables the construction of highly specific,
customized, and complex products, that are often impossible to produce with traditional
manufacturing technologies. Powder Bed Fusion (PBF) metal processes allow to build
either functional prototypes or end-use parts, exploiting the high design freedom to
enhance products performance in high-end sectors [1], such as lightweight structures,
heat exchangers, customized tools, and medical and dental parts. Besides the widely
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acknowledged potentials, the main drawbacks rely on the one hand costs and robustness
of metal processes, on the other hand on the need for specific AM knowledge. While the
breakeven point of production volumes is shifting due to the reduction of machines and
materials costs, process reliability has still to be improved in order to produce flawless
parts [1]. In particular, it is fundamental to mitigate process defects and failures to effec-
tively achieve the requirements of high-performance designs. Moreover, it is still needed
to address specific AM knowledge to develop proper approaches, allowing to streamline
the design of complex products and the associated AM processes. The Design for Addi-
tive Manufacturing (DfAM) framework is the set of rules, guidelines, and workflows to
support AM and spread actual industrial applications. Design and manufacturing have
been for a while identified as the two key AM areas [2]. Enhanced product performance
can be obtained by making use of such specific knowledge. Currently, most research
and applications are focused on Computer Aided Engineering (CAE) techniques (e.g.,
topology optimization, latticing, generative design) and the development of related tools
and methods to finalize optimized 3D part geometries [3]. Nevertheless, recent literature
reviews assert that also process design, or rather industrialization, is a fundamentalmatter
of research [4, 5]. The print-right first time is a challenging goal both to improve prod-
uct quality and reduce production and materials scraps. Indeed, the holistic approaches
have been identified as a key challenge for the spread of AM systems [2, 4, 5]. From
this perspective, the aim of this work is to perform the concurrent product and process
design for AM products, supported by proper implementation of CAE simulations. An
Internal Combustion Engine (ICE) piston has been re-designed achieving the optimal
targets of both design and manufacturing.

The next section provides themethods and tools involved to integrateCAEsimulation
along the workflow. Section 3 provides the analysis of the case study, resuming the
key aspects of product design. Section 4 describes the results concerning the use of
simulation to perform the integrated process design for practical applications. The final
discussion highlights the prime advantages of the approach and the forecasts for further
developments.

2 Methods and Tools

The AM-based design of components aims to rethink products layouts to exploit the
design freedom. For the purpose of thiswork, the case of topology optimized components
to be produced by Laser-based PBF (L-PBF) is considered.

2.1 Simulation for Metal AM Processes

Making use of CAE tools, optimal material distribution within a given domain is numer-
ically computed, according to a set of objectives and constraints. Since the solution
strongly depends on the constraints, local optima are provided (which is the basis for
Generative Design approaches), and it is difficult to compare and select different design
variants. Once the design interpretation occurs, CAE tools can be used to predict part
behavior, and, generally, many iterations between re-design and simulation occur to
meet the design targets. Afterwards, the industrialization phase is required to prepare
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the build process using Computer Aided Manufacturing (CAM) tools. Production of
metal AM parts is hindered by a lack of process consistency and significant variation
in physical properties [6]. Sources of defects and flaws are porosity, balling, geometric
and dimensional deviation, and residual stress, causing even either material cracking or
build failure [7, 8]. Build preparation highly affects defects onset [7, 9], but currently,
short guidelines are provided by standards or AM equipment suppliers, and there is still
a lack of predictive approaches. In most cases, the build preparation is strongly affected
by the users’ experience, and there is no shortage of trial-error procedures, that affect
the lead time, the resources, and the costs of AM systems. Although the use of CAE
tools for product design is consolidated [10], many AM process simulation physics and
scales do exist but are missing implementation suitable for industrial practice [9, 11].
Proper predictive approaches for the identification of risks could bring the best man-
ufacturing quality [1]. The balance between computational cost and results reliability
is fundamental, especially at product scale [9, 11], and many simplified multi-scaling
models are being developed [12].

2.2 Concurrent Product-Process Design

Literature asserts that holistic approaches are needed, and the use of process simulation
to improve metal AM systems quality is challenging [4, 5]. In this work, we consider
the integration between product and process design, and the enrichment of the general
approaches by implementing CAE process simulation (Fig. 1). In order to do that, a CAD
platform has been selected, to keep the associativity between CAD product structures,
and CAE and CAM tasks. More, the data consistency along the workflow allows to
introduce trade-offs to compare different design variants and build layouts [13], which
is a challenging aspect of DfAM approaches [5]. The selected tool for product-process
design is the Dassault Systèmes 3DExperience platform. As well as product design
makes use of consolidated CAE simulation (e.g., finite element analyses) to perform
design refinement, process simulations are integrated in the process design phase for the
industrialization refinement. Indeed, it is essential to integrate design and simulation of
the build process [10]. The build process is both modeled by (a) the additive manufac-
turing simulation to identify flaws and resources usage, and (b) the thermo-mechanical
finite element -based simulation to predict residual stress and distortions. The first makes
use of slicing and scanning path data and allows to check for localized issues (e.g., low-
melting, roughness, etc.) and perform build time, material, and cost estimation. The
second consists of weakly coupled thermal and mechanical analyses. It is based on
a multi-scaling approach (lumped laser paths and lumped layers) to keep an accurate
simulation of thermo-mechanical conditions within short runtimes. It is also based on
a multi-step approach not only to reproduce the build process but also to consider the
required post-processing operations.
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Fig. 1. Concurrent product-process design based on CAE simulation.

3 Case Study

The use case is an ICE piston of a racing motorcycle. The aim is to test engine addi-
tivelymanufactured components, exploiting topology optimization to reducemass, since
engine inertial loads have to be minimized. Literature provides some interesting piston
design approaches, and even demonstrates industrial feasibility and endurance capability
of such innovative solutions [14], such as for the Mahle and Porsche case. The Original
Equipment Manufacturer (OEM) part is an Al2618 forged piston, which weighs 138 g.
Its behavior has been analyzed considering worst-case working conditions of maximum
combustion pressure and revolution speed, and the model preparation is performed. The
simulation setup has been retrieved to set topology optimization and product valida-
tion, by applying the AlSi10Mg alloy suitable for L-PBF production. Different design
variants have been developed, working on optimization constraints (mesh size, min/max
element dimension, symmetry, iso-values, etc.) and compared by a product design trade-
off based on structural indicators. Therefore, the re-design has been obtained using a
double-level optimization, combining firstly automated tools to generate conceptual
results, and finally manual design refinement based on CAE simulations. Details of the
design approach can be found in [15]. Re-design of the engine piston achieves struc-
tural targets of 29 g mass saving with 15% mean stress reduction and 10% safety factor
improvement [15]. Afterwards, the industrialization phase has been integrated, by setting
up a SLM 280 HL PBF machine, preparing the machine characterization in the virtual
environment and the relating simulations approaches, whose results are reported in the
next chapter.

4 Results

Process design concerns tasks ranging from coarse modelling to industrialization refine-
ment. Coarse modelling is achieved by applying proper oversizes to the functional fea-
tures that require subsequent machining post-processing, thus obtaining the CAD crude
model. Build preparation requires the virtual machine definition, including data on the
build volume and the scanning, recoating, and inert gas systems. For aluminum alloy
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processing, parameters such as beam diameter, beam power, scanning speed, scanning
strategies, and layer thickness are specified. The build preparation step is completed
by introducing the AM part and defining the orientation and the supports strategies.
Figure 2a depicts different support strategies (tree-based, wired-based, and volume-
based) applied within the initial orientation. Conversely, Fig. 2b shows different orien-
tation strategies, computed to minimize the area of the product requiring supports, the
build height, and the cross-sectional changes along the build direction.

Fig. 2. Build cycle layout key tasks of supports generation (a) and part orientation (b).

The additive manufacturing simulation for given AlSi10Mg process parameters
returns data related to the amount of the used material, build time, and energy usage
for the build cycle, as well as areas of possible defects. The key subsequent task is the
thermo-mechanical finite element -based simulation. In order to evaluate the AM sys-
tem from the broadest perspective, a multi-step approach is implemented [16], aiming
to model not just the build phase, but also the post-processing phases (Fig. 3).

The simulation setup aims to contain computational cost while keeping a decent
accuracy, according to previous works and experimental studies [16]. Geometries are
discretized by 1 mm tetrahedrons for the piston, 1 mm 2D quadrilaterals for the sup-
ports, 5 mm hexahedrons for the build platform, and proper tie connections. Using 1st

order elements, the model returns about 100k nodes and 200k elements. Characterized
AlSi10Mg material is assigned. The build platform is tied to the machine. The build
step relies on a pattern-based thermo-mechanical simulation. For the thermal analysis,
appropriate temperature boundary conditions are applied and heat flux loads of lumped
laser paths are introduced. Chamber and build platform temperature is set to 423 K and
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Fig. 3. CAE simulation approach including (right to left): Build; Cooling; Annealing; Cut.

heat transfer modes parameters are specified. The build phase total timestep is 15k s
and time is discretized by time increments of 500 s. Cooling provides room boundary
conditions for 10k s and steps up to 1000 s. Annealing requires a constraint switch and
a post-processing thermal cycle based on a smooth temperature ramp curve for 22k s
and steps up to 3600 s. The cut and supports removal rely on the constraints switch and
provide the results of the part after post-processing. The simulations run on Abaqus code
and take approximately 1 h on a typical desktop.

The initial layout provides residual stress close to the yield stress and deformations
higher than 1 mm (Fig. 3). A process design trade-off can be performed by assessing
industrialization indicators such as build time and material usage of the process and
residual stress and distortions after post-processing. The implementation of the approach
integrating the CAE simulation allows to define a build cycle that mitigates possible
defects and process flaws (Fig. 4).

Fig. 4. Results of the final build cycle layout.
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5 Discussion

The AM ICE piston has been developed from a holistic perspective, performing the
concurrent product and process design. Figure 5 resumes the tasks of the design app-
roach, including: model preparation; topology optimization; product trade-off; design
refinement; coarse modelling; build preparation; process trade-off; and industrializa-
tion refinement. Making use of integrated tools and appropriate modeling approaches
to contain computational cost, CAE simulation can be effectively used both for design
and manufacturing. It is possible to exploit virtual engineering, to analyze the product
and build cycle behavior, and perform engineering decisions and tradeoff studies from
simulation data. Regarding the product, the design can be improved and refined to obtain
high-performance models. Concerning the process, it is possible to obtain relevant infor-
mation, so that product quality can be improved, and resources cost can be reduced. A
multi-scaling and multi-step thermo-mechanical model can be used to predict process
and post-process behavior so that defects can be mitigated and build failures can be
averted. The industrialization based on process simulations provides a build cycle lay-
out to carry out a reliable L-PBF production. Further developments could bring to the
reduction of manual operations and the automation of refinement tasks by integrating
multi-objective optimization tools, to streamline DfAM approaches even more.

Fig. 5. The concurrent product-process simulation based on CAE simulation.
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Abstract. Additive manufacturing (AM) allows to create complex shapes and
to improve the performance of critical components in different fields. The char-
acteristics of the as-built parts can be an obstacle in terms of satisfaction of the
parts’ quality requirements. Concerning the manufacturing process, the relation-
ship among the process parameters, microstructure and mechanical properties
is crucial in different areas and involves innovative and traditional fabrication
techniques. Fused Deposition Modeling (FDM) is widely employed to fabricate
devices with tailored and enhanced properties.

In this context, the process parameters clearly influence the quality of devices
fabricated from different polymer-based materials, according to the specific AM
technology.As reported in the literature,many theoreticalmodels for the prediction
of the surface quality focus on the concept of roughness. Furthermore, several
parameters have also been proposed to assess the surface quality.

Benefiting from advances in design strategies and methodologies of analysis,
the aim of the current research was to provide further insight into the development
of models for surface roughness prediction in FDM.

The relationship among the layer height, printing speed, flow rate and
extrusion width was considered and implemented in the model. Preliminary
experimental analyses were also performed.

Keywords: Additive Manufacturing · Surface Roughness · Prediction Model

1 Introduction

Additive Manufacturing (AM) technologies are widely considered for the fabrication of
3D physical devices from digital 3D models through material deposition in a layer-by-
layer fashion according to specific lay-down patterns [1–3].

If compared to the traditional computer numerical control manufacturing technolo-
gies, AMcan allow for the rapid fabrication of devices with complex shapes (e.g., parting
lines, draft angle, additional setup tools) [1, 3].

As a consequence of AM processes, the surface of the fabricated device shows a
characteristic texture, which can be considered a surface manufacturing defect.

Such texture is clearly related to the employed process parameters (e.g., surface
orientation with respect to the build direction), whose appropriate selection leads to a
minimisation of surface defects [3].
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For this reason, many efforts have been devoted to the minimization of surface
defects, thus improving the quality of the fabricated parts and reducing the costs.

In this scenario, a special focus was on the development of theoretical models for the
prediction of the texture size for the surfaces of themanufactured device, also considering
the overall range of potential surface orientations [3].

FusedDepositionModeling (FDM) represents one of themost popularAM technolo-
gies to fabricate devices with tailored and enhanced properties. FDM is characterized
by an easy use, without needing additional supervision, it is cheaper in comparison to
other technologies, and also uses environmentally safe materials [1–3].

FDM is generally based on layer-by-layer deposition of a continuous thermoplastic
filament injected/extruded through a heated nozzle and deposited on a build platform [3,
4].

However, the dimensional accuracy and the quality of the obtained devices are often
not adequate for many engineering applications [1, 4–7]. As reported in the literature,
many theoretical models have been developed for the prediction of the surface quality,
especially focusing on the concept of roughness. In addition, different parameters have
also been proposed to properly assess the surface quality [3].

As the cross-sectional shape of the depositedfilaments is close to an elliptic curve, in a
previousmodel the computation of the surface roughness involved a specific formulation,
where the filament profile was assumed as an elliptic curve [1]. The ellipse proposed in
such model can be considered the most similar to the real shape [1].

Furthermore, the surface profile was approximated by a train of ellipses overlapping
each other in the vertical direction between two following layers (see Fig. 1) [3].

The cross-sectional shape, layer thickness/height and surface angle clearly affect
the surface profile, which has been employed to properly model the surface rough-
ness. Specifically, a model was developed for the computation of the surface roughness
according to the surface angle variation. The angle between the deposition direction and
the normal versor at the surface obviously influences the surface quality [1]. Ahn et al.
[1] focused the attention on the evaluation of the surface roughness average (Ra), as
defined in ISO 4287 (1997) [4]. On the other hand, Di Angelo et al. [3] proposed another
parameter (i.e., Pa - ISO 4287) as an index to assess the surface quality, also developing
a novel model for predicting Pa in the case of surfaces of parts manufactured by FDM.
In particular, Di Angelo et al. [3] extended the model of Ahn et al. [1] to assess Pa in
the overall range of the deposition angle. The results were in good agreement with those
from theoretical models and from experimental findings reported in the literature.

Accordingly, benefiting from previous results and technical considerations [1, 3], the
aim of the current research was to provide a further implementation of the model of Ahn
et al. [1] for surface roughness prediction in Fused Deposition Modeling introducing
for the first time technical and operation parameters, such as flow rate, printing speed
and layer height, which are generally considered by designers and 3D printer users. The
proposed model was also verified by comparing the obtained theoretical results with
preliminary experimental data.

2 Basic Principles
The model of Ahn et al. [1] as well as further technical considerations from Di Angelo
et al. [3] represented the starting point, providing basic principles for the development
of a novel approach for formulating the surface roughness of FDM parts.
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Briefly, according to the previous models [1, 3], an ellipse was considered for the
definition of the cross-sectional shape of the filament and each layer overlaps the previous
layer. The expression of cross-section profile of the filament on the n-th layer is reported
below:

x2

a2
+ y2

b2
= 1 (1)

with a and b indicating the half-lengths of the long axis and short axis of the ellipse,
respectively. Consequently, the width (w) and height (h) of the ellipse were 2a and 2b,
respectively. In addition, the actual interval of the layer thickness (t = h−c) was defined
on the basis of the value of the overlap interval (c).

Based on the definition of the surface angle (θ ) at one point of the surface of the
FDM part as the angle between the normal vector of the spot and the build orientation
(i.e., the direction of the fabrication process) (see Fig. 1), in the case of a manufacturing
process at θ angle the expression of the elliptic curve of the next layer (n+1) was suitably
implemented:

(x− k1)2

a2
+ (y− k2)2

b2
= 1 (2)

with k1 and k2 being the translated lengths of the n-th filament in agreement with the x
axis and y axis directions, respectively, as defined in a previous work [1].

Fig. 1. A schematic representation adopted by Ahn et al. [1] for modeling the surface profile of
the FDM part.

The determination of the area employed for the computation of the surface roughness
was well defined starting from the two reported p1 and p2 intersection points between
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two adjacent layers located on the surface, as well as from further intersections and lines
[1]. The parameter employed for the evaluation of the surface roughness considered in
the model of Ahn et al. [1] was the surface roughness average (Ra) [1].

Di Angelo et al. [3] stressed the importance of Pa as an index for an appropriate
estimation of the surface quality and developed a model for predicting such index in
the case of FDM parts. However, in the current research the basic idea was to consider
Ra, which is widely employed in the industrial field, while introducing in the previous
formulation model technical and operation parameters, which are commonly considered
using a 3D printer.

As the role of technical and operation parameters (i.e., process parameters), which
clearly determine the surface quality, was not considered in the previous models, a
dependency relationship among layer height (LH), printing speed (v), flow rate (Q) and
extrusion width (EW ) was introduced in the current study.

In general, such relationship employed for the printing process is expressed as
follows:

Q = v · LH · EW (3)

However, taking into account the elliptical shape of the filament cross-section, the
following expression was implemented in the model of Ahn et al. [1]:

Q = vπab (4)

with a and b being the semi-axes of the ellipse.
Consequently, the main semi-axis (a) of the ellipse can be reported as a function of

the other process parameters as follows:

a = Q

vπb
(5)

Thus, the main semi-axis a varies with varying Q value (since printing speed and
layer height are kept constant); as a result, the shape of the ellipse clearly changes (see
Fig. 2).

Fig. 2. An example of the effect of flow rate (Q) variation on a and, hence, on the shape of the
ellipse at fixed values of b and v: Q = 10 mm3/s (left) and Q = 20 mm3/s (right).
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Once implemented the previous model through the introduction of Eq. 4, it was
possible to predict the surface quality by means of Ra index, before printing the 3D
object, only by knowing in advance the values of some process parameters (i.e., flow
rate, printing speed and layer height).

3 Design, Fabrication and Analysis of 3D Models

The SolidWorks®2017 (Dassault Systemes, Paris, France) computer-aided design
(CAD) systemwas employed to develop 3D geometricmodels of test specimens, accord-
ing to the aim of the work. The specimens were manufactured by Fused Deposition
Modeling, using a commercially available 3D printer (Prusa i3MK3) and PLA filament.
The test specimens were manufactured varying some building conditions. Specifically,
the specimens were printed at a fixed layer height (0.25 mm), considering different val-
ues of the surface angle θ (i.e., the angle between the normal vector of the spot and the
direction of the fabrication process) (π/4 and π/3) and flow rate (10 and 20 mm3/s).

Just to summarise, Tables 1 and 2 report the process parameters and their changes
along with the fixed parameters.

Table 1. List of held factors.

Factor Type Value

PT (°C) Held-constant 210

LH (mm) Held-constant 0.25

Bed Temperature (°C) Held-constant 60

Printing Speed (mm/s) Held-constant 60

Infill Density (%) Held-constant 100

Table 2. Levels selected for the control factors.

Control Factor Levels

1 2

θ (rad) π/4 π/3

Q (mm3/s) 10 20

Flow rate and θ angle were varied to assess their influence on the surface roughness
measured by Ra. For each combination of Q and θ, three specimens were additive
manufactured to assess the surface roughness bymeans of experimental tests (see Fig. 3).
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Fig. 3. An image of specimens for experimental tests manufactured by FDM at a fixed layer
height (0.25 mm), considering different values of surface angle θ (π/4 and π/3) and flow rate (10
and 20 mm3/s).

An appropriate support with dedicated cavities was also designed (see Fig. 4) and
fabricated by FDM for the correct placement of the test specimens, in order to perform
the experimental measurements of surface roughness.

Fig. 4. 3D geometric models of the support with suitable cavities designed for the correct
placement of the specimens with different values of θ, in order to perform experimental tests.

The experimental measurements were performed using a surface roughness Tester
TR 200. During the test the probe/sensor moved linearly along the measured length
and, hence, according to the profile on the surface. The experimental values of Ra were
compared with the theoretical ones obtained from the model (Table 3).
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Table 3. Results: theoretical (Th.) and experimental (Ex.) values of Ra.

Typology θ

(rad)
Q
(mm3/s)

Th. Ra (μm) Ex. Ra (μm)

1 π/4 10 24.2 27.9 ± 2.0

2 π/3 10 20.2 23.1 ± 1.8

3 π/4 20 32.3 35.8 ± 3.1

4 π/3 20 34.4 37.1 ± 3.3

However, further experimental analyses were also performed bymeans of the surface
roughness Tester TR 200 in a different configuration oriented at θ angle (i.e., at the level
of the surface slope) without using the designed support for the specimens. The obtained
experimental findings (data not reported) were consistent with those obtained using the
designed support for the specimens as reported in Fig. 4.

4 Conclusions and Future Trends

Within the limitations of the current study, the model predictions would seem to show a
good agreement with the experimental data in terms of Ra values. The interesting feature
of the proposed implementation results in an a priori estimation of the surface quality
of the FDM part through the Ra values, before printing (i.e., without manufacturing) the
part, by simply knowing in advance some process parameters (i.e., flow rate, printing
speed, layer height), which are very common for designers and 3D printer users. Even
if a previous study [3] suggested that the use of Ra index may misrepresent the real
extent of the surface defectiveness, also stressing the importance of choosing another
index (i.e., Pa) to assess the surface quality, the current research would represent only a
further step towards the implementation of a theoretical model, with the aim to improve
the knowledge in the field. Further implementations would clearly involve potential
extensions according to eventual critical regions for the model, as well as different
shapes for the filament cross-section and the use of Pa index.
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Abstract. AdditiveManufacturing is becoming a widespreadmanufacturing sys-
tem in several industrial fields such as automotive, aerospace, biomedical, etc.
Design for Additive Manufacturing represents the branch of research that con-
siders the technological constraints from the early stages of design, arriving at
a geometrical model to be exported in G-code. The limitations of additive man-
ufacturing are related to the complexity of the process, the high costs, the pro-
cessing time, and the difficulties of ensuring adequate geometric and dimensional
tolerances. A data-driven approach can be a solution to improve the Design for
Additive Manufacturing. Artificial Intelligence and Machine Learning methods
are employed in the literature to shorten the time for assessing the optimal com-
bination of parameters and supporting decision-making. The current state of the
art shows three macro-areas to apply Machine Learning methods in Design for
Additive Manufacturing. These applications concern Geometrical Design Level,
Process Configuration Level, and Process Monitoring Level. This paper aims to
identify and classify the Machine Learning methods and algorithms most used
in Design for Additive Manufacturing practices, analyzing parameters, results,
processes, and materials involved.

Keywords: Design for Additive Manufacturing · Additive Manufacturing ·
Artificial Intelligence ·Machine Learning

1 Introduction

In the last decade, the technological progress has led to a revolution in the factory concept,
enhancing digital innovations in a context called Industry 4.0. Some of the main inno-
vations are cyber-physical systems, new systems in distribution and procurement, the
development of new products and services systems, the adaptation to human needs, and
corporate social responsibility. All these innovations are possible thanks to the develop-
ment of nine new technologies such as Internet of Things, Autonomous robots, Big Data
and Analytics, Virtual and Augmented Reality, (Multiphysics) Simulations, Horizontal
and Vertical System Integration, Cyber Security, Cloud and AdditiveManufacturing [1].
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Additive Manufacturing (AM) is considered one of the main achievements of Indus-
try 4.0. This process is considered fully digitalized due to the direct connection between
geometrical modeling andmanufacturing [2]. AM is defined by ISO/ASTM 52900:2022
as the process of adding material to produce parts from 3D CAD models, usually layer
upon layer; the AM process is opposed to traditional processes such as subtractive and
formative manufacturing [3]. Nowadays, AM, also known as 3D printing, has become
a method for making parts, especially for the ability to realize complex geometries that
are difficult to be fabricated with other technologies.

While AM was only used for rapid prototyping in the past, today this technology
is also used for small-medium batch production. The success of AM is related to the
capabilities to achieve complex and free-form shapes, design hierarchical structures from
microscale tomacroscale, to the possibility of using advancedmaterials, and improvepart
functionality [4]. In this context, Design for AdditiveManufacturing (DfAM) represents
the branch of research that considers all the known issues of this production process,
from the early stages of design to the quality check of the realized part.

Following the above-mentioned standard, seven categories of production processes
have been identified to realize an object from a 3D CAD model; these AM processes
are Binder jetting (BJT), Directed energy deposition (DED), Material extrusion (MEX),
Material jetting (MJT), Powder bed fusion (PBF), Sheet lamination (SHL), Vat pho-
topolymerization (VPP). The materials involved in these processes are plastics, com-
posites, ceramics, and metal alloys such as steel, aluminum, titanium-aluminum, cop-
per, etc. The PBF process for metal parts is generally a Laser PBF (L-PBF), also called
Selective Laser Melting (SLM).

In additive processes, it is difficult to guarantee geometric and dimensional tolerances
due to the process resolution and thermal gradients.Moreover, it is also difficult to predict
the fatigue response formetal additivemanufactured parts [5]. The employment ofDfAM
tools and methods can reduce the risks of failure and defects on the 3D-printed parts,
considering the specific AM process and the related constraints such as the printing
volume, overhang angle, minimum thickness, maximum hole diameter, etc.

The high costs and the uncertainty of the results, due to the high number of parameters
involved and the variation of the quality of the parts, have reduced the introduction of
AM in the industry, especially for metal 3D printing. Designers can leverage Machine
Learning (ML) to facilitate and accelerate parameter selection. An ML system can be
employed in multi-objective problems with a high number of parameters related to
geometry, process,material properties, and output.ML algorithms are able to identify the
relationships between parameters and mechanical performance such as fatigue strength,
density, residual stress, surface finishing, etc. [6]. In general, ML tools and methods
are widely applied in Industry 4.0 and 5.0 where a great amount of data is produced
from control systems, inspections, and sensors [7, 8]. These data-driven techniques can
resolve relevant industrial issues and drastically reduce lead time in design and control.

This paper aims to introduce designers to MLmethods in the context of DfAM. This
work is intended to help designers to identify the most effective ML methods to reach
their goals. The document describes the main types of ML in Sect. 2, and the application
and methods in Sect. 3. Finally, Sect. 4 ends with conclusions.
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2 Background Research on Machine Learning

ML is a branch of artificial intelligence that systematically applies algorithms to syn-
thesize the underlying relationships among data and information to find solutions to
unsolved problems [9]. The goal is to predict future events or scenarios that are unknown
to the computer [10]. ML can be divided into three macro-categories as Supervised
Learning, Unsupervised Learning, and Reinforced Learning.

Supervised Learning (SL) is the most well-established and known category of ML
methods [11]. SL algorithms are trainedwith a training dataset of known input and output
pairs. The most famous supervisedML algorithms are Decision Trees, Naive Bayes, and
Support VectorMachines (SVM). Unsupervised Learning (UL) studies how systems can
learn to represent input patterns in away that reflects the statistical structure of the overall
collection of input patterns. Semi-supervisedML is an intermediate category, known as a
combination of SL and ULmethods [12]. Reinforced Learning (RL) proposes a solution
to the problem of learning from interaction to achieve a specific goal. RL methods are
usually applied in autonomous robot and control system applications [13].

An important and increasingly relevant sub-category is Artificial Neural Networks
(ANNs), or simply Neural Networks (NN), inspired by the working biological mecha-
nisms of the human brain [14]. The ANNs can model complex nonlinear relationships
and perform parallel processing and currently this method has reached a good fault
tolerance [15].

3 Applications and Methods

Nowadays, the use of ML is increasingly spreading to optimize the many parameters
acting in AM. The applications of ML methods mainly regard three levels: Geometrical
Design Level, Process Configuration Level, and Process Monitoring Level (also called
“in situ”monitoring). The following figure (Fig. 6) describes these three levels and their
specifications.

Fig. 6. ML application in AM.
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3.1 Geometrical Design Level

The first level, the Geometrical Design, aims to optimize the geometry to maximize the
functionality of the parts. The most relevant objective is to achieve a lightweight design.
Given the boundary conditions, the aim is to realize parts as light as possible while still
guaranteeing a suitable safety factor. The main tools at this level are Generative Design
(GD), TopologicalOptimization (TO), shape optimization, lattice structures, and optimal
material design. The ML algorithms are used here to elaborate customized micro and
meso-structures to meet the specifications of the project [1]. TheML algorithms support
the definition of the complex and free-form geometries which can be printed by AM
technologies. However, ML algorithms are not only used in additive design, but they are
also applied in other test cases where geometrical optimization is required [16, 17].

As example of TO, Langelaar [18] studied a fully self-supporting optimized part
using a laser-wise filtering procedure to eliminate the unprintable geometries from the
design space. Kallioras et al. [19] developed a GD framework that integrates ML into
the generative design practice, combining TO and Long Short-TermMemory Networks.
TO and GD can generate hundreds of possible solutions; therefore, the decision-making
phase can be difficult and not well supported by the selected ML algorithms. As a
solution, criteria can be applied when optimizing an AM part. Zhu et al. [20] studied
a prescriptive deviation modeling method, coupled with ML techniques, to identify the
solution with the minimum deviation, compared with the CAD geometry. Their ML
approach consists of Bayesian inference to estimate geometric deviation patterns by
statistical learning from multiple shapes data.

Lattice structures concern another practice in DfAM to achieve a better material
distribution. This practice allows lightweight design to be achieved with reduced devi-
ations. Després et al. [21] used a NN approach to support the generation of optimized
micro-lattice structures for AM applications. They used Genetic Algorithms to design
new micro-structures and FEM tools to evaluate the relative mechanical properties. The
results of the FEM simulations feed the supervised ML implemented inside the NN.
A similar approach was described by Alejandrino et al. [22]. They also studied a NN
approach to generate optimized patters in lattice structure design.

The most of ML studies related to this level concern SL methods to achieve a better
material distribution, using a NN approach.

3.2 Process Configuration Level

The second level, the Process Configuration, regards the optimization of the selection
of the process parameters. In the case of Metal AM, it is also included the optimization
of the powder spreading characterization. This phase is important for SLM processes
due to the high number and complexity of the parameters involved [23]. The process
parameters depend on the type of AM technique chosen and the specific 3D printer.
For example, the main parameters for SLM processes are laser power, layer thickness,
powder size and distribution, scanning schemes, etc. The uniformity of powder spreading
plays a relevant role in the quality of the final part [24]. Improper powder spreading
may introduce defects or lead to failures due to warping or swelling [25]. In general,
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the process parameters affect the mechanical properties of the component such as the
surface roughness, porosity, density, fatigue strength [26].

Process Configuration also concerns the choice of the part’s optimal orientation
and the support structures’ definition. The part orientation affects the quantity and the
extension of the overhang surfaces. The supports allow surfaces with critical overhang
angles to be printed while dissipating heat during the process [27]. The supports are
necessary formetal printingprocesses to reducedeformation and residual stress due to the
high thermal gradients.Moreover, the supportsmust be easily removable and lightweight
to reduce the scraps. Therefore, the part orientation and supports also influence the costs
and printing time. The geometrical parameters related to part orientation and supports
can be optimized with ML.

In the literature, different cases of regression methods are used to study the values
of the process parameters for AM. As an example, in [24] the ML approach, based on
a Back Propagation Neural Network (BP-NN) with one hidden level, is analyzed to
optimize the spreading parameters. Simulations are used in the training phase. The main
objectives in this work regard the part porosity and roughness in metal AM.

The prediction of the part porosity was also studied by Tapia et al. for SLM processes
[28]. Firstly, they developed a Gaussian regression model to correlate the porosity to
the process parameters. Then, they implemented a Bayesian inference framework to
estimate the statistical model parameters. Finally, a Kriging method is used to predict
the porosity of the printed part. A Gaussian regression model was also used by Ren et al.
[29] to optimize with ML the laser power while mantling constant the melt-pool size.
They used two input parameters, such as power laser and thermal history, while keeping
other process parameters fixed.

A regression and classification approach was proposed by Kappes et al. [30] to
correlate the process parameters with the final microstructure of the part. The analyzed
parameters are related to part orientation, percentage of recycled powder, heat treatment,
laser power, laser speed, laser spot, and contour overlap. This study is based on aRandom
Forest Network (which is an SL method) to predict and avoid the lack of fusion defects
in L-PBF.

Regarding the prediction of the part density in AM, Gor et al. [31] studied ML tech-
niques such as ANN, K-nearest neighbor, support vector machine, and linear regression
for objects printed in 316L stainless steel. The parameters analyzed here are related to
the laser system, build chamber, hatch spacing, layer thickness, and scanning speed.

The combination of porosity, defects, roughness, and density, affects the fatigue
response. The high cycle fatigue life of printed materials has been studied by Zhang
et al. [32]. A variation of this mechanical property can be caused by the choice of
processing and post-processing strategies. They used a neuro-fuzzy-based ML method
to predict the high cycle fatigue life of stainless steel 316L parts.

All these studies confirm that SL methods are the most used algorithms for the
prediction of the parameters involved in AM processes. The literature shows different
types of regression methods with successful results.
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3.3 Process Monitoring Level

The third level, the Process Monitoring phase or In Situ Monitoring, concerns the real-
time control of the printing process. Several factors, internal or external, can compromise
the result of the AM process. The AM process suffers from various processing-related
defects such as cracks, delamination, distortion, rough surface, lack of fusion, poros-
ity, foreign inclusions, and process instability (keyhole, balling). These defects usually
originate from the layer-wise material deposition process [33]. Errors in the printing
phase can compromise the result and the subsequent validation of a component. Conse-
quently, process monitoring and a possible correction of the parameters during printing
can significantly reduce the final printing time and cost. Traditionally, anomaly detection
during the fabrication process greatly depends on the experience of the operators, and
so can be prone to inaccuracy, inconsistency, and delays. Process monitoring systems
for detecting defects are highly needed to evaluate the printing condition and product
quality efficiently and accurately [34].

In the literature there are severalmethods to control the printing process, the principal
ML approaches used are the Image-based approach, the Acoustic emission, the Optical
emission, and the Sensor signal-based approach.

The Image-based approach uses images from cameras to analyze the layer-wise sur-
face after building every single layer to detect defects and lacks. The Acoustic emissions
approach is based on the energies of the narrow frequency bands using spectral convo-
lutional neural networks. The Optical emission concerns the analysis of spectroscopy
emissions during the process. This method has long been used to better understand phys-
ical mechanisms [35]. The signals are mainly plume and spatter signatures andmelt pool
profiles and intensity [33]. The Sensor signal-based approach is the fourth method for
processmonitoring and it is a combination of acoustic, optical, infrared, andmulti-sensor
signals [25]. All these methods are used for training ML algorithms used at the Process
Monitoring level.

Image-based monitoring with ML often regards SL algorithms for classification ad
recognition problems. A Deep Convolutional Neural Network is used in [36] for the
recognition of defects in SLM the process by image processing. An SVM approach is
used in [37] for the classification of the quality level using a high-speed camera. On
the other hand, an UL method is used in [38] where images from Near-Infrared (NIR)
cameras and a Deep Belief Network are used for in situ process monitoring and melted
state recognition during the SLM process.

Regarding Acoustic Emission methods, the ML techniques used to analyze and
interpret the dataset are still SL and UL. Mohammadi et al. [39] propose an approach
with different ML techniques. First, a hierarchical K-means clustering is employed
for labeling the data, followed by a supervised deep learning neural network to match
acoustic signal with defect type. A Principal Component Analysis (PCA) was used
to reduce the dimensionality of the dataset. Then, a Gaussian Mixture Model (GMM)
is employed to enable fast defect detection suitable for online monitoring. Finally, a
Variational Auto-Encoder (VAE) approach is used to obtain a general feature of the
signal that could be an input for the classifier. Another ML algorithm, the Spectral
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Convolutional NN, is used in [40] to differentiate the acoustic features of dissimilar
quality using a sensitive acoustic emission sensor. All these works are related to SLM
processes.

4 Conclusion

This article aims to help the designer to approach the use of ML in DfAM, providing an
introductory overview of what ML is and how it is currently used in parameter optimiza-
tion. To summarize, the use of ML in DfAM is a powerful tool to support the designer
in the definition of additive projects considering geometries, process parameters, and
monitoring phase. The geometry of the 3D parts can be optimized by ML algorithms
implemented in generative and topological optimization tools to achieve lightweight and
functional components. ML algorithms can also support the configuration of the best
combination of the process parameters to obtain suitable mechanical properties. The
literature also shows the possibility to use ML for powder characterization and distribu-
tion.Moreover, ML can be used to define the part orientation and select suitable supports
for the printing phase. Finally, ML tools can be involved in monitoring the 3D printing
process to prevent errors that can compromise the result.

Theparameters canbe classified intomanycategories, such as design,manufacturing,
andmonitoringparameters. Theparameters that could be themost relevant for the success
of themetal 3Dprinting are related to part orientation and support definition in the context
of design parameters. Analyzing the manufacturing parameters, the most relevant could
be laser power, laser speed, layer thickness, and scanning schemes. Finally, considering
the monitoring phase, one of the main parameters is the melt pool geometry.

The main obstacles for an industry that wants to introduce AM processes in the
production line are cost reduction, developing a knowledge base to support the DfAM
phase, and enabling batch production. The quality of the AM-produced parts depends on
the correct executionof the printingprocesses, andmany factors influence the results such
as the optimization of the part geometry to implement lightweight and functionality; the
choice of suitable process parameters correlated to the obtained mechanical properties;
the selection of the proper combination between orientation and supports to reduce
deformation and residual stress due to the high thermal gradients; and the monitoring of
the printing phase to avoid fatal errors and compromise the print. ML tools can support
companies to achieve these results. Several approaches are described in the literature
and discussed in this paper. As a future development, this study will be completed by
comparing data-driven methods and simulation analysis in DfAM.
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Abstract. Autologous ear reconstruction is a surgical procedure aimed at total or
partial reconstruction of the ear of patients with microtia, which is a malformation
or absence of the anatomical element. This procedure involves harvesting cartilage
material from the patient at the costal level, cut and sculpt the tissue to create the
skeleton of the ear, which is then inserted into a subcutaneous pocket in the mal-
formed region. The sculping procedure takes inspiration from the geometry of the
patient’s contralateral healthy ear and can be very complex given the particularity
of the elements to be reconstructed. Taking advantage of Reverse Engineering and
Additive Manufacturing technologies, the authors, in collaboration with hospital
staff, proposed patient-specific three-dimensional cutting guides that can facilitate
the surgeon in sculpting the ear structure. In this work, a fully automated proce-
dure for creating the printable digital model of such guides is proposed: at first
is performed the segmentation of ear elements, which represent the starting data
for the automated CAD modelling of the surgical guides. The automatic CAD
modelling procedure was tested and validated by medical personnel.

Keywords: Ear Reconstruction · Surgical Guide · CAD Modelling · Reverse
Engineering

1 Introduction

In recent years, the use of custom-made medical devices (MD) is becoming a gold
standard of care for the correction of congenital and non-congenital malformations. The
rapid spread of this paradigm can be attributed to the extensive use inmedicine of reverse
engineering (RE) and additive manufacturing (AM) technologies [1]. In fact, these tech-
nologies offer great flexibility in geometry acquisition and manufacturing operations by
enabling the production of MDs with high complexity and tunability on patient-specific
anatomy. The typical workflowwhich leads to the fabrication of customMDs starts with
the digital acquisition of the patient’s affected anatomy using diagnostic imaging tech-
niques (i.e. Computed Tomography or Magnetic Resonance Imaging) or 3D scanners
[2, 3]. The acquired data, in the form of images or point clouds, is appropriately pro-
cessed and transformed into meshes. Subsequently, this data is used in CAD modelling
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programs to design custom MDs that are fabricated using AM techniques. 3D printing
is thus rapidly becoming a leading manufacturing technique in the health and medical
industry for a wide range of applications, including dentistry [4], tissue engineering
and regenerative medicine [5], medical devices [6], anatomical models [7], and drug
formulation [8]. In recent years, authors have applied this paradigm in the context of the
treatment of microtia, a congenital defect characterized by malformation or complete
absence of the outer ear. The correction of this defect involves a surgical procedure in
which a portion of costal cartilage is taken from the patient, and it is appropriately cut
and sculpted to create the missing anatomy (framework, visible in Fig. 1a) consisting of
the auricular elements of the healthy anatomy (see Fig. 1b).

(a) (b)

Fig. 1. a) Example of framework, b) indication of ear elements.

To effectively assist the physician in the reconstruction, the authors in collaboration
with physicians have designed 3D models of surgical guides that can be customized
to each patient’s anatomy. The modelling workflow involves acquisition with commer-
cial [9] or ad-hoc [10] optical scanners of the patient’s contralateral healthy ear. The
anatomical data thus obtained, after appropriate mirroring, is used for CAD modelling
of the surgical guides. After the definition of a standard design applicable to each new
anatomy, the authors’ research focus shifted toward automating the CADmodelling pro-
cess. In this paper, the authors propose a fully automated procedure that from the digital
model of the ear (in mesh format) provides printable models of the surgical guides. This
was achieved using tools such as automatic segmentation of the ear elements from the
depthmap image of the ear and the tools offered by the Rhinoceros environment (McNeel
North America, Seattle, WA, USA) [11] with the Grasshopper plug-in (www.grasshopp
er3d.com) [12].

2 Materials and Methods

The correct shape of the surgical guides for the ear reconstruction was identified through
an iterative process of design and physical simulation inwhich clinicians tested prototype
guides by simulating the entire surgical procedure using silicone replicas of rib cartilage
[13].

http://www.grasshopper3d.com
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The simulations showed that the use of guides that faithfully traced the anatomical
elements of the ear [14] (see Fig. 2) made it impractical to create the auricular framework
due to the complexity of the geometry. As a result of this process, the shape of the surgical
guides is defined as a simplification of the geometry of each anatomical element.

Fig. 2. Example of surgical guides highly adherent to the anatomy.

As can be seen in Fig. 3, there are three surgical guides for auricular reconstruction
(for the helix, anthelix, and tragus-antitragus region), and each surgical guide has (1)
simplified contours exempt from micrometric details and undercuts that are impossible
for the surgeon to reproduce manually in the operating room, and (2) a planar base useful
for their support on the cartilaginous material and notching.

Fig. 3. Example of the proposed surgical guides.

The simplification of surgical guides thus devised can be modelled on a single plane.
The reference plane for modelling was identified as the ear development plane, defined
in [15] and visible in Fig. 4, which is the plane that establishes the viewpoint fromwhich
the auricular elements can best seen.

In order to create a fully automatic process for modelling such custom MDs, the
workflow proposed in this paper is structured into twomacroblocks (Fig. 5): 1) automatic
segmentation of the ear elements, 2) automatic CAD modelling with routines that can
be invoked for each new case.
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Fig. 4. Indication of the ear development plane.

Fig. 5. Workflow of the proposed automatic modelling procedure.

Automatic ear segmentation exploits the algorithm presented by the authors in
[15]. In brief, the algorithm, developed in the MATLAB environment, through a series
of thresholding and output management operations performs 2D segmentation of the
depthmap image obtained by fixing the viewpoint with the normal exiting from the ear
development plane, as defined above. The steps of the algorithm are shown in Fig. 6 and
a sample of results in Fig. 7.

Fig. 6. Operations performed by the segmentation algorithm.

It is observed that the segmentation of the anthelix slightly deviates from the anatomy
as it includes the triangular fossa. This will need to be properly considered and handled
for the modelling surgical guides.
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The segmentation algorithm saves a.txt file for each anatomical element containing
the coordinates of the points of the curves that isolate these elements after being appro-
priately sampled. The.txt files are the input to the CAD modelling algorithm that makes
the surgical guides.

Fig. 7. Some results of automatic segmentation of the ear elements.

The systematic CAD procedure was automated in the Rhinoceros environment using
the Grasshopper plug-in. Grasshopper makes it possible to automate Rhinoceros opera-
tions by providing operational blocks: each block receives input, performs an operation,
and returns output results. The graphical interface allows the inputs provided to the
developed procedure to be modified quickly and efficiently, making it perfect for the
development of custom MDs in which the input changes for each patient.

Figure 8 shows the automatic routines created formodelling theguides of thedifferent
elements, and Table 1 shows more in detail the modelling steps.

Fig. 8. Automatic modelling procedure implemented with Grasshopper.
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Table 1. Proposed automatic modelling of surgical guides.

Helix: The .txt file relative to the seg-

mentation of the element is read, a 

curve is created to which a smoothing 

operation is applied, the curve is ex-

truded by 4 mm, and the edge with max

z value is filleted by a value of 0.7 mm.

(a) (b) (c)

Anthelix: The .txt file related to the seg-

mentation of the element is read, a 

curve is created to which a smoothing 

operation is applied, two offset opera-

tions are performed on the curve with 

value of -1 and -6 mm respectively The

curve obtained with offset -1 is ex-

truded by 3 mm to obtain the shape of 

the anthelix. The curve obtained with 

offset -6 is extruded in both directions 

by 7 mm and subtracted from that pre-

viously obtained (shapes in figure (a) 

on the left). The two lateral segments of 

the hole thus obtained (green in figure 

(b) on the left) are extended and used to 

create two cutting surfaces. The result-

ing shape ( (c) on the left) is filleted on 

all edges perpendicular to the XY plane 

by 2 mm and all edges with max z value 

by 0.5 mm.

(a) (b)

Tragus-antitragus: The .txt file related 

to the segmentation of the element is 

read, a curve is created to which a 

smoothing operation is applied, and the 

curve is extruded by 3 mm. To create 

the bevel central to the shape, the low-

est point of the concha (red in image (b)

on the left, corresponding to the inter-

tragic notch) is used to create a cone in-

clined at a 40-degree angle with respect 

to the XY plane (figure (b) on the left).

The cone is subtracted from the extru-

sion obtained above, and the element is

filleted at each edge by 0.6 mm except 

the one with min z value.
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In the describedprocedure, thefillets valueswere chosen empirically to avoid the gen-
eration of errors in the procedure while realizing curves compliant with the physician’s
requirements.

3 Discussion and Conclusions

The workflow in Fig. 5. Was tested for modelling surgical guides of 50 ears retrieved
from the database created by the authors in [15]. Regarding the segmentation step,
the algorithm was already tested in terms of robustness and adaptability to different
anatomies, and the segmentation result was validated by clinicians [15]. This result
is exploited by the automatic algorithm proposed in this paper to make surgical guides
suitable for autologous auricular reconstruction. The automatic algorithmwas developed
with the Grasshopper plug-in in the Rhinoceros environment. The procedure resulted in
the correct generation of the tested 50 cases (Fig. 9 reports 10 examples).

Fig. 9. Ten examples of the results of automatic modelling of surgical guides.

Analyzing the proposed procedure, it can be observed that the modelling of the helix
involves the direct extrusion of the curve obtained from the segmentation without any
modification of the geometry. As for the anthelix, the contours derived from segmen-
tation are not suitable for direct extrusion of the surgical guide due to the fact that it
is characterized by a typical y-shape. Therefore, the procedure takes advantage of the
original segmentation shape to obtain the desired shape of the guide through operations
such as curve offsets and solid subtractions thus ensuring a y-shape consistent with the
specific anatomy. Also for the tragus-antitragus, it was necessary to perform operations
on the shape derived from segmentation in order to obtain a surgical guide that meets
clinical requirements. Specifically, the saddle proper to this region is obtained by sub-
traction of a cone whose position is defined, inspired by the actual anatomy, by the point
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of the concha corresponding to the intertragic notch. The inclination and size of the
cone were defined empirically by analyzing the 3D ear models of the dataset. The 3D
digital models of the 50 surgical guides were validated by 3 surgeons specialized in the
area with a bind questionnaire. The results show that the proposed procedure provides
an improvement over previously proposed methods as it totally replaces manual mod-
eling, introducing significant time savings: manual modeling can take up to 120 min,
while the developed procedure is instantaneous. The modelled guides can be produced
by additive manufacturing techniques using biocompatible and sterilizable materials for
intraoperative use.

References

1. Javaid, M., Haleem, A.: Additive manufacturing applications in medical cases: a literature
based review. Alexandria J. Med. 54, 411–422 (2018)

2. Kulczyk, T., Rychlik, M., Lorkiewicz-Muszynska, D., Abreu-Gbowacka, M., Czajka-
Jakubowska, A., Przystanska, A.: Computed Tomography versus Optical Scanning: A
Comparison of Different Methods of 3D Data Acquisition for Tooth Replication (2019)

3. Paoli, A., Neri, P., Razionale, A.V., Tamburrino, F., Barone, S.: Sensor architectures and
technologies for upper limb 3D surface reconstruction: a review. Sensors 20(22), 6584 (2020)

4. Dawood, A.,Marti, B.M., Sauret-Jackson, V., Darwood, A.: 3D printing in dentistry. Br. Dent.
J. 219, 521–529 (2015)

5. Richards, D.J., Tan, Y., Jia, J., Yao, H., Mei, Y.: 3D Printing for Tissue Engineering
6. Wang, Z., Yang, Y.: Application of 3D Printing in ImplantableMedical Devices. Biomed Res.

Int. 2021, (2021)
7. Bü Cking, T.M., Hill, E.R., Robertson, J.L., Maneas, E., Plumb, A.A., Nikitichev, D.I.: From

medical imaging data to 3D printed anatomical models (2017)
8. Beg, S., et al.: 3D printing for drug delivery and biomedical applications. Drug Discov. Today

25, 1668–1681 (2020)
9. Professional 3D Scanners | Artec 3D | Best 3D Scanning Solutions, https://www.artec3d.com.

(Accessed April 2023)
10. Servi, M., Mussi, E., Profili, A., Volpe, Y.: An Ad-hoc Solution for Ear Anatomy Acquisition

in Pediatric Setting. Comput. Aided. Des. Appl. 20, 50–61 (2023)
11. McNeel, R.: Rhinoceros. NURBS modleing for Windows: http://www.rhino3d.com/jewelry.

htm. (Accessed April 2023)
12. McNeel, R.: Grasshopper - algorithmicmodeling for Rhino, http://www.grasshopper3d.com/.

(Accessed April 2023)
13. Berens, A.M., Newman, S., Bhrany, A.D., Murakami, C., Sie, K.C.Y., Zopf, D.A.: Computer-

AidedDesign and3DPrinting toProduce aCostalCartilageModel for Simulation ofAuricular
Reconstruction. Clin. Tech. Technol. Otolaryngol. Neck Surg. 155, 356–359 (2016)

14. Flores, R.L., et al.: The technique for 3D printing patient-specific models for auricular
reconstruction. J. Cranio-Maxillofacial Surg. 45, 937–943 (2017)

15. Mussi, E., Servi, M., Facchini, F., Furferi, R., Governi, L., Volpe, Y.: A novel ear elements
segmentation algorithm on depth map images. Comput. Biol. Med. 129, 104157 (2021)

https://www.artec3d.com
http://www.rhino3d.com/jewelry.htm
http://www.grasshopper3d.com/


Manufacturing of Multilayer Replicas of Human
Costal Cartilage for Realistic Medical Planning

Michaela Servi1(B) , Elisa Mussi1 , Monica Carfagni1 , Kathleen McGreevy2 ,
and Flavio Facchini2

1 Department of Industrial Engineering, University of Florence, Florence, Italy
michaela.servi@unifi.it

2 Meyer Children’s Hospital IRCSS, Florence, Italy

Abstract. Autologous ear reconstruction is a surgical procedure which aims to
restore the anatomy of the outer ear whenever there are malformations due to
congenital defects (microtia) or as a result of trauma and burns. Reconstruction
involves the cutting, carving, and modeling of a portion of costal cartilage har-
vested from the patient. The aesthetic results of the surgery are highly dependent
on the manual skill of the surgeon, which therefore needs a wide range of surgi-
cal experience. Appropriate simulation and training tools are essential to acquire
adequate familiarity with the procedure without compromising the patient’s aes-
thetic appearance. In such a context, the present work aims to create replicas of
the costal cartilage that allow a realistic simulation of the surgery, thus taking into
account important characteristics of the cartilage tissue such as the behavior to cut
and suture, hardness, etc. The problem is approached with well-established Addi-
tive Manufacturing and Reverse Engineering techniques, which are increasingly
being used in the medical field, addressing both the problem of identifying the
most suitable materials and the possibility of providing medical personnel with
simple interactive procedures for the fabrication of multilayer replicas, without
the need to turn to expert CAD modelers.

Keywords: Medical simulation · CAD modeling · Costal cartilage mold · Ear
reconstruction

1 Introduction

Physical and virtual simulation have been increasingly used in healthcare to reduce
errors, increase accuracy, and improve manual skills by allowing physicians to repeat
clinical procedures without injuring the patient [1]. Modern rapid prototyping tech-
niques, like Reverse Engineering (RE) and AdditiveManufacturing (AM), offer reduced
cost, speed, and extreme freedom in terms of treatable geometries, which have been com-
bined with simulation and planning to facilitate the creation of physical simulators that
accurately follow patient-specific anatomies and enable high-fidelity simulation [2–4].
Autologous ear reconstruction (AER) surgery is no exception in benefiting from the
use of physical simulation and rapid prototyping tools. This surgery is performed on
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patients affected by a pathology called microtia which entails the partial or complete
absence of the outer ear [5]. In short, the method entails modeling the costal cartilage
removed from the patient, building a three-dimensional framework thatmirrors the shape
of the patient’s contralateral healthy ear, and then reconstructing the damaged or absent
anatomy of the ear. AER surgery is an extremely difficult process for plastic surgeons
because of the complicated shape that must be recreated, and the results are heavily
reliant on the “artistic skills” of the surgeon [6].

Long and effective training is the prevailing response presented in the literature [7]
to make this surgery more accessible to surgeons and, at the same time, to improve
outcomes. With this in mind, through close collaboration with plastic surgeons at Meyer
Children’s Hospital of Florence, previous work has focused on the development of
preoperative simulation tools and intraoperative tools to improve AER outcomes and
to fabricate costal cartilage replicas with the characteristics of human cartilage, such as
haptic return and flexibility. By manipulating these replicas, the surgeon can observe
the spatial relationship of the sites of interest, allowing familiarization with anatomy
in the operating room and creation of mental maps. Additive manufacturing techniques
are often used in the manufacturing of accurate simulators. Material availability, in fact,
allows direct printing of anatomical parts, such as bone tissue [8]. The manufacture of
anatomical models based on soft tissue, however, involves molds and casting techniques
due to high cost and limited material choices of soft materials for 3D printing [9].
Therefore, costal cartilage replicas are also produced with these techniques. This work
also introduces the necessity to include the material’s heterogeneity, a property that
makes the outer layer more compact and less friable than the inner layer. In this light, the
current study focuses on the creation of replicas of the costal cartilage that can imitate
the normal properties of human cartilage, such as flexibility, heterogeneity, and tactile
return.

2 Materials and Methods

To achieve the ambitious goal of providing surgeons with costal cartilage replicas that
allow an accurate and realistic simulation of AER surgery, this work focused on two
objectives: 1) to identify the best materials to replicate the costal cartilage when opera-
tions such as suturing and sculpting are performed 2) to establish a systematic, interactive
CAD process that can automatically model the costal cartilage replica that will be used
to create a multilayer heterogeneous replica. These two objectives are addressed in the
following subsections.

2.1 Material Choice for Costal Cartilage Replica

The first goal was to identify the best material for realistic and effective cartilage repro-
duction. It must be taken into account that besides geometric accuracy, the rib cartilage
replica must respect the mechanical properties of human cartilage, such as flexibility,
elasticity, and hardness, must consist of two layers (one inner and one outer). In addition,
it should be considered that the material must be sutured with nylon threads to enable the
assembly of the ear’s elements. To this end, in the first instance, the authors conducted
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a thorough analysis of the state of the art to define the mechanical properties of human
costal cartilage [10, 11].

The lack of dedicated work and the wide variability of the identified values led the
authors to engage in a different process for defining the best suitable material: rather than
seeking to reproduce specific values defined in the literature, an attempt was made to
identify thematerial that best qualitatively simulates the characteristics of costal cartilage
by having the medical staff evaluate material samples. In accordance with state-of-the-
art indications and authors’ previous work, the following materials were considered for
the first phase of qualitative testing to make the samples: 1) silicone Dragon Skin 10,
2) mixture of silicone Dragon Skin 10 and cornstarch in proportions of 2:1, 3) mixture
of silicone Dragon Skin 10 and cornstarch in proportions of 3:2, 4) silicone Smooth-Sil
940, 5) mixture of silicone Smooth-Sil 940 and cornstarch in proportions of 2:1 and 6)
mixture of silicone Smooth-Sil 940 and cornstarch in proportions of 3:2. The chosen
silicones have different hardness characteristics so that different mixtures can be tested
and the choice of mixing cornstarch stems from the literature review, which showed that
cornstarch is often mixed with silicone compounds to achieve better cutting and suturing
qualities [12]. The characteristics on which it was decided to conduct the qualitative
analysis were: Texture, Friability, Cutting, Bending, Suturing. For each characteristic,
five physicians, specialized in AER surgery, assigned a value from 1 to 5 (where 5
represents the best replication of the cartilage characteristic). Qualitative results showed
that themixture of Smooth-Sil 940 silicone and cornstarch in a 3:2 proportion has the best
qualities to mimic external layer of cartilage tissue, while Dragon Skin 10 & cornstarch
(3:2) proportion has the best qualities to mimic internal layer of cartilage tissue. To
enable the multilayer model to accurately simulate the properties of costal cartilage, in
collaboration with surgeons, the ratings given to the different items were analyzed taking
into account the required properties of compactness of the outer layer and friability of the
inner layer. Therefore, it was decided to use Smooth-Sil 940 and cornstarch mixture in a
3:2 proportion for the inner layer and Dragon Skin 10 and cornstarch in a 3:2 proportion
for the outer layer, since it was found to be preferable with regard to Texture and Bending
properties.

2.2 Multilayer Costal Cartilage Replica

As mentioned in the introductory section, the multilayer replicas are made through
molding and casting techniques; however, experienced modelers frequently need to pay
extra care while creating CAD models that are acceptable for casting costal cartilage
so that they don’t have draft issues. In fact, in the process of mold modelling, attention
must be paid to the division of the mold into two half-shells so that the poured model
can be easily removed, and this can slow down the time by which the final models are
provided to the surgeons for simulation.
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Table 1. Results of the qualitative analysis questionnaire, averaged over the five ratings.

Texture Friability Cutting Bending Suturing Average ratings

Dragon Skin 10 1.8 2.4 1.4 1.4 2.8 1.9

Dragon Skin 10 &
cornstarch (2:1)

2.4 3 2.8 2.4 2.7 2.6

Dragon Skin 10 &
cornstarch (3:2)

4.1 3.2 3.1 3.9 2.6 3.4

Smooth-Sil 940 2.6 2.6 2.6 2.2 3.6 2.7

Smooth-Sil 940 &
cornstarch (2:1)

3.3 3.5 3.6 3.3 3.5 3.4

Smooth-Sil 940 &
cornstarch (3:2)

4.1 4.5 4.2 3.7 3.8 4.1

To this end, a systematic CAD procedure for mold modelling was developed, with
the idea of streamlining the fabrication process and using this procedure to make two
molds for each cartilage model required: one mold for the inner layer of the replica and
one for the outer layer, both made with the same procedure, with the only difference
being that the geometry of the cartilages is offset inward by 3 mm before making the
mold for the inner layer. This strategy allows to use the same procedure twice without
any modification. In this context the offset value of 3 mm was requested by the medical
staff. The steps of the systematic procedure are listed in Table 2., and they essentially
consist of 1) creating a parallelepiped fromwhich the cartilages’ geometry is subtracted,
and 2) splitting this parallelepiped into two halves so that the physical model can be
extracted once the casted material has solidified. Since the geometry of the cartilages is
very irregular, identifying such a dividing surface is the most difficult step of the process.
From this perspective, it is necessary to find a surface that fits the shape of the cartilages
while also making it simpler to manufacture. The method is accomplished out using
built-in Siemens NX functionalities.

The stated process was automated using the NX programming API and implemented
in a software interface developed in C++ to enable the medical personnel to produce
the patient-specific molds without involving CAD expertise. The application, developed
using the Qt framework, enables management of user interaction with CAD modeling
processes.

A form for entering patient information, a tab for accessing the mold modeling
process, and a 3D navigator constitute the interface in Fig. 1.
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Table 2. CAD procedure for designing patient-specific mold of the costal cartilage.

The orientation of the model is the first step in the 

CAD process: the primary axis of inertia are aligned with 

the Z-X plane and the origin of the global reference 

system is relocated to coincide with the model's center of 

gravity. 

Using the NX function "Fit Surface" directly on the 

STL file, the initial model's best-fit surface is assessed. 

The surface is then retrieved by performing a Boolean 

operation between this surface and the STL model. It is 

necessary to simplify the extracted surface since it is too 

complex to be extended and utilized directly as a parting 

surface for splitting the mold. Because of this, the curve 

that marks the boundary of such a surface is extracted 

using Siemens NX's "Extracted geometry" procedure and 

then processed as shown below.

A set of 30 evenly spaced points are used to sample 

the curve that was extracted in the previous stage. The 

number of points was established as a compromise be-

tween the expense of computation and the precision of 

the outcome. The profiled parting surface is made using 

the points in the following step. Each edge of the estimat-

ed surface is extended by 15 mm to ensure that the sub-

sequent split process goes smoothly. This dimension was 

chosen as a precaution to ensure that the solid is divided 

accurately by the surface in the subsequent step.

To produce an accurate mold, the solid bounding box 

of the cartilage model is calculated using the NX function 

"Bounding Body" and an offset of 5 mm in each direc-

tion. The costal cartilage model is subtracted from the 

solid and split into two parts by using the previously 

created parting surface

On top of the upper shell of the mold, a single 

through-all hole with a radius of 7 mm is drilled in ac-

cordance with the rib cartilages. The material will be

injected through this opening. As an additional air vent, a 

hole with a 2 mm radius will be employed. An automatic 

control has been implemented to identify where the holes 

should be placed. The program locates the cartilage 

model's maximum Y value point and places the initial 

injection hole there. The air vent hole is situated at the 

model's Z-value minimum point.
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Fig. 1. UI for loading the cartilage anatomy and calling mold modelling.

The idea behind the implementation was to provide the surgeon with an intuitive
process to manage the creation of the molds, simplifying as much as possible the mod-
elling phase. Once the CAD model of the molds are available FDM (Fused Deposition
Modelling) technology can be used employing low-cost 3D printers (such as the Maker-
bot Replicator+ [13] 3D printer) and low-cost materials (such as PLA [14], polylactic
acid). As for the casting phase of the material, particular attention should be paid to the
casting phase of the outer layer.

At this stage, in order to keep the inner layer in the correct position during casting,
the most straightforward and simple solution identified was to fabricate small silicone
spacers with the same mixture as the outer layer, of a thickness of 3 mm (Fig. 1a). To
make these spacers, it is sufficient to create a small open parallelepiped-shaped mold
with a height of 3 mm and depth of 3 mm (the length may vary depending on the size of
the cartilage model) to accommodate the siliconemixture, and then, after curing time cut
the material to obtain the spacers. The spacers must then be laid on the mold for the outer
layer before placing the model of the inner layer. The distribution of the spacers should
be done in such a way as to allow the silicone to reach the entire mold and not occlude
regions during the casting of the outer layer. It will be sufficient to place the spacers at
the bottom of the mold to keep the model in the correct position. The distribution of
these spacers inside the mold ensures that the inner layer maintains the correct position
and does not create problems in the final replica, since the spacers material is the same
material used for casting the outer layer (Fig. 2a). Below are shown the CAD model
of the mold for the outer layer (Fig. 2b) and an example of the usage of this mold to
accommodate the inner layer and the spacers before pouring the outer layer (Fig. 2c).
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(a)

(b)

(c)

Fig. 2. a) CAD model of the mold for the outer layer with the inner layer supported held in place
by spacers; b) CAD model of the result of the double phase casting procedure; c) FDM printed
model of the outer layer with inner layer placed on the spacers.

3 Discussions and Conclusions

To date, the most common treatment for patients affected by microtia is reconstruction
of the outer ear with autologous cartilage tissue. This technique, while definitely advan-
tageous in terms of eliminating the risk of rejection, is highly dependent on the manual
skills of the surgeon in making the auricular framework. It thus seems clear that there is
a need to provide the possibility of practicing cutting curving and suturing operations to
carefully plan the surgery in order to achieve aesthetically acceptable results and reduce
surgical time.

In this context, the fabrication of costal cartilage replicas that behave like human
cartilage in the realization of the auricular framework is a key element for a realistic
simulation of the surgery and can be a determining factor in operation success. RE
and AM technologies can be efficiently used to make patient-specific molds for casting
silicone-based mixtures for cartilage reproduction. In this work, the choice of materials
was based on the portioning of two ingredients, silicone and cornstarch. In fact, this com-
bination makes it possible to obtain a compound that is as flexible and strong as silicone,
yet at the same time responds correctly to carving and has friability characteristics. After
qualitatively testing the materials, five physicians assigned a rating from 1 to 5 to each
characteristic, and as a result the Smooth-Sil 940& cornstarchmixture in 3:2 proportions
was found to be the best. The second objective of the work was to define a systematic,
interactive CAD procedure capable of semi-automatically modelling the mold replica
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of the costal cartilage to be used to make a heterogeneous multilayer replica. To this
end, the systematic CAD procedure created was combined with user-friendly control
software and used to produce two molds, each dedicated to one layer. The procedure
was tested with a study conducted in collaboration with Meyer Children’s Hospital on
10 patients with microtia. Informed consent was obtained from each patient, or his or
her legal guardian, to use the data for scientific purposes. The diagnostic exams were
also anonymized before this study. To test the robustness of the software for modeling
different anatomies, the automatic routine (was performed for each rib cartilage, mak-
ing the two molds, the one for the inner core and the one for the outer layer. All mold
models were generated correctly without any complications in all cases examined. With
regard to the synthetic material to be cast, the requirements imposed by the medical staff
concerned the possibility of having a replica in which the outer layer, about 3 mm in
size, more compact than the inner layer, more friable. Based on these requirements, the
two materials were chosen on the basis of the results shown in Table 1.: the Smooth Sil
940 & cornstarch material in a 3:2 proportion was the best overall and was chosen for
the inner layer of the cartilage replica, while the Dragon skin 10 & cornstarch material
(3:2) was used for the outer layer, the second most highly valued material that, however,
exhibits higher Texture and Bending qualities than the mixture with Smooth Sil 940.
Figure 3 shows an example of multilayer replica.

Fig. 3. Example of a multilayer costal cartilage replica realized with the proposed procedure.

This method for fabricating the multilayer model, compared, for example, with the
use of a sacrificial core, has benefits in terms of reliability and repeatability. In fact, the
use of soluble materials, besides incurring additional costs, could encounter problems
in the removal of the core material, related to the peculiarity and non-regularity of the
geometry. On the other hand, the method incurs some limitations, given, for example, by
the difficulty of pouring material that, due to the proportion of cornstarch, becomes less
fluid. One possible solution would include the use of additives, such as thinner, to make
the mixture easily pourable without excessively altering the properties analyzed above.
Future studies will explore more deeply this possibility. Moreover, the time required to
fabricate the replica can also be considered a limitation, which includesmold 3D printing
and the two casting steps that must be done sequentially, for which the time required for
catalyzation is 24 h for Smooth Sil 940 and 15 h for Dragon skin 10.
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In conclusion, this work has allowed a major step forward toward making real-
istic replicas of costal cartilage to provide the surgeon with effective tools for AER
surgery planning, taking advantage of the semi-automated patient-specific mold-making
system. Future developments involve firstly the thorough evaluation of this multilayer
model and its use for the realization of an auricular framework in preoperative simula-
tion, and then will address the automation of cartilage segmentation from the patient’s
chest tomographic sequence, so that this part of the process can also be performed
automatically.
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Abstract. The paper focuses on the application of 3D printing technology in
the medical field, particularly in cardiac surgery. Unlike traditional imaging tech-
niques such as CT,MRI, and ultrasound, 3D printing offers a more detailed under-
standing and analysis of clinical cases. By using 3D printing, it becomes possible
to study a patient’s specific cardiac anatomy, manipulate objects before surgery,
and accurately determine the surgical site. This reduces both the time required for
the operation and the patient’s recovery period.

This study presents a methodology for creating 3D-printed models of aor-
tic arch sections affected by aortic dissection. The aim is to produce anatomical
models with varying levels of quality and accuracy. The research goal is to assess
the differences in 3D printing materials and technologies for creating complex
anatomicalmodels like the aorta. The process involves segmentingmedical images
obtained from Computed Tomographic Angiography (CTA) and then 3D printing
digital models using different materials (such as PLA, TPU, and resin) and tech-
nologies (like FDM and SLA). The resulting 3D printed models are low-cost and
demonstrate good accuracy in reproducing human anatomy.

Keywords: Engineering method · CAD · 3D Printing · Cardiac surgery

1 Introduction

This paper presents a novel research endeavor focused on the application of 3D printing
technology in the field of medicine and healthcare, specifically in cardiac surgery. The
study aims to leverage the capabilities of 3D printing to improve patient outcomes and
revolutionize surgical procedures.By creating patient-specific 3Dprintedmodels derived
from medical image data, the paper addresses the limitations of traditional preoperative
planning based on two-dimensional images, particularly in complex cases like aortic
diseases.

Aortic diseases encompass various conditions such as aneurysms, acute aortic syn-
dromes, and congenital abnormalities, which necessitate meticulous planning based on
radiological images like CTA or MRA. The integration of 3D printing has significantly
enhanced preoperative planning by providing tangible anatomical models [1, 2]. These
models facilitate better evaluation of clinical cases, support medical education, and aid in
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patient care [3–5]. Previous studies have evaluated the accuracy of 3D printing in assess-
ing and preparing for surgery in complex congenital heart disease cases [6]. Additionally,
virtual simulation serves as a guiding tool for assessing the final surgical configuration
[7–9].

This paper acknowledges the potential of new technologies in understanding com-
plex cardiac pathologies, particularly aortic dissection, through accurate replication of
anatomical structures and pathologies [10]. The authors share their experience in creating
low-cost, highly accurate 3D-printed models of an aortic dissection case. The objective
is to conduct experiments and comparative analyses to thoroughly examine the print-
ability, functional properties, and aesthetics of PLA, TPU, and clear resin materials. By
printing aortic arch sections, evaluating printing process ease and effectiveness, and ana-
lyzing surface quality, the researchers aim to identify material strengths and weaknesses
in terms of printability, flexibility, transparency, and compatibility with various applica-
tions. The study compares different technologies suitable for medical applications and
complex cardiac diseases. In this case, a simple 3D representation is inadequate, and
the abundance of printers and materials complicates the decision-making process. The
paper provides an overview of printing possibilities and defines the best application for
each.

2 Method

The methodology for creating a 3D anatomical model involves several steps. Firstly,
imaging data from CTA or MRA are obtained and used for digital representation of
the patient’s anatomy through segmentation, separating relevant structures (Fig. 1a).
Segmentation software like Materialise Mimics and 3D Slicer enable the creation of
3D anatomical models from medical images, allowing precise planning, surgical sim-
ulations, and patient education. Materialise Mimics provides advanced segmentation
capabilities, while 3D Slicer is an open-source program for medical image analysis and

)b)a

Fig. 1. Reconstruction of a 3D anatomical model: a) segmentation of a CTA image, b) digital
representation of the patient’s anatomy.
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visualization, chosen for research purposes. The segmented data is then used to cre-
ate a 3D model, refined and modified with software such as MeshLab and Blender to
accurately represent the patient’s anatomy (Fig. 1b).

After segmenting the 3D model, the next step is to prepare it for 3D printing. This
process involves outlining the blood vessel for internal visualization and analysis of the
cardiac malformation. The analysis of CTA images determined the intimal flap’s average
thickness, separating the true lumen from the false lumen, to be 1.8 mm (Fig. 2). This
value was chosen as the wall thickness for the entire aortic blood vessel in this analysis.

Fig. 2. The average thickness of the intimal flap.

Different 3D printed models of aortic dissection were created, converting the 3D
model to STL format for compatibility with 3D printers. The choice of printing mate-
rial depends on the model’s purpose. Polylactic acid (PLA) or flexible thermoplastic
polyurethane (TPU) can be used to visualize and study the anatomy, while clear TPU
or clear resin are ideal for detailed visualization and endovascular device simulations.
The selected materials wereWhite FiloAlfa® PLA, Clear Recreus® Filaflex 82A (FDM
printing), and Clear Anycubic®Water-Wash Resin (SLS printing). White PLA provides
a simple aesthetic representation, Clear TPUoffers flexibility and transparency for study-
ing internal walls, and Clear Resin is suitable for specific technologies and desired out-
comes. The 3D model is printed layer by layer using Ultimaker Cura software. Printing
parameters are determined by referring to the filament supplier’s datasheets, considering
recommended temperature settings and print speeds. The optimal printing parameters
are identified through careful review and experimentation, especially setting uncommon
materials. It was important to balance temperature and printing speed especially for TPU
and resin (Table 1 and Table 2). Support structures are removed after printing, and the
final 3D-printed aortic section undergoes post-processing to ensure a defect-free result.
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Table 1. 3D printing parameters for the FDM printer.

Material FiloAlfa® PLA Recreus® Filaflex 82A

Printing Temperature 200 °C 240 °C

Heated Bed Temperature 60 °C 60 °C

Nozzle Diameter 0.4 mm 0.4 mm

Layer Height 0.2 mm 0.2 mm

Printing Speed 60 mm/s 20 mm/s

Support Yes Yes

Color White Clear

Table 2. 3D printing parameters for the SLA printer.

Material Anycubic® Water-Wash Resin+

Bottom layers Number of Layers 3

Exposure Time 25 s

Lift Distance 4–7 mm

Lift Speed 60–180 mm/m

Retract Speed 180–40 mm/m

Normal Layers Layer Thickness 50 µm

Light-off Delay 2 s

Exposure Time 3 s

Lift Distance 4–7 mm

Lift Speed 60–180 mm/m

Retract Speed 180–40 mm/m

Color Clear

3 Results

The objective of this study was to assess the advantages and potential future applications
of 3D-printed models created using different materials and technologies. These models
were specifically designed to represent a cross-sectional view of an aortic dissection,
aiming to aid surgeons in analyzing challenging aspects of the aortic tract that are not
easily visualized using traditional two-dimensionalmedical images. To ensure successful
3Dprinting, the complexity resulting from the arch’s shapewas simplified by dividing the
model into sections. Additionally, anatomical features, including the tactile perception
provided by wall thickness, were carefully considered to ensure the physical prototypes
achieved good accuracy.
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The 3D printed models, utilizing FiloAlfa® PLA material (Fig. 3), provided an
accurate physical preview of the surgical field, taking into account the dimensions of the
anatomical structures. They served as dimensional representations of the examined area,
facilitating the surgeon’s comprehension of the region of interest. Conversely, themodels
created using the clear Recreus® Filaflex 82A (Fig. 4) and the clear Anycubic® Water-
Wash Resin (Fig. 5) materials were valuable for predicting the optimal access points for
endoprosthesis insertion. The transparent TPUmodel offered tactile feedback, enhancing
the flexibility of the aortic tract and providing a greater sense of realism. Meanwhile,
the resin model achieved an impressive level of detail in terms of surface quality.

Fig. 3. 3D printed models through the FDM technology in FiloAlfa® PLA.

Fig. 4. 3D printed models through the FDM technology in Recreus Filaflex 82A Clear.

Among the tested materials, PLA was easy to print, requiring only temperature
adjustments. It produced a formal model of the cardiac anatomy. On the other hand,
TPU required specific guidelines, including printer configuration and filament moisture
control. Handling TPU, as an elastic material, was more complicated than PLA. The
resulting object was a satisfactory combination of printing parameters. Transparent resin
often needs post-processing to remove excess material. A water-washable resin was
used in this study, resulting in a smoother texture. Caution is needed due to the fragility,
especially in thin sections.
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Fig. 5. 3D printed model through the SLA technology in Anycubic Water-Wash Resin+ Clear.

Regarding material storage and handling, the uncured resin should be stored in a
cool, dark place at room temperature, protected from light and high temperatures. The
recommended operating temperature is 18–35 °C, and pre-heating the resin before use
ensures optimal printing effects. After cleaning, timely removal from water immersion
preserves the resin’s properties. Post-curing, including controlling the light source, is
critical for optimal material performance. Sun exposure should be limited to approxi-
mately one hour. It is advisable to print in a dark room or use a cover due to the resin’s
photosensitivity.

In the operating room, where strict hygiene measures are followed, it is beneficial for
surgeons to handle 3D-printed models made from environmentally compatible, stable,
and hygienic materials. These materials can undergo sterilization processes, involving
high temperatures, chemicals, or radiation, to ensure cleanliness. The commonly used
sterilization temperature is 134 °C, with a minimum exposure time of approximately
one hour for devices. Therefore, chemically stable materials that withstand these tem-
peratures are essential. PLA filament has a melting point of 135 °C, TPU filament has
a melting point of 220 °C, and the resin has an autoignition temperature of 252 °C.
Although theoretically capable of withstanding sterilization, potential deformation and
decomposition require further investigation.

Through the use of various materials and meticulous considerations during the print-
ing process, these models provided valuable insights for aortic dissection analysis. They
offered an accurate physical preview of the surgical field, predicted optimal access for
procedures, and closely resembled real-life counterparts. The combination of PLA, TPU,
and resin enabled a comprehensive understanding of cardiac anatomy, ensuring high
accuracy in reproducing anatomical features and pathologies. These models played a
crucial role in producing physical prototypes resembling real objects, promoting better
understanding and enhancing tangibility. Furthermore, they demonstrated high accuracy
in reproducing both anatomy and pathology while remaining cost-effective.
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4 Conclusion

The study used 3D printing to create patient-specific anatomical models with different
materials and technologies, assessing their advantages and applications. 3D printing sig-
nificantly improved cardiac surgery by producing patient-specific models for planning,
training, and simulations [11–13]. These models enhance surgical preparation, accu-
racy, and confidence [14, 15], improving safety, communication, and replicating patient-
specific properties [16]. Customized implants, like cardiac valves or aortic stents, can
be 3D printed, tailored to the patient’s anatomy and withstanding high sterilization tem-
peratures [17]. Additionally, 3D printing allows personalized implants for each patient’s
anatomy, increasing successful outcomes and reducing complications. It aids in manu-
facturing surgical tools, enhancing precision and reducing operative time. Soft materials
in 3D printing enable training in complex surgical procedures using realistic 3D models
and fluid pumps to simulate blood flow. This approach improves surgeons’ skills and
patient outcomes. These 3D-printed models replicate physiological conditions, serving
as valuable tools for surgical education.

Our experience with 3D-printed models has been positive, representing the first
step in improving the representation and simulation of complex cardiac pathologies.
Advancements include integrating bioprinting technology, conducting mechanical and
fluid dynamic testing, and enhancing cardiac tissue reproduction. In conclusion, 3D
printing in cardiology and othermedical fields offers amethodology applicable to various
disciplines. 3D-printed models have the potential to improve patient outcomes with
accurate and personalized treatment options.
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Abstract. Lung cancer is the second neoplasia for incidence and the leading cause
of death from neoplasia in the world. A consolidated practice for lung cancer
early diagnosis and staging is EBUS TBNA (EndoBronchial UltraSound-guided
TransBronchial Needle Aspiration).

Despite being a low-risk procedure, its success highly depends on the medical
staff’s skills, who therefore require appropriate training.

With the future aim of developing a novel realistic EBUS TBNA simulator
that also allows tissue sampling, in this paper, the authors propose a simplified
representation of the mediastinum to define a suitable layout.

As far as the authors know, the physical commercially-available simulators
have poor echogenic properties, do not allow tissue sampling, and can be quite
expensive.

The project was carried out within Custom3D, a joint laboratory between
Careggi Hospital of Florence and the Department of Industrial Engineering of the
University of Florence, under the request of the interventional pneumology ward.
The model was validated by an expert medical doctor who assessed its anatomical
accuracy and the suitability of its mechanical and acoustic properties.

Moreover, the possibility of performing lymph node needle aspiration is an
added value that promises to bring the EBUS TBNA simulation to a new level of
realism.

Keywords: simulation · EBUS TBNA · mannequin · echogenic

1 Introduction

According to the cancer statistics of 2022, lung cancer is the second neoplasia in order
of incidence in men (15%) and the third in women (6%) and locates among the leading
causes of death from neoplasia in the world [1]. In Italy, the five-year survival rates for
men and women respectively correspond to 16% and 23% [1]. The status of the lymph
nodes of the mediastinum (the area of the chest that locates between the lungs) is a major
factor for staging, assigning treatment, and evaluating treatment efficacy in patients with

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2024
M. Carfagni et al. (Eds.): ADM 2023, LNME, pp. 146–153, 2024.
https://doi.org/10.1007/978-3-031-52075-4_18

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-52075-4_18&domain=pdf
http://orcid.org/0000-0002-5307-464X
http://orcid.org/0000-0002-5352-9624
http://orcid.org/0000-0001-6771-5981
http://orcid.org/0000-0002-7842-4562
https://doi.org/10.1007/978-3-031-52075-4_18


Preliminary Study of a 3D-Printed High-Fidelity Simulator 147

lung cancer. The clinical challenge has always been represented by the early diagnosis
to identify the tumor at its early stages and therefore offer the patient a better prognosis
[2].

Metastatic involvement of mediastinal lymph nodes rules out the surgery, and thor-
ough mediastinal investigation is therefore the crucial point of the diagnostic workup.
EndoBronchial UltraSound-guided TransBronchial Needle Aspiration (EBUS TBNA)
is the elective method of choice for tissue confirmation of mediastinal lymph node
metastasis because of its non-invasiveness, especially if compared to other lung cancer
staging procedures [3]. Endobronchial ultrasound (EBUS) is a bronchoscopy technique
that utilizes ultrasound imaging to visualize structures around the airway wall, including
lymph nodes, blood vessels, lung parenchyma, and mass lesions [4]. It is nowadays con-
sidered an advanced procedure for diagnosing neoplastic, infective, and inflammatory
pulmonary diseases during which bronchial lymph nodes or tumoral tissue are sampled
using an echo-guided probe equipped with a needle, while the patient is under sedation.
From the results of the biopsy, oncological markers can be usually determined without
subjecting the patient to further invasive and more expensive screening procedures [5].

The needle is inserted in the trachea using a flexible bronchoscope. The target lymph
node is identified using an ultrasound (US) probe located at the end of the bronchoscope.
The bronchial US allows precise identification of the suspicious tissue that needs to be
analyzed. The linear EBUS-TBNA bronchoscope with the biopsy needle extended and
a schematic diagram beside an ultrasound image illustrating EBUS-guided lymph node
biopsy are shown in Fig. 1.

a)                                                            b)

Fig. 1. a) Linear EBUS – TBNA bronchoscope with the needle in the extended configuration,
and b) schematic representation of the EBUS-guided biopsy of a lymph node. Image from: https://
mforum.com.au/.

To successfully perform EBUS TBNA without compromising the patient’s safety or
breaking the bronchoscope, a fair amount of dexterity is required. Training is, therefore,
crucial to acquire the manual skills to successfully perform the procedure and is also
considered one of the most important factors influencing its diagnostic [6].

Given the importance of training the medical staff on the procedure, the Department
of Industrial Engineering of the University of Florence started a collaboration with the
Careggi Hospital of Florence (Italy) within a joint laboratory named Custom3D, with
the aim of developing a novel high-fidelity physical mannequin with which to simulate
the entire procedure, including a real needle aspiration. The present paper describes
a preliminary feasibility study aiming at the development of such a mannequin, with

https://mforum.com.au/
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particular reference to the criteria for selecting potential materials with suitable acoustic
properties.

In particular, a prototype representing a simplified portion of the mediastinum is
developed to validate the layout and the chosenmaterials based on scientific and technical
literature. The specimen reproduces amediastinal portion that includes a tracheal section
and a customizable combination of lymph nodes. All the structures are immersed in a
gelatinous structure to both be held in position and return realistic haptic feedback of
the needle penetration.

2 Materials and Methods

After dialoguing with the staff of the interventional pneumology ward of Careggi Hos-
pital, it was decided to start the evaluation of the mediastinal structures to be reproduced
from the trachea and the lymph nodes. To simplify the model, only the back portion
of the trachea, and two lymph nodes of different materials and dimensions have been
included. To hold those structures’ position during needle penetration they were planned
to be immersed in a gelatinous structure.

Besides high realism and adequate haptic feedback, the developed model was
required to rely on realistic acoustic properties and to allow the complete simulation
of the TBNA procedure. In particular, those two requirements implied respectively the
necessity of identifying suitable echogenic materials and realizing empty lymph nodes’
structures to fill with an overtime-stable colored liquid suitable for needle aspiration.
Lymph node support systems were designed to allow the possibility of positioning them
at a variable distance from the tracheal wall to properly reproduce the mediastinal lymph
nodes’ arrangement (see Fig. 2).

Fig. 2. CAD model of the hollow sphere representing the lymph node assembled on its support
system – section view.

The presence of the lymph node support system’s tip does not compromise the image,
given the fact that during US identification of the target structures the US parameters
are adjusted so that the image shows the middle section of the lymph node. Structures
located behind are not included in the field of view. Due to the reduced dimensions of
the support tip, it was also concluded that its presence should not cause disturbance to
the needle insertion.
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2.1 Specimen’s Layout

A 70 × 30 × 25-mm box was designed forecasting the presence of two housings for as
many lymph nodes’ support systems and a fastening system for the layer reproducing
a portion of the trachea. At this early stage of the study, the blood vessel has been
consciously neglected to avoid the introduction of too many variables to be evaluated.
The three-dimensional digital model of the specimen is shown in Fig. 3. Specimen’s
structure without the covering cap.

a)                                                        b)

Fig. 3. Specimen’s structure without the covering cap (a) and sectional view (b).

The box and the sealing plates were 3D-printed in PLA (PolyLactic Acid) using
the FDM (Fused Deposition Modelling) technique. The tracheal layer and the lymph
nodes’ shell were planned to be realized using US-responding materials. As a support
filler, a gelatinous structure was selected since its acoustic properties have been widely
assessed as well as its haptic response [3, 7–9]. Gelatin is commonly used to reproduce
soft biological tissues since it excellently mimics their scattering properties and US
velocity [2, 5, 7]. The fact that such a material is subject to dehydration and maintains its
properties for a limited period [7] was not considered a limit at this stage of development,
but rather an aspect to be investigated and characterized.

2.2 Tracheal Portion

The tracheal portion was planned to be realized using a silicon-based material. Silicone
is durable and stable over time, but it does not match soft tissue’s acoustic properties
[10] and therefore the addition of doping agents is needed [9].

The silicone rubber selected to be used as a basewasDragonSkin 30® (fromSmooth-
On Inc, Pennsylvania) [11], a slow-curing liquid silicone with a 30 Shore A hardness.

According to the results reported by Santarelli et al. [12] who carried out a study
dealing with the best combination of material and wall thickness to reproduce a pediatric
trachea, a 1.75 mm wall thickness manufactured using silicone of Shore 40 A hardness
results as themost accurate combination in terms of geometry and haptic response. Being
the presented study focused on adult anatomy and characterized by slightly different
requirements in terms of haptic feedback to the needle puncturing, the authors realized
a 3-mm-thick layer to be manufactured by using a doped softer silicone.

The 3-mm-thick semi-cylindric layer was designed with two lugs with two holes
each, to allow screwsmounting (seeFig. 4) to ease the specimen’s assembly. In this phase,
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the focus was on the material rather than on the geometry accuracy as can be deduced
from the absence of the tracheal rings in the model and from the overall simplicity of
the part.

Fig. 4. CAD model of the 3-mm-thick silicon layer designed to simulate a tracheal portion and
at the same time allow its fastening to the specimen’s other structures.

Once the layer’s shape was defined, the mold for the silicone casting was designed
and 3D-printed using the FDM technique (see Fig. 5).

a)                                          b)

Fig. 5. CAD model of the mold, exploded view (a), and closed configuration (b).

2.3 Lymph Nodes

Lymph nodes were designed as hollow spheres to allow liquid filling. Two different
materialswere tested.One lymphnode to be included in themodelwas realizedby casting
using the same doped silicone used for the tracheal layer. In this case, the spherical shape
is obtained by assembling and gluing two silicone semi-spherical shells. Of course, a
mold was designed and 3D-printed using the FDM technique. The other lymph node
was directly 3D-printed in Elastic 50A using Formlabs Form 3B+ [13] 3D printer, based
on the SLA (StereoLitogrAphy) technique. The use of direct 3D printing allowed the
realization of single-piece hollow spheres. Elastic 50 A is a clear resin with a 50 Shore
A hardness suitable for the realization of parts that can withstand deformations without
damage and without compromising their capability of returning to their original shapes.
As widely known, once printed, all the parts realized by SLA need a wash and curing
post-processing.
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In both cases, spheres of more than one size were realized to test their feasibility,
being the final aim of the project the realization of a high-fidelity simulator with various
lymph nodes dimensions. Three sizes characterized by an external diameter of 20, 16,
and 10mmwere designed. Thewall thicknesses of the spheres corresponded respectively
to 1, 0,8, and 0,5 mm. The doped silicon semi-spheres (before and after assembly) and
the Elastic 50A sphere are depicted in Fig. 6.

2.4 Assembly

Once ready, the lymph nodes were attached to the support, filled with a colored liquid
(water and tempera), and inserted in the box. The colored filling was planned under the
specific request of the medical staff to have unambiguous feedback on the success of the
simulated procedure. Then, the silicone layer simulating the tracheal wall was placed in
position and secured with plates and screws.

After the assembly of the structure, 90% water gelatin was cast in the box and let
cool at a temperature of 4 °C for three hours.

(a) (b) (c)

Fig. 6. a) Semi-spheres realized by doped silicon casting in 3D-printed PLA molds, b) hollow
doped silicon spheres obtained by combining two halves using doped silicone as a glue, and c)
Elastic 50 A hollow spheres realized by direct 3D-printing using SLA technique.

3 Results

The medical staff of Careggi’s interventional pneumology ward tested the specimen
during a short EBUS simulation session (see Fig. 7).

a)                            b)

Fig. 7. Simulation setup (a) and US interface (b) used to evaluate the specimen.
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The obtained results can be summarized as follows:

– The formula used to give the silicone acoustic properties similar to the human soft
tissue is promisingly working. According to the doctors, the US image was clear and
the haptic feedback both during navigation and needle puncturing was adequate.

– To definitely validate the tracheal material, navigation should be made possible by
realizing a complete hollow cylindric structure. Moreover, tracheal rings should be
inserted since they contribute to the thickness of the tracheal wall.

– The gelatin was not sufficiently mixed. Microgranules were still visible in the US
image that, consequently, resulted compromised. This had a negative impact on the
evaluation of the lymph node material, which was accordingly postponed to a later
time. However, after a preliminary evaluation, according to the doctors, the gelatin
seems to be a suitable structural medium to stable the parts and give adequate haptic
feedback during needle penetration.

– The structure of the specimen was not sufficiently stable and complicated the test. A
future version should be more robust.

From preliminary studies it has emerged that the silicone spheres tend to deflate after
a short time (~24 h) if left in the open air. The process, whose reasons are still under
investigation and may be due to some of the additives used to dope the silicone, may be
slowed by the presence of the gelatinous structure. After the simulation, the specimen
was monitored for a period of 10 days to assess the longevity of the materials used. The
specimen was stored at a temperature of 4 °C and checked every 24 h. In particular, the
authors wanted to determine the behavior of the filled spheres once covered in gelatin
and of the gelatin itself.

After 7 days of monitoring the conclusions that could be drawn were the following:

– The deflation process on the doped silicon spheres after their filling with water and
tempera is slowed when they are immersed in gelatin.

– The gelatin has a service life of not more than 7 days due to the shrinkage caused by
dehydration. No mold has appeared during the monitoring period. The latter can be
therefore not considered a life-limiting agent.

4 Conclusions

Among the limits of the study that the authors are already planning to overcome with
a second version, there is the too-marked simplicity of the tracheal model and the not
correct realization of the gelatin, the latter due to human error. Authors believe that
by developing a precise standard for the realization of the gelatin, its quality can be
made less operator-dependent. A potential limitation to this layout is represented by
the realization time. The silicone at the base of the developed formula takes 16 h to
vulcanize. This can represent a limit, if not for the trachea, surely for the lymph nodes,
since a three-step process is required to obtain the hollow spheres. All the steps require
both the usage of doped silicone to avoid the compromise of the echogenic properties
of the structures and a high level of manual skill and precision. To obtain the empty
spheres, three working days are therefore required.

Since it was assessed the tendency for the filled spheres to deflate after a short time,
they need to be immediately covered in gelatin after their filling with water and tempera.
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Gelatin has to rest at a 4 °C temperature for at least three hours to remain stable even at
room temperature and therefore allow the use of the specimen for the simulation.

On the other hand, the specimen has a limited life due to the lymph nodes’ shrinkage
and the gelatin’s dehydration.

All these time boundaries complicate the productive process especially if numerous
specimens are required. However, with adequate time management, this limit too can be
overcome.

Finally, further investigations concerning the acoustic properties of the materials
chosen based on literature will be carried out in the near future.

In conclusion, the proposed specimen represents a good starting point from which
to start developing a new advanced version. The obtained results, even if not complete,
are interesting, especially regarding the suitability of the developed doping formula to
make the silicone respond to US.
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Abstract. Additive manufacturing presents unique opportunities for developing
patient-specific medical devices and tools in orthognathic surgery. Devices used
in maxillofacial surgery present several constraints which refer to the specific
characteristics of the patient and the stress conditions that are in place during the
surgery. This paper describes an integrated workflow used for the identification,
design, optimization, and production of patient-specific devices while promot-
ing synergy among specialists of vastly different backgrounds. Medical specialist
interprets Computed Tomography scans with three-dimensional reconstruction of
the patient and, supported by a CAD specialist design the required tools to restore
the patient functionality. Preliminary tooling designs are checked for strength and
stiffness by a structural engineer considering the mechanical properties of the per-
spective AMmaterials and passed in digital form to the AM technologist who will
be responsible of the 3D printing. The medical specialist uses the devices through
physical prototypes to assess effectiveness and usability. The integrated workflow
allows to increase accuracy while reducing surgical time and costs.

Keywords: additive manufacturing · topology optimization · orthognathic
surgery · reverse engineering

1 Introduction

Additive Manufacturing (AM) and the use of 3D printers has become a daily practice
for maxillofacial surgeons [1–3]. AM allows several possibilities in this field including
the production of custom-made medical devices (e.g., cutting guides for oncological
resections, positioning guide for orthognathic surgery), anatomicalmodels (e.g., cranium
prototypes), and various types of surgical simulators [4]. Thanks to the decreasing cost
of this technology as well as the spread of machines and equipment, AM has got easy
access in many hospitals. AM is usually coupled with the rise of 3D imaging systems
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that allow the manipulation of data acquired by Computed Tomography (CT) scans
or similar equipment [5]. Using a sequence of computerized mathematical algorithms,
these data are converted into 3D images of a patient’s craniofacial skeleton as well as
soft tissues [6]. Advances in 3D imaging technology have resulted in a series of tools
designed to provide software systems able to simulate surgery activities, to make a
preoperative planning and the manufacture specific devices [7]. These tools are far away
from being a full CAD system with limited possibilities in terms of design freedom or
customized solutions [8]. Moreover, the engineering process related to the development
of customized devices for surgical applications requires the adoption of other design
tools such as CAE, and the involvement of other experts in addition to the surgeon [9].
As a result, limitations were observed in the development of patient-specific medical
devices in maxillofacial surgeons: (i) limited possibility to create alternative geometries
and shapes for new devices based on the surgeon’s needs, (ii) difficulty in device testing
(mechanical performance) following surgery stress conditions and constraints, and (iii)
challenging interactions between different expertise and competencies. The goal of this
paper is to give a preliminary and tentative approach to bridge the gap between the
needs of maxillofacial surgeons and the skills of materials/mechanical engineers in
the development of patient-specific medical devices. The paper provides a first insight
regarding the creation of a proper workflow where the outcomes of a certain process,
delivered using specific tools/equipment and elaborated by a specialized skill, become
the input for other processeswhere other tools/equipment are involved and different skills
are required. The method is based on five steps, and it describes who and where each
process is performed, the equipment and tools used, and the outcome of each step. The
method allows bringing joining experience and exploiting knowledge of surgeons and
engineers making possible the design and fabrication of devices that simplify surgical
interventions with the undeniable advantage for the patient, for the surgeon who will
be facilitated in the task, and, finally, for the economic bottom line. The development
of a novel device was done for a sample of 5 patients with dentofacial deformities who
required orthognathic surgery to improve dental occlusion and facial aesthetics. The
new device is presented in this work as a case study following the proposed approach
and creating a working team involving different expertise at Parma University (from
medicine and engineering departments). The overall approach can be replicated in other
surgical practices such as oncology, cardiology, traumatology, and bone reconstructions.
Finally, one of the main achievements of this research will be the possibility for surgeons
tomake use ofAM for in-house customized devicemanufacturing, decreasing the overall
time from 3D imaging acquisition to surgery, and avoiding the use of external services
provided by specialized companies.

2 Materials and Methods

The workflow adopted for the development of the patient-specific medical devices
employed in maxillofacial surgery consists of five steps: (i) 3D acquisition of patient
bones; (ii) hybrid 3D CAD modelling, (iii) material characterization, (iv) topological
optimization, and (v) 3D printing (see Fig. 1). Acquiring the patient’s images is the
first step in the proposed workflow and is achieved by performing a CT scan (DICOM
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images). DICOM images work with stacked 2D images that must be segmented to a
data format (STL) allowing a 3D representation. The segmentation process to convert a
medical imaging CT scan (DICOM file format) to a STL model file is performed at the
hospital site with a dedicated tool (i.e., Blueskyplan - https://www.blueskyplan.com/).
The software tool automatically sets the threshold for binarization and slicing allow-
ing the medical specialist to perform this task with very limited accuracy errors. After
the 3D conversion, file analysis is necessary to pursue three objectives: (i) to analyze
the patient’s dentofacial deformity, (ii) to simulate the skeletal movements that will be
performed in the operating room, and (iii) to evaluate the result obtained. The medical
specialist oversees this process, and a dedicated software is used for this purpose (i.e.,
IPS Case Designer). The expected outcomes of this phase are the following: (i) the STL
files of the skeletal portions of the skull once the surgical planning has been performed,
(ii) the STL file of standard devices (i.e. the wafer) that are usually employed in this kind
of operations [10–12], and (iii) the surgical constraints defined by the medical specialist.
Constraints are assessed based on medical specialist experience, considering the type of
surgery and the device to develop (e.g., dimensions, forces, visual access).

Fig. 1. Methodology workflow.

Hybrid 3D CAD modelling is the second step in the proposed workflow. This activ-
ity can be done remotely by a CAD specialist starting from the digital outcomes of the
previous step (mesh files). In this case is mandatory to have a hybrid CAD modeler
(i.e., CATIA) since both surfaces and solids are necessary to develop the customized
device. Indeed, starting from the mesh surface, a closed surface is carried out (which fits
with the specific geometry of the patient under analysis) and subsequently transformed
into a solid model. Interactions between a CAD specialist and a medical specialist is
always necessary to understand the needs of the surgeons during the intervention. Mate-
rial characterization is the third step in the proposed workflow. This activity needs to be
performed by a mechanical engineer or a material specialist by using typical equipment
available in a material testing laboratory (e.g., tensile testing machine and/or other test-
ing machines). Usually, a set of limited materials is available (due to conformity and
certification in surgical application), and their characterization is mandatory when the

https://www.blueskyplan.com/
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employed material is manufactured with the same AM equipment and process param-
eters, although it can be used for different purposes and devices. This activity leads to
the definition of material curve characteristics and the performance in terms of strength,
stiffness, elongation, and elastic modulus. Topological optimization is the fourth step in
the proposed workflow. This activity makes use of the previous documents such as the
material curve characteristic, the CAD file (solid model) of the patient-specific device,
and the surgical constraints (forces) to create a compliant FEM model of the system
under investigation into a FEM tool. A mechanical engineer is in charge of this process,
with the objective to optimize the device geometry by both increasing the mechanical
performance and reducing employed material, focusing on: (i) reduction of stresses at
every point of the device, at least down below the yield stress of the material (determined
from the previous step); (ii) removal of material in low stressed zones and (iii) reduction
of expected displacements, to guarantee the device to be sufficiently rigid to define a
unique positioning in the space, if required. 3D printing is the final step, and a prototype
of the patient-specific device is developed within the hospital facilities where the AM
machine is placed.

3 Case Studies

A prospective study was carried out in a group of 5 patients with dentofacial deformi-
ties which required orthognathic surgery. All the 5 patients volunteered agreed to the
use of their data acquired by CT. It is worth noting that the surgical treatments were
done using conventional clinical practice (as described in [1]), which consists in adopt-
ing two surgical wafers (intermediate and final) designed by dedicated software for the
pre-treatment plan (IPSCaseDesigner® from KLS Martin) and produced by certified
manufacturer. The two surgical wafers are used during the surgical process to help repo-
sition osteotomized bony structures with relative references (i.e., jaw and maxilla). The
conventional practice shows a few drawbacks: (i) accuracy of the positioning of the
upper jaw, especially regarding the anterior height of the face, since this is decided dur-
ing the operation according to the surgeon’s sensitivity and using a movable reference
point (lower jaw), (ii) required surgical time, since the replacement of the intermediate
wafer with the final wafer in order to perform the lower jaw displacement is necessary
during surgery. From the statistical analysis of post-intervention follow-ups, the lack
of accuracy can lead to a mismatch of up to 3 mm between the planned and the real
reposition of the osteotomized bony structures. Moreover, the adoption of two wafers
leads to a long surgical time. These drawbacks can be solved by the development of a
patient-specific device that uses skull bone positioning by a fixed space reference (i.e.,
the portion of skull bone around the infraorbital foramen). The new approach and devices
were tested by different approaches including the 3D-printed dummy reproduction of
the patient’s cranium bones. Concerning the first step (3D acquisition of patient images),
patient CTs were performed, and STLmodels derived fromDICOMfiles were used by a
medical specialist to simulate the surgical plan, including osteotomies, repositioning of
osteotomized bony structures, control interferences between osteotomized bony struc-
tures, as well as to assess the postoperative results. Two digital outcomes originated by
this analysis that were transferred to the second step: (i) the STL file of the cranium and
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the osteotomized maxilla after the surgical planning, and (ii) the STL file of the final
wafer. Additional constrains were also reported by the medical specialist such as the
position of the anchor plates (i.e., the portion of skull bone around the infraorbital fora-
men), the overall dimensions of the device to allow surgical operations, and the forces
applied to the device during the surgery. In the second step, a CAD specialist imported
the two files into a 3D CAD tool for hybrid modelling. Due to the characteristics of
the files (i.e., mesh) and the importance of accuracy in surface reconstruction, a hybrid
modelling tool is necessary to firstly acquire the surface of the cranium for device posi-
tioning/anchoring and, consequently, to develop the solid model of the surgical device.
Indeed, after the mesh extrapolation referring to a portion of the cranium for device
anchoring, a surface reconstruction was necessary. Starting from the developed surface,
a solid model was developed in accordance with the geometrical constraints reported by
the surgeon. For orthognathic surgery the proposed devices shall leave to the surgeon the
possibility to have access from front and lateral parts and the idea was to create a C-shape
device (see Fig. 2). The C-shape device connects the two anchoring plates (attached to
the cranium and fixed during the surgery process) to the base of the wafer (reference
for maxilla positioning after osteotomies) with two symmetrical brackets. The output of
this phase is the 3D CAD model, both the solid one (.stp format) that becomes the input
for the topological optimization phase, and the mesh (STL format) that is used by the
surgeon to simulate the surgical process.

Fig. 2. CAD hybrid modelling for the development of C-shape device.

During the third step mechanical characterization of the material used for the device
was carried out. It is worth noting that the material used was compliant with medical
application standards and certified to produce medical devices (EN ISO 10993-5; EN
ISO 10993-10; ISO 10993-11; ISO 10993-3; EN ISO 13485; EN ISO 14971). For
the sake of confidentiality, the commercial name and the mechanical properties of the
materials cannot be reported.Dogbones tensile specimenswere developedusing the same
material and the sameAMprinter (a stereolithography 3D printer), and tensile tests were
performed using static tensile testing machine (MTS810), allowing to obtain necessary
mechanical parameters. In the fourth step, topological optimization was performed with
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the aim to reduce stress concentration areas increasing the robustness of the device
itself. The following boundary conditions were considered to perform a FEM analysis,
in compliance with the constraints provided by the medical specialist within the first
step: 5 kg in Y-direction and 1.5 kg in X and Z directions (red areas, see Fig. 3A),
while the anchoring plates were considered fixed (green areas, Fig. 3A). In Fig. 3B, Von
Mises stress (in MPa) contours before and after topological optimization are shown,
highlighting general stress reduction all over the device. It is worth noting that the
topological optimization was done by inserting fillets where missing while increasing
fillets’ radii when the value was too small with the aim to reduce the stress concentration
factor (notch effect). Another design change deals with the increment of dimensions for
the most critical sections and the inclusion of structural ribs while keeping the design
requirements provided by the surgeons.

Fig. 3. Boundary conditions (A) and FEM results (Von Mises stress in MPa) before (left) and
after (right) topological optimization (B).

The last step concerned the prototype manufacturing using AM printer (Form 3B
from Formlabs) and the material characterized in the previous phase. The developed
devices were fixed to the cranium prototypes with threaded elements (screws) and
removed after the surgery simulation (as reported in Fig. 4).
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4 Results and Conclusions

In this present paper, a preliminary approach to bridge the gap betweenmaxillofacial sur-
geons and mechanical/materials engineering, with the aim to develop optimized devices
for orthognathic surgery, has been proposed.

Fig. 4. Prototype of patient-specific device for orthognathic surgery.

The approach consists of five steps encompassingCT imaging, hybrid 3DCADmod-
elling, material characterization, topological optimization, and 3D printing of device
prototypes. The material employed was tensile tested, to determine its mechanical prop-
erties by considering the same machinery and process parameters employed for AM
printing of the device. Moreover, topological optimization has been performed with the
aim to reduce both stresses below the material yield limit and displacements, to ensure
a rigid and unique positioning device. At the present time, since the Parma hospital was
not yet able to produce certified medical devices (IIa class device in accordance with
EU 2017/745 standard), two different methods were employed to test the effectiveness
and accuracy of the developed devices:

1. A software-based test using IPS Case Designer. The tool allows to import of the STL
files, so the specific device has been overlapped with the patient’s bones file with the
purpose of visually assessing the accuracy of the fit of the anchoring plates to the
skull in the area surrounding the infraorbital nerve.

2. A prototype simulation test with the use of a real bone prototype (more specifically
the upper jaw and the portion of the skull up to the orbits and zygomatic bodies) and
the patient-specific device (using 3D printed prototypes). The device was positioned
to the cranium assessing visually whether the device fell precisely in the area around
the infraorbital hole or whether gaps remained. Again, the anchoring plates of the
device adhered perfectly and passively to the surface of the model, without having to
apply any force.

Concerning accuracy, the proposed device allows a better position of the
osteotomized bony structure with a fixed reference (the zone of the skull up to the orbits
and zygomatic bodies which are not osteotomized). However, the in-vivo comparison
with conventional practice (the use of the two wafers) was not possible since the devices
could not be used during the surgerywithout a certification. By testing the devicewith the
prototype simulation test, the maximum gap measured between the virtual environment
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and the prototype for the 5 case studies was less than 0.5 mm (one order of magnitude
less than conventional practice). Concerning the time, following the surgical experience,
the adoption of this device can allow gaining at least 30 min in a surgical intervention
which lasts 150 min with a time saving of approx. 20%. This result is mainly due to two
reasons: (i) no need to use an intermediate wafer, and (ii) when the device is used, the
osteotomized bony structure is self-sustained and it is possible to fix (with screws), at
the same time, each side of the device. Statistical analysis of the obtained results will be
performed with a larger number of in-vivo evaluations and dedicated surgery practice
campaigns (control groups), with the aim to validate the proposed device and its benefits.
The present approach can be replicated in other surgical interventions such as oncology,
cardiology, traumatology, and bone reconstructions, with the aim to drastically reduce
time- and cost-demand for surgery devices, avoiding any external service by exploiting
whole-in-house production and development. Additionally, the implementation of a col-
laborative software platform will lead to real-time access and collaboration streamlining
device development and minimizing potential risks. On the other hand, data access and
protection (privacy) need to be managed in a proper way especially when the involved
actors are not belonging to the same organization.
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Abstract. Cell adhesion is a phenomenon characterizing cell-environment inter-
actions and affects cellular behavior. Cell-substrate adhesion is ensured by focal
adhesions (FAs), which are multilayer protein complexes. External mechanical
stimulus perceived by FAs is rapidly transmitted first to cytoskeleton load-bearing
structures and finally to the nucleus thanks to an interlinked cellular architecture,
thus inducing transcription mechanisms and changes in cell functionality. Pre-
stress of cytoskeletal filaments allows mechanical information to be transferred
along these stiffer transportation channels with respect to neighboring cell regions,
thus avoiding the energy dissipation typical of soft matter. Peculiar items concern-
ing adhesion mechanisms, i.e., stiffness inhomogeneity in cell architecture, and
auto-supporting tension-based cell structure, can be effectively handled thanks to
modeling strategies provided by finite element method (FEM), which represents
a valid tool for simulating cell adhesion. With the aim of replicating experimen-
tal results and predicting cell behavior, useful guidelines for simulating cellular
adhesion will be outlined in the proposed work.

Keywords: Cell Adhesion ·Mechanotransduction · Finite Element Method

1 Introduction to Adhesion Phenomenon and Cellular
Mechanotransduction

Cellular adhesion represents a prominent phenomenon which characterizes cell-
environment interactions, in particular cell-substrate contact, thus determining key cellu-
lar functionalities such as motility and affecting cell life cycle stages like growth, devel-
opment, and differentiation [1, 2]. Cell adheres to substrate through mature multilayer
protein adhesion complexes, i.e., focal adhesions (FAs), which develop from smaller
nascent adhesions localized at the GTPase Rac-promoted lamellipodia [3, 4]. Integrins
represent the transmembrane components of FAs and are responsible for the cell-matrix
binding through the establishment of a high-affinity connection with substrate ligands.
The FA intracellular components ensure the link between integrins and cytoskeletal
stress fibers, thus allowing cytoskeleton-membrane connection (Fig. 1). Recent studies
[5, 6] highlight that cytoskeletal structure interacts with nuclear envelope through the
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linker of nucleoskeleton and cytoskeleton (LINC) complexes, which are composed of
proteins, i.e., nesprin and SUN protein isoforms, that span the nuclear membrane and
connect intranuclear architecture to load-bearing cytoskeletal filaments (Fig. 2).

Fig. 1. Schematic representation of focal adhesion (FA).Heterodimeric proteins spanning through
the cellular membrane, namely integrins (IT), allow to establish the connection with extracel-
lular matrix (ECM). Integrin cytoplasmatic portion interacts with FA intracellular components
(talin, vinculin, paxillin, zyxin, focal adhesion kinase, adaptor protein p130Cas, and vasodilator-
stimulated phosphoprotein), which ensure the linking with cytoskeletal bundles of filaments.
TLN, talin; VCL, vinculin; PAX, paxillin; ZYX, zyxin; FAK, focal adhesion kinase; VASP,
vasodilator-stimulated phosphoprotein. Image reproduced with permission of Ref. [8].

The interlinked configuration involving FAs, cytoskeletal filaments, and nucleus
allows FAs to perceive external mechanical stimulus and direct it towards cytoskeleton
load-bearing structures, thus transferring mechanical cue to the nucleus as stress wave
at a velocity 15 times bigger than chemical diffusion and about 28 times higher than
motor-based transportation [5, 7]. In this way cell is able to rapidly transport mechanical
information to several intracellular sites simultaneously, thus activating downstream
biochemical events.

Forces transmitted to nucleus induce chromatin reorganization, nuclear pores open-
ing, activation of genetic programming, and transcription processes which result in cell
adaptation to external stimulus and changing of cell behavior and functionality [8]. The
effective transferring of mechanical information towards the nuclear region through
cytoskeletal filaments requires the prestress of these transportation channels in order
to give rise to stiffer transmission pathways with respect to neighboring cytoskeletal
regions, thus avoiding the rapid mechanical energy dissipation which occurs in com-
pletely soft materials. Stiffness inhomogeneity in cell architecture and auto-supporting
tension-based cell structure, which dynamically evolves through cytoskeletal filaments
polymerization and depolymerization, are intrinsic aspects of cellular behavior [9].
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Fig. 2. Schematic representation of LINC complexes connecting cytoskeleton to nucleoskeleton.
SUN proteins, spanning the inner nuclear membrane (INM), are linked to nuclear lamina through
lamin A and emerin protein. As a result of the interaction of SUN proteins and lamin A with
chromatin, mechanical stimulus transferring affects genetic activation and chromatin reorganiza-
tion. In the perinuclear space (PS) SUN proteins link with nesprin isoforms, which in turn extend
outside the outer nuclear membrane (ONM) and are connected to cytoskeletal F-actin, to inter-
mediate filaments (IFs) through plectin, and to microtubules (MTs) through kinesin-1. Nesprin
isoforms: nesprin-1/2, nesprin-3, nesprin-4; NPC, nuclear pore complex. Image reproduced with
permission of Ref. [8].

Therefore, it is necessary to take into account all these items when a high-fidelity sim-
ulation of cellular adhesion mechanisms is required. Finite element method (FEM) is a
powerful tool for replicating cellular adhesion phenomena as it provides several instru-
ments to researchers for facing pivotal adhesion issues such as stiffness inhomogeneity,
prestress state, and dynamic rearrangement of load-bearing elements. By using mod-
eling strategies like cellular domain partitioning techniques, assignment of differenti-
ated material properties evolving during the analysis, multistep loading procedures, and
stress-strain predefined fields, it is possible to implement effective finite element com-
putational frameworks. The present work aims to outline guidelines concerning the wise
use of modeling strategies for simulating cell adhesion phenomena in order to replicate
experimental results and predict cellular behavior.

2 Physical Models of Cell Adhesion Mechanical Behavior

A key aspect for analyzing the cellular response to external environment interactions is
the development of cell physicalmodels capable of describing the cellular behavior under
determined assumptions. Once such physical models have been identified by researcher
based on the cell type, then they can be implemented in the simulation environment
which requires the input of the geometries, material properties, constitutive relations,
and boundary conditions derived from the chosen model. The resulting computational
framework can then be used to replicate cell response and validate experimental results.
Enhancing the simulation complexity level, by taking into account further items of the
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physical phenomenon in the numerical computation, it is possible to obtain high-fidelity
numerical framework which is able to predict cellular behavior with a high degree of
result reliability.

The main approaches used to describe cell behavior during adhesion phenomena
involve concepts derived from continuum mechanics and fluids mechanics. Cell is con-
sidered as a physical entity composed of an interior part, i.e., nucleus, cytoplasm, and
cytoskeleton, which is modeled based on cell type by considering viscous fluid theory,
elastic or viscoelastic theory, or tension-based architectures characterized by a network
of filaments and struts. The interior portion of the cell is enveloped by an elastic mem-
brane or elastic cortex. The choice of the most appropriate constitutive behavior for the
intracellular domain and its relative assignment to portions of the cell interior depends
on cellular morphology and characteristics. Cells with a well-structured and developed
cytoskeleton are differently modeled than those whose mechanical behavior is predom-
inantly affected by the cortex since intracellular components are less structured. For
example, white blood and red blood cells present structural dissimilarities with respect
to epithelial and endothelial cells, which show a prominent cytoskeleton [10].

With the aim of studying the spreading of chick fibroblasts on glass microplates,
Thoumine et al. [11] described the interior part of the cell as a fluid having high viscosity
η surrounded by an elastic contractile cortex which bears an isotropic bidimensional
tension τ. Authors pointed out that this cellular representation is derived from that
proposed for white blood cells, i.e., leukocytes. Moreover, they stated that, similarly
to leukocytes, fibroblast during spreading can draw to a reserve of additional surface
area arranged in the form of folded plasma membrane. Cortical tension τ is supposed
to vary linearly with cell surface expansion through an area expansion modulus K. By
developing a theoretical analysis of experimental data, the authors were able to estimate
K (order of magnitude 10−2 N/m), cortical tension τ, and apparent viscosity η varying
from 2 × 104 to 5 × 104 Pa•s. The values of τ, K, and η obtained for fibroblasts are
higher with respect to those found for leukocytes due to the different functionalities
performed by these two types of cells: unlike leukocytes, which are characterized by a
softer structure to move in capillaries, fibroblasts have to sustain connective tissue and
carry loads.

Starting from findings of Ref. [11], Frisch et al. [12] applied the wetting theory
to define the time evolution of chick fibroblast contact radius during cell spreading on
glutaraldehyde-coated glass coverslips. As reported in Ref. [12], cell was represented
as a drop of high-viscosity fluid enveloped by an elastic cortex subjected to cortical
tension τ (Fig. 3). The proposed approach is characterized by three parameters: the
viscosity η of the fluid constituting the core of the cell, the cortical tension τ, and
the cell-substrate spreading power wa, i.e., the energy of adhesion per unit of area.
Following the assumptions reported in Ref. [11], the theoretical model assumes that cell
morphology during spreading is similar to spherical caps whose shape can be defined
by a contact radius R and a contact angle θ. The cell-substrate contact region, which
results from the interaction between cellular morphologies resembling spherical caps
and the substrate planar conformation, can be assumed as a circular area. Therefore,
the contact radius R is derived by evaluating the diameter of the circular contact region
resulting from the adhesion process between cell and substrate. The contact angle θ
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is defined by the plane tangent to coverslips top surface and the plane tangent to cell
external surface passing through the point that in the wetting theory is considered to
be the three-phase contact point, that is, the point where the cell free contour meets
the substrate (see Fig. 3b). The model proposed by Frisch et al. does not take into
consideration the localized variations in cell surface curvature and the local changes in
cell contour during spreading. Therefore, the two morphological factors, i.e., the contact
radius R and the contact angle θ, are functional to describe the evolution over time of the
overall cell morphology at macroscopic level. The experimental measurements of R and
θ resulted from the analysis of digital images which were extracted from video acquired
by recording the process of cell spreading on the substrate. The monitoring of adhesion
process time evolution was executed under bright-field illumination conditions by using
the following equipment:

– an inverted microscope (Zeiss, Oberkochen, Germany) provided with a 40×/75
objective and a 1.6× Optovar lens;

– a CCD camera (Cohu Inc., San Diego, CA, USA);
– a memory support for video recording (Sanyo, Japan).

Images extracted from video and digitalized through a Macintosh computer (Apple,
CA) show cell morphologies corresponding to several time instants. By rotating the
glass substrate on which cell adhesion occurs by 90°, the side view of the cell, that is, the
view reported in Fig. 3, can be captured by the CCD camera. Then, digitalized images
representing the side view of the cell are processed by the image analysis software NIH
Image v1.60, which enables to measure the diameter length of the interaction area and
the contact angle θ. Alternatively, an estimate of the contact radius can be also derived
from the top view of the cell by projecting the surface area of the cell onto the substrate:
the square root of the projected area divided by π returns the contact radius R. The cell
retains its original volume during the adhesion process and its shape during spreading
derives from the equilibrium between wa and τ. Under the hypotheses of neglecting
cortex surface elasticity and considering τ, η, wa as constant parameters, the approach
developed by Frisch et al. is capable of finding out theoretical curves that approximate
the experimental time evolution of contact radius well.

Successful validation of this theoretical approach through experimental data sets
the stage for a possible use of the proposed physical model for implementing a finite
element framework that could also simulate the stress-strain field induced in the cell,
thus providing a more complete analysis of cell behavior during adhesion.

When cells characterized by a more developed cytoskeletal structure than that of
blood cells are dealt with, it is useful to model the interior part of the cell by apply-
ing continuum mechanics elasticity theory to take into account elasticity effects within
the cell. In the finite element (FE) model proposed by Kamm et al. [10] to compute
the stress-strain field induced in airway epithelial cells in response to mechanical stim-
uli, a partitioning of the intracellular region into two solid domains, i.e., nucleus and
cytoskeleton, has been carried out. Both nucleus and cytoskeleton were considered as
incompressible isotropic linear elastic materials, whose Young’s modulus is 1000 Pa and
100 Pa respectively, enveloped by a thin stiffer membrane.

In order to account for nonlinear material behavior, cells can also be modeled as
homogeneous hyperelastic media through several strain energy function. Ohayon et al.



168 L. Santoro et al.

Fig. 3. Representation of the cell as high-viscosity core (light blue) surrounded by a cortex (dark
blue) subjected to tension τ. The adhesion between cell and substrate results in a circular contact
area. As the schematic representation in figure reports the cell side view, the contact area is
identified by the line corresponding to the cell-substrate interaction region. Cell morphology
during spreading is defined by contact radius R and contact angle θ. The contact radius R derives
from dividing by two the length of the line, i.e., the contact diameter, which defines the interaction
between cell and substrate. The contact angle θ corresponds to the angle defined by the plane
tangent to the substrate top surface and the plane tangent to cell free surface passing through the
point where the cell free surface meets the substrate, i.e., the three-phase contact point defined by
the wetting theory. Schematic cell configurations in: (a) the early stages of adhesion, i.e., after
a few minutes; (b) the last stages, i.e., after hours. The cell schematization in (b) shows: (i) the
contact radius R drawn in orange color, (ii) the contact angle θ and the corresponding planes in
dark brown, and (iii) the point where the cell free contour meets the substrate in dark green, i.e.,
the three-phase contact point defined by the wetting theory.

[13] developed a FE analysis to study the nonlinear behavior of adherent epithelial cells
probed by magnetic bead twisting. The incompressible two-parameters Yeoh strain-
energy function W was adopted to describe cell hyperelastic response:

W = α1(I1 − 3) + α2(I1 − 3)2 (1)

where α1 and α2 are material constants related to initial linear elastic behavior and to
nonlinear response, respectively. I1 is the right Cauchy–Green deformation tensor first
invariant. The FE model implemented by Jean et al. [14] to simulate endothelial cells
adhesion on rigid substrate adopted a neo-Hookean strain-energy function associated
with an incompressible behavior:

W = C10

(
λ21 + λ22 + λ23 − 3

)
(2)

where C10 is a constant related to Young’s modulus and λ1, λ2, λ3 are the principal
stretches. The same material model was also used by Ref. [15]. Zeng et al. [16] sim-
ulated stem cell-extracellular matrix adhesion by developing a Lagrangian Meshfree
Galerkin method hybridized with a continuum mechanics contact algorithm derived
from FE method. In the proposed approach, the cell nucleus and the extracellular matrix
were modeled as hyperelastic materials through a modified Mooney–Rivlin formulation
characterized by the following strain-energy function:

W = C1

(
I1 − 3I1/33

)
+ C2

(
I2 − 3I2/33

)
+ 1

2
λ(ln I3)

2 (3)

where C1, C2, λ are material constants and I1, I2, I3 are the invariants of the right
Cauchy–Green deformation tensor. Since stem cell do not have yet a well-structured



Guidelines for Finite Element Modeling of Cell Adhesion Process 169

cytoskeletal architecture, authors assumed that the remaining cellular domain surround-
ing nucleus is composed mainly of liquid having a low content of filaments. On the basis
of this assumption, the cellular region outside nucleus was modeled as a bulk nematic
liquid crystal material.

FE implementation of further hyperelastic constitutive relationships was conducted
in Ref. [17] and an enhanced hyperelastic formulation which considers also material
viscous behavior was presented by Ficarella et al. [18] concerning the study of the
equine immature zona pellucida.

Cells that have a well-structured cytoskeleton are characterized by an intracellular
network consisting of microfilaments, microtubules, and intermediate filaments embed-
ded in the cytosol, which provides cell stability. In order to take into account the effects of
cytoskeletal architecture on cell behavior, Ingber [9] developed the “cellular tensegrity
model” that represents the cell as an auto-sustaining prestressed lattice structure which is
based on equilibrium between the tensional forces borne by microfilaments (i.e., cables)
and the compressive forces carried bymicrotubules (i.e., struts). Moreover, Ingber stated
that the prestress state, which stabilizes the interlinked structure consisting of cables and
struts, is induced by actomyosin contractility and focal adhesions-substrate interaction.
This cell physical model can be implemented in a FE framework to simulate cells whose
behavior is affected by cytoskeleton.

3 Examples of Finite Element Modeling Application to Adhesion
Phenomena

The work proposed by McGarry and Prendergast [19] combines the tensegrity approach
with continuum one to simulate cell adhesion process. Six idealized cell geometries rep-
resenting consecutive stages of cellular spreading were modeled by integrating the inter-
linked cytoskeletal architecture provided by tensegrity (i.e., six struts and twenty-four
cables) with other cell components treated as continuum elastic regions (i.e., nucleus,
cytoplasm, and membrane). The connection among struts and cables resulted in twelve
common nodes (i.e., receptor nodes) whose spatial disposition is rearranged during
spreading according to the six configurations in order to redefine the cytoskeleton net-
work morphology (Fig. 4). All six configurations were prestressed by applying an initial
strain to microfilaments, and two loading conditions were considered to investigate cell
mechanical response (i.e., horizontal force applied to two membrane nodes (letter A in
Fig. 4), and vertical forces applied to a neighboring of membrane receptor node (letter
B)). Author findings showed a nonlinear strain hardening behavior due to the initial pre-
stress, and differences in compliance along the membrane surface. Moreover, material
properties of cytoskeletal network and cytoplasm affected cellular stiffness more than
those of nucleus and membrane.

Further FE models accounting for the effects of cytoskeletal filament bundles and
focal adhesions on cell behavior were developed in Refs. [14, 20, 21].

FE modeling has also been successfully adopted to study adhesion on nanopatterned
substrates in order to investigate surface bactericidal effects [22]. Therefore, a practical
implication of FE analysis applied to adhesion phenomena consists in developing and
optimizing nanopatterned substrates able to prevent harmful cells proliferation, such as
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Fig. 4. FE model of cell consisting of membrane (blue), cytoplasm (light blue), nucleus (light
green), and cytoskeleton network. Tensegrity network composed by struts (dark lines) and cables
(light line) is also represented together with the two loading conditions indicated by letter A and
B. Image reproduced with permission of Ref. [19].

bacteria, whose activity leads to infections, diseases, and failure of medical implants.
The applications of such studies range over several fields, i.e., from food to medical sec-
tor, and aim also to address an important issue represented by the bacterial resistance. By
using FE simulation, it is possible to identify the most effective substrate surface confor-
mation capable of killing a specific species of adherent bacteria through the mechanical
interaction between surface nanofeatures and bacteria wall. Substrates able to kill bacte-
ria species bymechanical interactionwith surface nanostructures allow to limit the use of
chemical substances and antimicrobial agents, which contribute to increase the bacterial
resistance over time.Moreover, FEMcan also be applied to analyze adhesion phenomena
in blood vessels (i.e., cancer cell-white blood cell interaction with microvessel morphol-
ogy variations) [23]. Cancer cells departing from their original sites can move towards
other body regions by passing through blood vessel walls and traveling across the circu-
latory system. During their motion in blood vessels, cancer cells can collide with other
cells present in the bloodstream. FE analysis allows researchers to simulate cancer cell
movement and the involved adhesion phenomena, thus evaluating the effect of blood
vessel morphology on those parameters which characterize the motion of the cancer cell
and its interaction with white blood cells (i.e., cancer cell velocity, and shear stress at
the interaction region between cancer and white blood cell). Therefore, FE simulations
can provide a valuable help in studying tumor cell behavior with the aim of preventing
cancer metastasis. Another practical implication of adhesion phenomena FE analysis is
proposed by the work of Kamgoué et al. [15] which has estimated correcting functions
for the cell apparent Young’s modulus measured experimentally by micromanipulation
techniques. The correcting functions are able to return the cell intrinsic elastic modu-
lus by taking into account the effect of characteristic parameters (i.e., bead embedding
angle, bead radius, and under bead cell thickness) related to the type of probed cell and
the experimental technique used for testing. This study allows to explain the discrepancy
in cell stiffness shown by experimental data published in literature even when they refer
to the same type of cell and the same micromanipulation technique, thus providing a
useful tool for enhancing cell mechanical characterization and correctly comparing cell
material properties. Finally, the mechanical properties detailed characterization of the
ZP membrane in the immature, mature, and fertilized state reported in Refs. [17, 18]
assumes a significant applicative relevance as it reveals crucial aspects of the material
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response to fertilization process. The enhanced knowledge of ZP membrane behavior
represents a major step forward in optimizing fertilization procedures as it contributes
to develop more efficient protocols.

4 Discussion and Conclusions

FE modeling is a powerful tool for analyzing cellular adhesion phenomena as it is able
to replicate the morphology, constitutive behavior, and boundary conditions of the con-
sidered cell type. Several model simplification levels can be adopted to save computing
time, and researchers can take advantage of model symmetries to reduce computational
efforts (i.e., axisymmetry [14, 17], a quarter cell [20, 22]). Cell domain partitioning can
be executed to assign constitutive relationships to the major cellular components (i.e.,
nucleus, cytoplasm, cytoskeleton, membrane). The continuum approach characterized
by an isotropic linear elastic modeling allows to describe with good approximation the
behavior of cells with a structured internal architecture, i.e., epithelial cells, avoiding
nonlinear parameters definition [10]. The 2D isotropic linear elastic model adopted by
Kamm et al. [10] has resulted effective in describing airway epithelial cells response to
external stimulus resulting from magnetic tweezers. The validity of this modelling strat-
egy is confirmed by the experimental study conducted byLaurent et al. [24], which points
out that cells subjected to tweezers micromanipulation exhibit a linear elastic response,
while a different cellular response presenting nonlinear behavior is induced by mag-
netic twisting cytometry. A homogeneous continuum model adopting the neo-Hookean
strain-energy function has been implemented in the analysis developed by Kamgoué
et al. [15] to define the influence of geometrical parameters, i.e., bead embedding angle,
bead radius, and cell heigh, on the cell elastic properties when the cellular material is
probed by optical and magnetic tweezers. The 3D model developed in Ref. [15] exploits
the symmetry plane passing through the bead center to preserve computational resources.
The more complex model architecture compared to that proposed by Kamm et al., i.e.,
3D vs 2D, has allowed to accurately estimate the value of cell elastic response correct-
ing functions for several testing configurations. However, Kamgoué et al. highlight that
the geometric nonlinearity does not affect the cell response to external stimuli which
is characterized by a linear behavior. In particular, repeating numerical simulations by
adopting the linear elastic constitutive relationship instead of the neo-Hookean one, the
resulting displacement-force curve maintains its linear trend, thus confirming that the
linear elastic constitutive model used by Kamm et al. represents a good approxima-
tion of cell behavior in response to tweezers micromanipulation. This assumption is no
longer valid when adhering epithelial cells are tested by magnetic twisting cytometry
(MTC). This micromanipulation technique involves higher bead rotations (in the range
21°–35°) with respect to tweezers micromanipulation, thus inducing large deformation
in the cell. This results in a cell strain hardening behavior characterized by an increase
in cell stiffness, which differs from the linear cellular response shown in Refs. [10,
15]. Ohayon et al. [13] have successfully replicated the nonlinear experimental rotation-
torque curve exhibited during MTC tests by implementing a 3D model which adopts the
two-parameters Yeoh strain-energy function, whose material constant α2 allows to take
into consideration the nonlinear effects due to large deformation. The rotation-torque
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curve derived from numerical simulations using both the Neo-Hookean and the linear
elastic constitutive behavior assumes a linear trend which is unable to match the nonlin-
ear experimental curve. On the basis of this evidence, the authors have concluded that
the neo-Hookean and linear elastic models are more suitable to analyze micromanipu-
lation techniques involving lower bead deviation angles than those reported for MTC
as they induce small deformation in the cell material. Both the numerical frameworks
proposed by Ohayon et al. [13] and Kamgoué et al. [15] exploit the same symmetry
plane to reduce computational efforts. In general, nucleus Young’s modulus is assumed
to be about 4 to 10 times greater than cytoplasm-cytoskeleton one, and cell material is
assumed to be incompressible or quasi-incompressible [10, 13–15]. Themodels reported
in Refs. [10, 13–15] neglect dissipative and viscous effects within the cellular material
as these studies rely on the assumption that material response occurs under quasi-static
operating conditions. More accurate constitutive models considering nonlinear elastic-
ity and viscous effects are implemented through hyperelastic strain-energy functions
with enhanced formulation [17, 18]. By integrating FE analysis with nonlinear opti-
mization, Boccaccio et al. [17] have been able to find the mechanical properties hetero-
geneous distribution across the thickness of the bovine zona pellucida (ZP) membrane
isolated from fertilized oocytes. An axisymmetric continuum FE framework account-
ing for large deformation and material nonlinearity was implemented to replicate the
force-indentation curve derived experimentally from atomic force microscopy (AFM)
nanoindentation tests. Three hyperelastic constitutive relationships, i.e., neo-Hookean
(NH),Mooney–Rivilin (MR), andArruda–Boyce (AB) eight-chain, were compared, and
the most accurate matching between experimental and numerical results was obtained
by adopting the AB constitutive law in the FE model. The biomechanical hardening
exhibited by ZP membrane owing to fertilization is related to the rearrangement of
interlinked glycoprotein filaments architecture which shows an increase in the cross-
linking junctions density. On the basis of this hardening mechanism, authors state that
the AB constitutive relationship, initially developed for describing polymeric networks
mechanical behavior, results intrinsically effective in simulating the nonlinear mechani-
cal response of ZP membrane reticulated structure. Ficarella et al. [18] have studied the
time-dependency of the response of adherent equine ZP membrane subjected to AFM
nanoindentation tests characterized by indentation rates ranging from 0.5 to 10 μm/s,
thus overcoming the quasi-static testing condition assumption commonly adopted in
AFM experiment simulations. In order to simulate viscous effects induced by indenta-
tion rate on the ZP membrane, Ficarella et al. modeled the viscous component of the
material behavior by relaxing the hyperelastic material constants given in input to the
FE solver through the two-term Prony series expansion. By comparing four hyperelastic
constitutive relationships (i.e., MR, NH, AB, and 3rd-order Ogden’s law), the imple-
mented axisymmetric continuum FE framework has confirmed that the AB constitutive
behavior represents the most appropriate model to describe the ZP membrane response,
even when time-dependent viscous effects are taken into consideration. Tensegrity app-
roach describing the cell as a prestressed interlinked network consisting of struts and
cables is able to simulate nonlinear strain hardening cellular behavior [19]. By com-
bining tensegrity theory with elastic continuum mechanics, McGarry and Prendergast
[19] have developed a numerical framework having a high level of completeness which
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is capable of evaluating each cellular component contribution (i.e., nucleus, cytoplasm,
cytoskeleton, and membrane) to the structural response exhibited by cells during spread-
ing. Furthermore, integrating the cytoskeleton representation provided by tensegrity net-
work with a classical 3D elastic continuum model allows the authors to investigate the
effect of (i) actin filaments and microtubules rearrangement, and (ii) prestress state on
cell mechanical behavior. The framework has been able to capture the influence of an
increasing prestress state on (i) the nonlinear increase in cell stiffness, and (ii) the non-
linear strain hardening mechanism undergone by the cell during deformation. These two
aspects, together with the compliance variation along cell surface exhibited when loads
are applied at distance from receptors’ sites, have confirmed the prominent effect of the
cytoskeletal components on cell response. By varying the elastic properties assigned
to nucleus, cytoplasm, microfilaments, microtubules, and membrane, the authors have
also been able to establish a ranking defining the effect significance of cellular compo-
nents on cell resistance to deformation. Microtubules followed by microfilaments and
cytoplasm have resulted to predominantly affect cell rigidity with respect to the little
contribution to cellular stiffness given by nucleus and membrane. Modeling approaches
adopting a simplified framework for describing cytoskeletal architecture with respect to
that of McGarry and Prendergast have also been proposed [14, 20, 21]. The simplified
approaches for the cytoskeleton structure modeling reported in Refs. [14, 20, 21] do not
consider the presence of microtubules, which instead represent a cell component that
significatively affects the cellular structural response. The major role played by micro-
tubules in cell mechanical behavior has also been highlighted by the work of McGarry
and Prendergast: deactivating link elements corresponding to microtubules during sim-
ulations results in a drop in cell stiffness. Therefore, the absence of microtubules in
simplified models leads to a less accurate simulation of cell response to external stimuli.
A further simplification used in Refs. [14, 20, 21] consists in schematizing stress fibers
arrangement not as a totally interconnected network of filaments interacting with other
through common junction sites like in the tensegrity approach, but by disposing in the
basal, apical, and side region of the cell a limited number of fibers (i.e., from 5 to 15)
attached to the adhesion sites and the cell surface, which are either partially able to
mutually interact [20, 21] or totally isolated [14]. As stated byMcGarry and Prendergast
[19], cell structural response is mainly guided by cytoskeletal architecture. Therefore,
the adopted simplification in cytoskeletal network schematization results in a reduced
FE framework capability of returning outcomes as accurate as those provided by models
similar to the one reported in Ref. [19]. The change in tensegrity network nodes posi-
tion deriving from cell deformation underlies another advantage characterizing models
which embed tensegrity architecture in cell structure, that is, the FE framework ability
to simulate (i) the rearrangement of filaments and microtubules during spreading, and
(ii) the alteration in length and orientation exhibited by cytoskeletal filaments owing
to actin polymerization and depolymerization process. Moreover, FE modeling allows
different physical approaches describing cell structure to be combined, thus resulting
in a high-fidelity computational framework. In conclusion, FEM capability to replicate
experimental results and predict cell behavior can open up future perspectives about the
deep understanding of mechanotransduction process that characterizes cellular response
to external stimuli.
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Abstract. This paper proposes a methodology to compare the trajectories from
different articulators - both physical and digital - during lateral and protusive
movements. In the case of digital articulators, the articulated models are digitally
moved and exported in position; in the case of mechanical articulators, the mod-
els are locked into position and 3D scanned. The digital models in position, both
digital and scanned, are aligned to a common reference system and a maxilla-
based reference system is tracked. The trajectories are defined as interpolating
splines through the maxilla-based reference system origins. A Gerber mechanical
articulator and an “Artex CR adjustable” virtual articulator were compared. The
repeatability of the mechanical trajectory is found to be less than 184 microns.
The resting position of the two articulators is found significantly different meaning
that a bias is introduced by the operator in the analogic protocol. The trajectories
have significantly different shapes as expected coming from two different articu-
lator models. The proposed methodology proved to be a valid means to compare
different articulators.

Keywords: Complete Dentures · Articulators · Trajectory Reconstruction · 3D
Scanners

1 Introduction

During the last years, CAD-CAM procedures have been introduced in many fields of
dentistry, in particular, digital workflows are now used to produce also complete dentures
with remarkable advantages: increased biomechanical properties, reducedworking times
and costs, and fewer appointments at the office [1–4].

Among other digital design tools, digital articulators were introduced aiming to
provide an alternative to the current golden standard analogic (mechanical) articulators
[5]. A widely used mechanical articulator for the design of complete dentures is the
Gerber semi-adjustable articulator, for which a set of specific intermaxillary occlusal
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registrations, measured from the patient, can be set to approximate a correct occlusion
[6].

The use of digital articulators is still not completely independent, and some analogic
clinical steps are necessary in digital workflows and cannot be substituted by digital
steps so far, for example, the initial impressions, the gothic arch tracing, or the use
of a facebow [7]. Nonetheless, the digital protocol allows for fewer steps and, there-
fore, should concatenate fewer uncertainty sources leading to a better design. Moreover,
nowadays, the use of the digital facebow is a promising option for the evolution of such
measurements.

There are still not many insights regarding digital articulators in the literature. Some
studies looked at the influence of different parameters on the behaviour of digital artic-
ulators, such as the vertical dimension [8], or the inclination of the sagittal condylar
path [9]. Another study compare the maximum intercuspal between classically articu-
lated casts and digitally articulated ones [10], and the effect of the different settings for
the digital articulator was tested on the occlusal morphology of restoration done with
CAD/CAM technologies [11]. These results, with some limited disagreements, confirm
the virtual articulator as a reliable tool to design denture bases.

However, these studies consider cases of patients with natural teeth; with edentulous
cases, it is not trivial to define reliable landmarks on which to base the comparison.
Moreover, to the best of our knowledge, there are no studies that specifically investigated
if the simulation of occlusion of the digital articulator is comparable to the one from the
semi-individual mechanical articulators, specifically for edentulous cases.

To fill this gap, this study aims to provide a methodology to compare the different
simulations of occlusion given by different articulators for completely edentulous cases.
The comparison is based on the actual trajectory of the casted or digital model during
three movements: left and right lateral, and protusive movement. The procedure can
work both digital vs analogic, digital vs digital or analogic vs analogic articulators.
In this contribution, the comparison between an analogic and a digital articulator is
provided.

2 Materials and Methods

The overall workflow used for the study can be seen in Fig. 1. Starting from the same
impression and intermaxillary occlusal registrations, obtained from a simulated com-
pletely edentulous patient, two parallel clinical workflows are followed, the digital one
obtaining the digitally articulated STLmodels, and the analogic one obtaining the plaster
model mounted and articulated in the Gerber articulator.

For both cases, the trajectory of themaxilla is recordedbymapping a reference system
built on the maxilla from a second common reference system built on the mandible. The
trajectories are then compared to assesswhether the twos are the same or are significantly
different.

Three different movements are analyzed: left and right lateral and protrusive
movements.
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Fig. 1. Overall workflow of the study.

2.1 Clinical Protocol

A completely edentulous patient is simulated using two edentulous plaster models
already mounted in a mechanical articulator, considered as the patient’s oral cavity.
The standard protocol to obtain the final impressions and the intermaxillary occlusal
registrations for edentulous patients is followed. The intermaxillary occlusal registra-
tions are set as the clinical average value for all settings, these values are used for both
protocols. The final results are the articulated impressions, which were scanned using
a E3 scanner obtaining a digital articulated impression used in the digital protocol, and
then were cast with type IV plaster obtaining the physical model used in the Gerber
articulator. The digital articulator “Artex CR Adjustable” in the Exocad software is used
for the digital protocol. The digitally articulated impressions are imported. The software
creates the two digital models already in position. Themodels, together with the digitally
articulated impressions are aligned using the information contained in the intermaxil-
lary occlusal registration following the standard clinical protocol. The plaster models
are mounted into the Gerber articulator following the standard clinical procedure that
involves the separation between the upper and lower impression and their recombination
once the mandible model is fixed in position with the use of the face bow. Further details
about the clinical protocol and the parameters available in analog and digital articulators
can be found in [12].

2.2 Movement Mapping

To map the movement described by the maxilla in the articulator three incremental
points were sampled per each movement plus the common resting position. Thus, each
movement is characterized by a total of four points.

The digital articulator has no physical end to eachmovement: the operator can choose
whatever displacement value for each movement and the maxilla is moved into position.
Once in position, the two digital models can be exported into an STL file. The three
incremental points were chosen to be 3mm apart from one another.

The Gerber articulator has a physical endpoint for each movement that is chosen as
the last point to be sampled; two intermediate points were then sampled. Once locked
in position the articulator was scanned as described in the following.
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The scanning procedure is needed since a physical mechanical articulator is con-
sidered, Fig. 2. Since the two casted models are close to each other, it is impossible to
acquire the actual oral cavity.

Fig. 2. Gerber articulator ready to be scanned.

To address this issue, a strategy commonly used with oral scanners is used: the two
models are individually scanned, and then the articulated models are scanned obtaining
mainly the external surface which is used to correctly align the individual scans. Five
spherical landmarks were added to each model to increase the alignment accuracy.

To test the reproducibility of the workflow applied to the physical articulator, each
position was scanned ten times, thus obtaining ten trajectories.

To compare the two articulators the same reference system was established on the
mandibular model and the position of the articulated maxilla model was tracked through
the position of three fixed points reconstructing the rigid body trajectory of the simulated
occlusion. The three points define a cartesian reference system.

Starting from the digital models, two simplified bases were defined and three spher-
ical markers were added, Fig. 3. The CAD reference system of the lower base was used
as a common reference system for the comparison, therefore the scanned model or the
exported model were first aligned to this base in GOM Inspect obtaining the aligned
model that was exported.

Fig. 3. Simplified bases with markers.

At this point, each newly exported model shares the same origin and orientation.
This file is imported in GOM Inspect and the upper base is aligned to the mucosa. The
locations of the three spheres are recorded and elaborated in Excel to define the maxilla-
based reference system. The origin is defined as the centroid of the spheres, the x-y plane
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as the plane through the spheres, and the x-axis point towards the central sphere and
z-axis pointing upwards.

This procedure was performed per each sampled point in the analogic and digital
protocol. The trajectories are calculated in a mathematical graphical tool: GeoGebra.
This tool was chosen since it allows real-time testing and modification of the procedure.
The details of the maxilla-based reference systems were imported into the 3D space
and the trajectories are defined as cubic interpolating splines through the origins. For
the digital articulator, only one repetition was done since the exporting is by definition
perfectly repeatable. At the same time, the scanning procedure of the mechanical artic-
ulator introduces variability due to the 3D Scan itself and due to the alignment. For this
reason, the Gerber articulator was mapped ten times to determine the repeatability.

Among the ten trajectories derived from the mechanical articulator, the average
trajectory had to be defined to define the repeatability. The intermediate points that were
sampled cannot be considered repeatable because of the uncertainty in the looking of the
articulator, but the length of the trajectory is theoretically the same. Therefore, congruent
points along the trajectories were defined as points at the same percentual distance from
the resting position, and points at 0%, 30%, 60%, 90%, and 100% of the trajectory
length were sampled. The average trajectory was defined by averaging the position of
these points. The dispersion of the mechanical articulator is defined by the distance of
each trajectory to the average one, the distance is defined, point by point, in the plane
normal to the average trajectories, Fig. 4.

Fig. 4. Analog trajectories error definition (a) and dispersion (b).

The dispersionwas sampled at steps of 15%of the average trajectory length excluding
the resting position. Assuming a bivariate normal distribution with the same dispersion
in each direction for the sampled trajectories, and therefore a Rayleigh distribution for
the distances (radial component), the standard deviation of the bivariate distribution is
defined by:

σ =
√

2

π

∑n
i=1 di
n

The dispersion of the resting position is divided into two contributions. For the
lateral movement, the aforementioned formula is applied to the projection of the resting
position point into the sagittal plane (lateral plane, x-z); for the protusive movement, the
projection into the frontal plane (y-z) is considered instead.
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2.3 Movement Comparison

The differences between the digital and analogic trajectories are defined by the distance
between the average analogic trajectory - including its dispersion - and the digital one.
Since the analogic trajectory ended up being shorter than the digital one, it was used as
the baseline.

First, the baseline error, define as the distance between the resting positions is
calculated and represents the initial bias between the two trajectories.

The digital trajectory is translated of the quantity defined as the baseline error to
check for differences excluding the initial bias.

The distance between the two trajectories is calculated at steps of 15%of the analogic
trajectory as the distance in the plane normal to the baseline trajectory.

3 Results and Discussion

Regarding the mechanical articulator, the ten trajectories that were sampled and the
average trajectory, with its associated standard deviation, can be seen in Fig. 5a). The
repeatability test, applied to the mechanical articulator, shows a maximum standard
deviation of 184 microns for the left lateral movement, see Fig. 5b).

Fig. 5. Result of the ten trajectories sampled with the Gerber articulator (black lines), the average
trajectories (red lines), and the standard deviation along the three movements.

The reparability of the rest position is 123 microns in the sagittal plane and 93
microns in the frontal plane. On average the repeatability decrease (higher standard
deviation) the further from the resting position; indeed the locking in position adds a
level of uncertainty to the procedure.

The comparison between the two articulators’ trajectories can be seen in Fig. 6a). At
first glance, the difference in length between the two trajectories can be noted. Nonethe-
less, this does not imply an actual difference because the shorter trajectory can still
represent the first part of the longest one.

The first real difference that can be recorded is the initial bias between the two
articulators, the resting positions are 1,373 mm apart. Considering the dispersion of the
resting position for the mechanical articulator this difference is considered significant.
This means the bias is not due to the measuring uncertainty but is based on an actual
difference. The reason behind this deviation can be traced back to the analogic clinical
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protocol when the articulated impressions need to be separated for the alignment in the
Gerber articulator. Maxillary and mandibular casts are then fixed again thanks to the
gothic arch plates and the bite registration during the clinical protocol. This step may
introduce a shift between the two impressions therefore it is themain candidate to explain
the bias.

Fig. 6. Comparison between the analogic and digital trajectories.

To evaluate the actual differences between the two trajectories, excluding the bias, the
digital trajectories are rigidly translated to share the same resting position with analogic
ones, Fig. 6b). Comparing the two trajectories, taking into consideration the standard
deviation associated with the analogic trajectory, it can be said that the trajectories are
significantly different. The local error along the trajectories can be seen in Fig. 6c).

The local error increase as the distance from the resting position increase meaning
that the two trajectories diverge. Looking at Fig. 6b) it can be seen that this divergence is
not due to an alignment issue but it come from the trajectories having different shapes;
for instance, the mechanical articulator has a shallow angle between the two lateral
movement when compared to the digital one. The maximum recorded difference is
1.350 mm for the right lateral movement.

It must be noted that this study does not want to conclude that any of the tested
articulators is better than the other. Differences were expected since the type of articu-
lators is different. The same protocol may be used to check whether a digital articulator
simulating a specific mechanical model and the actual physical counterpart coincide.

4 Conclusions

This paper aims to propose a methodology to compare the dynamic movements of
different articulators used in dentistry. The methodology is designed having in mind
to give the possibility to compare mechanical vs mechanical, mechanical vs digital,
and digital vs digital articulators. To prove its usability the methodology was tested by
comparing a mechanical articulator (Gerber) to a digital one (Artex CR Adjustable” in
the Exocad). Therefore differences were expected.

As expected significant differences were found proving the overall methodology to
be a valid means to compare different articulators. A far more interesting comparison
for future works will be the study of corresponding digital and mechanical articulators
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to test whether the digital articulator can provide a precise replica of the, so far, standard
clinical procedure based on mechanical articulators.

The late development of digital face bows capable of tracking the actual 3D jaw
movement of the patient without any approximation (needed using an articulator both
digital or mechanical based on a set of values) opens the possibility to compare the actual
patient movements to the one approximated by the articulators.

Further studies will also be necessary to automate the procedure and test a clinically
significant population to provide clinicians with useful data to improve dentures design.
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Abstract. The use of CAD and 3D printing of surgical guides (SGs)
for osteotomies is a widely developed practice in orthopaedic surgery,
and particularly in maxillo-facial interventions, but validation studies
rarely occur in literature. The present study defines a methodology to
validate SGs dimensionally and mechanically through geometrical analy-
sis, tensile testing, contact simulations, and abrasion testing. Distortions
between the 3D printed SGs and the CAD model are quantified and
an average deviation error for each production process step is obtained.
Mechanical analysis identifies a way of applying the load on the SG
to measure their equivalent linear stiffness (N/mm), maximum displace-
ment (mm) and corresponding tolerable load (N) by varying some dimen-
sional parameters. The stress state was assessed by finite element method
(FEM) analysis, then the numerical results were compared with experi-
mental ones using tensile tests: stiffness, maximum displacement and the
corresponding loads were evaluated. The distribution of contact pressure
on soft tissues was obtained numerically by FEM analysis. Finally, an
ad hoc machine has been specially built to engrave discoidal specimens
with typical operating room conditions. The methodology has been val-
idated using 11 SG fibular and mandibular specimens and reporting the
obtained results of each procedure step.

Keywords: Surgical guides · Cutting guides · Maxillo-facial surgery ·
CAD · FEM

1 Introduction

Orthopedic surgery often requires performing precise cuts in bone tissue, such
as the removal of bone tissue tumors [14], bone flaps distraction [3], and reposi-
tioning [13]. In maxillo-facial surgery, the accuracy and precision of osteotomies
are critical for proper execution of the surgery [8], as well as for the patient’s
aesthetics [5].
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Within Virtual surgical planning (VSP) a 3D anatomical model is built from
the CT data using appropriate medical segmentation software. Surgical guides
(SGs) are patient-specific tools that are fixed to patient’s bone through special
screws and are used to guide the cutting tool performing the osteotomies [4,17].
To guarantee a proper outcome the SGs must satisfy many requirements such
as the dimensional discrepancies between the CAD model and the 3D printed
SGs must be limited, the material must bear external forces, tightening torque
[10,16] and abrasive cutting action [11]. Also SGs should evenly apply a pressure
distribution over the underlying tissues to avoid damage.

This paper aims to address the design challenges by presenting an inte-
grated methodology to validate SGs accordingly to various aspects of EU regu-
lations. EU Regulation 2017/745, Annex I, Chapter II “Requirements regarding
design and manufacture” requires tolerance and tensile analyses, EU Regulation
2017/745 Article 61 and Annex XIV requires contact pressure simulations, and
EU Regulation 2017/745, Annex I, Chapter II requires abrasion testing.

SG geometrical analysis are not a novelty in the literature [6,15], especially
regarding bio-compatible materials and their properties [7]. In this work the
dimensional control is aimed to evaluate how tolerances evolve through the var-
ious production stages performing tests carried out numerically and experimen-
tally.

The abrasion resistance of the SGs must be evaluated, because a piezoelectric
vibrating blade is used to perform osteotomies [12]. In the literature there are
several articles about abrasion tests (ASTM G65) on polymeric materials [9], but
the methodology here presented evaluates the abrasion resistance of the SGs in
the operating room working conditions.

2 Materials and Methods

Geometry: the effects of the various processes over the real geometry are esti-
mated through a dimensional analysis, identifying the following four temporal
instants: T1, CAD models of SGs; T2, SGs after 3D printing; T3, SGs after full
polymerization by UV rays; T4, SGs after sterilization. T3 can be skipped for
polymers that are not photosensitive.

Geometric tolerances and datum reference frames (DRFs) are identified on
the CAD model accordingly to Fig. 1. The 3D printed part is scanned and the
triangulated point cloud is aligned with the CAD model to assess deviations.
T2, T3 and T4 triangulated point clouds are compared to the T1 CAD model
in order to evaluate how the geometry evolves during production steps. The
distance of all the points of the surface to be checked from the counterpart of
the CAD model was evaluated to measure the profile tolerances. For each SG,
the tolerances Ti in Fig. 1 are measured at T2, T3, and T4. Calling n the total
number of Ti for each SG, the average tolerance AT for each instant is calculated
as follows:

AT =
∑n

i=1 Ti

n
(1)
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For the sake of clarity, an overall average tolerance (OAT) value is calculated
by considering the T2, T3, and T4 time points, in order to obtain a compre-
hensive measure of the tolerance caused by each production step. Calling m the
total number of SG, OAT value is calculated as follows:

OAT =

∑m
j=1 ATj

m
(2)

Fig. 1. DRFs, geometric tolerances Ti to be inspected and surface deviations. Fibular
SG on the top-left and mandibular SG on the top-right. On the bottom-left, design
parameters of mandibular SG are shown and on the bottom right, a scheme of surface
deviations devS1 and devS2 is provided, where D is the maximum signed distance, d is
the minimum signed one, while v is the maximum variation of distance between points
of scanned surface and CAD counterpart

Furthermore, deviations in shell-bone adhesion surface, denoted as devS1 and
devS2, are compared among three different design variants applied to mandibu-
lar SGs: 1) without an additional stiffener connecting the two shells, 2) with
a stiffener, and 3) with the stiffener removed after T4. Additionally, the first
variant includes three different cross-section values, namely 6× 6mm, 7× 7mm,
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and 8 × 8mm. To measure the deviations, the distance of all the points of the
surface to be checked from the counterpart of the CAD model are evaluated.
Calling D the maximum distance, d the minimum one, and m the mean of the
distances, surface deviations are calculated as follows (Fig. 1 right):

devS1, devS2 = m ± v

2
, where: v =

⎧
⎪⎨

⎪⎩

D if D, d ≥ 0
D − d if D ≥ 0and d ≤ 0
d if D, d ≤ 0

(3)

Stress field: given the complex geometry of the SGs it is necessary a FEM
simulation to calculate the material tensile field when subjected to external forces
under operative conditions. A virtual tensile test is simulated and the results
are compared to a real physical test for the validation. The FEM simulation
precisely reproduces the tensile test setup: each end of the SG is connected to
the respective clamp of the traction machine through a chain of 4 elements. The
first is a 3D printed PLA interface element that replicates the SG support surface,
the second is a connecting bolt to rigidly connect the SGs with the interface, the
third is a steel plate that connects the clamp to the interface, while the fourth
is a steel pin thanks to which the interface is hinged to the plate. Specifically,
the bolts are modeled as “beam elements” and an axial preload of 300N is
applied to simulate the bolt effect. The steel plate is clenched in the vise of the
testing machine. The layout, the traction axis and the mechanical constraints
are identified as in Fig. 2.

Fig. 2. Mechanical resistance test for mandibular (a) and fibular (b) SGs. (1) clamps,
(2) interface, (3) threaded connection, (4) SG, (5) traction virtual axis, (6) steel pin
and (7) steel plate.

The deformation rate of the virtual simulation is equal to that one of the real
test. Von Mises stress field and force reactions at vise constraints are evaluated.
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Finally, the engineering stress-strain curves of the virtual and physical simulation
are compared to validate the FEM model.

Contact Pressure on Soft Tissue: For safety reasons, clinicians typically
strive to preserve a thin layer of soft tissue surrounding the bone, where the SGs
will be attached. This practice helps prevent bone tissue necrosis. The geometry
is characterized as a set of three overlapped layers where the topmost is the
surgical guide shell, the underlying layer is soft tissue and the lowest layer is
bone tissue, with the geometry that conforms to the patient anatomy.

Soft tissue is characterized as a linear isotropic elastic material, accord-
ing to Aloy at al. (2017) [1], with Young’s modulus equal to 12MPa, while
bone is defined as linear isotropic elastic material with a Young modulus of
2.1GPa and a breaking load of 14MPa, according to Zerdzicki et al. (2021) [18].
Contact constraints between layers are inserted: bonded contacts are used to
simulate the interaction between the bone and soft tissues. The contact inter-
action between SGs and soft tissue allows reciprocal sliding and distancing,
setting 0.1 as friction coefficient. To simulate continuity with the surrounding
material while reducing computational complexity, a superficial stiffness distri-
bution (Ansys elastic foundation stiffness (EFS)) is set around both the soft
and bone tissue with the following parameters: EFSSoft tissue = 0.04N/mm3

and EFSBone tissue = 7.71N/mm3. Finally a preload of 50N is applied to each
threaded connection. The pressure map in the contact regions between SGs and
soft tissue is then calculated.

Abrasion: the proposed method involves the construction of a ad hoc
machine (Fig. 3). The machine consists of a wooden base with two vertical steel
cylindrical guides, a slider mounted on these guides, and a stepper motor NEMA
17 42-34 affixed to the base, capable of Y-axis movement via a rail. The motor
shaft accommodates Discoidal Clear V1 biomed samples. Custom components
were developed with Solidworks CAD and 3D printed on a Prusa i3 MK3s using
PLA. To lower sliding friction, linear bearings are utilized. An Aesculap GBL30R
surgical piezoelectric handpiece, equipped with a blade, is attached to the slider.
A vertical metal plate, connected to the guides by a crossbar, enhances the struc-
ture’s stiffness. The handpiece and blade, along with the slider and bearings, form
a movable assembly. A dynamometer and an adjustable mass counterweight are
connected to this assembly via two rotating pulleys and a wire. The load on
the sample, labeled as P , can be increased by reducing the mass of the counter-
weight. When the counterweight mass balances the moving assembly, P = 0g.
The dynamometer allows direct reading of the counterweight value. Positioned
at a 15◦ angle to the Z axis, the handpiece and blade favor material abrasion
while mitigating the stick-slip effect.

The test procedure involves the following steps: 1) specimen initial mass mea-
surement, mi; 2) P calibration by adjusting the counterweight mass; 3) motor
activation at constant rotation speed n = 30 rpm and simultaneous handpiece
activation to make the blade vibrate; 4) handpiece and motor are stopped after a
predefined number of revolutions; 5) specimen is removed and its final mass mf

is measured. The tests were repeated four times, increasing P , on two specimens
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Fig. 3. Abrasion testing machine: a frontal view (left) and a later one (right); the cen-
tral detail shows the blade tilt, forces between blade and specimen and the dimensions
of the latter.

each, measuring the mass reduction. The abrasion coefficient a is defined by Eq.
(4), while the material removal rate (MRR) by Eq. (5), where t is the abrasion
time (t = 12 s):

a =
mi − mf

mi
· 100 (4) MRR =

mi − mf

t
(5)

3 Results and Discussion

A review of literature and commercial sources lead to six materials, biocompat-
ible, compliant to the EN ISO Standards 10993 and 18562 for class IIa applica-
tions. The one selected for the present tests is Formlabs BioMed Clear printed
using Formlabs 3B+ SLA printer.

The dimensional analysis comprised 11 SG specimens, 5 fibular and 6
mandibular. The sterilization process lasted 20 min at 134 ◦C and 30 min at
121 ◦C.

In the left graph of Fig. 4, bars represent AT values, while the longitudi-
nal extensions are represented by blue markers for both fibular and mandibular
SGs. OAT in T2, T3 and T4 is 0.70mm, 0.67mm and 0.96mm, respectively.
By performing a one-tailed Student’s t-test and assuming a significance level of
0.05, p-values are calculated. There is a significant difference between T3 and T4
(p = 0.0007), but not between T2 and T3 (p = 0.3041). Furthermore, for both
fibular and surgical SG, there is a significant correlation between longitudinal
extension and average tolerance in T4 (p = 0.0023 for fibular and p < 0.0001 for
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surgical SG). Deviations devS2 of mandibular SG has a peak with 7×7mm cross
section: m = 3.89mm and v = 14.16mm. Conversely, by inserting and removing
the bridge devS2 is equal to 0.27mm and 3.32mm for m and v, respectively
(Fig. 4 right). Results show that removing the support bridge after sterilization
is preferable to increase the cross-sectional area of the handle section and, con-
sequently, enhance the dimensional stability.
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mandibular SGs at T2, T3 and T4 instants; Right: m and v values of surface deviations
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The mechanical evaluation was performed on mandibular SG variants with
a cross sections of 6 × 6mm, 7 × 7mm, 8 × 8mm and one fibular SG.

As for the simulations, a FEM analysis using the software ANSYS Workbench
was performed. A total of 16 specimens were tested: 5 for SG 6 × 6mm, 3 for
SG 7 × 7mm, 3 for SG 8 × 8mm and 5 for fibular SG. The tensile test, force-
displacement curves for both experimental and numerical tests are shown in
Fig. 5.

As we could expect a proportional correlation within mean experimental
stiffness values and cross section size was found. The curves match appropriately
before the ultimate tensile strength (UTS) declared by the supplier (52MPa), so
it is possible to validate FEM analysis under that load limit. Moreover, graphs
of Fig. 5 show that the material is able to sustain higher loads. With respect
to contact pressure field on soft tissues, mandibular SG has a peak pressure
of 0.47MPa which falls between the two holes (Fig. 6 top-left). On the other
hand, in the fibular SG, the maximum pressure amounts to 0.156MPa (Fig. 6
bottom-left). These results can be considered safe for the patient according to the
literature [2]. Figure 6 show a− P and MRR − P correlations: a varies between
0.023% and 0.033% by adjusting P from 225 g to 325 g. The corresponding MRR
for the latter load values are 0.032 g/min and 0.045 g/min, respectively.
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4 Conclusions and Future Works

In conclusion, we proposed a methodology for the quality control of CAD-
modeled and SLA 3D-printed surgical guides for maxillo-facial surgery. Through
tolerance analysis, tensile testing, contact simulations, and abrasion testing, we
evaluated both the geometric and mechanical properties of SGs. Our study found
that sterilization was the main source of dimensional distortion and that chang-
ing design parameters could improve both the dimensional stability and the stiff-
ness of SGs. Furthermore, we found that the maximum pressure on mandibular
and fibular SGs during tensile testing was safe for patients. Finally, our abrasion
testing methodology aimed to predict the abrasion resistance of SGs using the
same instrument as in the operating room. Although our work has some lim-
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itations, it provides a valuable contribution to the quality control of SGs and
highlights the need for further research in characterizing the plastic behavior of
surgical guide polymers. The future work should be focused on addressing the
following limitations: more specimens for each type of SG should be tested in
order to carry out statistical evaluations; further resources should be allocated
to characterize the resin through a campaign of tensile tests on unified samples;
our study assumed that soft and bone tissues were isotropic and elastic materials
without considering nonlinear behavior.
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Abstract. The growing cooperation between physicians and engineers have been
producing increasingly sophisticated anatomical phantoms for the training and
planning of Structural Heart Surgery. Trans-Septal Puncture (TP) is a percuta-
neous, non-invasive cardio chirurgical procedure used to access the heart Left
Atrium from the Right Atrium through the Fossa Ovalis (FO), a region of the Inter
Atrial Septum with reduced thickness. TP is technically challenging and requires
dedicated teaching and a skillful operator; as a result, application of phantoms to
TP training have been gaining increasing interest. The aim of the present work is
to investigate the current state of the art in TP simulators. The Scopus and PubMed
databases were analyzed and the bibliography of the most impacting articles was
reviewed. The results can be summarized as follows: i) mold casting and additive
manufacturing (AM) are the only technologies documented for phantoms creation;
ii) silicone rubbers and Polyvinyl Alcohol Cryogel are the most used materials for
mold casting while Polyjet polymers are the most used material for AM; iii) quan-
titative data on force and haptic feedback from IAS and FO simulacra is scarcely
documented; iv) procedure image guidance can be simulated during the training.

Keywords: Trans-Septal Puncture · Additive Manufacturing ·Material
Characterization · Silicone Casting ·Medical Phantoms

1 Introduction

Trans-Septal Puncture (TP) is a non-invasive, percutaneous procedure consisting in the
introduction a catheter in the heart Left Atrium (LA) through the Fossa Ovalis (FO), an
anatomical region of the Inter Atrial Septum (IAS) with reduced thickness. The steps
of the procedure are depicted in Fig. 1. The catheter, made of a dilatator and a sheath,
is inserted in the femoral vein at the groin and advanced though the patient’s venous
circulation system to the Right Atrium (RA). Real time guidance of the catheter path
is assured through Fluoroscopy, Intra Cardiac Echography (ICE) or Trans-Esophageal
Echography (TEE). Image guidance and surgeon haptic feedback are used to locate the
FO in the IAS. Once the FO is located, a delicate push, named tenting, is performed,
then a needle is advanced through the catheter, piercing the FO. Finally the dilatator
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and the sheath are advanced through the puncture, completing the procedure [1–3].
TP is performed in various Structural Heart Surgery (SHS) interventions (Fig. 2): Tran-
scatheter Mitral Valve Repair (TMVR), Left AtriumAppendage Occlusion (LAAO) and
Transcatheter Aortic Valve Replacement (TAVR) [4–6] are applicative examples of this
technique. All of the aforementioned interventions require different puncture locations
on the FO to guarantee the needed positioning of the catheter in the LA [5, 7]. TP training
for new operators is performed on actual patients under mentor’s control and shows a
steep learning curve [8]; hence the risk of causing dangerous clinical complications such
as cardiac perforation or pericardial effusion is not neglectable [9]. In the latest years,
the growing cooperation between engineers and physicians, opened new possibilities in
teaching, counselling, training and planning of surgical procedures through the use of
Additive Manufacturing (AM) and 3D models reconstructed from patients diagnostic
images [10–13]. In particular the rehearsal on anatomically accurate, tissue-mimicking
phantoms have been emerging as a teaching and training opportunity especially in the
Structural Heart Surgery (SHS) field interventions [14–16] and TP. The aim of this article
is to review the current state of the art of TP simulators and training devices.

Fig. 1. TP Traditional Technique [2].

Fig. 2. Transcatheter Intracardiac Interventions involving TP [5].
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2 Methods

The review was conducted by searching the Scopus and PubMed databases up to the end
of January 2023 using the keywords “trans-septal puncture”, “cardiovascular disease”,
”Fossa ovalis”, “Atrium”, “3D printing”, “additive manufacturing”, “casting”, “mold-
ing”, “phantom”, “training”, and “tissue-mimicking”. Boolean operators “AND” and
“OR” were used to combine the different keywords to restrict the research field. Differ-
ent spellings for “Trans-septal” and “molding”/“moulding” were used sequentially to
avoid loss of results. Only articles in English were considered.

The inclusion criteria for the articles were: i) description of TP phantoms realiza-
tion or description of performed TP on cardiac models used for other SHS procedures
and ii) characterization of synthetic materials for TP phantoms manufacturing. Articles
describing cardiovascular procedures in which simulation of the TP was not reported
were excluded from the literature review.

3 Results

The literature research returned 75 different articles. An initial abstract screening was
followed by a deep reading of relevant articles. The screening phases brought the total to
8 articles whose content was considered valuable for the present work. The publications
span from 2017 to 2021, showing the growing interest in the subject in the latest years.
The selected works [17–24] are resumed in Table 1.

Table 1. Reviewed Articles Details

First Author Publication Year Source

Lang J. et al 2017 Progress in Biomedical Optics and Imaging

Morais P. et al 2017 Medical Physics

Bezek L. et al 2020 Journal of the Mechanical Behavior of
Biomedical Materials

Zimmerman J.M. et al 2020 Catheterization and Cardiovascular
Interventions

James R.C 2020 Journal of Invasive Cardiology

Wang S. et al 2020 3D Printing and Additive Manufacturing

Thompson N.A et al 2021 Proceedings of the 2021 Design of Medical
Devices Conference

Zimmermann J.M. et al 2021 Cardiovascular Engineering and Technology
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Technical data on simulator manufacturing extracted from each of the relevant arti-
cles are presented in Table 2. The main imaging technology used for the atrial geometry
reconstruction is the Computed Tomography (CT), which was used in 5 articles; in
addition, fusion of Magnetic Resonance Imaging (MRI) and CT is reported in 2 cases.
Stand-alone MRI is reported in 1 article. Image resolution and voxel size are reported
only for 3 articles [17–19].

Of the reviewed papers, 2 reconstructed the LA and the RA anatomies [17, 18];
Inferior Vena Cava, RA and FO were considered in 3 articles [20–22] and 4 chambers
heart models were created in 2 articles [19, 23]. In a further work [24] the authors
recreated functional specimen of the FO and a 4 chamber model of the heart after
material characterization.

The literature review highlights that Silicone Casting (5/8 articles) is the main tech-
nological process used for the manufacturing of TP simulation phantoms. The casting
moulds are usually created with AM manufacturing technologies starting from a CT
image. The direct use of AM for IAS and FO phantoms is reported in 3 out of 8 articles,
with Stratasys Polyjet Material Jetting (MJ) being the printing process of choice for both
cases (Fig. 3). Fused Deposition Moulding (FDM) is reported as an alternative process.
Lastly, the use of Selective Laser Sintering (SLS) with a powder bed machine is reported
in 1 article to create the rigid simulacrum of the atrii.

The most used materials for casting are silicone with Shore hardness of 00–30 [18]
or 00–50 and Polyvinyl Alcohol (PVA) [20] cryogel or hydrogel; a combination of
Polyethylene glycol and TangoPlus is the material used for the Polyjet prints [19, 24].
Poro-Lay flexible filament is reported as the material used for the FDM prints [19].
Lastly, an example of general purpose office tape is documented to represent the FO in
an atriummodel realized with unspecified sintered rigid polymeric materials [23]. Direct
mechanical test of the phantoms materials and comparison with the FO literature Young
modulus and puncture force values is presented only in 1 of the 8 reviewed articles [24].

Surgeon feedback was used as qualitative assessment for the simulation experience,
considering experience immersion [23] and haptic feedback of the FO in two articles
[21, 22]. Dimensional assessment throughmedical imaging was performed in 3 different
articles [17–19]. Evaluation of the simulacra under Ultrasound imaging is performed in
2 articles [17, 19]. Moreover, in [19] the authors furtherly evaluated their phantom
under 2D X rays, Cone Beam CT and MRI. Fluoroscopy was simulated in 3 out of 8
different articles [20–22]. TEEwas simulated in 2 different articles [21, 22]. IntraCardiac
Echography (ICE) was simulated in 1 article [20]. A Virtual Reality environment was
used in 1 article to recreate TP operative conditions [23]. None of the reviewed articles
presented a simulation of the blood pressure pulse.

4 Discussion

Literature analysis shows that the most used diagnostic imaging technique for the cre-
ation of TP simulators is CT, followed by MRI. Different matrix and voxel size are
reported, suggesting that no literature-based evidence on the optimal parameters for
image acquisition exists. Phantom creation relies heavily on AM technologies, both for
direct creation of the heart models or for the tooling of silicone molds. In particular MJ
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Table 2. Reviewed Articles Technical Data

First Author Imaging
Source

Manufacturing
Technology

Phantom
Materials

Image Guidance
Simulation

Simulator and Phantom
Validations

Lang J. et al CT;
Voxel size:
0.5 × 0.5 ×
0.625 mm

Casting Smooth-On Ecoflex
0–30;
PVA-Cryogel

No Dimensional Check
using CT

Morais P. et al CT;
Isotropic
voxel size:
0.4 mm;
Matrix size:
512 × 512 ×
96;
Slice
thickness:
1 mm

Casting Silicone HB FLEX
5513 A + B
Mowiol
PVA-Cryogel

No Dimensional Check
using CT;
US Transparency Check

Bezek L. et al CT AM (MJ) CF and TangoPlus No Tension/Compression
Tests;
Puncture Test

Zimmerman
J.M. et al

MRI + CT
Fused Images

Casting Silicone and PVA
Hydrogel
combination

Fluoroscopy
and TEE

Qualitative Physician
Haptic Evaluation

James R.C MRI AM (SLS) Atrii: unspecified
rigid plastic
FO: General
Purpose Office
Tape,

VR and
Fluoroscopy

-

Wang S. et al CT;
Isotropic
voxel size: 1
mm;
Matrix size:
512 × 549 ×
519

AM (MJ and
FDM)

Poro-Lay(FDM)
TangoPlus(MJ)

No Multi-Modal Imaging
2D US, 2D X-ray, CT
and MRI-

Thompson N.A
et al

CT Casting Atrii: EcoFlex
00–50:
FO: Unspecified
flexible materials

ICE FO Tenting under
puncture test

Zimmermann
J.M. et al

MRI + CT
Fused Images

Casting Silicone Rubber
and Rigid PLA

Fluoroscopy
and TEE

Qualitative Physician
Haptic Evaluation

technology seems to be the most promising technology for this application, due to the
possible simultaneous usage of different materials which allows tailored stiffness in the
print. No cost evaluation of the different technologies for the creation of the atrii or of the
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Fig. 3. Atrii Silicone Moulding and 3D Printed model [17, 24]

replaceable septum is reported in any of the reviewed works. The mechanical evaluation
of materials for IAS and FO representation is scarcely documented in literature, since
most papers rely on qualitative feedback from surgeons or simply use highly flexible
materials to simulate tenting. Although no univocal consent on the most performing
material for the FO models is reached, a quantitative investigation on MJ specimens
[24] presents results considered representative of the real tissue properties [25, 26]. Def-
inition of metrics for the quantification of haptic feedback in the FO location and tenting
phases seems hence a still ongoing topic.

The reviewed literature reports examples of evaluation of the 3D printed phan-
tom materials versus multiple diagnostic imaging techniques. In particular 1 article
[19] assesses the better performances of FDM-printed Poro-Lay with respect to Polyjet
TangoPlus under US imaging and similar performances in CT, X rays and MRI.

The literature review highlights that methods to reproduce image guidance in TP
simulators have been developed. ICE, TEE and fluoroscopy are simulated similarly,
combining time-of-flight cameras and led illumination [20] or stereo cameras and UV
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light and lasers [21, 22] for image acquisition. The acquired images are then post pro-
cessed using dedicated templates to resemble the desired image format. Fluoroscopy is
then simulated without the need to use X rays and hence radiation.

Although soft heart phantoms integrating a hydraulic circuit to represent blood cir-
culation are already described [27] no example of application of similar technologies
has been found in the reviewed literature to replicate the blood pulse.

5 Conclusions

Use of realistic phantoms and simulators in the Trans-Septal Puncture teaching and
training is documented in specialized literature. Starting from standard patient diag-
nostic imaging, Additive Manufacturing is the key technological process for phantom
manufacturing, either for direct fabrication or for molding creation for silicone casting.
However, a direct comparison of the different manufacturing technologies, embracing
technical and economic aspects, lacks in the current state of the art. Realism of the
simulation experience is obtained using tissue-mimicking materials for the FO and IAS
and through simulation of image guidance technologies (ICE, TEE or Fluoroscopy).
However no systematic quantitative analysis on the haptic feedback of the simulators
nor a profound quantitative comparison of the used materials to the cardiac tissue exists,
demonstrating an ongoing and challenging direction for future investigations. Moreover,
no comparison between the different methods image guidance simulation was found,
showing that an answer on the pros and cons of each one is lacking.
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Abstract. TheReverse Total ShoulderArthroplasty (RTSA) is a complex surgical
procedure also due to the difficulty in correctly positioning all the components of
the prosthesis. Malpositioning of the prosthesis, in fact, can lead to various com-
plications such as scapular notching, early mobilization, instability and reducing
of the range of movement (ROM). Preoperative planning with 3D imaging and
patient specific instruments can be very useful tools to help surgeon in selecting
the optimal position of implant components.

Aim of this work is to develop a procedure based on a fully parametric CAD
system that simulates the shoulder joint to identify the optimal positioning of the
humeral and glenoid components of the prosthesis. In particular, the proposed sys-
tem allows to find the optimal cutting angles of the humerus head and the glenoid
cavity so to best fit the patient’s bone structure and the prosthesis components and,
consequently, to improve the range of movement.

The system allows to create, in a semi-automatic way, CAD assembly models
composed of the patient shoulder bones and different reverse shoulder prostheses.
For each assembly different positions of the components of the prosthesis can be
evaluated and various scenarios of movements can be simulated. In this way it is
possible to identify the optimal positioning of the prosthesis for each patient in
the preoperative stage.

The proposed procedure has been tested with two types of prosthesis and two
patients. Obtained results demonstrated that an optimal positioning of prosthesis
an improve ROM up to 27%.

Keywords: Reverse engineering · CAD · Reverse total shoulder arthroplasty ·
Preoperative planning

1 Introduction

Reverse Total Shoulder Arthroplasty (RTSA) is one of the most common procedures
used to treat patients with rotator cuff injuries, complex proximal humerus fractures or
primary shoulder prosthesis failures. [1–4, 8–11].

The Reverse Shoulder Prosthesis (RSP) is a replacement device that inverts the typ-
ical kinematics of the joint, activating shoulder and arm movement through the function

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2024
M. Carfagni et al. (Eds.): ADM 2023, LNME, pp. 203–214, 2024.
https://doi.org/10.1007/978-3-031-52075-4_24

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-52075-4_24&domain=pdf
https://doi.org/10.1007/978-3-031-52075-4_24


204 T. Ingrassia et al.

of the deltoid muscle alone. The reverse shoulder prosthesis, indeed, enables the com-
pensation of the muscle-tendon deficit by leveraging the expansive superficial muscles,
such as the deltoid, to facilitate the abduction of the arm and for arm.

A reverse shoulder prosthesis comprises two primary elements: the humeral compo-
nent, consisting of a stem, tray, and polyethylene cup (insert), and the glenoid component,
comprising a baseplate and glenosphere. Paul Grammont’s introduction of this pros-
thetic type, with its innovative design, brought significant advancements to conventional
shoulder arthroplasty.

The reverse shoulder prosthesis (RSP) emphasised several fundamental principles:
(1) establishing a fixed centre of rotation positioned medially and distally to the glenoid
surface, (2) ensuring stability of the prosthesis, (3) incorporating a convex weight-
bearing component supported by a concave element, and (4) aligning the center of
the glenosphere either at or within the glenoid neck. [4, 17, 21].

Despite the biomechanical advantages of medialization, the RTSA procedure
remains technically challenging and complications such as scapular notching, premature
loosening, instability, and poor function are possible, often associated with malposition.

The evolution of the RSA design is due to the increasing knowledge of implant
biomechanics mainly, modern implants offer more modularity to compensate for some
of the drawbacks above mentioned (Fig. 1).

Fig. 1. Reverse shoulder prosthesis: Paul Grammont’s original model (A), model with lateralized
humeral component (B), model with lateralized glenoid component (C).

The positioning and fixation of the glenoid components is a key factor in the outcome
and duration of shoulder arthroplasty. [7, 14–16, 20] In fact, malpositioning of RSP has
a negative impact on shoulder stability, range of movement (ROM), impingement and
glenoid implant duration. [1–5].

Prosthesis component positioning can be challenging due to an extreme variability
in scapular anatomy related to patient, glenoid and humeral bone loss, and surgical
technique to be used.
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Surgical planning for patients undergoing reverse shoulder arthroplasty can be
improved using virtual simulations which help to better understand the complexity of
the scapular anatomy and manage the bone loss caused by the various pathologies.

Computer-assisted planning therefore offers an opportunity to improve the accuracy
of reproducing the surgical plan for reverse shoulder replacement; indeed, its use has
been suggested to improve the performance of implantation [3, 6, 16, 19, 20, 24].

The main aim of this study is to develop a procedure based on a parametric CAD
system that simulates the shoulder joint to identify the optimal positioning of the humeral
and glenoid components of the prosthesis. In particular, the proposed system allows
finding the optimal cutting angles of the humerus head and the glenoid cavity so to
best fit the patient’s bone structure and the prosthesis components and to improve the
ROM. The 3D parametric model has been implemented in two case studies related to
two typologies of reverse prosthesis design. Anyway, the main feature of the system is
the high flexibility, and it can be applied to a huge range of patients.

2 Materials and Methods

2.1 Shoulder Reconstruction

In this work the bone structure of two patients (subject 1 and subject 2) has been studied.
The shoulder joint’s CADmodelwas generated utilizingDICOM images from a comput-
erized tomography (CT) scan. The 3Dmodel was reconstructed through semi-automatic
segmentation procedures employing the InVesalius medical imaging software, which is
a commercially available open-source tool.

2.2 Prosthesis Reconstruction

The two Tornier-Wright Medical products studied in this work are the AEQUALIS
ASCEND FLEX and the AEQUALIS REVERSED II. (Fig. 2).

Fig. 2. Aequalis Reverse II (top); Aequalis Ascend Felx (down).
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The Aequalis Reversed II reproduces the model designed by Grammont’s and is
composedof twoparts: the humeral one, constitutedby a stem, ametaphysis, a spacer, and
a polyethylene insert, forming a humeral inclination of 155°; and the glenoid component,
constituted by a baseplate and a 36 mm diameter glenosphere, a baseplate with central
post.

The Aequalis Ascend Flex prosthesis is an innovative design characterized by a short
and curved stem and, due to the asymmetric shape of the humeral insert, reproduces
angles the neck-diaphyseal like angle of the healthy humerus. [2, 3, 12, 23].

The Aequalis Reverse Flex, consisting of a 145° neck-diaphyseal angle humeral
component and a 36 mm diameter glenosphere with eccentric pin, has been selected for
the study.

The shapes of the prosthetic components were captured using a 3D laser scanner
based on triangulation, provided by Hexagon Metrology. Following the 3D acquisition,
the point clouds underwent post-processing and were subsequently transformed into
solid CAD models.

2.3 Cutting Plane Scenario

The proposed model permits to select a range of cutting angle variable from 135° to
155° of the humeral head. Precise positioning of the glenoid implant is crucial for
ensuring the duration of RSP and postoperative function in total shoulder arthroplasty
[7–10]. Incorrect positioning can contribute to scapular notching and compromise range
of motion and joint stability A method has been developed to evaluate the effects of
different angular parameter options of the glenoid component so that the shear plane that
allows maximum ROM can be assessed. The parameters have been chosen according to
different anatomical planes. Angle parameters to form angles of 0°, 5° and 10° with the
frontal plane, creating shear planes that tilt the glenoid surface inferiorly.

With respect to the transverse plane, the following parameters have been chosen:

– angle values of 5° and 10°, creating shear planes tilting the glenoid surface towards
the acromion.

– angle values of 2° and 3°, which generate shear planes of glenoid surface inclination
in the direction of the coracoid process. The model evaluates up to fifteen different
shear configurations of the glenoid cavity. (Table 1).
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Table 1. Glenoid cutting planes

Angle for creation of cutting planes on the glenoid cavity

Cutting Plane Glenoid inferior tilt Glenoid tilt to acromion Glenoid tilt to coracoid
process

A 0° 0° 0°

B 0° 0° 2°

C 0° 0° 3°

D 0° 5° 0°

E 0° 10° 0°

F 5° 0° 0°

G 5° 10° 0°

H 5° 5° 0°

I 5° 0° 2°

J 5° 0° 3°

K 10° 0° 0°

L 10° 0° 2°

M 10° 0° 3°

N 10° 10° 0°

O 10° 5° 0°

2.4 Virtual Assembly

To conduct a virtual biomechanical analysis of the shoulder joint, all bone and prosthesis
models were assembled using a 3D parametric CAD software, adhering to the surgical
guidelines outlined by Tornier [22] for total reverse shoulder arthroplasty (Fig. 3).

The entire model has been parametrized, enabling easy and quick adjustments of
component positioning during motion simulations. Additionally, it is worth noting that
the utilization of parametric CADmodels facilitates an interactive procedure. Real-time
updates of the results can be achieved by modifying variables within the model [13, 18].

2.5 Parametric Model

The characteristics of the configurations of the cutting planes have been suitably
parameterized to automate the procedure and to manage variation of parameters easily.

The virtual collision analyses were performed within a digital environment, specif-
ically the Solid Edge Motion Environment. Three different movements have been
analysed for each cutting configuration:

– Abduction in the frontal plane.
– External and internal rotation of the humerus with the elbow at 90°.
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Fig. 3. 3D Assembly of RSA: Aequalis Ascend Flex (left); Aequalis Reverse II (right).

The extreme positions of the arm have been identified when a collision occurred
between two components of the glenohumeral joint (Fig. 4). Superior impingement
was characterized by virtual contact between bones or the implant and the acromion,
which is the superior glenoid. On the other hand, inferior impingement was defined as
virtual bone-to-bone contact on the scapular surface [3]. The peculiarity of this system
is that, once the values for subject 1 have been determined, it is sufficient to update
the programme by inserting the characteristics of other subjects, in our case subject 2,
repeating only the analysis phases.

The system has been developed following a structured sequence of phases to be
carried out for each patient.

Fig. 4. The extreme position when the components of the glenohumeral joint collide.
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3 Results

Fifteen different configurations of the cutting planes of the glenosphere have been studied
by calculating the angular value of the ROM related to abduction, external and internal
rotation movements.

In all analyses, the maximum angle has been determined on the transversal plane,
for the internal and external rotation, and in the frontal plane, for the abduction.

The values obtained from the motion simulation are shown in the tables. Table 2
shows the angle values obtained for the abduction movement, while Tables 3 and 4 show
the values for internal and external rotation for subjects 1 and 2 with Aequalis Ascend
Flex. Tables 5, 6 and 7 show the values obtained for the Aequalis Reversed II prosthesis.
Figures 5 and 6 show the frontal plane abduction ROM plots.

Table 2. Angle values obtained from simulation of abduction ROM with the Aequalis Ascend
Flex prosthesis.

Maximum angle values measured for each cutting
plane

Cutting plane Subject 1 Subject 2

A 60,07° 87,22°

B 58,83° 83,34°

C 58,28° 83,35°

D 62,77° 84,42°

E 73,12° 82,76°

F 63,35° 79,42°

G 64,06° 69,62°

H 64,74° 78,91°

I 62,78° 83,54°

J 61,46° 83,57°

K 65,58° 75,93°

L 72,34° 81,19°

M 70,22° 80,03°

N 64,74° 72,08°

O 70,37° 73,25°

The virtual simulations show an increase in the maximum achievable angle value
with an increment of about 21% for the Aequalis Ascend Flex and approximately 27%
for the Aequalis Reversed II in subject 1.

The choice of the optimal cutting plane is a compromise between maximumROM in
adduction and rotation. In fact, for subject 1 with the Aequalis Ascend Flex prosthesis,
the optimal positioning is the L plane, as it achieves an increase in both abduction and
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rotation (external and internal) compared to the standard surgical positioning (A plane).
For the same subject with the Aequalis Reverse II prosthesis, the O configuration is the
optimal positioning.

For subject 2 with Aequalis Ascend Flex, abduction is not significantly affected by
the different cutting planes. This is due to the different anatomy of the subject.

In contrast, internal and external rotation can be improved by selecting a cutting
plane that produces an inferior glenoid tilt. Furthermore, an increase in the value of the
maximum angle of about 13% has been observed in subject 2 with Aequalis Reversed
II. The best position for the latter is one that produces an inferior glenoid tilt of the of
10°, thus obtaining an increase in both abduction and rotation.

Table 3. Angle values obtained from simulating external and internal rotation for subject 1 and
the Aqeualis Ascend Flex prosthesis.

Maximum angle values measured for best abduction
cutting plane

Cutting plane ER [°] IR [°]

A 13,08 49,49

E 4,16 68,3

O 35,52 >90

L 33,65 >90

M 33,55 >90

Table 4. Angle values obtained from simulating external and internal rotation for subject 2 and
the Aqeualis Ascend Flex prosthesis.

Maximum angle values measured for best abduction
cutting plane

Cutting plane ER [°] IR [°]

A 33,32 78,18

D 35,48 73,75

J 33,23 >90

I 32,35 >90

C 30,13 77,75
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Fig. 5. Plot of abduction ROM versus glenoid cutting plane.

Table 5. Angle values obtained from simulation of abduction ROM with the Aequalis Reversed
II

Maximum angle values measured for each cutting
plane

Cutting plane Subject 1 Subject 2

A 53,04° 67,39°

B 55,72° 69,26°

C 66,59° 68,38°

D 62,25° 67,39°

E 62,38° 67,82°

F 63,47° 67,31°

G 54,57° 66,89°

H 57,70° 64,86°

I 63,48° 67,33°

J 62,10° 66,89°

K 66,90° 76,25°

L 67,46° 73,17°

M 61,48° 73,17°

N 64,96° 62,94°

O 67,58° 68,76°
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Table 6. Angle values obtained from simulating external and internal rotation for subject 1 and
the Aqeualis Reversed II prosthesis.

Maximum angle values measured for best abduction
cutting plane

Cutting plane ER [°] IR [°]

A 11,77 13,69

O 32,8 80,46

L 31,79 70,48

K 36,28 68,24

C 3,24 11,07

Table 7. Angle values obtained from simulating external and internal rotation for subject 2 and
the Aequalis Reversed II prosthesis.

Maximum angle values measured for best abduction
cutting plane

Cutting plane ER [°] IR [°]

A 9,42 50,73

K 37,49 > 90

L 34,14 > 90

M 28,41 > 90

B 6,62 63,9

Fig. 6. Plot of abduction ROM versus glenoid cutting plane
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4 Conclusion

In this work, a 3D parametric model has been developed for preoperative planning of
RTSA. The positioning of the glenoid component has been investigated to understand
how the cutting plane of the glenoid surfaces can affect the ROM of the shoulder, finding
the optimal configuration in terms of ROM.

A classical reverse engineering approach has been used to digitalize the prosthesis
components. 3-dimensional CADmodels of the bones have been reconstructed bymeans
of CT images. Two different prostheses have been studied for two different patients and
are analysed the abduction, the internal and the external rotation. The positioning of
the glenoid component has been determined with several cutting plane of the glenoid
surface. Each configuration has been analysed to determine the optimal cutting plain in
which to fix the prosthesis.

The results obtained have demonstrated that the different position of the glenoid
component can affect the performance of a reverse shoulder implant and depend on the
anatomy of the patient. The choice of the optimal cutting plane is a compromise between
the best ROM in both abduction and rotation. The proposed framework has the potential
to assess the ideal placement of the glenoid component prior to shoulder surgery, based
on the specific structure and shape of the patient’s shoulder bones.
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Abstract. Manipulating patient data acquired by Computer tomography (CT),
e.g., anatomical shape and geometry, as well as studying the biomedical devices
used in patient care, is certainly of remarkable importance. Here, Medical Re-
verse Engineering (MRE) and Rapid Prototyping (RP) play a key role in the 3D
models reconstruction of patient anatomy, that can be exploit to make patient-
specific, custom-made devices. The inherent variability of the human anatomy
can be a problem, which is why the concept of custom-made devices is men-
tioned. In this field, MRE exploits the computational tools provided by Statistical
Shape Modelling (SSM) and Principal Component Analysis (PCA) to achieve
computer modelling of 3D data from real models. The PCA is a statistical tool
for reducing the number of variables in a population, while the SSM enables the
development of an infinite digital population of a given anatomy. This paper aims
to show the potential of SSM in the field of the MRE. The study will focus on
the pathological lumbar spine. Here, SSM provides new pathological geometries
of the lumbar spine, which can be extrapolated and used to produce customized
biomedical devices for that given pathological deformation, as well as to perform
FiniteElement (FE) simulations. Therefore, utilisingSSMcanbring an addi- tional
edge to MRE, due to the infinite population of CAD models of patient anatomy,
which can be useful in the medical industry, as already pointed out.

Keywords: Medical Reverse Engineering · Statistical Shape Modelling ·
Patient-specific · Lumbar spine

1 Introduction

Nowadays, technological and scientific evolution has evolved sufficiently to enable a
great development in the medical research by exploiting engineering tools to improve
the instruments available to clinicians and surgeons for patient care. These tools are
Medical Reverse Engineering (MRE) and Rapid Prototyping (RP), which have several
applications, e. g., medical diagnosis, therapeutic and rehabilitative [1–3]. Specifically,
RP and MRE refer to all the technologies used to fabricate 3D objects in one step,
starting from CAD model following a precise lead [4, 5]. The patient undergoes Com-
puter Tomography (CT) imaging, through which the patient’s anatomy is captured layer.
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by layer. The next step is the segmentation and reconstruction of the images through
medical software, to recreate the 3D model of the patient’s anatomy. Starting from the
3D model, it is possible to proceed in several ways [6].

The first focus is the biomechanical investigation of the anatomical part examined,
with the virtual environment using finite element modelling (FEM), which is a useful
tool for the study of physiological and pathological conditions, e.g., for the simulation
of surgery and the implantation of medical devices [7, 8]. In pathological cases, patient
care involve surgery requiring the implantation of well-designed medical devices and
prostheses. Human beings are unique in their anatomy. The implementation of medical
devices is generally done on a large scale, so designing medical devices having different
geometries but adaptable to different patient anatomies. However, as the patient’s anat
omy is unique, the implementation of a patient-specific device would be a critical goal
to achieve. This is where RP comes in. Here, the main goal is the fabrication of patient-
specific custom-made devices according to the anatomical, geometrical, and pathological
characteristics specific of the patients. The CAD model creation is the most complex
design part of rapid product development. The most widely used technologies for RP
involve layer-based Additive Manufacturing, e. g., Laser Selective Sintering and Fused
Deposition Modelling [9–15].

The aim of this paper is to bring a new tool in the MRE and RP tools that could be
extremely useful if implemented, i.e., Statistical ShapeModelling (SSM), throughwhich
our group has created an atlas of the pathological lumbar spine. [16]. SSM might be a
breakthrough inMRE since, by creating the 3D digital population of the anatomical area,
an infinite number of CADmodels are available that could be used for different purposes,
from the biomechanical analysis of the pathological lumbar spine, surgical planning and
implantation of devices and creating a custom-made patient specific device.

2 Methodology

Based on a careful literature study, we proceedwith the development of the spinal lumbar
atlas, the main steps shown in Fig. 1 were followed.

2.1 CT Image Acquisition and Reconstruction

A population of 24 patients were included in this study and underwent to CT scans
through which we obtain a large number of images showing the patient’s anatomy in the
three anatomical planes. The CT scans were examined using the software Mimics v21
(Materialise, Leuven, Belgium). 3D reconstructions were made of the vertebral bodies,
as well as the intervertebral discs, following the segmentation process, which is done
by establishing masks that target specific regions of the CT images, based on a grey
scale range of the Hounsfield Unit (HU). Finally, smoothing, wrapping, and reducing
operations followed the 3D reconstruction to improve the quality obtained.

2.2 Geometrical Measurements

The next step involved geometrical measurements of the patients’ anatomies. Figure 2
shows the methodology used for vertebral bodies and the intervertebral disc [17–20].
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Fig. 1. Workflow for creating the Atlas of Lumbar pathological spine.

We used the measure and analyse tools from Mimics. Measurements of the height
and width at the centroid’s were taken from the coronal plane (Fig. 2A). Measurements
of the lordosis degree were taken through Cobb’s method (Fig. 2B), we proceed by
drawing two straight lines in the sagittal plane. One line tangent to the plane of the upper
L1 vertebra plate and the other tangent to the lower L5 vertebra plate. The angle formed
by the two lines will be the lordosis degree. The same methodology was used for the
scoliosis degree in the coronal plane, but drawing as straight lines those tangents to the
upper and lower vertebrae that are more inclined. Measurements of the superior and
lower layer area were taken, obtaining also the corresponding perimeters (Fig. 2C).

2.3 Statistical Shape Modelling (SSM) of the Lumbar Spine

The SSM model was built using a script developed in the MATLAB mathematical
language (R2020, Math-Works Inc., USA) as previously described by our group [16,
21]. Figure 3 shows the SSM model for vertebral body and intervertebral disc. Figure 4
shows the instance probability profile of the model created, with a gaussian trend.
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Fig. 2. A) Height-Width measures. B) Lordosis Degree measures. C) Surface measures.

The first step was to identify the reference patient, representative of the population’s
average anatomy. An iterative closest-point algorithm was used for the alignments of
each sampled point of the lumbar area, exploiting the Principal Component Analysis,
i.e., a statistical tool used to reduce the variables in a population and enclose them in
specific variables, i.e., Shape Modes. The shape modes represent a specific variation
in anatomical features. The contribution made by each shape mode is visualised by de
forming the model according to the standards deviation values (±3σ) [22–25].

3 SSM in the Medical Reverse Engineering

The atlas enabled to extrapolate several shape modes and provide a visual and numerical
description of the complex lumbar spine shape. The SSM created proves the potential
of the shape analysis and provides an infinite digital 3D population of the pathological
lumbar spine. The infinite 3D pathological digital population is generated by deforming
the average lumbar model according to standard deviations, so obtaining an infinite
pathological CAD model. Following the atlas implementation, the further steps might
be manifold. Figure 5 shows the workflow continuing from Fig. 1.
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Fig. 3. Shape mode 1 and Shape mode 2 overlapped the average shape for vertebral bodies and
intervertebral discs.

Fig. 4. Instance probability profile.

The atlas could be followed by MRE data processing and CAD geometric mod-
elling, i.e., prostheses or medical devices to implant in a patient, created thought addi-
tive manufacturing techniques. Applications and biomedical research could involve the
implementation of FEM model, with biomechanical or surgical simulations [26].

The patient population involved pathological patients with herniated discs and scol-
iosis. The medical solutions for these diseases are still uncertain. When a patient suffers
from herniated disc, a discectomy surgery might be performed, in which the interverte-
bral disc is removed and then replaced with a disc prosthesis (cage), the sizes of which
must be selected. This choice often involves uncertain decisions, owing to the patient’s
anatomy. On the other hand, scoliosis surgery is very challenging, it involves spinal
fusion for all segments affected by scoliosis and a derotation in the sagittal plane of the
spine. Spinal fusion involves the insertion of pedicle screws and metal rods to stabilize



220 V. Sciortino et al.

Fig. 5. Workflow by using SSM in the MRE.

the spine; this leads to significant changes in its biomechanics and flexibility. These
surgical solutions although they succeed and can ensure a better living condition for the
patient, they can be improved. Hence, SSM could be involved in stalemate situations. A
given cage could be considered and the surgery simulated for a preliminary study, using
the infinite 3D population. The results gained from the FEM simulation could help to
understand how a prosthesis of a certain size may or may not be better if is a certain
degree of low back pain, rather than a certain scoliosis degree, or a certain vertebrae’s’
height or width. These aspects cannot always be considered during the design stages.
So, this could allow to observing how a specific geometric feature could affect or render
ineffective a prosthesis that for another anatomical condition would be perfect. This
would enable a patient-specific approach.

The infinite population can simulate any anatomical situation, with no limitation
studies. The same could be done for scoliosis surgeries, so figuring out how a geometric
features might affect the surgery and improve it, and perhaps implementing a different
surgical plan. On the other hand, RP technologies might be used to make a custommade
prosthesis, which requires 3D printing technologies for its fabrication. Therefore, as the
device design needs several steps, since it has to be customised, all geometric features
that can influence the designmust be included. The SSMmodel appears extremely useful
because it provides infinite CAD models, varying the specific geometric features one
wants to study for this new prosthesis that needs to be designed.
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4 Conclusion

MRE aims to exploit traditional reverse engineering techniques to reconstruct 3D mod-
els of patients’ anatomy and implanted medical devices, with the goal of supporting
biomedical engineering research and development [27, 28]. This article aimed to intro-
duce a new tool, SSM, that could be utilized byMRE. The realization of the SSMmodel
of the lumbar spine starts from the 3D reconstructions of the pathological anatomies,
creating an infinite population of patients. This infinite population is extremely useful,
as it provides new CAD model that can be used in stalling situations caused by inde-
cision about which prosthesis and its sizes to choose to implant. It is possible to easily
build a model from the atlas which considers all the different geometrical features in
the patient’s anatomy, thus ensuring the possibility of collecting data and information,
and then deciding what is the best solution. The model has several limitations, the main
one concerns the small number of patients included in the population. Future develop-
ments involve the extension of the model through a larger number of patients, thereby
generalising and compacting the model as much as possible by including all possible
anatomical configurations. Future developments, also, will aim to use the atlas, firstly
to conduct biomechanical analyses of spinal biomechanical response, so as to under-
stand how a given variation in a geometric feature, such as disc height, depending on
the herniation level, or depending on the lordosis or scoliosis degree, affects the nor-
mal mechanics of the spine. Further steps could include FEM simulations concerning
prosthetic implant and surgical procedures, so as to enable understanding of how the
success of prosthetic implants may depend on certain relevant morphological aspects of
the patient’s anatomy, and what might be solutions to improve the flexibility of the spine,
which is always disrupted following such surgeries, being truly complex as a whole.
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Abstract. Total hip arthroplasty (THA) is a surgical procedure advised to treat
end-stage osteoarthritis. There are several surgical approaches involving different
biomechanical effects, potentially affecting the outcome. A possible consequence
of THA is the Trendelenburg gait, which consists of a pelvis drop and trunk lean
during walking due to a unilateral weakness of the hip abductors. Gait analy-
sis can be useful in assessing the disorder. The purpose of the present research
is twofold: i) to assess the Trendelenburg disease in patients undergoing THA
through gait analysis; ii) to investigate the relationship between the disorder and
surgical approaches. Patients’ gaits were recorded 7 days after THA surgery, using
two Microsoft Kinect V2 sensors and virtual skeletons were reconstructed by iPi
Soft software. A customized tool was developed to automatically identify walking
phases and recognize characteristics compatible with the Trendelenburg gait. In
addition to pelvic drop and trunk lean in the frontal plane, kinematic measure-
ments are proposed for a more complete assessment of the Trendelenburg gait.
These variables are found to be effective in highlighting the differences between
surgical approaches.

Keywords: Trendelenburg Gait · Motion Capture · Total Hip Arthroplasty · Gait
Analysis · Recovery of Function

1 Introduction

Total hip arthroplasty (THA) is the recommended surgical treatment for end-stage
osteoarthritis (OA). Hip OA is a common chronic disease responsible for pain and
disability in the older population [1]. When conservative therapies to manage symptoms
are not helping anymore the painful patient, surgery is performed to reduce pain and
improve physical function and health-related quality of life [2].

The most commonly used approaches for THA are posterior, lateral and anterior [3].
The posterior approach sacrifices external rotator muscles that play an important role as
hip stabilizers and there is a risk of damaging the sciatic nerve, but it has the advantage
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of not interfering with the adductor mechanism. The direct lateral approach preserves
external rotators but sacrifices part of the abductor muscles, such as gluteus medius
and minimus and its associated risks are superior gluteal nerve injury and heterotopic
ossification [4]. Direct anterior approach is a minimally invasive muscle-sparing app-
roach since it does not require muscle incision. However, obese or very muscular people
may not be good candidates for this procedure [5]. Furthermore, there is a risk of sen-
sitive lateral femoral cutaneous nerve injury and the procedure implies a long learning
curve. Nowadays, there is a continuing interest in these different surgical approaches,
but the most effective one is still a matter of controversy [4]. The comparison takes
into account several factors, such as operating time, blood loss, length of stay and post-
operative recovery. Furthermore, walking abnormalities such as the Trendelenburg gait
can be observed after THA [6]. It is caused by weakness of the abductors of the lower
limbs, the gluteus medius and gluteus minimus. As the pelvis cannot be kept level by
the lesioned abductors, the pelvis drops to the healthy side. In response, the trunk tilts
towards the lesioned side in an attempt to maintain balance [7]. To evaluate the con-
dition, the patient is asked to stand on the affected leg for up to 30 s. When the leg
supports the body on the affected side, a positive Trendelenburg sign can be recognized
by an ipsilateral pelvic elevation. This sign is more evident during the gait [8, 9]. A
complete assessment should include both static and dynamic examination [10]. Hence,
gait analysis can be incorporated to quantify and evaluate the impairments altering gait
in patients after THA. For the gait test, patients are asked to walk for a short distance to
assess the positive sign.

In this context, the purpose of the present research is twofold. The first goal is to
quantitatively assess the Trendelenburg disease in patients undergoing THA by means
of gait analysis. A specific tool is developed to conduct the analysis through motion
capture systems. The second aim is to investigate the relationship between the disorder
and the chosen surgical approaches.

2 Method

The procedure can be divided into phases: (i) Patient enrollment; (ii) Gait acquisition;
(iii) Software package development; (iv) Statistical analysis.

Fifteen patients undergoing THA surgery were included (Table 1). Institutional
review board (IRB) approval for the study was obtained at Humanitas Gavazzeni (Berg-
amo, Italy), and an IRB-approved informed consent form was signed by all enrolled
patients.

The surgeons chose the surgical approach (posterior, lateral, and anterior) based
on their experience and the patient’s condition. Patients with previous lower limb joint
replacement and neurological diseases were excluded from the study.

Each subject carried out a gait recording session 7 days after the surgery. The patient
was asked to walk at his/her preferred speed for 6 m, with can support if necessary. Two
full gait cycles were considered; thus, four steps per patient entered the analysis.Walking
was recorded by means of two Microsoft Kinect version 2 sensors, placed opposite to
each other and diagonally with respect to the walking path, as described in a previous
work [11] and shown in Fig. 1. This technology uses a time-of-flight depth sensor to
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Table 1. Mean and standard deviation of patients’ characteristics, grouped by approach. No
statistically significant difference in age and height among groups is reported, through ANOVA.

Posterior Lateral Anterior p-value

Age [years] 66.8 (11.2) 67.0 (8.8) 70.0 (8.3) 0.8396

Height [cm] 163.8 (9.6) 171.0 (11.4) 169.2 (4.7) 0.4456

Gender (F/M) 2 / 3 2 / 3 3 / 2 ---

Affected side (R/L) 3 / 2 1 / 4 3 / 2 ---

measure the distance between objects in its field of view. This enables it to create a 3D
map of the environment and track the movement of the patients within that space. A
virtual skeleton of the patients was reconstructed from the acquisition, through iPi Soft
software.

Fig. 1. Diagram of acquisition setup with two Microsoft Kinect sensors.

The analysis of pelvis and trunk kinematics throughout the gait cycle was conducted
using a custom software developed with Python and the numpy library. The software
workflow followed a systematic approach. Initially, the raw virtual avatar of each patient,
acquired as a bvh file from iPi Soft, was imported and parsed within the software.
Subsequently, through analysis of the foot joint dynamics, the software automatically
detected the foot-floor contact events, allowing for the automatic segmentation of the gait
into swing and stance phases. Then, it extracted the kinematics of the pelvis and trunk in
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the coronal plane, considering parameters such as mean angle, maximum angle, range
of motion (ROM), peak angular velocity, and peak angular acceleration. The convention
adopted in this software was to denote a descent toward the swinging limbwith a positive
sign and a descent in the opposite direction with a negative sign. Individual steps were
identified as positive for the Trendelenburg sign if they satisfied the criteria proposed by
Westhoff et al. [12]: a pelvic tilt greater than 4° relative to the swinging limb and a trunk
tilt exceeding 5° relative to the pelvis. The collected information was exported in Excel
format for further analysis.

To investigate the relationship between the presence of Trendelenburg gait and the
surgical approach performed, a statistical analysis was conducted. Pearson’s chi-squared
test of independencewas then applied, with a significance level set at p-value< 0.05. The
gait kinematics between the different surgical approaches were then examined. For each
patient, the kinematic parameters were averaged over the four recorded steps to obtain
independent samples; sinceBartlett’s test did not confirm the assumption of homogeneity
of variance, the non-parametric Kruskal-Wallis test was chosen as a suitable alternative.
Post-hoc analysiswas then performed usingConover’s test, with adjustmentsmade using
the Holm-Bonferroni method to account for multiple comparisons.

3 Results

For each patient, two full gait cycles were considered, thus a total of 60 swing phases
have been analyzed. 37 steps were found to be positive for Trendelenburg, according to
the pelvic drop criterion (> 4°). Furthermore, 24 steps were identified as Trendelenburg
positive, according to the lateral trunk tilt criterion (> 5°). Figure 2 shows the distribution
of the maximum frontal plane angle of the swing phase.

Fig. 2. Swarmplot of the maximum frontal plane angle detected during the swing phase. Values
considered normal are shown as circles, while crosses indicate abnormalities. Thresholds are ≥
4° for pelvic tilt and ≥ 5° for trunk tilt, according to the criteria of Westhoff et al. [12]. Positive
signs indicate a lateral tilt towards the standing limb.
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In total, two thirds of the examined swing phases were found to be positive for the
pelvic drop and/or the lateral trunk tilt criterium. There was no statistically significant
difference in the prevalence of Trendelenburg among the surgical approaches according
to Pearson’s chi-squared test of independence (p-value = 0.3012).

Then, the analysis was expanded to include information on pelvic and trunk kinemat-
ics. In addition to the maximum angles of pelvis drop and trunk lean, the average angles,
ROM, velocity and acceleration of the joints were considered (Table 2). The Kruskal-
Wallis test showed a statistically significant difference among the surgical approaches.
Patients who underwent surgery via the posterior approach had greater ROM, peak
angular velocity, and peak angular acceleration in both the trunk and pelvis, suggesting
greater instability during gait. Post hoc analysis (Table 3) revealed several differences
between the posterior approach and both the lateral and anterior approaches, while no
significant differences were found between the lateral and anterior approaches.

Table 2. Kinematics of the pelvis and trunk in the frontal plane during the swing phase.Mean val-
ues are calculated, grouped by surgical approach. The standard deviation is depicted in parentheses.
Statistical significant differences are bolded (p-value< 0.05, Kruskall-Wallis test). Abbreviation:
ROM range of motion.

Posterior Lateral Anterior p-value

Pelvis Average angle [°] 3.2 (3.7) 2.1 (7.2) 2.9 (3.3) 0.9509

Maximum angle [°] 6.5 (5.0) 3.8 (6.5) 4.1 (3.7) 0.5418

ROM [°] 8.0 (4.3) 4.2 (2.2) 2.9 (1.2) 0.0029

Peak velocity [°/s] -26.5 (32.9) -2.6 (18.4) 7.9 (12.0) 0.0347

Peak acceleration [°/s2] -321.9 (253.2) -55.2 (146.7) -123.8 (121.4) 0.0230

Trunk Average angle [°] 3.4 (4.5) 2.2 (7.9) 2.9 (3.6) 0.9291

Maximum angle [°] 6.0 (6.3) 3.4 (7.4) 3.5 (3.7) 0.6474

ROM [°] 6.8 (5.1) 3.1 (1.8) 2.1 (0.8) 0.0413

Peak velocity [°/s] -35.7 (38.1) -2.6 (19.3) 5.6 (13.7) 0.0263

Peak acceleration [°/s2] -406.7 (323.8) -127.2 (141.0) -113.4 (129.5) 0.0498
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Table 3. P-values of the post hoc analysis of significant differences found across approaches.
Results are obtained using Conover’s test, adjusted with the Holm-Bonferroni method. Statistical
significant differences are bolded (p-value < 0.05). Abbreviation: ROM range of motion.

Posterior vs Lateral Posterior vs
Anterior

Lateral vs Anterior

Pelvis ROM [°] 0.0462 0.0007 0.0771

Peak velocity [°/s] 0.2854 0.0247 0.2854

Peak acceleration [°/s2] 0.0176 0.0836 0.4001

Trunk ROM [°] 0.2508 0.0318 0.2541

Peak velocity [°/s] 0.0912 0.0211 0.4187

Peak acceleration [°/s2] 0.0975 0.0594 0.6830

4 Discussion

Gait analysis using motion capture systems is often used in clinical practice to determine
appropriate treatments, evaluate the effectiveness of interventions and identify gait dis-
orders, such as Trendelenburg gait [13]. Zügner et al. [14] highlighted the importance of
using objective measurement instruments to assess THA outcomes and muscular com-
plications, such as gluteus medius insufficiency. They observed two main parameters in
the affected patients: lateral trunk flexion or lateral pelvic tilt or a combination of the
two. Hamacher et al. [15] developed a system for assessing pelvic and trunk movements
in the frontal plane in healthy subjects and patients with various gait disorders. In par-
ticular, they looked at ROM and the absolute mean inclination of the pelvis and trunk in
the frontal plane, finding that reducing the pathological inclination of the trunk during
gait may reduce degenerative changes in the spine. Correcting the gait pattern may be
a direct way to reduce stress on the THA implants, thereby increasing longevity [16].
Chen et al. [17] developed a computer vision system based on artificial intelligence to
discriminate different gait patterns associated with falls. They used Microsoft Kinect to
detect normal gait, pelvic-obliquity-gait, and knee-hyperextension-gait walking. Even
Thaler et al. [18] measured maximum and minimum pelvic obliquity to determine long-
term functional outcome of THA. Bolink et al. analyzed the frontal plane angles of the
pelvis during gait, since they can be useful indicators of functional impairment in hip
OA patients and track improvements after THA [19]. Zeni et al. [20] suggested that
increased pelvic drop may be indicative of residual hip weakness after THA.

In the present research, both pelvic drop and trunk lean dynamicswere considered for
Trendelenburg pattern recognition [12]. The developed software application permits to
automatically compute pelvic drop and trunk lean to recognize the disorder, starting from
the virtual skeleton. Average and maximum values of these variables were computed in
degrees on the frontal plane, as suggested by the literature. ROM was considered for
both trunk and pelvis joints. Furthermore, pelvic and trunk kinematics, such as peak
velocity and peak acceleration were considered to study variability and stability during
gait. Measures derived from the accelerations of the pelvis and the trunk are sensitive
to reflect balance problems and gait instability [21]. These parameters have been used
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in literature to study stability in patients’ gait with neurological disease, after stroke
[22] or in ageing population [21] to evaluate the risk of falls. To the best of the authors’
knowledge, this is the first attempt to measure them in the evaluation of Trendelenburg
gait after THA.

Analysis of kinematic gait characteristics reveals differences among the approaches.
Some studies highlighted a relationship between the surgical approach and the Trende-
lenburg gait due to abductor insufficiency following THA [23]. However, there is yet no
clear link between the surgical approach and the risk of developing the disease. A recent
systematic review by Patel et al. [24] suggested that there are higher chances of devel-
oping positive Trendelenburg sign in patients operated with lateral approach. Another
review by Huang et al. [6] concluded that a lower rate of Trendelenburg gait was found
in patients undergoing the anterior approach surgery compared to the lateral approach.
However, Zeni et al. [20] found no differences between the two surgical approaches. As
a result of the present study, several differences were identified between the posterior
approach and the lateral and anterior approaches, while no significant differences were
identified between the lateral and anterior approaches, in terms of pelvic and trunk kine-
matics. Although encouraging, these results should be interpreted with caution due to
the limited size of the panel.

5 Conclusions

This work proposes amethodology to assess the Trendelenburg gait in individuals under-
going THA. To this end, a dedicated software package based on a markerless motion
capture system has been developed. In addition to pelvic drop and trunk tilt, kinematic
measurements are proposed for a more complete assessment of the Trendelenburg pat-
tern. Hence, dynamic and kinematic measurements, such as ROM, peak velocity and
peak acceleration could be considered as significant for the disorder evaluation. Analysis
of these variables highlighted a possible correlation between the gait pattern and the sur-
gical approach, that should be further investigated. The proposed procedure could help
in identifying the best rehabilitation strategy based on the walking traits of the patient.
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Abstract. Osseointegrated implant is a promising solution for limb amputations,
but its widespread use is limited by risks such as bone resorption, infections, and
strict patient requirements. Typically, the bone and prosthesis are coupled using a
press-fit condition, providing short-term stability, or primary stability (PS), which
leads to bone in-growth and long-term stability, or secondary stability (SS). How-
ever, the greater stiffness of the implant compared to the bone is a concern for SS.
Currently, osseointegrated implants are commercially available only in fixed con-
figurations, with a limited use of customization. This study aims to compare the
contact effectiveness of three press-fitted intramedullary stems for femoral ampu-
tations, developed using three designs (straight, standard curvature, and patient-
specific curvature). Moreover, a novel implant design methodology is reported,
such is an easy way to develop a patient-specific design. The vonMises stress dis-
tribution at the bone-implant interface was analyzed. The study uses CADmodels
of a femur acquired through CT scans. A FEA was conducted to evaluate the
elastic behavior of the bone when the implant is press-fitted with an interference
of 0.1 mm. The outcomes show how the patient-specific implant result in a more
physiological distribution of the load in the bone. This study could be used as a
starting point for further studies on primary and secondary stabilities.

Keywords: Finite Element Model · Patient-Specific Design · Transfemoral
Implant · Osseointegration · 3D Modelling

1 Introduction

Despite the promising improvement in patients’ quality of life the risk of bone resorption,
infections and the strict requirements asked to the patients, are limiting the diffusion of
the osseointegrated implant to treat limb amputations [1, 2].

Nowadays the coupling between bone and prosthesis can be guaranteed by means
of a press-fit condition that ensures the short-term stability, also called primary stability
(PS). The effectiveness of the PS provides the optimal condition inwhich bone in-growth
take places and the long-term stability, also called secondary stability (SS), occurs [3, 4].
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Amajor reason of concern for the SS is related with the effect of the grater stiffness of the
implant compared to the one of the bones. The reduction in the stiffness of the implants,
compared to the bones, is generally considered a key factor in obtaining long term
stability. To achieve this long-term stability different strategies, allowed from additive
manufacturing technique, like functionally graded materials and lattice structures are
under investigation right now [5, 6]. Moreover, current osseointegrated implants for
limb amputation commercially available are designed in a standard configuration, with
fixed length and curvature, and different diameters. Customized designs are developed
only for very short residual limb [3, 7].

Now days the reverse engineering is a widely spread approach such as the paramet-
ric modeling, applied in prosthesis and orthoses design and able to allow the realiza-
tion of patient-specific prostheses that can potentially replicate the original morphology
[8–10]. This, and the idea that a patient-specific stem could realize a physiological
load transfer trough the bone-implant interface, have inspired this study that aims to
compare the contact effectiveness of three different press-fitted intramedullary stems,
developed for femoral amputations by following three designs (straight, standard cur-
vature and patient-specific curvature), analysing the von Mises stress distribution at the
bone-implant interface.

The results obtained during this work will be considered as starting point to develop
further studies to investigating primary and secondary stabilities.

2 Material and Method

2.1 CAD Model

The CADmodels of femur have been acquired through the segmentation of the CT scan
using Mimics (Materialise NV - Leuven, Belgium). A threshold of the Hounsfield unit
between 660 HU and 1500 HU was used to highlight the cortical bone and then obtain
a 3D representation of the femur (Fig. 1).

Fig. 1. The result of the segmentation procedure

Three copy of the bone’s 3D model, exported to the CAD software Solidworks
(Dassault Systèmes, Vélizy-Villacoublay, France), was treated by simulating the surgical
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procedure for the implantation of the prosthesis [11]. As described in the literature all
the bones were reamed, to replicate the shape of the implant [7]. For the two specimen
which represent the commercial implants the following steps was applied:

• Finding of the anatomical axis and the sagittal plane of the femur;
• Removal of the calcifications, usually encountered in long-term amputations, of the

distal part Fig. 2(b);
• Identification of the straight line and the arc, with 2 m radius [12];
• Simulation of the reaming procedure of the medullary canal by performing a circular

cut with a diameter of 19 mm.

For the patient-specific implant the longitudinal profile of the bone cavity was
exploited to design the implant by following the below procedure:

• Identifying 18 transvers section, 10 mm spaced, and calculating their centroid
coordinate, Fig. 2(c),

• Connecting the centroids with a spline, Fig. 2(d),
• Projecting the spline on the femur sagittal plane, Fig. 2(e),
• Executing a 19 mm circular cut along the projected spline.

From this procedure three medullary canal results, different from each other not only
for the trajectory of the cut by even for the random vacancy that results in the contact
surface, but that also reflect the reality better than a perfect match [4, 13].

Now, a circular profile of 19.1 mm was sweep extruded along the splines, for each
implants design. At this point the portion of implant over 140 mm was cut, to obtain
an implant profile independent from the length of the spline. Then, an abutment, on the
distal part of the implant was modelled, representing the transcutaneous portion of the
implant. Moreover, to decrease the computational cost of the simulation, the head of the
femur where cut, neglecting the portion of bone over 170 mm from the cut plane. Now
the assembly of the three specimens can be done, obtaining the bone-implant system
that will now be exported, as Parasolid file, to a commercial FE solver. All the geometric
parameter used are typical for this kind of applications [12–14].

2.2 FE Analysis

The CAD model of the bone-implant assembly was imported Abaqus/Explicit version
2019 (Dassault Systèmes, Vélizy-Villacoublay, France) to assess the elastic behaviour
of the bone when the implant is press-fitted into the bone with a radial interference
of 0.1 mm. All the simulations were conducted on a machine equipped with an Intel
i7–7700, an Nvidia GTX 1070 and a RAM of 16 GB.

The implant was simulated as made of titanium grade 5 [7, 15], and the bone was
considered orthotropic [15, 16], as reported in table 1.
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Fig. 2. The preparation of the bone: the original shape (a), after the removing of the ossification
(b), the definition of the section used to identify the centroid (c), the sections considered with
the spline that represent the longitudinal profile of the medullary canal (d), a detail that show the
difference between the longitudinal profile of the medullary canal (blue) and his projection (green)
on the sagittal plane (e), the complete assembly of the bone-implant system (f), the final assembly
of the curved profile with a representation of the arc (orange) used to develop the implant, were
the head of the femur was removed, (g).

Themeshwasmade by 10-nodes tetrahedral elementswith an average element length
of 3 mm, value selected after a sensitivity analysis ended when the vonMises equivalent
stress changes is less than 5%.

As boundary condition, an encastre on the proximal part of the femur was applied
[17, 18]. Moreover, the external part of the implant was embedded to avoid unrealistic
longitudinal movements due to the spring back of the bone.

Table 1. Materials properties

Ex
[GPa]

Ey
[GPa]

Ez
[GPa]

Gxy
[GPa]

Gyz
[GPa]

Gxz
[GPa]

νxy
[GPa]

νyz
[GPa]

νxz
[GPa]

Cortical Bone 12 13.4 20 4.53 6.23 5.61 0.376 0.235 0.222

Ti6Al4V 110 0.3
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The bone-implant interface was simulated using surface-to-surface contact elements
with a large sliding formulation.

To simulate the press-fit the interference fit options was allowed. As suggested from
Abaqus’s user manual, the tangential behavior of the contact surface was considered
frictionless, while for the normal behavior a penalty formulation, with a normal thickness
of 600N/mm, was considered [18–21]. All the parameters are reported in Table 2.

Table 2. Parameters used for the contact surface

Normal behaviour Tangential
behaviour

Normal Stiffness Contact element Interference Ø

“Hard” penalty Frictionless 600 N/mm Surface to surface 0,1 mm

3 Results

After performing the simulations, the maps of von Mises stress were extrapolated at the
bone-implant contact surface for all analysed implants (Fig. 3).

The results obtained showed that both the straight and curved implants have inho-
mogeneous contact surfaces, highlighting a wide unloaded area on the lateral side of the
bone, more extensive in the straight implant than in curved one.

Otherwise, the patient-specific implant showed a more homogeneous stress distri-
bution at the bone-implant interface, with few unloaded zones located on the distal part
and the lateral side at the diaphysis level, as it can be seen in Fig. 3.

Focusing the attention on the values, the highest maximum stress (70.8 MPa) has
been calculated in the curved implant, while the highest average stress (29.6 MPa) has
been found in the patient-specific implant.

To gain a more precise understanding of the situation, we also calculated the contact
area and average von Mises stress, all of which are reported in Table 3.

Table 3. Analysis results

Implant Contact surface
[mm^2]

Average von Mises stress
[MPa]

Maximum von Mises stress
[MPa]

Straight 6326 21.9 67.3

Curved 6333 24.2 70.8

Patient-Specific 6622 29.6 65.3
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Fig. 3. The von Mises equivalent stress heatmaps for the straight (a), curved (b) and patient
specific (c) implants.

4 Discussion

The main findings of this study, obtained by analyzing the von Mises stress distribution,
showed that a more homogeneous contact distribution in a press-fit condition at the
bone-implant interface could be obtained with a patient-specific implant compared to
the straight and curved ones. Moreover, the methodology applied to obtain the novel
implant represent a simple and easy way to develop patient specific osseointegrated
prosthesis.

The results obtained in this study suggest that a patient-specific approach offer the
possibility to equally distribute the loading due to the press-fit condition on the entire
contact surface and could potentially confer better stability to the implant. In a long-term
point of view, a customized implant could also allow a better bone remodelling process
avoiding critical events such as bone resorption and fracture.

Since no similar studies are reported in literature, making an effective analysis of
our results could be difficult. However, Thomson et al. [22] reported bone resorption at
the distal level and in the diaphysis, for 2 years following implantation of a commercial
transfemoral prosthesis with a press-fit system, as highlighted by the results reported in
this work. The same kind of results are reported from Prochor et al. [14], where a bone
resorption was recorded in the same region where a lack of load was found in the present
study.

Moreover, the FE model reported in this study used input data referred to different
anatomical districts [13, 19, 21, 23–25] or to different boundary conditions [14, 18, 26–
29]. However, this study represented a preliminary analysis with a comparative purpose,
analysing the press-fit condition and not investigating long-term behaviour that could be
more useful for a predictive response.

Future study should be focused on the assessing of the mechanical behaviour of
intramedullary implants under external cyclical loads, such as those applied during the
rehabilitation protocol that could significantly influence the long-term bone remodelling
phenomenon.
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5 Conclusions

In this study a comparative FE analysis of three press-fitted implant designs, two stan-
dard and a patient-specific one, was conducted to assess the stress distribution at the
bone-implant interface due to the geometrical interference. The outcomes showed that
the implants result in different stress distributions across the bone-implant interfaces.
Specifically, the results showed that a patient-specific implant, modelled following a
planar projection of the real shape of the medullary canal, provided a homogeneous
stress distribution at the bone-implant contact area. Moreover, despite the proposed FE
model has not been validated by experimental tests, this study provided amethodological
designing approach and may help the development of future patient-specific implants,
potentially increasing the cohort of patients that could benefit of an osseointegrated
implant.
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Abstract. The correct execution of scanning protocols is crucial to ensure the
quality of radiographic examinations. Recent advances in machine learning meth-
ods have opened up new possibilities for medical imaging. However, the potential
of pose estimation models in this field is still largely unexplored. This study aims
to address this gap by investigating the performance and an application of pose
estimation in the context ofX-ray image acquisition. To this goal, a pose estimation
model was selected from a pool of state-of-the-art models. It was then trained on a
dataset of 213 images of humans undergoing X-ray imaging. Despite the limited
size of the dataset, the model achieved an AP of 0.902 and a near real-time infer-
ence speed of 7 FPS on CPU. The detection of landmarks through pose estimation
enables the automatic assessment of pose adherence to prescribed imaging proto-
cols. This automation can reduce human errors and alleviate the mental workload
on radiologists. The results of this study highlight the potential of convolutional
neural network-based pose estimation models to assist radiologists in performing
X-ray imaging tasks effectively.

Keywords: Pose Estimation · Deep Learning · Radiography · Optical Imaging ·
Convolutional Neural Networks

1 Introduction

Errors and discrepancies in radiology are a well-known and persistent challenge for
healthcare professionals [1]. In daily practice, they are estimated to occur in 3–5% of
cases, while in trauma and emergency settings they can reach up to 30% [2]. Scanning
protocols, a set of guidelines and instructions that dictate how an imaging procedure
should be performed, play a key role in ensuring the quality of the outcome [3]. They
include information on the type of imaging technique to be used, patient positioning,
exposure settings, and the specific body parts or regions to be aligned with the center
of the beam. Adherence to a radiographic protocol is essential to ensure consistent and
accurate imaging results and to minimize patient radiation exposure [3].

In recent years, pose estimation methods based on convolutional neural networks
(CNNs) have emerged as powerful tools for accurately detecting the positions of body

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2024
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landmarks from two-dimensional images. These algorithms have achieved significant
breakthroughs in a wide range of domains, including clinical applications such as gait
analysis, fall detection, and physical therapy [4]. However, their potential for enhancing
medical imaging remains largely unexplored. Moreover, the practical implementation
of these methods in real-time scenarios often requires state-of-the-art hardware, which
is currently not readily available in radiology settings.

The main objective of this study is to propose a novel CNN-based solution that lever-
ages pose estimation techniques to provide valuable real-time assistance to radiologists
during the image acquisition process. To achieve this goal, an evaluation of freely avail-
able pose estimation models was performed and the most suitable model was selected
based on rigorous criteria. The selected model was then trained on a dataset of images
of people positioned on an X-ray table. The performance of the model was quantita-
tively evaluated to assess its ability to accurately detect body landmarks. Finally, the
detected patient landmarks were leveraged to ensure optimal positioning and to guide
the radiologist in setting up the image acquisition procedure.

2 Methods

2.1 Dataset

Thedataset comprises 213 two-dimensional photographs captured by awebcammounted
on the X-ray generator. These images depict individuals positioned on the table of an
X-ray machine in various poses relevant to the acquisition of different body parts. The
photographs solely focus on the part of the body targeted by the X-ray beam, resulting
in a higher level of complexity for automatic keypoints detection. The samples were
manually annotated in the COCO format [5]. All volunteers provided their consent to
use the images for research purposes.

2.2 Model Selection

The challenge of this work demands a model capable of performing single-person pose
estimation. A summary of the models available for this purpose is reported in Table 1.

In order to select the most appropriate model, the following criteria were defined:

1. The model has to be compatible with COCO keypoints, the annotation format used
for the given dataset (models removed: [7, 8, 12, 16, 19]).

2. The license should allow commercial use to encourage industrial applications (models
removed: [6, 10, 15]).

3. The model should provide clear instructions on how to perform training on custom
datasets (models removed: [14, 20]).

4. Detection performance should be aligned to the state-of-the-art (models removed:
[11, 18]).

5. The model has to be able to achieve an inference speed of 2 FPS on the CPU, which
allows it to run on the PCs paired with the X-ray machine, which often do not have
a GPU (model excluded: [9]).

Models that meet all the criteria are MMPose and RNS. Of these two, MMPose was
chosen due to the completeness and clarity of the model documentation.
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Table 1. Summary of the state-of-the-art models for single-person pose estimation.

Model Framework License

AlphaPose [6] PyTorch Research use only

BB-Pose [7] Tensorflow MIT

DeeperCut [8] Caffe N/A

Detectron2 [9] PyTorch Apache 2.0

Human Pose Regression with Residual Log-likelihood
Estimation [10]

PyTorch N/A

Lightweight OpenPose [11] PyTorch Apache 2.0

MediaPipe [12] Tensorflow Apache 2.0

MMPose [13] PyTorch Apache 2.0

MoveNet [14] Tensorflow Apache 2.0

MSPN [15] PyTorch N/A

OpenPose [16] N/A Research use only

RSN [17] PyTorch MIT

Simple Baselines for Human Pose Estimation and
Tracking [18]

PyTorch MIT

Unipose [19] PyTorch Research use only

ViTPose [20] PyTorch Apache 2.0

Table 2. Performance of the models over the test set.

Model AP AP.50 AP.75 AR AR.50 AR.75

Off-the-shelf 0.749 0.918 0.754 0.837 0.957 0.837

Custom-trained 0.902 0.960 0.938 0.926 0.977 0.953

2.3 Model Training

The available samples were split into a test set of 20% and a training set of 80%, which
was further divided into k= 8 equal parts using the k-fold cross-validation method. The
model was trained iteratively on k-1 portionswhile using the excluded one for validation,
until each part was excluded once.

Evaluationmetrics ofCOCOwereused tomeasure the performanceof themodel. The
Object Keypoint Similarity (OKS) metric is based on the distance between the predicted
and ground truth points, which is then normalized by the scale. The scale is defined for
each ground truth object as the square root of the object segment area measured in pixels.
Then, the average precision (AP) and average recall (AR) are computed establishing a
threshold and comparing it to the OKS value.
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To address the constraint posed by the limited size of the dataset, data augmentation
was employed. This technique aims to expand the semantic coverage of a dataset by
applyingvarious transformations to the existing images.However, it is crucial to carefully
select the appropriate augmentation techniques that are most suitable for the specific
scenario. In this study, random flip, random shift of the bounding box center, random
scale, and rotation were applied. These transformations were applied randomly at each
epoch to allow the network to see slightly different training examples in each forward
and backward pass through the training set. This allows the model to achieve better
generalization and avoid overfitting [21].

3 Results

3.1 Model Performance

During cross-validated training, AP showed consistent growth with increasing batch
sizes until reaching a plateau (Fig. 1). Notably, using a batch size of 16 on the GPU
took 99 min to complete 200 epochs, with convergence occurring around 80 epochs.
Conversely, a batch size of 32 resulted in a training duration of 138min, and convergence
was observed around epoch 100. Both scenarios yielded an AP between 0.95 and 0.97 at
the plateau. Considering computational time and achieved average precision, 80 epochs
and a batch size of 16 were chosen.

Fig. 1. Curve of AP during model training with k-fold cross-validation.

After selecting the hyperparameters, the model was trained on the entire training
dataset and the performance was measured on the test set. Compared to the baseline
performance obtained by running the off-the-shelf model, after custom training there is
an improvement in both accuracy (AP+ 20.4%) and recall (AR+ 13.9%). In particular,
the strict metrics showed the greater improvement (AP.75 + 24.4%; AR.75 + 13.9%).
Furthermore, the inference speed of the custom trained model is 7 FPS on CPU.



246 A. Cattaneo et al.

A qualitative analysis of the keypoints of the model misclassifications highlights two
main categories of errors. First, in cases where the images contain only one limb, the
model often has difficulty distinguishing the side of the body, resulting in both left and
right keypoints being placed in the same location. A second category of errors occurs
when the landmark is slightly out of frame, but the adjacent joints are visible. In such
cases, the model tends to place the landmark at the edge of the image.

3.2 Patient Pose Check

The patient landmark obtained from the pose estimation model allows for the evaluation
of the optimality of the patient’s pose according to the prescribed protocol (Fig. 2).
This assessment can be performed using two approaches. The first approach is based
on the absolute position of the keypoints with respect to the prescribed optimal pose for
the individual (Fig. 2a-b). This ensures both the achievement of an optimal pose and
the alignment of the body part of interest with the center beam. The second approach
involves the computation of body angles to verify their alignment with the prescribed
values (Fig. 2c-d).With themodel’s capability to performnear real-time inference, visual
feedback can be provided to assist radiologists. In general, the focus is on obtaining the
3D pose of the individual. Considering that, during scanning, the patient’s limbs lie flat
on the X-ray detector, which is orthogonal to the camera, any errors related to projecting
3D points onto a 2D plane can be considered negligible. Thus, a reliable representation
of the actual values is achieved.

4 Discussion

This work investigates the potential of two-dimensional single-person pose estimation
based on deep learning to support X-ray image acquisition. A model was selected from
a state-of-the-art pool and trained to detect the keypoints of patients placed on an X-
ray table, achieving valuable performance. With an inference speed of 7 FPS on CPU,
the trained model offers cost-effective benefits for industrial use, as it can be run on
computers already paired with the X-ray machine.

The context of X-ray scanning is favorable for pose estimation algorithms for several
reasons. The uniform and fixed background (i.e., theX-ray table), the single person being
imaged, and the consistent lighting conditions provide a conducive environment for
achieving high performance in pose estimation algorithms. Despite the limited number
of samples and the challenging nature of partial human shape portrayal in the images,
the model achieved an AP of 0.90, which is higher than the generally achieved AP of
around 0.80 on heterogeneous datasets such as COCO [22].

CNN-based pose estimation can contribute to enhancing medical imaging in var-
ious aspects. Firstly, it enables the automated assessment of patient pose adherence
to prescribed imaging protocols by accurately identifying anatomical landmarks. This
guidance system effectively assists radiologists in achieving optimal image quality and
consistency. Real-time feedback empowers radiologists to promptly make adjustments
when there are deviations from the desired protocol, thereby improving the accuracy and
reproducibility of imaging outcomes. Furthermore, by reducing the reliance on manual
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assessments, pose estimation not only saves time but also minimizes potential human
errors. This streamlined imaging workflow allows radiologists to focus their attention
on other critical tasks, leading to increased overall efficiency in healthcare settings.
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Fig. 2. Illustration of CNN-based pose estimation supporting radiologists for X-ray image acqui-
sition. The model detects patient landmarks enabling automatic assessment of optimal landmarks
alignment (a)(b) and joint angles (c)(d).

Additionally, recent research suggests that advancements in machine learning (ML)
algorithms for medical imaging can enhance image quality by accommodating vari-
ous patient profiles, pulse sequences, imaging planes, and multiple parameters. This
capability addresses the variability and inconsistency observed in musculoskeletal care
protocols [23]. In this context, pose estimation methods that accurately detect patient
landmarks and body part dimensions can play a crucial role in enabling the adoption of
a flexible X-ray acquisition protocol while effectively limiting radiation exposure [24].
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Despite the limited size of the dataset, the custom trained model showed promising
results. However, its predictive ability is expected to improve significantly with a larger
dataset. One approach to tackle this challenge is by utilizing synthetic data generation
techniques. By combining synthetic data with real data during training, the model can
better handle variations in body characteristics and limb positions, improving its per-
formance and generalizability. This approach can enable the model to effectively detect
and distinguish overlapping limbs.

5 Conclusions

CNN-based pose estimation shows high potential for assisting radiologists in image
acquisition. This technology provides the ability to automatically check patient pose
compliance with the scanning protocol and optimal landmark placement. Although this
workwas conducted onX-raymachines, this technology could be extended to other scan-
ning techniques such as CT and MRI. Furthermore, the ability to automatically identify
the patient’s landmarks can support the adoption of scanning techniques personalized to
individual characteristics.
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Abstract. Healthcare sector has a significant impact on the environment. While
telemedicine techniques could be a solution to increase its sustainability, themeth-
ods for a quantitative evaluation are poorly applied and often generate a partial
assessment. Therefore, the main aim of the present research is the definition of
a methodology for a preliminary quantification of the environmental impact gen-
erated by the process to perform a televisit. The methodology has been struc-
tured in 4 phases: process identification, impacts detection, data elaboration and
results analysis. A real case study was performed including follow-up televisits
for cardiopathic patients. After having defined the setting of the study, a list of
tasks was prepared. For each task physical wastes, devices energy consumption,
telecommunications and transportation were investigated. Equivalent CO2 (CO2
eq) was calculated involving sources from studies in literature and official web-
sites. Although televisit reduces the impacts caused by patient travel, the use of
telecommunications during supporting activities caused a significant amount of
CO2 eq. Therefore, a complete assessment has to include the entire process of
televisit. Despite the average input data, the methodology offers a base that could
be improved with other impact indicators.

Keywords: Environmental Sustainability · Telemedicine · Assessment Tool ·
Process Modeling · Sustainable Development

1 Introduction

The use of telemedicine techniques has become increasingly widespread; therefore, the
effects generated by the implementation of these newpractices are an interesting topic for
many studies. The investigation of telemedicine long-term sustainability requires a com-
prehensive assessment, related not only to its clinical efficiency but also to the impacts
generated by its use. Some researches highlight telemedicine as a tool for directing
the healthcare sector toward the concept of sustainable development [1]. As declared
by Gulis G. et al. [2], sustainable development goals are strictly correlated to envi-
ronmental impact assessment. The healthcare sector is responsible for a strong impact
on the environment, caused by high gas emissions and a large production of waste [3,
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4]. While telemedicine has the potential to limit this negative effect [5–7], also dig-
ital activities cannot be considered completely green. For this reason, it is crucial to
objectively and systematically measure the impacts generated by the introduction of
digital care, to improve their use and pursue the concept of sustainable development.
The methodologies adopted by several studies in the literature are mainly related to
avoided travels and involve questionnaires, case studies, and database information [8,
9]. However, as declared by Lokmic-Tomkins et al. [9], a standardized method is still
lacking. Furthermore, issues of telecommunications usage are still poorly included in
the evaluation.

According to the defined context, the present study proposes a methodology to iden-
tify and quantify the environmental impacts related to a televisit process. Hence, the
main objective concerns the definition of parameters to systematize a comprehensive
evaluation, including wastes, telecommunications and travels. Secondly, the research
aims to perform a preliminary analysis of generated or avoided CO2 eq caused by the
televisit process, applying the approach to a real case study.

2 Methodology

The proposed methodology is subdivided in four main steps, as represented in Fig. 1:
i) process identification, ii) impacts detection, iii) data elaboration, iv) results analysis.
These phases are derived from the life cycle assessment approach, to define an objective
and systematic framework.

Fig. 1. Main steps of the proposed methodology.

During the first phase, the conditions required to set up and carry out the analysis are
defined. Once determined the purpose of the study, the introduction of a reference unit
and system boundaries allow to focus calculations only on relevant aspects. Through the
analysis of the real care process, an objective framework is created, based on the activities
actually performed during daily practices. For a more comprehensive evaluation, all
direct and indirect activities of televisit are considered. As result, the whole process is
resumed in a list of tasks performed bymedical personnel and patient, required to deliver
a remote visit.
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In the second phase, tasks are analyzed according to the following categories: paper
material, devices for televisit, devices for other purposes, hospital rooms, internet con-
nection, web applications and data transmission. The study includes both the impacts
generated by performing televisit and the ones avoided thanks to the use of digital tools.
Activities carried out in both modes are omitted, because they don’t have a quanti-
tative impact on results. Each category is further explored by means of 4 parameters
(Fig. 2), for a more detailed investigation. In this analysis, a fifth parameter, related
to devices life cycle, is overlooked. Therefore, exploring each impact category and its
related sub-parameters, a detailed and systematized inventory can be defined for the
whole process.

Fig. 2. Definition of parameters required for the analysis.

In the third step, a preliminary quantification of environmental impacts is performed
by calculating the CO2 eq related to each task. For the present research, secondary data
from scientific studies or official websites are considered acceptable. In the case of elec-
trical devices, watt consumption can be converted to CO2 eq by calculating the kilowatt-
hours and multiplying them by the conversion factor for electricity consumption. The
estimated emissions are collected according to the previous inventory.

Finally, in the last phase, the preliminary results are collected by means of graphical
representation, for an easier detection of CO2 eq generated by each task. Moreover,
the measurement of the CO2 eq of parameters throughout the entire process allows the
identification of the main sources of environmental impact.
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3 Application to a Case Study

The proposedmethodology has been applied to a real case at a large Italian hospital in the
province of Bergamo (Italy). The process concerns the care of chronic heart failure (HF)
patients and it investigates the follow-up medical examinations, which do not require
further investigation with medical devices at the moment of the visit.

3.1 Process Identification

The scope of the research includes the quantification of impacts generated and avoided
by performing follow-up televisits in the HF clinic. The delivery of one televisit for
a single patient has been considered in the analysis. A direct comparison between a
televisit and a face-to-face visit is allowed thanks to the similarity in the duration and
performed activities. While the impact of wastes such as personal protective equipment
(PPE) and paper have been considered during their life cycle from cradle to gate, infor-
mation and communication technologies have been evaluated only during their usage.
Indeed, the same digital instrumentation would be available in hospitals also without the
implementation of televisits.

The methodology proposed in a previous study [10] has been applied to map the
process. IDEF0 technique has allowed the acquisition of information from the healthcare
staff and the detection of the involved instrumentation. The whole process has been
schematized in 4 macro activities, as represented in Fig. 3.

Fig. 3. Macro activities of televisit process

The process includes both the activities carried out during the televisit and the ones
required to engage the patient and test the quality of the service. Specifically, a first
access phase has been done only one time for each patient, while the other phase has
been repeated for each televisit. Therefore, a list of tasks has been collected for each
macro activity, for a total of 18 activities.

3.2 Impacts Identification

Information has been collected from the “mechanisms” arrows of IDEF0 diagrams,
which indicate the tools and equipment required to perform the activity. Considered
devices allowed the preparation of paper-based documents, the communication with
patients during video calls and telephone calls, and a stable internet connection. Other
medical devices have been neglected. Data consumption and digital data transmission
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have been included. In addition to paper material, wastes have concerned PPE used
by healthcare personnel, patients, and caregivers during the visit. Room sanitation has
not been taken into account. Lastly, in patients’ travels, public transportation has been
omitted, due to the preference for individual car movements.

Therefore, by applying the 4 parameters (Fig. 2), a set of critical issues have been
identified in order to quantify their CO2 eq and environmental impact. From the initial
18 tasks, 3 of them have been eliminated because they did not contain any differences
between the digital and in-person visits.

3.3 Data Elaboration

A database has been created to quantify the items highlighted in the previous step.
Table 1 shows data acquired through scientific papers, Italian and European websites,
in order to define the amount of CO2 eq generated by each task. For electronic devices,
the consumption of watts has been investigated. Since the study has been carried out in
Italy, 0.247 kgCO2eq/kWh [11] has been considered as a conversion factor to quantify
the CO2 eq. A reference unit has been specified in the table; these values have been
multiplied by the effective usage during the process.

Table 1. Equivalent CO2 database, for the calculation of tasks impact.

Power
[W]

Emissions
[g CO2eq]

Unit

Devices energy consumption

Professional laser printer 450 0.309 A4 sheet

Fax sending [13] 8,15 0.034 1 min

Desktop (hospital) [6, 12] 150 0.618 1 min

Camera [6, 12] 9,5 0.039 1 min

Sound system [6, 12] 4,1 0.017 1 min

Microphone [6, 12] 2,5 0.010 1 min

Cordless phone [12] 3 0.012 1 min

Laptop (patient) [6, 12] 40 0.165 1 min

Mobile phone (patient) [12] 5 0.021 1 min

Router fiber connectivity [14] 10 0.041 1 min

Physical wastes

Paper sheet [15] 4.56 A4 sheet

Masks/sterile gloves/apron [5] 20/52/65 1 piece/pair

Telecommunications

Email (text/text, attachment) [16, 17] 10/20 1 email

(continued)
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Table 1. (continued)

Power
[W]

Emissions
[g CO2eq]

Unit

Televisit
(audio visual for 2 participants) [18]

400 1 min

Data transferring
(upload/download) [19]

0.015 1 MB file

Google questionnaire [20] 1.16 1 page

Application use (internet use) [21] 100 4.117 1 min

Transportation

Average petrol car [22] 0.1705 1km

Average diesel car [22] 0.1708 1km

Some assumptions have been made. An average of 6 A4 sheets printed per minute
has been approximated for paper printing. Furthermore, each PPE has been used by a
physician and a nurse for 4 visits, carried out in one afternoon; the patient is always
accompanied by a caregiver, and both of them use a mask for each visit. The average
distance of patients is 20 km; the conversion coefficient is an average between petrol
and diesel cars. The impact of a televisit has been calculated by looking at the require-
ments of a Zoom video call [12] and approximating at 0.015 kWh/GB the value for the
electrical energy intensity of transmitting data. Finally, an average value of emails has
been estimated, considering a necessary writing time of 5 min.

By combining the acquired information and process analysis, the amounts of CO2
eq produced and avoided for each task have been calculated. Finally, results have been
collected and illustrated in Fig. 4.

3.4 Results Analysis

Although the implementation of televisits is considered a strategic choice to reduce the
environmental impact of the healthcare sector, the proposed study shows that it is respon-
sible for the generation of a certain amount of CO2 eq. The following new approach,
which includes the mapping of the real process as first step, allows to extend assessment
approaches available in literature. Indeed, the addition of indirectly supporting activi-
ties, necessary to support a televisit, develops a more realistic evaluation. Specifically,
as shown by the results in Fig. 4, the “patient engagement” and “prescription and book-
ing” phases have a negative environmental impact, causing the emission of 102.43 g of
CO2 eq. In these cases, the saved CO2 eq is only 10.03 g. Similarly, the “perception of
quality” phase is responsible for 19.64 g CO2 eq. In all these cases, the implementation
of televisits has a negative effect on the environment. In contrast, during the actual visit,
the generated CO2 Eq. (46.2 g) is significantly less than the saved ones (150.9 g), thanks
to the reduction of patients’ travel to the hospital. Even if results are based on average
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Fig. 4. Equivalent CO2 generated and avoided during the entire process.

estimations, they demonstrate that in a more comprehensive evaluation, the achieved
environmental benefits are limited by all indirect activities.

Generated CO2 eq of each parameter (Fig. 5), shows that the release of televisits has
significantly limited the negative impact of wastes, mainly related to paper sheets. At
the same time, the impact of transportations has decreased. On the other hand, devices
have been used for a longer period of time, causing increased consumption of electricity.
Furthermore, telecommunications have a high negative impact, mainly related to audio-
visual medical examinations.

Fig. 5. Equivalent CO2 generated and avoided for each parameter.
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As a result, considering the release of a single televisit for one patient, the difference
between a digital and in-person visit is not very relevant. However, since the most
impactful issues are related to the patient access phase and they do not have to be
repeated, the results would improve by considering a longer period and multiple visits
for each individual patient.

4 Conclusion

In conclusion, the study presents a methodology for a systematic and reproducible
assessment of the environmental impacts caused by the use of follow-up televisit. Being
process-based, the approach allows for the investigation of actual tasks performed dur-
ing clinical practice, including both direct and indirect activities. By following this
approach, it is possible to identify the most significant sources of emissions and work to
reduce them. The research is a primary tool for hospitals and other healthcare facilities
to assess the environmental impact of telemedicine activities. However, the approach
could be extended, including other environmental indicators and the use of software.
Furthermore, to better understand the sustainability of telemedicine techniques, it will
be necessary to expand the studies and include also social and economic aspects.
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Abstract. The increasing interest in technologies such as Metaverse,
Augmented Reality (AR), and Artificial Intelligence (AI) opens up
numerous possibilities that have the potential to shape our daily expe-
riences in the future. We investigated how integrating today’s popu-
lar chatbots and multisensory AR technologies can create personalized
museum visiting experiences. The paper outlines the concept of a digital
assistant-based application for museum visits. The visitor, equipped with
AR technology, can ask questions about the exhibits and receive precise
and contextually relevant answers from the digital assistant who can
virtually appear as an avatar with accompanying multimedia AR infor-
mation. In the paper, we describe the implementation of a prototype of
the application.

Keywords: Augmented Reality · Metaverse · Chatbots · Museums

1 Introduction

Despite available interactive technologies, many museum exhibitions still follow
traditional approaches, hindering visitor engagement. This paper explores the
potential benefits and challenges of adopting interactive strategies for enhanced
museum experiences. Artworks that visitors encounter may require explanation,
which is typically provided in written or pre-recorded form. To access this con-
tent, visitors are asked to passively read or listen a predefined content. Therefore,
we are used to listening to a text without being able to ask questions and satisfy
our curiosity or deepen the topics explained in the text.

However, as frequent internet users, we have become accustomed to seeking
direct answers to our queries. With the progress made in search engine technol-
ogy, contemporary systems demonstrate enhanced capabilities in comprehending
human language and delivering pertinent responses. The recent interest in Large
Language Models (LLM) and their remarkable development, opens up several
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possibilities that would have been inconceivable just a few years ago. Even in
areas such as culture where this method has not been applied, we can attempt
to change our information consumption habits in a reverse manner. This study
applies such innovative technology to the cultural heritage domain, in an attempt
to revolutionize the way information is accessed. This study applies such innova-
tive technology to the cultural heritage domain, in an attempt to revolutionize
the way information is accessed in museums. In particular, these structures offer
a chance to experiment with this new method of utilizing content. The concept
involves posing questions related to the specific interests of each individual while
observing a piece of art, rather than relying on a pre-determined text. This app-
roach would result in a more immediate, engaging, and customized exploration
of the artwork. Therefore, current technologies that allow natural language pro-
cessing, text interpretation, and question-coherent answers may help museum
curators make the experience more interactive or personalized.

Mobile devices, such as smartphones, are often considered a standard tech-
nology that visitors carry with them while exploring exhibitions. Smartphones
are well-suited for becoming an augmented window into the real world due to
their camera functionality. This is a common metaphor used when discussing
Augmented Reality (AR). In fact, AR refers to technology that overlays digital
information onto the physical world in real-time. One way to experience AR is
through a smartphone camera, which can display digital information on top of
the real world as seen through the camera lens. Therefore, smartphones are often
used as a tool to experience AR. However, in addition to visual information, it
is possible to create AR experiences that leverage other senses, such as sound
or touch. For example, a piece of AR technology may use haptic feedback to
provide a tactile sensation in response to a user’s actions or movements, or it
may use spatialized audio to create an immersive auditory environment [7].

By merging the AR metaphor with tools that help visitors understand lan-
guage and utilize information, many exciting possibilities emerge. In fact, AR
technology can help to provide a more immersive and engaging experience for
visitors, and by enhancing this with language comprehension tools, it becomes
easier for visitors to understand the content being presented.

In the near future, the possibilities for combining AR technology with lan-
guage comprehension tools will be expanded by the introduction of wearable AR
devices that offer higher performance than current market offerings, enabling
users to interact with hybrid content in a more natural and seamless manner.
The research outlined in this paper follows this approach by combining avail-
able and popular technologies, such as natural language transcription systems,
Generative Pre-trained Transformers (GPT) algorithms, and AR technologies.
We have devised a personalized museum guide enhanced by Artificial Intelli-
gence (AI) in response to this, which we believe embodies the future of museum
experiences. We outline the creation process of our initial prototype and the
preliminary testing phase.
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2 Related Works

Some museums opt to augment and complement the observation and compre-
hension of exhibits during the physical visit by integrating digital technologies
alongside conventional approaches. Alternatively, they may employ such tech-
nologies prior to or after the exhibit to offer extra exploration or retrieval of
content [10,13].

Numerous scholars have delved into the use of Virtual Reality (VR) tech-
nologies in museum exhibits. According to [11], the digital museum should not
supplant the traditional museum. Instead, digital content should supplement the
physical displays while taking into account the museum’s function for the visitor.
This aspect can be readily assessed through the use of Augmented Reality (AR)
to complement physical artifacts displayed in museums and VR to recreate a
virtual representation of the museum or its exhibits. Geroimenko [9] explores
the potential of AR as a novel artistic medium, highlighting its advantages over
other conventional media such as its lack of spatial limitations, low production
and exhibition costs, and ease of creating interactive and multimedia content.

There is a wealth of literature that showcases how AR technologies can signif-
icantly enhance the museum visitor experience. For instance, Wei-quan et al. [12]
created AR Muse, an iPad application that allows users to view AR-animated
versions of six paintings by framing the original pieces. Their study showed that
the use of AR led to longer viewing times of the artwork and better long-term
identification. Similarly, Kei et al. developed Arart, an iPhone application that
offers real-time animated versions of various paintings, including works by Van
Gogh and Da Vinci [1]. Baradaran utilized AR to display an animation on the
Mona Lisa painting, adding a political and patriotic message to the original
artwork [6].

Several institutions have adopted VR technologies to enhance visitors’ expe-
riences. For example, the Tate Modern Museum in London incorporated “The
Modigliani VR: The Ochre Atelier” experience into its Modigliani exhibition,
providing historical information about the artist and his works [5]. Similarly,
the Louvre’s “Mona Lisa: Beyond the Glass” project offers a VR journey back
in time to meet the real woman behind the painting [4]. The Salvator Dal̀ı
Museum also created an immersive VR experience called “Dreams of Daĺı,”
which allows visitors to explore Dali’s painting, “Archaeological Reminiscence of
Millet’s Angelus” [2]. Lastly, the Kremer Museum, launched in 2017, is a fully
virtual museum that showcases Dutch and Flemish Old Master paintings from
the Kremer Collection [3].

However, multisensory interactive and immersive technologies are commonly
found in science and technology museums, which aim to enhance visitors’ inter-
active experiences. In these museums, audience engagement is often encouraged
through hands-on exploration. Dalsgaard, Dindler, and Eriksson noted that sci-
ence and technology institutions facilitate active and participatory exploration
of cultural heritage [8]. On the other hand, traditional technologies are typically
preferred in art museums, where a contemplative paradigm prevails.
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The objective of this paper is to introduce an innovative application called
AI-enhanced Museum Guide, which merges AR and Artificial Intelligence (AI)
technologies. The purpose of this application is to create a tailored and inter-
active guide that enhances visitors’ museum experiences, making them more
engaging and effective.

3 AI-Enhanced Museum Guide

The AI-enhanced museum guide consists of a chatbot capable of engaging with
visitors in a natural way by offering clear verbal responses to their questions.
The guide also includes additional multisensory content, such as overlaid images
or audio tracks, which enrich the chatbot’s verbal responses. Visitors can access
the guide through either a smartphone screen or an AR Head Mounted Display,
which allows for a more immersive experience. By combining AI technology with
multisensory content, the museum guide can provide visitors with a more engag-
ing and informative experience that is tailored to their interests and preferences.

The concept of the AI-enhanced museum guide is depicted in Fig. 1. When
a visitor is standing in front of an artwork, the guide application uses image
processing algorithms to identify it. Once it is recognized, an avatar appears
in AR next to the artwork. The avatar serves as a virtual guide that provides
a general description of the artwork and can answer any questions the visitor
may have about the artwork. Starting from the points of interest, the visitor
can ask targeted questions, both using voice or text commands. The avatar
can respond audibly or through text displayed on the AR device, providing
visitors with a choice of how they receive the information. Additionally, during
the audio response, relevant visual details are superimposed in AR onto the
painting, enhancing the visitor’s understanding of the artwork.

This feature provides visitors with a more interactive and engaging experi-
ence, as they can receive personalized information about the artwork they are
viewing in real-time, allowing them to engage with the artwork in a more mean-
ingful way.

3.1 Artificial Intelligence for Museum Applications

The emergence of generative artificial intelligence has empowered researchers
and developers to deploy tailored User eXperiences (UX) featuring immersive
interactions systems (e.g., Q&A) based on real information. In this research,
a state-of-the-art Generative Pre-trained Transformer (GPT) neural network,
namely GPT-4 by OpenAI1, is exploited to generate articulate and accurate
responses to user queries. The GPT model uses deep learning techniques to gen-
erate human-like natural language text in response to a given prompt or input.
It has been trained on a large amount of text data to understand and learn
the structure and patterns of natural language, allowing it to generate coher-
ent and contextually relevant responses. The GPT model has been widely used
1 https://openai.com.

https://openai.com
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Fig. 1. Concept of the AI-enhanced museum guide

in various natural language processing (NLP) applications, such as chatbots,
language translation, and text summarization. The OpenAI GPT APIs2, have
been recently introduced and are being used to efficiently handle user queries
and generate precise and well-crafted responses. Moreover, the application has
access to a dataset of text-based information which is provided and certified by
the museum curator. Therefore, the information used to generate the answers
must be inherently authentic.

3.2 AR Content

The application’s content includes a collection of images of the paintings, writ-
ten descriptions of the artwork, and detailed images that support the description
of each painting. The set of images is used by the AR application’s image pro-
cessing algorithms to identify the artwork when viewed through the visitor’s
AR device. In the developed application the following paintings have been used:
Poppy Field, The Japanese Footbridge, and Study of a Figure Outdoors: Woman
with a Parasol by Claude Monet.

The descriptive text is used by the chatbot to formulate responses to visitors’
questions. For example, this is a part of the text we have used for accompanying
the Poppy Field painting: “Poppy field was painted by Claude Monet in 1973,
and it is now hosted at the Musee d’Orsay (Paris, France). The painting evokes
the vibrant atmosphere of a walk through the fields on a summer day. Monet
dilutes the contours and builds a colorful rhythm starting from the evocation of
poppies, through brushstrokes whose huge format, in the foreground, shows the

2 https://platform.openai.com/overview.

https://platform.openai.com/overview
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relevance that the artist gives to the visual impression. In this landscape, the two
couples formed by a mother and a son, in the foreground and in the background,
are simply a pretext for constructing an oblique line that structures the picture.
The young woman with the umbrella and the child in the foreground is definitely
Camille, the artist’s wife, and their son Jean”.

Additional images are used to supplement the voice-based avatar’s informa-
tion with relevant visual details. For instance, in the case of the Poppy Field
painting, the chatbot provides a general description that is complemented by
the adoption of an AR image of the artist. Furthermore, certain portions of the
painting are presented in a zoomed view using AR images, and specific details
are highlighted by outlining them. Augmented texts that report the names of
the figures are also utilized to supplement the audio information, as illustrated
in Fig. 2.

Fig. 2. Example of AR Contents used for the Poppy Field painting

3.3 Application Architecture

The AI-enhanced museum guide application comprises a client, which is the
kernel of the application, and four modules: the AR engine for the development of
the AR application, the Microsoft Azure Speech Services for speech transcription
and text synthesis, a Python server for processing the users’ queries, and the
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OpenAI’s services for Natural Language Processing. The application architecture
is depicted in Fig. 3.

The client has been developed using the Unity game engine3, which is one
of the standard development environments for VR and AR applications. Unity
allows developers to exploit plug-and-play tools such as the Vuforia toolkit4

which is used for the development of AR applications, and several APIs that
are used to access online services. The Unity client is essential for facilitating
communication between the Azure and Python servers by overseeing the transfer
of data through HTTP requests. Similarly, the Python server communicates with
the OpenAI servers using the HTTP protocol.

API calls

REST API

API calls

 Python
server

Unity
client

Natural Language ProcessingVoice interaction

 OpenAIAzure

AR integration

 AR engine

Fig. 3. System architecture: the Unity client enables the user interaction with the
application, the AR engine manages AR content, the Python server processes the users’
queries, the Microsoft Azure services manage the user-chatbot voice interaction, and
OpenAI services process the natural language.

3.4 Modules

Unity Client
The Unity client is the central component of the applications, offering users a
user-friendly and easy-to-navigate interface while serving as a connection point to
external services. Users can choose their preferred topic through either a manual
selection from a horizontal scroll menu that showcases a range of paintings, or
by utilizing the smartphone’s camera to frame the actual painting, triggering
automatic selection of that particular artwork (Fig. 4a).

Once a topic is selected, an avatar appears in AR on one side of the painting.
The avatar provides a general description of the painting, highlighting possible
interesting aspects that the user can be curious to explore individually.The user

3 https://unity.com.
4 https://www.ptc.com/en/products/vuforia.

https://unity.com
https://www.ptc.com/en/products/vuforia
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can then ask questions through either written or spoken prompts (Fig. 4b). The
spoken prompts are transformed into text using the Voice Interaction Module.
The text is then sent to the Natural Language Processing module. This module
uses a GPT neural network to analyze the question and provide an answer, which
is then sent back to the Unity client. The avatar reads the answer aloud using lip
synchronization technology provided by the Oculus SDK5, adding to the realism
of the experience. Furthermore, the user experience is enriched through the pre-
sentation of multisensory AR elements that provide additional information to
the user, notably through the use of visual and auditory cues such as overlayed
images and environment sounds. AR details are activated through specific key-
words in the chatbot’s content. When a response includes a targeted keyword,
an event is initiated, which leads to the presentation of the corresponding AR
detail to the user.

(a) (b) (c)

Fig. 4. The smartphone application that was developed includes: (a) a homepage fea-
turing a horizontal scroll menu for selecting topics, as well as an icon for automatically
detecting the topic using the camera; (b) a question page with a text input field for
typing questions and an icon for using the microphone to ask questions; and (c) an
Augmented Reality mode with automatic topic detection and a virtual avatar.

5 https://developer.oculus.com/documentation/unity/unity-gs-overview/.

https://developer.oculus.com/documentation/unity/unity-gs-overview/
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AR Engine
The AR engine has been implemented using Vuforia SDK that enables auto-
matic image and 3D model detection and tracking. With this approach, the user
can easily choose a topic by directing their smartphone camera towards it. The
system accomplishes this by comparing the captured image to a pre-established
collection of image targets or point clouds.

Voice Interaction
The chatbot utilizes Azure Speech Services to facilitate voice interaction between
the user and the system. By utilizing the microphone on the smartphone, the
user can ask a question which is then recorded as an audio clip and sent to
Microsoft’s servers for processing and transcription into a JSON message. This
message is then used as a query for the OpenAI GPT model, which generates a
written response. To convert the response into an audio clip, the Text-to-speech
service employs a selected voice type. A visual representation of this process can
be seen in Fig. 5.

Fig. 5. The voice interaction workflow can be represented as follows: the Azure Speech-
to-Text service transcribes the user’s question, which is then submitted to the OpenAI
GPT Language Model. The resulting answer is provided as text and sent to the Azure
Text-to-Speech service to generate an audio clip.

Python Server
The Python server is in charge of handling user queries and generating responses
through the use of the GPT model. The server is created as a Flask application
and handles POST requests from the Unity client. It utilizes a Python index-
ing library (i.e., Llama Index6) to process the user’s query, gather the required
information from the dataset and send it to the language model to generate
a response. The chatbot’s information database, thoughtfully curated by the
museum curator, serves as the foundation for a search index. When a query is
submitted, the index is scanned for relevant data, which is then transmitted to
the AI language model via an API call.

OpenAI GPT Model for Natural Language Processing
6 https://gpt-index.readthedocs.io/en/latest/index.html.

https://gpt-index.readthedocs.io/en/latest/index.html
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In this research, the power of OpenAI GPT APIs is leveraged to deliver high-
quality responses tailored to users’ specific needs and requirements. The queries
are gathered by the Unity client, processed by the Python server and sent to
OpenAI servers by means of its official APIs. The GPT model, in turn, generates
a coherent and precise response based on the context information that it is
provided with. The question is received by the Python server and returned to
the Unity client, where it can be either displayed or read to the user.

4 Use and Preliminary Evaluation of the AI-Enhanced
Museum Guide

The AI-enhanced Museum Guide was tested with several different artworks and
presented to experts in the field of Cultural Heritage to understand their opinion
and possible implementations within a real museum experience. As an example,
the user experience with a Claude Monet’s painting, described below, has been
presented. Once the painting is framed with the smartphone camera, an avatar
appears alongside the painting. The user can now interact with the avatar asking
some spoken questions, such as “Tell me about Poppy Field by Claude Monet”.
The AI-avatar replies: “Poppy Field is a masterpiece of Impressionist landscape
painting by Claude Monet, painted in the area around Argenteuil, where Monet
lived between 1871 and 1878. The painting depicts a woman and child (likely
Monet’s wife, Camille, and their son Jean) walking through a field of thick grass,
with red poppies cloaking the bank that rises to the left. Another woman and
child appear at the top of this bank. On the horizon, a ragged line of trees closes
off the field, with a single red-roofed house at the center...”. As the response
is given, the user experience is enriched by the inclusion of both visual and
auditory AR elements. For instance, when discussing Monet’s spouse, the fig-
ures in the painting are highlighted. In a similar manner, when describing the
scenery, the sound of chirping birds is played in the background. After consult-
ing with the Cultural Heritage experts, we received valuable feedback. Our use
of smartphone cameras and image recognition to identify artwork was deemed
innovative, as it sets us apart from other museum apps that mainly rely on GPS
information to locate users. This feature is considered valuable since it allows to
create both indoor and outdoor cultural experiences. Additionally, our ability to
tailor responses to the user’s language level can enhance the user experience and
improve the accessibility of museum tours. Moreover, it has been positively high-
lighted the power that the chatbot has in personalizing the experience in relation
to different target users and levels of expertise. Indeed, the tone of voice and the
contents delivered are adjusted by the application taking into consideration the
users’ questions complexity, and expertise on the topic. To further improve our
system, the expert recommended conducting usability testing to ensure that our
application performs as well as other tools available in the market, such as audio
guides, labels, and guided tours.
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5 Conclusion and Future Developments

The combination of the expanding prevalence of Artificial Intelligence-based
systems and increasing interest in Augmented Reality technologies is driving
multiple application fields to reconsider how information is utilized. This study
presents an AI-enhanced museum guide that merges AI and AR technologies
to enhance museum content usage and accessibility. The application was pre-
sented to experts in the Cultural Heritage sector and a preliminary assessment
was made. The discussion showed that the application could be interesting to
renew the interest of visitors and that the introduction of image recognition and
Artificial Intelligence makes the system innovative and potentially more interac-
tive than traditional methods. The feedback was positive and the results suggest
numerous possibilities for enhancing cultural content accessibility and improv-
ing the overall museum experience. Despite the discussion provided encouraging
results, it is crucial to conduct rigorous testing to evaluate the true effectiveness
of the system. Future development should include comprehensive testing of the
application in a controlled environment, thus enabling a comparative analysis
of usability, user workload and learning outcomes between our approach and
traditional methods. Moreover, it is important to provide users with clear guide-
lines on how to effectively interact with the chatbot. This can be achieved by
incorporating elements such as a brief introduction to the artwork or providing
sample questions on the screen. By offering these guidelines, users can enhance
their engagement and maximize the benefits of the chatbot in the context of
cultural heritage.
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Abstract. Siren noise constitutes a nuisance and could be harmful for
ambulance personnel and patients. Several studies proposed simulated
Active Noise Control (ANC) solutions to attenuate siren noise inside an
ambulance. In this paper an implementation of a feedforward ANC sys-
tem based on the classic FxLMS algorithm is presented, running it on a
real-time hardware platform to test the efficacy of such solution in a lab-
oratory environment. Algorithms are developed in MATLAB Simulink
environment, and run on Speedgoat target hardware. The results of these
experiments are presented, and while discussing our findings, the expe-
rienced limitations are described, and further work is suggested.

Keywords: Active Noise Control · FxLMS Algorithm · Feedforward
ANC · Ambulance Siren Noise · Real-time Hardware Test

1 Introduction to Active Noise Control

Active Noise Control (ANC) is a technology that can be used to reduce unwanted
sound in a given environment. Based on the superposition principle, ANC sys-
tems eliminate residual noise within a specific area called zone-of-silence (ZoS,
or Zs) by producing a secondary controlled noise with the same amplitude and
opposite phase of the source noise, that creates the desired destructive interfer-
ence with the primary noise at the right location. The basic working principle is
depicted in Fig. 1.

Such systems employ acoustic sensors (speakers and microphones) and digital
signal processors to generate the control signal. The control signal is usually
shaped with the use of adaptive filters, since often the operational environment
is non-stationary.

c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2024
M. Carfagni et al. (Eds.): ADM 2023, LNME, pp. 273–282, 2024.
https://doi.org/10.1007/978-3-031-52075-4_31

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-52075-4_31&domain=pdf
http://orcid.org/0000-0002-9819-3378
http://orcid.org/0000-0002-3569-313X
http://orcid.org/0009-0002-7938-677X
http://orcid.org/0000-0002-3393-7014
http://orcid.org/0000-0002-7417-3487
http://orcid.org/0000-0002-5352-9624
https://doi.org/10.1007/978-3-031-52075-4_31


274 M. G. Buttarazzi et al.

Fig. 1. Principle of noise cancellation, using a secondary noise source to generate a
control signal y(n) such as a desired destructive interference is obtained in Zs, where
noise d̃ac(n) is cancelled by antinoise dac(n). Taken from [1].

A variety of ANC systems have been studied ([1,2]), based on different adap-
tive algorithms, depending on their application.

The first adaptive ANC system using the LMS algorithm was developed
by B. Widrow in 1975 [3]. Dennis R. Morgan improved upon it [4] by adding
an additional filter1 to compensate for the effect of secondary acoustic paths2

placed after the ANC adaptive filters, thus pioneering the so called Filtered-x
Least Mean Square Algorithm (FxLMS), which is the one used in this study
experiments too.

Several variations of the FxLMS algorithm can be found in [4]; for siren noise
reduction, most systems seem based on variations of the LMS adaptive algo-
rithm ([5] through [8]); In particular, a Narrowband Feedforward ANC structure
(Fig. 2) seems to be the best solution to be applied because a reference signal
x(n) is available directly from the noise source, and the signal to be cancelled
has a known limited-bandwidth spectrum, as described in detail in Sect. 1.1.

1 In Fig. 2, please note Ŝ(z) is the aforementioned filter added by Dennis R. Morgan.
2 The path the sounds travels between the secondary source, where the antinoise is

produced, and the error microphone, where the cancellation has to be realised.
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Fig. 2. FxLMS algorithm based single-channel feedforward ANC system. (a) Schematic
and (b) block diagram. Figure taken from [9].

1.1 Characteristics of the Siren’s Signal

The siren noise presents non-trivial characteristics, in the context of ANC, as it
is non-stationary, although periodic, and presents several high-frequency compo-
nents in its spectral content. Also the siren sound is fast-changing between two
different pitch sounds, which introduces challenges in and on itself when those
switches occur.

Following the Italian regulations on the matter, therefore the siren in this
study produces two distinct sounds by emitting two different pulse waves, one
with a lower pitch at the fundamental frequency of 390 Hz (Fig. 3a), and one with
an higher pitch at 660 Hz (Fig. 3b). Figure 3 shows the siren signal reconstructed
by measuring the actual output of a typical siren marketed in Italy.
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Fig. 3. Siren’s component pulse waves in the time domain.

These two pulse waves can each be generated with a series of 3 impulses,
having periods of 2.56 ms and 1.52 ms respectively, with varying duty cycles
and appropriate delays (the parameters for both pulse waves can be seen in
table below). The siren then alternates between these pulse waves in a pattern
described in Fig. 3c, where the low-level (or 0) is to be interpreted as the time
when the siren is playing the low pitch sound, and high-level (or 1) when the high
pitch is played instead. This pattern repeats periodically every 1.5 s. Finally, the
spectrum of both those individual pulse waves is shown in Fig. 4.

Table 1. Parameters to generate the 390 Hz and 660 Hz pulse waves

f=390 Hz: pulse1, pulse2, pulse3 f=660 Hz: pulse1, pulse2, pulse3

T [ms] 2.56 2.56 2.56 1.52 1.52 1.52

delay [ms] 0 0.96 1.6 0 0.76 1.14

d.c [%] 25 12.5 12.5 25 12.5 12.5

The most significant harmonics of the 390 Hz pulse wave are 780, 1170, 1560,
and 1950 Hz. For the 660 Hz pulse wave we have 1320, 1980, 2640, and 3300 Hz.

2 Building Blocks to Reduce Real Siren Noise

The intention with this study was to test cancelling algorithms in a laboratory
setting, using a real-time target hardware to produce the adaptive control signal.

Fig. 4. Siren component signals in the frequency domain.
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With a long-term goal of cancelling the siren inside a real ambulance, here the
first steps towards the cancellation of a synthetic siren are presented; these are
progressively achieving cancellation of: 1) Pure sinusoidal tones at increasing fre-
quencies 2) Square waves at the same fundamental frequency as the siren pitches
3) Both pulse waves, components of the real siren as presented in Sect. 1.1, indi-
vidually tested.

This objective was chosen as the steps above are considered preliminary to
then move toward the real scenario where the system will be optimised to cancel
the real fast-changing siren signal.

3 Setting up the Laboratory Experiment

For our experiments, all noises where internally generated by the target com-
puter and emitted via loudspeaker. The components of the systems under test:
Speedgoat Performance Real-Time Target Machine, running Simulink Real-
Time, PreSonus DIGIMAX FS, mic. amplifier, Behringer ECM8000 condenser
microphones, custom-built audio amplifier and speakers, and Haztec 8-82414
EuroSmart siren3

Cancellation was tested on two different setups: single channel, where one
control speaker generates the antinoise to cancel the noise from the primary
source, and dual channel, where two control speakers4, are used (see Fig. 5).

A series of test were conducted using different noise sources, starting with
simple sinusoidal tones at increasingly high frequency, then using square waves,
and finally the siren’s individual pulse waves, which were synthesised5 to repli-
cate the real siren sounds, and then emitted by a loudspeaker functioning as
primary noise source, in place of the actual siren.

No reference microphone was placed in front of the primary source, but the
noise signal was instead connected directly as an input into the target machine.
Since this will be possible in the real ambulance scenario too, as the siren’s
electronic hardware can be accessed, this represents a promising solution for the
future working system aboard the ambulance, saving on hardware, but moreover,
highlighting that even though the sound is complex, we can have exact real-time
information about the siren signal.

3 Used to study the siren signal, which was then synthesized.
4 Placed at the distance simulating the ambulance driver’s headrest, with two error

microphones placed in such a way to simulate the location of the driver’s ears (the
target area for our cancellation, ZoS).

5 Internally generated by our target computer.
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Fig. 5. Please note that the only distance that once chosen should remain fixed is the
distance between error mics and control speakers (the secondary paths S(z), S11(z),
and S22(z)). In Fig. 5b the secondary paths between speakers and the mic not directly
in front of it (i.e. between speaker 1 and error mic 2) are not taken into account as
their effect are negligible. The primary noise source can be freely placed a few meters
from the ZoS.

Once all sensors were set in place, the secondary acoustic paths were esti-
mated; this process generates a set of coefficients that will be then used to
initialise an FIR filter Ŝ(z)6 which approximates the transformation the sound
undergoes by travelling through the air once emitted by the control speaker to
the error microphone, S(z).

4 Experimental Results

Here the outcomes of our tests are presented, showing the spectra of the signals
detected by the error microphones with and without the ANC system generating
the antinoise (ANC ON and OFF respectively) for all the combinations of noise
source under test configuration. In figure 6 the 1-channel sine waves experiments
are collected, in figure 7 the 1-channel square wave ones, and in figure 8 the
1-channel experiments with pulse waves. For the 2-channel configuration, only
the results with sinusoidal tones are presented in figure 9, because no significant
cancellation was obtained for the more complex signal with this setup.

In terms of individual frequencies, up to 3.6 kHz noise cancellation was
obtained with pure sinusoidal tones, which is within range of the five more
significant harmonics of both siren’s pulse waves, hence the choice; consistent
cancellation between 36–86 dB for all sine waves in the 1-channel setup (Figs. 6a
to 6f), and similarly consistent cancellation between 31–70 dB for the 2-channel
setup (Fig. 9) was measured, which is considered to be very good performance
for the system in exam.

When cancelling square waves, the system performed well for the 390 Hz
wave, cancelling the first three harmonics between 32–56 dB (Fig. 7a), but with
6 As shown in Fig. 2 the additional filter is to be applied at the reference signal x(n),

coming directly from the siren in this case.
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Fig. 6. 1-channel configuration with sinusoidal tones, or sine waves.

Fig. 7. 1-channel square w. harmonic canc. [Hz],[dB]. a: 390,-56, 769,-43, 1158,-32
1532,0 1921,-4 2305,0 ; b: 660,-4 1166,0 1749,-5 2911,0 3494,0 4077,-1

Fig. 8. 1-channel pulse w. harmonic canc. [Hz],[dB]. a: 390,0 775,-3 1166,-38 1554,-2,
1941,0, 2333,0 ; b: 660,0 1330,0 2000,0 2665,0 3330,0 3995,-2
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Fig. 9. 2-channel configuration with sinusoidal tones, or sine waves
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the 660 Hz square wave the cancellation performance was more modest, in the
range of 4–5 dB (Fig. 7b), already showing signs of the limits of our system.

When the system was challenged with cancelling pulse waves, considering
the first 6 harmonics, the 390 Hz pulse wave saw a cancellation between 3–38
dB (but most of it on the third harmonics only, see Fig. 8a), whereas the 660 Hz
pulse wave saw almost no cancellation (Fig. 8b).

5 Conclusions

The use of the FxLMS algorithm is a well-established technique in active noise
control applications, suited for reducing the sound of ambulance sirens. Such
noise is proven challenging for the FxLMS algorithm. Therefore it seems that,
overall, the feedforward ANC system based on the FxLMS algorithm variation
presented here, is capable of cancelling signals that are regularly changing with
respect of time, no matter how fast (within the ranges of our tests); but that same
system cannot perform as well when signals behave in a less regular pattern in the
time domain. Difficulties to latch onto the phase of the pulse and square waves
is believed to be the cause of this system’s declining performance. This could be
mitigated by upgrading the DSP component, devising a faster performing target
hardware, custom-built to operate with the signals in question.

Finally, the ANC system had difficulties updating the cancellation adaptive
filter in the short time allowed by the fast-switching siren7, but since we see
promising results on the individual sounds of the siren, especially on the low-
pitch one, and since we also believe that with the aforementioned hardware
improvements we could obtain better performance for the high-pitch pulse wave
as well, we believe it could be theoretically plausible to employ a set of individual
ANC filters in parallel, each operating over a specific pulse wave/siren sound,
and switch between them appropriately, to cancel the real siren, if the system
would be able to correctly latch onto the phase of the siren’s signal.
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tract co-funded by the European Union - PON Research and Innovation 2014-2020 in
accordance with Article 24, paragraph 3a), of Law No. 240 of December 30, 2010, as
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Abstract. The idea presented in this contribution stems from the authors’ inter-
est and previous experience in designing aids for individuals with disabilities
in the field of Accessible Tourism - AT. Specifically, the focus has been directed
towards devices utilized in the seaside sector, with an analysis conducted on beach
wheelchairs. The study involved both a market analysis and an examination of the
regulatory framework. Two main results were obtained. Firstly, the analysis of the
regulatory framework revealed potential challenges in interpreting rules and regu-
lations, particularly regarding design, safety, and testing requirements. Secondly,
the market analysis demonstrated that all currently available devices necessitate
users switching from their personal wheelchairs to beach wheelchairs. Consid-
ering these findings, a conceptual solution is proposed to adapt one’s personal
wheelchair for movement on sandy terrains. This solution entails a kit comprising
beach wheels mounted on a lightweight frame, potentially incorporating a self-
propelled device to replace the manual wheelchair’s existing wheels. It is impor-
tant to note that this solution is intended to supplement existing beach wheelchairs
rather than replace them, thereby broadening the options available to individuals
with mobility impairments.

Keywords: Accessible Tourism · Assistive products · Beach wheelchairs ·
Design methods · User-Centered Design

1 Introduction

The idea presented in this paper is the result of the authors’ interest and previous expe-
rience in designing assistive devices for people with disabilities. While previous works
focused on designing devices for sports and/or tourism activities in mountain environ-
ments [1, 2], this paper is more focused on the marine seaside environment. In addition,
inclusiveness for people with disabilities is a growing concern, and many governmental
and non-governmental associations are closely examining this issue. Data found in the
latest 2019 ISTAT (Istituto Nazionale di Statistica) disability report [3] indicates that
in Italy, there are 3.1 million people with disabilities, which accounts for 5.2% of the
Italian population. Individuals with disabilities are defined as those who suffer from
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health problems or severe limitations that prevent them from engaging in normal activi-
ties. ISTAT data [3, p. 17] show that among people with severe limitations, only 19.2%
express high satisfaction with their lives, which is much lower than the 44.5% reported
for the rest of the population. The quality of life andwell-being of peoplewith disabilities
are closely linked to their level of participation in social activities, sports, and cultural
life in general. According to data from the 2019 ISTAT report [3, p. 16] regarding the
participation of people with disabilities in social activities, only 9.3% of individuals with
severe limitations frequently go to the cinema, theater, concerts, or visit museums during
the year. In comparison, the percentage for the rest of the population is around 30.8%.
When it comes to sports, the participation rate is even lower at only 9.1% for people
with severe limitations, compared to 36.6% for the rest of the population. Furthermore,
an additional 14.4% of individuals with limitations engage in some form of physical
activity, although they do not participate in organized sports. Possible causes for this
situation may include health issues, difficulties with inclusion, and limited accessibility
of facilities. In addition, 62.5% of Italian museums, whether public or private, lack the
necessary facilities to accommodate individuals with severe limitations [3, p.18, 4]. In
terms of the European tourism sector, it is estimated that there are approximately 80
million people with disabilities, presenting a significant economic potential for acces-
sible tourism, which amounts to around 352 billion euros in gross revenue [4]. For
Italy specifically, ISTAT predicts a 70% increase in travelers with disabilities by 2035
[4]. However, this projection can only be realized if tourism and leisure experiences
become increasingly accessible and inclusive. Accessible Tourism (AT) refers to tourist
services and facilities that enable individuals with disabilities, the elderly, and those with
special needs to participate in leisure activities and vacations [5–7]. The accessibility
of a destination should encompass various aspects like accommodations, restaurants,
transportation, infrastructure, entertainment, and cultural venues, ensuring no obstacles
or barriers hinder access or enjoyment. Improving accessible tourism is both a social
imperative and a business necessity, catering to a growing segment of the tourismmarket
[8]. Also, Universal Design and Design for All principles promote the conception and
design of tourism services and products that meet the needs of diverse users, including
individuals with disabilities, without requiring special adaptations or aids.

The focus of this research revolved around AT in coastal areas, specifically the
facilitation of individuals with disabilities or reduced mobility on beaches. The main
objectives of this researchwere to examine themarket for beachwheelchairs and analyze
the relevant standards governing their design and implementation. This analysis aimed
to gain a thorough understanding of the current situation and identify the most suitable
strategies for designing and developing an alternative solution that effectively addresses
the diverse needs of these individuals. The subsequent section presents the findings of the
market analysis, along with a description of the existing regulatory standards applicable
to this domain. On the other hand, section three introduces the concept of an alternative
device in the form of a kit, specifically thought to offer wheelchair users easy access to
beaches. Finally, the study concludes by summarizing key insights and outlining possible
future advancements in this field.
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2 Focus on Beach Wheelchairs

Seaside resorts have consistently ranked among the preferred tourist destinations, even
for individuals with disabilities. In recent years, there has been a growing emphasis on
creating accessible beaches that cater to the needs of all visitors by removing barriers and
offering dedicated services and assistance [9]. One notable example is the provision of
specialized wheelchairs known as “beach wheelchairs” which ensure full accessibility
to the beach and the sea for individuals with mobility disabilities. They are an important
accessibility feature for individuals with disabilities, as they provide the opportunity to
enjoy the beach, engage in recreational activities, and experience the natural environ-
ment with greater ease. These wheelchairs are typically available for rental at beach
destinations or can be provided by certain organizations or accessibility programs [10].
Extensive market and regulatory analyses have been conducted to assess the various aids
and devices used and available in this domain.

2.1 Market Analysis

To conduct the market analysis, the research considered the UNI/PdR 92:2020 Beach
Service - Guidelines for environmental sustainability, accessibility, quality, and safety
services- as a starting point [11]. Specifically, these guidelines offer valuable insights into
the types of water access aids that can be employed to facilitate water access for individu-
alswithmobility disabilities.Within this document, severalmodels of beachwheelchairs,
mostly used in Europe, are mentioned, including J.O.B., Sand&sea, Tiralò, Ariel, and
Hippocampe. These wheelchairs are designed to cater to diverse user needs. Figure 1
showcases these models, along with other popular or innovative options currently avail-
able in the market. Table 1 provides a summary of pertinent information regarding their
characteristics and their designation as aids for individuals with disabilities, offering a
comprehensive understanding of their features.

Fig. 1. Different models of beach wheelchairs: a) J.O.B., b) Solemare, c) Sand&sea, d) Ariel, e)
Tiralò, f) Sofao, g) Hippocampe.
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The depicted beach wheelchairs are primarily manual wheelchairs that require push-
ing or pulling for operation. The first row of Fig. 1 (from a to d) includes models that can
be propelled by a caregiver positioned behind the chair, whereas the second row (from
e to f) consists of models that need to be pulled. The Hippocampe model (Fig. 1g) is an
example of a trekking chair that can be used in different scenarios. To gain a compre-
hensive understanding of how these products compare to other assistive aids available
to individuals with disabilities, their classification was referenced using that proposed
by the European Assistive Technology Information Network – EASTIN - association
website (www.eastin.eu). This website aggregates data from various national databases
that catalog assistive technology products based on ISO classification. More details on
their classification can be found in Table 1.

Table 1. Characteristics and ISO classification of different beach wheelchair models.

Model Manufacturer Range of price ISO
classification

J.O.B Neatech (Italy)
https://www.neatech.it

< 1000 Euro ISO 30.09.39

Solemare OFFCARR (Italy)
https://www.offcarr.com/homepage/

< 1000 Euro ISO 30.09.39

Sand&Sea OFFCARR (Italy)
https://www.offcarr.com/homepage/

1000 Euro ISO 30.09.39

Ariel Gruppo Jolly Casa International < 1000 Euro ISO 30.09.39

Tiralò ESAT l’Ensoleillade (France)
https://tiralo.org/en

2000 Euro ISO 12.22.18

Sofao Ferriol Matrat (France)
https://www.joeletteandco.com/it/bagno/sofao-
al-mare/

> 2000 Euro ISO 30.09.39
ISO 12.22.18

Hippocampe Vipamat Europe (France)
https://www.vipamat.it/

> 2000 Euro ISO 12.22.18

The classification of the beach wheelchair models, as indicated in Table 1, raises an
important point regarding their categorization according to ISO 9999:2022 “Assistive
products -Classification and terminology” [12]. Inmost cases, thesemodels are classified
as assistive products for other sports (ISO30.09.39). However, a fewmodels (letters from
e to g in Fig. 1) are classified as manual wheelchairs, falling under ISO classification
code 12.22.18. This dual classification possibility prompts further investigation into
the design process and regulatory framework that governs this kind of medical device.
To gain a better understanding of the requirements and regulations associated with such
devices, the authors deemed it necessary to delve into the relevant regulatory framework,
as explained in the next section.

http://www.eastin.eu
https://www.neatech.it
https://www.offcarr.com/homepage/
https://www.offcarr.com/homepage/
https://tiralo.org/en
https://www.joeletteandco.com/it/bagno/sofao-al-mare/
https://www.vipamat.it/
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2.2 Regulatory Framework Analysis for Beach Wheelchairs

As mentioned earlier, the ISO 9999:2022 serves as the reference standard for cataloging
assistive products for individuals with disabilities [12]. It provides classification and
terminology guidelines for assistive products that are specifically designed or generally
available to optimize functionality and reduce disability. It also includes assistive prod-
ucts that require the assistance of a caregiver for their operation. Within this standard,
beach wheelchairs are mentioned under the code 30.09.33, which pertains to assistive
products for swimming, water sports, and beach-related activities. The specific term
“beach wheelchair” is associated with codes 12.22 and 12.23, which are part of the man-
ual wheelchairs section. According to these suggestions, one would expect the reference
standards for beach wheelchairs to align with those for manual wheelchairs. However,
the data presented in Table 1, sourced from the EASTIN website, indicates that beach
wheelchairs are primarily classified under the code 30.09.39 as “Auxiliary products for
other sports”. This suggests that they may follow a different certification process. Typi-
cally, manufacturers of manual wheelchairs refer to the EN 12183:2022 standard, which
encompasses the requirements and test methods for manual wheelchairs [13]. This stan-
dard also makes references to EN 12182:2012 [14], which covers general requirements
and test methods for assistive products for persons with disabilities, as well as the ISO
7176 series of standards that detail various test methods for wheelchairs [15]. However,
manufacturers of beach wheelchairs solely refer to EN 12182:2012, omitting reference
to the ISO 7176 series. From a regulatory perspective, beach wheelchairs are classi-
fied as class I medical devices under the Medical Device Regulation (EU) 2017/745
[16]. This classification necessitates that manufacturers self-certify compliance with the
requirements to obtain the CE marking for the device. In the Italian national legislative
framework, the “Nomenclatore Tariffario” [17] is the document issued and regularly
updated by the Italian Ministry of Health which establishes the type and manner of
provision for prostheses and aids covered by the National Health Service. Since beach
wheelchairs are not explicitly mentioned in this document, a procedure is in place for
their traceability through “functional homogeneity” to other listed and recognized types
of aids within the National Health System. For instance, one manufacturer of beach
wheelchair models listed in Table 1 and represented in Fig. 1b has designated its product
as a “shower chair”, which can be traced back to the ISO code 09.12.03 - Commode
chairs [12]. As evident, the classification of beach wheelchairs is not definitively fixed,
allowing manufacturers to consider the aid as belonging to different categories depend-
ing on the context. Table 2 provides a summary of the regulatory framework applicable
to both manual wheelchairs and beach wheelchairs.
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Table 2. The regulatory framework of the standards for manual and beach wheelchairs.

Standard Manual wheelchairs Beach wheelchairs

ISO 9999:2022 12.22.18 (Push wheelchairs) 12.22.18 (Push wheelchairs) or
30.09.39 (Assistive products for
other sports)

Regulation (EU) 2017/745 Class I medical device Class I medical device

EN 12182:2012 yes yes

EN 12183:2022 yes no

Nomenclatore tariff.(Italy) Wheelchairs Shower chairs/ Commode chairs

3 A New Concept: the “SailOnSand – SOS” kit

The idea of developing a new concept of a beach aid stems from some considerations
of previous analyses. All devices presented in Table 1 focus on enabling people with
disabilities to bathe in the sea requiring them to transfer from their personal wheelchair
to the beach wheelchair. Moreover, as depicted in Fig. 1, these devices are simpler in
design compared to everyday manual wheelchairs, lacking specific comfort features,
and resembling more basic transport wheelchairs. In addition, through input gathered
from individuals with disabilities who collaborate with our research group, it has been
revealed that disabled individuals do not always visit the beach solely for swimming
purposes. Often, they prefer to stroll along the shoreline, relax under an umbrella, and
simply move around, potentially even independently, to engage in social activities, use
restroom facilities, or visit refreshment points. Taking into consideration these factors
and user needs, our working group has conceptualized a device that enables wheelchair
users to navigate the beach. The device was carefully designed considering a number of
key features, including adaptability to different wheelchair models (standardized sizes),
ease of assembly and setup for both experienced and novice users, and modularity to
accommodate different terrains and levels of user disability. In our search for similar
products on the market, we came across the Sandapter kit (www.offroadsolutions.nl),
listed in theEASTINdatabase,which allows for the replacement of the two rearwheels of
amanual wheelchair with sand-specificwheels. However, this kit still requires assistance
from another person to push the wheelchair and lift its front wheels. As we couldn’t find
a product with the desired characteristics, our focus shifted toward developing a new
product concept.

Our proposed solution is a kit called “SailOnSand – SOS”, as depicted in Fig. 2.
The kit utilizes two support frames, one on each side, which can be easily installed on a
wheelchair. These frames take advantage of the quick-attach interface available for rear
wheel attachments on regular wheelchairs once the wheels are removed (Fig. 2a). The
frames can be fitted with sand wheels and are placed on the two sides instead of the rear
wheels, while the front wheels are securely placed on a platform using appropriate straps
or belts (Fig. 2b). We have designed the kit in two versions: i) a manual push version that
requires assistance from an assistant (Fig. 2b), and ii) a self-propelled version that allows
the user to operate it independently (Fig. 2c). Throughout the entire design process,

http://www.offroadsolutions.nl


Assistive Products for Accessible Tourism 289

Fig. 2. The “SailOnSand - SOS” concept.

we will adhere to the principles of user-centered design, ensuring that the device not
only meets the user’s requirements but also aligns with their personal preferences. In
line with the conducted analyses, special emphasis will be placed on the preparation
of comprehensive technical documentation, ensuring compliance with regulations, and
following the structure outlined in Fig. 3. As the kit is classified as a Class I medical
device and categorized as an aid for other sports (ISO 30.09.39) [12], careful attention
will be given to critical stages such as sizing, detailed component design, risk analysis,
and the subsequent development of the technical documentation.

Fig. 3. Steps for the design and development of the SOS device and technical documentation.

The risk analysis process will involve identifying potential hazards associated with
the use of the SailOnSand - SOS kit and evaluating their severity and likelihood. Mitiga-
tion measures will be implemented to minimize risks, ensuring the safety and effective-
ness of the device. The technical documentation will encompass essential information
about the design, materials, manufacturing processes, instructions for use, and any rele-
vant testing andvalidation procedures conducted.Bymeticulously adhering to regulatory
requirements and following a thorough risk analysis process, the research group aims to
develop a technically robust and compliant product that meets the needs of individuals
with disabilities, promoting accessibility and inclusivity at the beach.

4 Conclusions

This research project has yielded two main outcomes. Firstly, the analysis of the mar-
ket and regulatory framework has revealed critical issues associated with these types
of products. In terms of the regulatory framework, difficulties were identified in the
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clear interpretation of standards and regulations by manufacturers, particularly regard-
ing design, safety, and testing requirements. The lack of unambiguous guidelines can
lead to inconsistencies and challenges in ensuring compliance. Secondly, the research
group has conceptualized a novel solution in the formof the SailOnSand (SOS) kit, which
aims to adapt a traditional everyday wheelchair into a beach wheelchair. Unlike existing
beach wheelchairs that require users to transfer from their personal device, the SOS kit
offers a newer design approach. It consists of two lightweight frames with sandy wheels
that can be easily mounted on a manual wheelchair. The kit also provides the option for
a self-propelled configuration, enhancing independence for the user. Currently, the team
is focused on the detailed design and dimensioning of the components. It is also planned
to build a prototype of the device for testing in the coming months. This prototype will
undergo evaluation to assess its functionality, usability, and compatibility with different
terrains with both the group’s designers and real users. By developing this innovative
solution, the research group aims to expand the options available to individuals with
mobility disabilities, improving their beach accessibility and overall quality of life.
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Abstract. The paper proposes a novel unified classification of digital games, i.e.,
video games and serious games, due to the recent interest of academia and industry
for their use to achieve several educational purposes. The paper reviews existing
cataloging systems and proposes a five-definition based matrix cataloging includ-
ing a set of key digital gamemetadata, unifying existing knowledge and highlight-
ing commonalities between cataloging systems. It offers a higher-level categoriza-
tion of digital games that retain distinctions where necessary, thus unifying both
categories of digital games. Such taxonomy enables the creation of a correlation
matrix that will provide a theoretical basis necessary to specify guidelines for the
concept design phase of digital games.

Keywords: Cataloging · Videogame · Serious games · Concept Design

1 Introduction

Digital games include both entertaining videogames and edutainment serious games. Its
market has grown exponentially over the years, gaining an important role in everyday life,
and fitting seamlessly into a variety of sectors [1]. In 2015 it was estimated that the total
revenue of the global digital game market was between $81.5 billion and $93 billion [2].
This situation hinges on the fact that digital games are no longer just limited to the field
of entertainment but have expanded to edutainment as well. Serious games particularly
incorporate various aspects, such as wellness, education, and cultural heritage [1]. Some
serious games examples include: (i) Le Village Aux Oiseaux, a therapeutic game whose
goal is to train patients with Alzheimer’s disease to slow down the cognitive decline due
to the condition [3] and (ii) The Prepared Partner, an educational video game about labor
and childbirth designed to prepare for parenthood [4, 5]. The growing development of
the video game industry is directly proportional to the increase in the segments of the
population that use it. The overall male target user is now only slightly outnumbering
the female target user [2], compared with the past. Moreover, the same categories of
users have expanded according to the sphere that the game embraces, including children,
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teachers, corporateworkers, aswell as patients in therapyor peoplewith different types of
disabilities. One of the challenging issues in game design is cataloging and classification,
due to the large variety of software solutions, game’s scopes, target users and hence the
needed interaction modality and usability requirements. The term classification refers
to a process that “[…] involves the orderly and systematic assignment of each entity to
one and only one class […]” [6].

While cataloging is the process that provides “[…] users with timely access to infor-
mation relevant to their needs. The task of identifying resources collected by libraries,
results in rich metadata that can be used for many purposes” [7]. Therefore, classify-
ing and cataloguing games has become a fundamental step to allow game designers to
unravel the complexity of the current state-of-art, to identify the target users’ needs and
how to meet them, and hence to better guide their development.

Several authors attempted to classify them. In [8] a three-dimensional taxonomy
is suggested: (i) type of computer software; (ii) the genre of the game; (iii) the mode
of interaction. In [1] an in-depth multidimensional classification of serious games is
proposed, focusing on the qualities that are crucial to their design, i.e., style of interaction
offered to the player, activity, mode, environment, and area of application. Despite these
attempts, there is still a lack of a classification that enables research to unify the various
proposals identified in the literature. This paper aims to analyze these classifications by
providing a unified cataloging, following a review methodology as proposed by [9]. A
starting point to achieve a ‘matrix cataloging’ to bringout possible correlations among the
collected data is here proposed. The data will be separated and organized using specific
classification criteria, creating a unified digital games cataloging. In this way, applying
the proposed cataloging to real use cases it will be possible to define correlation values
that will form the theoretical basis necessary to specify a guideline for the preliminary
conceptual design of digital games.

2 Literature Review

The review is conducted by adopting the light version of the guidelines proposed by
Kitchenham et al. [9], adapted to the needs of the present research. This work aims to
analyze previous video and serious games cataloging to propose a unified model that
encompasses all of them to guide designers in tailoring the application they want to
design to their specific needs. The first step of the guidelines is to formulate a research
question that will guide the review. Our review tries to answer the following:

• RQ: How are video and serious games catalogued, and on which criteria?

After the formulation of the research question and having defined the database pool
from which to extrapolate the papers (i.e., electronic databases such as Scopus, IEEEX-
plore and Web of Science, including scientific papers, review articles and conference
proceedings) the research question aids in the formulation of a search string. Our search
string is the following: (“recategorization” OR “cataloging” OR “cataloguing”) AND
(“videogames” OR “digital” OR “serious”) AND (“games”). The survey is limited to
English-only articles in the Computer Science and Engineering fields and resulted in
1135 records, which decreased to 911 after duplication removal. Filtering the records,
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including only works from 2010 to 2023, resulted in 695 papers. A preliminary selection
based on title, keywords and abstract results in 31 titles, further reduced to 5 records after
a rigorous selection based on inclusion criteria. The criteria are that a screened record
is admitted to the review only if it proposes a video and/or serious game cataloging
system. The first reviewed paper [10] proposes a cataloging system based on G/P/S
(gameplay, purpose, scope) concept, gaming platform and UX for container terminal
logistics serious games. Then, [11] proposes a simple genre-based cataloging system
for entertainment videogames, while [12] proposes a comprehensive cataloging system
for health rehabilitation serious games based on UX (feedback, adaptation), interaction,
technology, and other domain-specific criteria. Finally, [1] proposes a cataloging system
for serious games based on the style of interaction offered to the player, activity, mode,
environment, and area of application, while [13] proposes a cognitive stimulation serious
games’ cataloging based on similar criteria to that of [12].

3 Data Analysis

The review results in five different cataloging systems, each with several metadata. A
higher-level framework proposed by [8] is followed to achieve the objective of unifying
such cataloging systems. The framework illustrated in [8] proposes to classify digital
games by three definitions, namely:

• D1, “The game is seen as a computer program and all its related properties such as
the admissible number of users, networking features and the like are considered”

• D2, “The game as a piece of artwork and media has a genre”
• D3, “Through intense interaction, players act and experience engagement such as

building, fighting, or trading, e.g., Interaction determines the psychological/social
impact”.

The first step is to remove the domain-specific parameters (e.g., patient monitor-
ing/assessment in [12]) from the cataloging systems obtained from the literature review.
The following step is to identify the definition to which each parameter belongs. Some
criteria are omitted from the three-definition classification: the target audience and the
application area. This is because such classification is of general application and is not
targeted towards serious games. As a matter of fact, videogames aim to entertain and
amuse the player, while serious games present a practical purpose (e.g., training, educa-
tion, well-being). Therefore, to include the left-out parameters too, the three-dimensional
high-level classification system is extended to include two other definitions, namely:

• D4, a digital game is always oriented towards a specific audience and market. The
Design phase must take the target into consideration to tailor the product to the user
that is intended for

• D5, serious games always have a practical purpose that, in conjunction with the
audience and market, guides the Design phase.

Once each parameter is categorized in one of the five high-level definitions (where
parameters are contained in two or more cataloging system, these are joined together),
the result is obtaining a model that unifies the five cataloging systems obtained from the
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review.Four of thefivedefinitions enable the abstraction of four classificationdimensions
that can be useful for classifying digital games. Those dimensions are:

• Genre, is the dimension that specifies the genre of the digital game (e.g., RPG, strate-
gic, puzzle) and suggests to both the user and the designer which kind of experience
the game should deliver. It is derived from definition D2

• Engagement, is a quantitative dimension that specifies the intensity of the interaction
between the player and the digital game. It can be affected by several factors (e.g.,
immersiveness, narrative, fidelity), and it’s derived from definition D3

• Target, combines the targeted market (e.g., healthcare, education, culture & art)
and the targeted audience (e.g., the general public, professionals, students). It is the
dimension that characterizes a digital game based on who it is targeted. It is derived
from definition D4

• Purpose, specifies the goal of the digital game, whether it is intended for entertain-
ment only (videogames) or for more pragmatic goals such as serious games (e.g.,
marketing, training). It is derived from definition D5.

These dimensions, abstracted from the unified cataloging system proposed here,
enable the classification of digital games. D1 is left out of the abstraction process because
it is not strictly related to digital games but rather to the features that designate them
as software (as the authors stated). Figure 1 shows how two digital games could be
classifiedwith this system.The three qualitative dimensions (Genre, Target, andPurpose)
are depicted one for each axis of the Cartesian space: their arrangement on the axis is
not ordinal and only serves as a visual representation of their differences in value.
The quantitative parameter (Engagement) is defined by the dimension of the sphere
representing the game.

Fig. 1. A classification example of two digital games

4 Metadata for Cataloging

Although excluded from the process of abstraction of classification dimensions, the D1
definition in conjunction with the other four remains useful for defining the metadata
that enables cataloging digital games. From D1, it is possible to derive the metadata
useful to determine the software and hardware characteristics that characterize a digital
game.
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Our proposed cataloguingmetadata derive from the cataloging systems resulted from
literature review and are arranged according to the five definitions: D1, D2, D3, D4, and
D5.

The first four definitions (D1-D4) are generalizable to all types of video games since
they are based on game characteristics that are closely related to (i) the software, (ii) the
artistic choices related to the video game’s genre, (iii) the user’s interaction experience
with the game, and (iv) the end user.

The fifth dimension (D5) is distinctive to Serious games since it is centered on game
qualities that vary depending on the specific objective of the game.

Each definition embraces several categories, subdivided into more detailed metadata
relating to the core issue.

Fig. 2. The unified model with the five definitions

Figure 2 depicts the unified model with only the categories to produce a compact
scheme presenting essential information. The next sub-paragraphs provide a compre-
hensive overview of each definition. Each sub-paragraph presents a list of categories and
its metadata, with the corresponding author(s) that discussed each of them.

4.1 Definition 1

Definition 1 (D1) provides information on the different aspects of software-related
games, including the environment, interaction modes, game platform, interaction tech-
nology, and system interface. The category “Environment” lists the different types of
environments the gaming system supports, including (i) Social presence, (ii)Mixed real-
ity, (iii) Virtual environment, (iv) Location awareness, and (v) Online. These metadata
were discussed by [1, 13]. The second category is “Interaction Modes”, which includes
two metadata: (i) Single-player and (ii) Multiplayer. The paper [11] includes these
metadata.

The third category, “Game Platform”, includes two metadata, (i) Hardware archi-
tecture and (ii) Deployment, which were discussed by [10, 12, 13]. The fourth category
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is “Interaction Technology”, which comprises several metadata such as (i) Keyboard,
(ii) Mouse, (iii) Voice/speech, (iv) Motion capture, (v) TUI, (vi) Touch/multitouch, (vii)
Eye gaze tracking, (viii) Haptics, (ix) Facial expression recognition, (x) Biofeedback,
and (xi) Gamepad. The works [1, 12] addressed these metadata. The fifth category is
“System Interface”, which comprises four metadata: (i)Visual, (ii)Auditory, (iii)Haptic,
and (iv)Mixed. These metadata were discussed by [12].

4.2 Definition 2

Definition2 (D2) appears to provide information regarding the designof a game interface,
with a focus on two essential components: “Game interface” and “Genre”. Twometadata
are given under the “Game interface” category: (i) 2D graphics and (ii) 3D graphics,
with the authors [1, 13] associated with both. The second category is “Genre”, which
is discussed by the authors [11, 13]. It includes various metadata such as (i) RPG (Role
Playing Games), (ii) Adventure, (iii) Puzzle, (iv) Action, (v) Strategy, (vi) Sports, (vii)
Learning, (viii) Exercise, and (ix) Simulation.

4.3 Definition 3

Definition 3 (D3) is that which contains the most items. In this case, the categories
are “Gameplay”, “Gaming experience”, “Representation mode”, “System-controlled
feedback”, “Interaction style”, and “Adaptation”; each of them includes specific meta-
data. The category, “Gameplay”, includes two possible metadata: (i) Game-based and
(ii) Play-based. Both were discussed by [9]. The second category includes metadata
related to the gaming experience, such as (i) Challenge, (ii) Competence, (iii) Flow, (iv)
Negative/positive effects, and (v) Tension. All these metadata were examined by [10].

The third category, “Representation mode”, includes metadata related to (i) Visual,
(ii) Auditory, (iii) Haptic representation, and (iv) Mixed modes. Authors [1, 12] went
through these metadata. The fourth category, “System-controlled feedback”, has meta-
data related to feedback provided by the game (i) During gameplay and (ii) After game-
play. These metadata were discussed by [12]. The fifth category is “Interaction style”.
It includes metadata that describe the different ways players can interact with the game:
(i) Standard (traditional peripherals), (ii) Active (alternative peripherals or body), and
(iii) Pervasive. The author [12] discussed all of them. The last category is “Adaptation”,
which has three metadata: (i)Off-game configuration, (ii) In-game adaptability, and (iii)
None. These categories define how the game can adapt to the player’s preferences or
abilities and were described by [10, 12, 13].

4.4 Definition 4

Definition 4 (D4) shows an essential aspect to consider when designing a digital game:
the target. This category refers to the importance of tailoring the game to meet the needs
and preferences of the target user during the design phase. It includes two metadata: (i)
Target Market and (ii) Audience. These metadata were addressed by [10, 12, 13].



298 L. Cormio et al.

4.5 Definition 5

Definition 5 (D5) details Serious Game application areas, which are fundamental to the
game design because each serious game is guided by a practical purpose that aligns
with the audience and market. The only category, “Application Area,” includes several
metadata: (i) Education, (ii)Well-being, (iii) Training, (iv) Advertising, (v) Interpersonal
communication, (vi) Healthcare, (vii) Storytelling, (viii) Informative, and (ix) Others.
These metadata have been explored by [1, 10].

5 Discussion and Conclusions

This paper proposes a unified cataloging system based on a matrix approach for digital
games (video games and serious games), based on a five-dimension matrix comprising
all the key digital games classification metadata (also known as “tags”) proposed in the
literature. It aims to collect the existing knowledge and highlight commonalities between
existing cataloging systems. Considered cataloging systems proposed a heavily domain-
specific or low-level approach. In [13], a cataloging of cognitively stimulating serious
games based on characteristics from the conventional cataloging of serious games has
been suggested. This system is limited in scope since it is domain-specific, meaning
it only applies to serious games focusing on cognitive stimulation and does not give a
high-level categorization. A cataloging system based on the G/P/S (gameplay, purpose,
scope) concept, gaming platform and UX is presented in the study [10]. The system
proposed provides insights into existing studies on gamification in the container port
logistics field. It considers both video games and serious games, and mainly focuses on
game characteristics closely related to the user’s interaction experience, the end-user, and
the specific goal of the game. However, it excludes other equally important aspects, such
as software-related game features and artistic choices related to the video game genre. In
[11], the focus is solely on cataloging video games meant for entertainment, while [12]
puts forth a cataloging system for health rehabilitation games focusing onUX (feedback,
adaptation), interaction, technology, and other criteria specific to the activity. Neither
[11] nor [12] encompass all types of digital games, and [12] introduces a cataloging
system that is tailored to a specific domain. Finally, [1] proposes a system based only on
serious games. The novelty of this work is that the proposed model unifies kind of digital
games although retaining distinctions where necessary (e.g., the fifth definition specific
only to serious games). This result is achieved by interpreting the cataloging identified
in the literature according to a higher-level framework, as illustrated by [8]. Moreover,
the paper proposes a four-dimension classification system. Although it is only hinted
at in the present paper, future works will assess whether the proposed cataloging and
classification systems could work together: the cataloging system and its metadata are
intended to classify digital games by following the classification system. Future works
will test the proposed cataloging on various video and serious games to validate the
model. By applying the proposed “matrix cataloging”, it will be possible to assess how
the several metadata interact with each other, thus enabling the creation of a correlation
matrix. This work could be considered a starting point to draft guidelines based on
the correlation matrix that will help the game designers in the Concept Design phase,
enabling them to better suit the product they are designing to the users they are targeting.
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Starting from a general idea of the game that the designers should develop (e.g., a fantasy
serious game intended to educate teenagers on the risk of smoking), the correlationmatrix
could suggest to them a list of optimal metadata that have a high correlation with the
goal of the game. These metadata could be considered as suggested specifications that
will guide the game’s development (e.g., a high-engaging game developed in VR and
with social networking features to capture the attention of teenagers). This work may
be limited by the evaluation of only review studies rather than primary studies on video
games and serious games, some key features of digital games may have been missed.
Similarly, the review conducted in this study may have left out other taxonomies already
proposed.
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Abstract. The design of a product consists of several stages to be carried out
in sequence until the result is achieved, some of them are performed trough the
help of CAD software. This design step is very rigorous with as little margin for
error as possible, and it often goes to make a clean break from other stages that
precede it. On the other hand, virtual reality technology is certainly an element of
interest within various design areas. One of the most promising uses of this type
of technology is in the visualization and review of products in the design process.
But in this paper we will see a next step compared to this just described, that is, the
application of virtual reality within the design making itself. By delving into the
design timeline, we will then go on to explore how this technology can provide
support not limited to visualization alone, but extended to modeling, what possi-
bilities can be offered by the realization of three-dimensional surfaces, modeled
already at the correct scale, and how these aspects can be efficiently integrated
within a methodology, assessing variations in timing and quality of work. We will
also try to intercept any downsides to try to get a clear understanding of what
possibilities could be offered soon by this technology and whether indeed these
types of processes can replace current methods, established for years.

Keywords: Industrial Design · Virtual Reality · Design Methods

1 Introduction

1.1 Introduction of Design Processes

Many of the steps within the design process are carried out by computer. In fact, in the
modern way of thinking about design there always comes the stage when one must go on
to the construction of a virtual three-dimensional model. These models are often made
with the help of rigorous software like CAD modelling.

As was mentioned earlier, this design step turns out to be very rigorous and precise
with very little margin for error, and it often goes to make a clean break from other stages
that precede it such as freehand sketches made at earlier stages of the project. We shall
be able to observe how all these stages can be in some ways and in some steps unrelated
to each other or subject to an evident leap in the approaches and technologies utilized
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by looking at the design schedule offered by a case study. Virtual reality technology has
been providing an element of interest within various areas including product design for
several years [1].

One of the most promising uses of this type of technology is in the visualization
and consequently visual review of products designed using conventional software [2].
In fact, the possibility by means of a viewer to be able to have in front of one’s eyes
the model that is being drawn in a 1:1 scale guarantees in a quick way and with a good
degree of precision to be able to understand in a very intuitive way the shapes of the
object in relation to its dimensions and therefore to be able to evaluate its proportions in
a very natural way [2], almost as if we had built a physical prototype of the product but
with evident savings in terms of time and money used [3].

Instead, in this paper we will see a next step compared to this just described, that is,
the application of virtual reality within the design itself and no longer only related to the
review phase. We will then go on to explore how this technology can provide support
not limited to visualization alone, but extended to modeling, what possibilities can be
offered by the realization of three-dimensional surfaces, modeled already at the correct
scale, and how these aspects can be efficiently integrated within a methodology.

This aspectwill be important in assessing variations in timing andquality ofwork.We
will also go on to investigate any disadvantages due to the application of this technology
to get a clear under-standing of what possibilities will be offered in the near future by
this type of technology and whether new procedures can really take the place of current,
tested procedures.

1.2 Virtual Reality Overview

Virtual Reality (VR) is a technology that allows users to immerse themselves in a vir-
tual environment, which can be created using computer-generated graphics, 3D model-
ing, and simulations [3, 4]. VR has numerous applications in design and engineering,
providing new capabilities to designers and engineers that were not previously possible.

Some current application of virtual reality in design and engineering are [6, 7]:

1. Design reviews:Virtual reality allows designers to review their designs in a 3D immer-
sive environment. This can help identify design flaws, aesthetic issues, and other
design considerations that may not be immediately apparent in 2D representations.

2. Prototyping: Virtual reality can be used to prototype and test new products, structures,
and systems in a simulated environment. This allows designers and engineers to test
and refine their designs before producing physical prototypes.

3. Training and education: An example of this scenario could be the use of virtual reality
in simulating the operation of complex machinery, allowing engineers to practice and
learn in a safe and controlled environment.

4. Visualization: Virtual reality can be used to visualize complex data and designs. This
can be particularly useful in fields such as architecture, where virtual reality can be
used to visualize a building’s layout and interior design.

5. Collaboration: Virtual reality can be used to facilitate collaboration between design-
ers, engineers, and other stakeholders. By working together in a virtual environment,
team members can make design decisions more efficiently and effectively.
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2 Materials and Methods

To make the analysis of this technology more effective, it was chosen to apply it within a
known design methodology. In the field of product design, to arrive at the final definition
of a product concept certain key steps are followed, carried out sequentially, leading to
an effective result-to. The main objectives of these methods are [8]:

1. Realize an effective product both from the performance point of view according to
the constraints re-challenged and according to the competitiveness in the market.

2. Achieve high efficiency in the ratio of quality (real/perceived) and price.
3. Decrease the variability of the end result as the different designers/project teams vary,

so that the end result is more robust and predictable, and new elements can be more
efficiently integrated into the team.

The various design steps are united by some common steps, so we are going to
describe one of the most significant methodologies and analyze its various steps. This
method under consideration is called SDE (Stylistic Design Engineering). SDE is a field
of engineering that focuses on the aesthetic and stylistic aspects of product design. It
combines principles of engineering, design, and aesthetics to create products that are
not only functional and practical but also visually appealing and user-friendly. SDE pro-
fessionals work closely with other engineering and design teams to ensure that products
are not only functional but also aesthetically pleasing [9].

The SDEmethod consists of the following steps to be followed in strict chronological
order. 1- Research and brand analysis, 2- Style analysis, 3- Freehand sketching, 4- 2d
drawing, 5- 3d modeling, 6- rendering and final review [9].

3 Discussion

As can be seen from the description on methodologies set out above, the phase of design
on CAD software, turns out to be very different in typology from previous phases such
as freehand sketching. In fact, while we note how in the initial phases the operations
of both study and work leave a substantial space for creativity and for some aspects
to the free interpretation of certain aspects by the designers, however much the design
path remains framed within a well-defined methodology, the moment we move on to the
use of CAD software, whether 2d type for the realization of blueprints on the basis of
sketches, or three-dimensional modeling software, we can immediately notice that the
approach to be used changes radically.

Indeed, in these applications, the approach becomes much more systematic, and in
some respects rigid. The fact that these two types of approaches turn out to be so different
from each other suggests that the levels and types of skills needed at the various stages
of design may be very different depending on the various stages one is in. It thus proves
difficult for the same people to go about operating equally effectively in all these various
steps observed, consequently the control of individuals throughout the entire pro-design
process diminishes. Allowing individual designers to be able to have control over as
many stages as possible helps to achieve a good level of consistency in the project, both
because it allows those who operated in the initial ideas to go in and actually verify the
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transposition of those concepts into the projected mathematical models, and because a
single look during the various stages helps the project, once it reaches the final stages in
maintaining a certainly greater overall consistency.

One of the greatest advantages expressed by virtual reality turns out to be that it
brings the work of visualization and final revision of tridimensional models much closer
to a freer and more creative environment such as that of freehand sketching [10, 11].
The great advantage expressed by this technology consists-re being able to visualize by
anyone virtual model in 1:1 scale, differentially from what happens through a computer
monitor [12]. In fact, being able to be inside a project and being able to observe it in
real proportions respectively to one’s own person and point of view, allows a much more
effective revisions not only by those who are actually working on the realization of the
3d model, but also by external parties, such as may be, for example, other elements of
the design team who worked in the initial stages of ideation, or elements outside the
team, such as clients, customers, administrative staff [13, 14].

Considering this, it becomes clear how it can be an interesting advantage to be able
to integrate this technology within the design not only for the visualization and review
phase, but also directly within the modeling phase by allowing designers to go and draw
and model directly within a three-dimensional environment, with the model in front of
them at 1:1 scale.

4 Results

In order to find the most efficient way to insert virtual reality modeling technology
within one of the design methods, as set forth above, we applied this technology within
two types of work. In the first type, we used the standard SDE path for the complete
realization of the project by inserting virtual reality in the final modeling phase. All
modeling was done using CAD software, and when the model was nearly completed,
the file was imported into VR visualization software to allow for review. The review of
themodelwas notmerely visual, but interactive. In fact, Gravity Sketchwas chosen as the
revision software. Such software allows drawing via special viewer controllers directly
within the three-dimensional space. This work was applied to a dissertation in which the
student found himself making a model of an automobile for the first time having never
had design experience with it, thus having the typical initial difficulties in reference
to even simple elements such as general proportions and between the various parts. A
shared virtual roomwas therefore created, within which designers with experience in the
field were given access, who were able to view the car almost as if it were a live model
at 1:1 scale, walk around it, and draw on it, either simple sketch lines or elementary
surfaces, to best enable the student to be able to understand how to go about modifying
the curvatures of the various parts (Fig. 1). This car model was later reimported within
CAD software, where the modifications suggested in the review phase were made.
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Fig. 1. (a) The imported model within the virtual room is compared with reference images and
revised to 1:1 scale, simulating a clay style maquette. (b) Real-life relief from a scale model of an
automobile.

For the second type ofwork, on the other hand, it was chosen to realize the entire auto-
mobile completely within virtual reality. For the realization of the purpose, once again
the software Gravity Sketch was chosen, the use of which was already being explored
through the other work exhibited earlier. This programmakes it possible to create virtual
classrooms of various sizes in which, through the use of a visor, it is possible to walk and
move around inside as if they were physical spaces. Within these spaces it is possible
to use some tools for drawing, modeling, and testing. Inside this room it is possible to
import 2d reference drawings, whether taken from previously realized paper sketches,
or taken from images of reference or competitor cars. It is also possible to place within
it point clouds of auto-mobiles obtained, for example, through 3d scanning technologies
(Fig. 2).

Fig. 2. Start of car setup based on imported blueprints of a reference vehicle belonging to the
same segment, used as a measure.
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The program provides different modeling tools, starting from the simplest lines with
which to make three-dimensional sketches, up to surfaces of varying curvature and
complexity, which can be made of both Nurbs and SubD types, allowing the model to be
exported in different formats depending on the intended use for different applications,
whether they be rendering or prototype making. The combination of all these elements
allowed the styling design of a car to be realized entirely within the software and fully
realized via viewer. An additional element of interest was to have imported within the
room the car chassis that had already been previously modeled by CAD software based
on actual specifications, and to have been able to use it as a dimensional and ergonomic
constraint in the realization of the body (Fig. 3).

Fig. 3. Based on the entered mechanical constraints, the 3d style sketch is made.

The procedure used in making the model started from some imported reference
images, which were used as the basis in making the three-dimensional sketches. Then
surfaces were made that con-joined the sketch lines to arrive at the definition of a closed
three-dimensional model. The fact that the model was already within the virtual space
greatly speeded up verification and revision operations, even going so far as to include
within, as in the last project,more-qualified personnel to evaluate shapes and dimensions,
no longer needing the ancillary step of importing and exporting the model between
different soft-ware. Corrections this time are made directly on top of the model and
modified in real time, even by several people at the same time in different positions
of the reading, thus going to simulate what is done in reality on top of a Clay model,
where skilled craftsmen go to make precision changes to arrive at the desired appearance
(Fig. 4).
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Fig. 4. Final rendering of the car in different colors.

5 Conclusions

As it was then possible to observe, we managed to successfully create a styling proposal
for an innovative car model completely within virtual reality, using this technology for
all the various stages of the work, from the initial sketches to the creation of renderings
to better evaluate proportional shapes of the car. The fact that all this work was done
individually by a student who had never had experience modeling on surfaces adds an
additional element of interest. In fact, thanks to the very gamification-oriented approach
of virtual reality, the soft-ware made possible a very simplified user experience, which
successfully allowed us to arrive at the desired result in a short time frame. As can also
be seen from (Fig. 5), this working model can be successfully inserted within an already
proven design methodology, replacing some phases, and integrating others, ensuring an
overall beneficial result.

Fig. 5. SDE method (1) and the same model integrated with Virtual Reality (2).
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Abstract. The Industry 5.0 paradigm emphasizes the importance of the opera-
tor’s well-being by seeing human-centricity as one of its cardinal principles. This
enables a twofold benefit, improving the sustainability of the production process
and enhancing performance.

Improving performance and increasing operators’ safety is often related to
cognitive load optimization. Confined spaces are working environments where
elements of distraction, such as noise, can cause accidents with major, even fatal,
consequences. Studies on the effects of noise on cognitive abilities present mixed
results, and those concerning confined spaces are limited as they require an expen-
sive experimental setup replicating the working scenario. Immersive Virtual Real-
ity (IVR) technology enables overcoming this gap by replicating the experimental
conditions in a synthetic environment.We exploited IVR to study noise’s impact on
cognitive performance in confined spaces.We compared the impact of a stationary
continuous noise source with an intermittent non-periodic one by administering
the Stroop Color and Word Test. We also assessed the perceived cognitive effort
by administering the modified noise-induced task load index questionnaire. We
also compared the effects on the operator’s physiological activity through Heart
Rate Variability (HRV) analysis. Results show that by keeping the equivalent noise
level lower than 85 dB, noise has no statistically significant effects on cognitive
performance and Heart Rate.
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1 Introduction

The Industry 5.0 paradigm sees human-centricity as one of its cardinal principles. Guar-
anteeing the operator’s well-being in the industrial environment becomes a key element
that improves the sustainability of the production process and the operators’ perfor-
mance. The latter result can be achieved by optimizing the physical and cognitive load
associated with the operators’ tasks. Cognitive load optimization is critical not only for
improving productivity but also safety. Indeed, there are working environments where
elements of distraction can cause accidents with major, even fatal, consequences. One
such distracting element is noise which represents a pervasive element. The effects of
noise can be particularly harmful in confined spaces, as the presence of reverberation
can amplify the levels of exposure and negatively affect cognitive abilities. [1]. Occu-
pational safety regulations aim to eliminate noise sources whenever feasible. However,
if it is not possible to eliminate the noise, the NIOSH standard mandates that workers
wear personal protective equipment (PPE) for hearing protection when their exposure
to noise reaches 85 dBA or higher, based on an 8-h Time Weighted Average.

The impact of noise on cognitive abilities such as concentration and short-term
memory has been studied in the literature concerning many working environments [2].
A review study revealed that among 58 studies, 29 reported a negative effect, 7 re-
ported a positive effect, and 22 reported no effect of noise on cognitive performance
[3]. Experimental evidence has shown a deteriorative impact of speech noise, such as
the background buzz of an office [4]. By simulating a 70-h activity period aboard the
International Space Station, Smith et al. found no impact of such noise conditions on
cognitive capabilities [5]. Halin conducted a study to assess the influence of various
types of noise on students’ reading ability. The findings revealed a detrimental impact of
background noise in situations that required less cognitive effort. However, no significant
effects were observed when the task presented a higher level of challenge [6].

Mixed results belong to different experimental setups. Jafari et al. [7] compared the
workload associated with four noise levels and found statistically significantly increased
workload only between 45 dBA and 95 dBA background noise. Dogget et al. reported
significant noise effects on the recall task [8]. However, their experimental procedure
provided stimuli using voice. Consequently, it is not possible to establish if such an effect
was due to the noise superimposed to the vocal stimuli.

Studies concerning noise effects in confined environments are limited as they require
an expensive experimental setup replicating the confined environment and removing risk
components. IVR technology enables overcoming this gap by replicating the experimen-
tal conditions in a synthetic environment, thus lowering costs and removing risks [9].
Furthermore, IVR allows for precise control of experimental conditions. Recent stud-
ies provided encouraging findings by successfully using IVR to assess the effects of
noise on cognitive performance, producing results comparable to a setup in a real-world
setting [8, 10]. For instance, a recent study utilizing IVR to investigate the effects of
continuous stationary noise on cognitive performancewithin confined environments cor-
roborated the findings of Liebl et al. in [4]. The study revealed that various continuous
noises, including stationary noise, produced similar error rates in recall tasks as those
observed in a quiet environment [9]. Mixed results could also depend on the nature of
disturbing sounds [11]. or instance, according to Schlittenlacher et al., it was postulated
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that the dynamic nature of speech (or irrelevant sound in general) gives rise to the phe-
nomenon known as “irrelevant sound interference.” This phenomenon has an impact on
performance in memory tasks. [12].

Such a hypothesis suggests further investigating the effect of disturbing noises on
cognitive capabilities by considering noise sources with different temporal variability
and frequency content. In addition, previous studies exploiting IVR to evaluate di effects
of noise in confined spaces limited the investigation from the perspectives of reaction
time and short-term memory, neglecting other cognitive capabilities.

With this in mind, we designed and conducted an experimental study exploiting IVR
to simulate a confined space with a Virtual Environment (VE) to compare the impact
of continuous noise with that of intermittent non-periodic noise. In contrast to previous
studies focused on confined spaces, our research delved into examining the impact on
the ability to inhibit cognitive interference. This interference occurs when the processing
of one specific stimulus feature hinders the simultaneous processing of another stimulus
attribute, a phenomenon commonly known as the Stroop Effect [13].

We formulated the following research questions:

• RQ1: Is there any difference in the effects of noise on cognitive capabilities and per-
ceived workload/annoyance between a continuous and stationary disturbance sound
source and an intermittent non-periodic one?

• RQ2: Does Heart Rate Variability analysis allows to detect noise effect on cognitive
capabilities?

2 Materials and Methods

2.1 Design of Experiment

To answer RQ1, we designed a 1 x 3 within-subjects experiment considering two inde-
pendent variables: cognitive load and noise. The cognitive task consisted in the Stroop
Word and Color Test (SWCT). The test required the participant to correctly recognize
the color used to fill the characters of one out of six target words (stimuli) displayed
randomly on a canvas in the VE. The target words corresponded to color names that
differed from the color used to fill the characters. The participant had to select, among
four buttons displayed on the bottom side of the canvas, the one matching the color used
to fill the characters of the target word on the upper side Fig. 1. Three conditions were
considered for noise: i) no noise (from now on NN-condition), ii) continuous stationary
noise (from now on CN-condition), and iii) intermittent non-periodic noise (from now
on IN-condition).

To answer RQ2, we recorded the Electrocardiogram (ECG) signal. We measured
user performance, perceived cognitive load, noise annoyance, and HR as dependent
variables.
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Fig. 1. The canvas for the SWCT interface with the word whose character color defines the button
to be selected by the participant.

2.2 Participants

The study consisted of 30 participants, including nine females, with ages ranging from
19 to 51 years (Mean: 25.5; SD: 5.8). The participants were recruited from the student
and researcher population at the Polytechnic University of Bari. Prior to their involve-
ment, all participants confirmed having normal hearing and normal vision. Among the
participants, nine individuals required prescription lenses, which they were allowed to
wear during the experiment to ensure optimal visual acuity.

2.3 Hardware

The IVR system used in the experiment was an HTC Vive Pro Eye Head Mounted
Display. For acoustics analysis, a binaural dummy head B&K 4410D was connected
to a 01dB Symphonie acquisition system (Fig. 2a). Physiological signal acquisition
was performed using the Biosignalplux research kit (Fig. 2b). The setup had a 16-bit
resolution and a sampling frequency of 1000 Hz.

Fig. 2. a) The B&K 4410D wearing the HTC Vive Pro Eye; b) The Biosignalplux research kit.

2.4 Virtual Environment and Acoustic Analysis

To simulate the noise in the virtual environment (VE), we generated a noise source based
on recordings captured in an open environment with minimal reverberation. The original
recordings were sampled at a rate of 48 kHz and had a resolution of 32 bits. We recorded
the signal generated by an electric drill. The power spectrum of the anechoic signals is
characterized by a notable drop in emitted power at frequencies below 1 kHz (Fig. 3).
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Fig. 3. The noise source frequency spectrum.

We used the Autodesk Inventor CAD software to model the experimental VE, a
cylindrical steel silo. For modeling the noise source within the VE, we utilized CATT-
Acoustic software (v.9.0a), which utilizes geometric acoustics to simulate sound prop-
agation. Additionally, we modeled the noise environment by numerically solving the
wave equation in the time domain. The acoustic level was calibrated using a binau-
ral dummy head connected to the HTC Vive Pro Eye Head Mounted Display (HMD)
and the 01dB Symphonie acquisition system (Fig. 2). We established a noise level that
adhered to the maximum permitted by the NIOSH standard, assuming operators would
be wearing hearing PPE. Consequently, the noise level in the experiment was equivalent
to an approximately 85 dBA continuous sound level. The VR software-controlled trial
(SWCT) was implemented using Unity, enabling the playback of various audio tracks.

2.5 Measures

For RQ1, we assessed reaction time by measuring the duration between the stimulus
timestamp (visualizing the target word) and the user’s button selection timestamp. In
cases where a participant skipped a stimulus, we recorded a fixed value of 5000 ms,
representing the time between consecutive stimuli. Additionally, we recorded errors by
noting incorrect and missed button selections. To evaluate the perceived cognitive load,
we administered the modified Noise-Induced Task Load index questionnaire (NOISE
TLX). The NOISE TLX, developed by Lee et al., is an adaptation of the NASA TLX,
with questions on physical demand, temporal demand, and frustration replaced by two
questions assessing the perceived loudness and annoyance caused by noise [14].

Regarding RQ2, we recorded the participants’ ECG signals during the SWCT. We
used the OpenSignal software tool to evaluate the mean of the Instant HR, the square
root of the mean squared differences of successive NN intervals RMSSD [15].

2.6 Experimental Procedure

The study was conducted in an isolated room. Participants were provided with an expla-
nation of the study’s objective, and after confirming their understanding and signing
the consent form, demographic information was collected. ECG electrodes were then
attached to the participant’s chest for recording. Following this, each participant entered
the VR test scene within the customized SWCT interface located inside the aforemen-
tioned silo (Fig. 1). Participants underwent a preliminary training session to familiarize
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themselves with the SWCT. The experiment involved completing the SWCT under
three different noise conditions, administered in a counterbalanced order to mitigate any
potential order effects. Test sessions were interspersed with five-minute rest periods,
during which participants filled out the Noise-TLX questionnaire. Each SWCT session
comprised 170 target words and lasted approximately 300 s.

3 Results

3.1 RQ1-Noise Effects on Users’ Performance, Perceived Workload, and Noise
Annoyance

As regards reaction times, we positively checked the normality and the equality of
variance assumptions for the NN-, CN-, and the IN-conditions samples. There was no
statistically significant difference between groups as determined by one-way ANOVA
(F(2,87) = 1.852, p = 0.163).

As regards execution error, samples were not normally distributed. AKruskal-Wallis
H test showed no statistically significant difference in execution errors among noise
conditions, χ2(2)= 3.959, p= 0.138, with mean rank execution errors of 53.17 for NN,
41.60 for CN, and 41.73 for IN.

For perceived workload and noise annoyance, we compared NOISE-TLX values of
each subscale among the three conditions. A Kruskal-Wallis H test showed there was no
statistically significant difference in the Mental demand, Performance, and Effort scales
among the noise conditions, and there was a significant one in the Loudness and the
Annoyance ones (Table 1).

Table 1. Kruskal-Wallis H tests for the NOISE TLX questionnaire samples. Scales evidencing a
statistically significant difference among noise conditions are reported in bold

Subscale NN-condition
Mean Rank

CN-condition
Mean Rank

IN-condition
Mean Rank

χ2(2) p-value

Mental demand 38.4 53.3 47.8 3.457 0.178

Performance 41.6 44.3 50.6 1.897 0.387

Effort 45.9 44.3 46.3 0.100 0.951

Loudness 17.7 59.9 58.9 51.601 < 0.001

Annoyance 17.5 58.7 60.3 52.289 < 0.001

Post hoc Mann-Whitney U test evidenced that perceived loudness and annoyance
are statistically significantly higher in the CN and IN conditions than the NN one and
that there is no statistically significant difference between the CN and IN conditions
(Table 2).



Exploiting Immersive Virtual Reality 317

Table 2. Mann-Whitney U test results. Scales evidencing a statistically significant difference
among noise conditions are reported in bold.

Subscale Compared noise Conditions Mean Rank U p-value

Loudness NN-CN
NN-IN
CN-IN

16.5–44.5
16.7–44.3
31.0–30.1

30
35
436.5

< 0.001
< 0.001
0.841

Annoyance NN-CN
NN-IN
CN-IN

16.5–44.5
16.5–44.5
29.7–31.3

30.5
29.5
427

< 0.001
< 0.001
0.733

3.2 RQ2-Noise Effects on Physiological Signals

AKruskal-WallisH test showed no statistically significant difference for themean instant
HR and the RMSSD NN among the noise conditions (Table 3).

Table 3. Kruskal-Wallis H tests for HRV-derived indicators samples.

HRV indicators NN-condition
Mean Rank

CN-condition
Mean Rank

IN-Condition
Mean Rank

χ2(2) p-value

Mean Instant HR
(BPM)

52,95 42,67 40,88 3.734 0.155

RMSSD NN (ms) 44,60 43,25 48,65 0.695 0.706

4 Conclusions

Our results, along with previous ones, show that, independently of the frequency con-
tent and the temporal trend of the sound source, exposure to non-speech noise at a level
lower than the exposure limits specified by safety regulations does not affect cognitive
performance. The simulation, positively carried out through IVR technology, supports
the use of hearing PPE to prevent physical harm and the deterioration of operator per-
formance. In any case, although no effects of noise are evidenced, not even at the level
of physiological parameters, operators perceive the disturbance, and thus the effects of
exposure in the long term remain to be evaluated.
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Abstract. The logistics industry involves various processes in the warehouse
work environment on a daily basis, such as handling, storage, and packing. There-
fore, workers are often engaged in manual activities such as pushing, pulling and
lifting loads. These types of movements are repetitive and, together with adverse
physical factors of the environment, they affect employees’ health condition. The
aim of this study is to test a proactive evaluation approach exploiting the potential
of a professional virtual wall to simulate specific tasks performed in a warehouse
to find the better solution in terms of working condition and productivity. The
proposed framework includes the following steps: at first, it is required to design
the virtual environment by means of 3D modelling tools; afterwards, simulation
tests are performed by objectively assessing the physical working condition of the
operator; finally, the valuable information are provided to improve the design of
the workstation, based on the operator’s ergonomics. The framework is modular
and can be scaled to complex industrial environments.

Keywords: Ergonomics · Logistics · Virtual Reality · Virtual Wall

1 Introduction

Industry 4.0, driven by cyber-physical systems, IoT, digital twin, and smart products,
has revolutionized the industry. However, the focus on process efficiency has sometimes
neglected the human impact [1]. With Industry 5.0, operator’s well-being has become
crucial [2]. In logistics, manual processes result in inefficiency, high costs, complex
sorting, and worker fatigue [3]. These tasks can be physically demanding and there is
compelling evidence linking the work environment to human health [4]. Certain factors
have been identified as increasing the risk of musculoskeletal diseases for the operators
or even directly causing occupational injuries [5]. According to Estember et al. [6], the
greatest mistake toward musculoskeletal disorders (MSDs) is to ignore them and wait
for people to get injured before intervening. The occurrence of the related risks pre-
viously described is so high that it prompted the European Union to issue a standard
(Directive No. 90/269 [7]) aimed at conditioning, within acceptable levels, the use of
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manual force in load handlingwork operations (recently updatedwithTitleVI of Legisla-
tive Decree 81/08) [8]. Employers must design workstations to enable safe and healthy
manual handling of loads, considering individual risk factors, workplace characteris-
tics, and activity demands [9]. Moreover, by adopting approaches that include human
factors and ergonomics, positive outcomes can be achieved in terms of product/process
quality and performance [10]. Ergonomic programs can be approached in two ways:
proactively or reactively. The proactive approach is more economically favorable as it
involves identifying and addressing potential ergonomic issues during the design and
planning phases of the production system, when changes can be made at minimal costs
[9, 11]. However, many companies only focus on ergonomic issues after injuries or ill-
nesses have already occurred, i.e., following a reactive approach. A proactive approach
implies the use of technologies such as Motion Capture (Mocap) and Virtual Reality
(VR) to create immersive scenarios and investigate potential ergonomic issues during
the design phase of the production systems [12]. Some studies [13, 14] reported the
pros and cons of semi-immersive VR tools, such as the virtual walls, for simulating
work environments, highlighting the ability to carry out complex and hazardous oper-
ations in a safe environment, as well as the simulation of manual tasks requiring the
cooperation of multiple operators. Others exploited digital human modeling and simu-
lation tools, such as Siemens Jack, IPS IMMA, and Santos, to optimize the workplace
starting from an ergonomic analysis [15, 16]. However, these solutions cannot mimic
a real work environment or the operator’s capabilities and limitations because they are
often based on empirical data collected from observations. Considering the mentioned
limitations, this research work proposes a proactive approach providing real-time eval-
uation of ergonomic indexes by means of a Mocap system and a semi-immersive virtual
wall to design logistics activities for a generic warehouse. Suggestions are reported to
improve logistics and/or warehouse design so that the quality of the operator’s work can
be improved.

In the following sections, the ergonomic evaluation framework and the workflow of
the proposed solution are described. Then, test and results are discussed as well as future
developments.

2 Ergonomic Evaluation Framework

Assessing ergonomics of a workstation where manual handling of goods is performed
requires an iterative approach. Design and check activities are run in a loop until the
final outcome meets the desired requirements in terms of safety, comfort, productivity,
or other evaluation parameters a company may want to define.

The design activity consists in creating:

– The environment where the tasks will take place including the operator, the work-
station, the goods to be handled, eventual tools, and any other object that may be
relevant for performing the tasks;

– The tasks to be performed: for manual handling the initial and final position of items
to be moved are required, as well as the number of repetitions and the interaction
modalities in terms of the kind of grip used (e.g., depending on to presence or absence
of handles on the item).
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Once cleared the design step, the way of checking the operator’s tasks by performing
a test campaign must be defined. To this aim, evaluation criteria can be selected among
those regulated by international standards, having the best match with the designed
scenario and tasks. Up to this step, the process is conceptually similar to conventional
ergonomics analysis, making exceptions for the adoption of a virtual scenario and oper-
ator instead of the actual ones. What is changing the paradigm is the way in which the
tasks are performed since a virtual approach permits a complete dematerialization of the
process. This brings all the well-known benefits of a 3D simulation (i.e., ease of change
of the configuration, sizes, weights), and the specific one characterizing this research
work that relies in the capability of evaluating in real time the desired ergonomic indexes,
providing feedbacks for the workstation design and task planning.

To virtualize the entire ergonomic evaluation several technical solutions are required.
Some of them arewell knownwithin the research community and used by early industrial
adopters, e.g., for the motion tracking of body movements. By the way, the whole
framework includes innovative solutions, which have been developed, making it new
respect to the state of the art in this field.

3 Proposed Solution

A set of specific technologies have been chosen to develop the software solution for
properly design the environment. A workstation warehouse for storing ready-to-sell
goods has been considered as case study and the ergonomic assessment has been based
on the NIOSH index [22]. Figure 1 depicts the workflow of the proposed solution, where
the output of the NIOSH index calculus determines the acceptance of the existing design
or suggests improvements for a re-design. The virtual semi-immersive environment is
the key step for achieving ergonomic evaluation.

Fig. 1. Cycling workflow of the proposed solution.

3.1 Semi-immersive Environment

Each item in the virtual environment ismodeled by usingSolidEdge [17] orBlender [18].
Someof the 3Dspecificobjects are also available inUnrealEngine (UE)marketplace [19]
or on Turbosquid website [20]. Once all required items are defined, they are positioned in
the 3Dvirtual environment designed usingUE. In the specific case study the environment
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mimics a common workstation composed by a conveyor belt transporting goods, an
operator supposed to handle them and a roll container for storage. Figure 2 depicts the
initial configuration of the environment and shows the heights of the shelves and the
distance respect to the conveyor belt.

To create the semi-immersive environment, a virtual wall has been chosen, which
permits to obtain a visual depth sense and hands interaction.

Fig. 2. Initial configuration with two shelves: on the left the perspective view with the position
of products; on the right the orthographic view and shelves height [mm].

Interacting with the virtual wall does not affect the user’s way of moving and permits
computing ergonomics parameters, avoiding cybersickness. Two stereoscopic projectors
and active glasses are used to create the 3D semi-immersive experience. Four Optitrack
cameras track the active glasses to ensure the correct visualization of the scene on the
wall according to the user’s position and orientation. In addition, interaction with virtual
objects can be obtained by placing markers on the back of each hand.

Finally, the Xsens Mocap system [21] is used to capture the operator’s movements
required to perform tasks evaluation (Fig. 3).

Fig. 3. Semi-immersive environment projected on the virtual wall (a), tracking markers for (b)
head and (c) hands, and orange IMUs of the Xsens Mocap system.



Semi-immersive Virtual Environment to Evaluate Working Conditions 323

3.2 Real-Time Ergonomics Evaluation

According to NIOSH, as described in the National Plan of Prevention 2014–2018 [8]
and cited in the ISO TR 12295 [23], during the study of manual lifting activities it is
possible to identify different types of lifting tasks: mono, variable and sequential task.
To this aim, Waters et al. manual [22] proposes the NIOSH lifting equation and param-
eters to assess them: Frequency-Independent Recommended Weight Limit (FIRWL),
Single-Task Recommended Weight Limit (STRWL), Frequency-Independent Lifting
Index (FILI), Single-Task Lifting Index (STILI) and, the Composite Lifting Index (CLI).
Furthermore, the quality of the hand-to-object coupling (e.g., handle, cut-out, or grip) is
classified as good, fair or poor. The hand-to-object coupling classification is important
because the nature of the gripping can affect the maximum force a worker can or must
exert on the object and the vertical location of the hands during lifting. According to this
classification, since the boxes used in the simulation do not have any handles or cut-outs,
the coupling quality is classified as “fair”.

After having defined the technical solutions to gather motion data and the way of
elaborating them according to standard indexes, an ad hoc software module has been
implemented. This automatically calculates in real time theNIOSH index and the param-
eters to assess the ergonomics of lifting tasks. The module requires the following input
data: participant’s gender and age to determine the maximum weight the user can lift,
lifting frequency and duration, coupling quality, and weight of the object. Based on
these, the module determines whether the ergonomics of the workstations is accept-
able or must be improved. In the latter case, each parameter of the NIOSH index (e.g.,
horizontal/vertical displacement, task frequency, origin and destination of the lift) are
analyzed and compared with predetermined thresholds. This allows providing sugges-
tions to enhance the workstation design and improve the operator’s working conditions.
Each suggestion is related to one or more sub-tasks performed, e.g., proposing to change
a specific feature of the workstation (e.g., a shelf height).

4 Test and Results Discussion

In this paragraph the tests performed are presented and the results obtained are discussed.
The test concerns in picking and placing 3 boxes of the same size 30 cm x 40 cm x 30
cm and weighting 5 kg, thus 3 sub-tasks are defined. The operator is not provided with
haptic feedback; therefore, it is important to know a priori the weight of the boxes. Each
box is moved toward the operator on the conveyor belt, the operator reads the label
on the box, lifts it and places it on the appropriate shelf of the roll container. The first
configuration of the roll container has two shelves, as shown in Fig. 2.

Supposing that the operator may place 12 boxes per minute for 1 h, the resulting
evaluation of the NIOSH and the sub-indexes are reported in Table 1.

According to these results, the initial configuration is not acceptable (the final value
of the CLI is not valuable). Actually, the ‘sub-task 1’ has the FIRWL = 0. This is due
to the fact that a second box must be positioned behind the first one the lowest shelf.
Therefore, a third shelf in the lower part of the roll container is suggested to be added,
for instance, as shown in the configuration depicted in Fig. 4.
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Table 1. NIOSH results in the first configuration.

FIRWL STRWL FILI STILI CLI

Conf. #1 Sub-task 1 0 0 --- --- ---

Sub-task 2 7,37 6,19 0,68 0,81

Sub-task 3 5,82 4,89 0,86 1,02

Fig. 4. Second configuration of the roll container with three shelves.

New tests are performed using the same approach and varying shelves heights until
an acceptable result, after three trials, is reached. Table 2 reports the heights of the 3
shelves relative to each of the three trial tests. Table 3 lists the calculated indexes for
each of them.

Table 2. Shelves height [mm] for the second configuration.

TEST 1

h1 = 70 h2 = 115 h3 = 160 d = 1000

TEST 2

h1 = 60 h2 = 100 h3 = 140 d = 1000

TEST 3

h1 = 70 h2 = 105 h3 = 140 d = 2000

In the first test the CLI value results 1.64, that is in the ‘moderate’ range (compared
with the NIOSH value table [22]). Focusing on each sub-index, the most critical value is
related to the highest shelf. Therefore, a re-design of the roll container has been carried
out, altering its position. In test 2 the CLI value did not decrease as expected. Therefore,
keeping the height of the highest shelf unchanged, the lower shelves are moved back
to a height similar to test 1. Furthermore, the report shows that during the placement
of the boxes, the operator must significantly rotate the torso. Although the other several
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Table 3. NIOSH results in the second configuration.

FIRWL STRWL FILI STILI CLI

Test 1 Sub-task 1 7,97 6,70 0,63 0,75 1,64

Sub-task 2 6,92 5,81 0,72 0,86

Sub-task 3 6,28 5,27 0,79 0,95

Test 2 Sub-task 1 9,10 7,65 0,55 0,65 1,72

Sub-task 2 6,69 5,62 0,75 0,89

Sub-task 3 5,59 4,70 0,89 1,06

Test 3 Sub-task 1 11,61 9,75 0,43 0,51 1,10

Sub-task 2 10,11 8,49 0,49 0,59

Sub-task 3 9,45 7,94 0,53 0,63

alternative redesign suggestions, reducing the asymmetric angle should be given a high
priority because a significant number of overexertion lifting injuries are associated with
excessive lumbar rotation and flexion [22]. From the report, a solution can be tomove the
origin and destination further apart to force the worker to turn their feet and step, rather
than twist the body. The analysis of test 3 resulted in a CLI just above the ‘borderline’
range. Despite this, the FILI values are less than 1.0, which means that strength is not
expected to be an issue for any of these tasks. Additionally, all of the STLI values are
less than 1.0, which suggests that performing any of these tasks individually should not
be physically demanding. However, when the combined physical demands of the tasks
are considered, the final CLI values exceeds 1.0. This is likely due to the high frequency
rate for the combined job. Therefore, a reduction in frequency could decrease the CLI
to about 1.0.

The results reached so far confirm that the solution provides valuable information for
improving manual handling tasks and workstation ergonomics. However, if the worksta-
tion becomes more complex, it could show a lower efficiency. While the redesign can be
successfully performed based on the suggestions proposed, it is worthwhile to note that
this applies when the variables to be controlled are limited. When variables such as the
number of tasks, products, or shelves increase, a more advanced and precise software
module is required.

5 Conclusion

This research work exploits VR and Mocap devices to simulate tasks in a virtual ware-
house workstation and calculate in real time the NIOSH index to ergonomically evaluate
the workstation design until a correct solution is achieved.

The simulation of a generic industrial task allows the analysis of the workplace’s
design before its implementation or the evaluation of an existing one in a controlled
environment, such as a simulation room, where high performing Mocap system (e.g.,
marker-based systems) can be used. The application to a simple case study shows the high
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potential of the solution proposed. Actually, it provides the designers with immediate
evaluation of a specific configuration and with straightforward suggestions to solve
ergonomic issues by varying design parameters.

Future developmentswill include the possibility of usingmixed reality to emulate the
loads to be lifted during the simulation. Finally, it will be feasible to test the developed
method in a real use case.
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Abstract. Eco-design has increasingly become a necessity to safeguard the eco-
system. However, eco-assessment methodologies, e.g. the Life Cycle Assessment
(LCA), fail to rigorously and reliably support the evaluation of future products,
as well as emerging technologies, ideas and concepts in eco-design. This study
lays some theoretical foundations for the development of a step-divided systematic
method to support Prospective LCA based on a structured patent analysis. In order
to answer the prescribed requirements, for each of them, some specific strategies
of patents analysis have been collected and systematically organized. The aim of
the proposed method is to compare technologies with a different level of maturity,
contrary to the traditional LCAwhich overestimates the existing ones only because
are more optimized. The proposed method was applied to a real case study about
the production of titanium powder to perform the prospective LCA of the patented
future developments of the components of this process. The results showed that,
patent analysis, systematized through the proposedmethod, can be used to forecast
the environmental impact of a future product. The scale-up of the performances
can be esteemed, by ensuring at the same time the comparability and the reliability
and the results, as prescribed by reference standards.

Keywords: Prospective LCA · patent analysis · product forecasting · eco-design

1 Introduction

In a rapidly changingmanufacturingworld, also driven by the new industry 5.0 paradigm,
the introduction of new products is essential to keep a company competitive. Given the
environmental problems of today’s world, this task cannot ignore the aspects related to
the eco-sustainability.

For this reason, eco-design has to be compared with reliable eco-assessment of
the ideas and the concept. However, current approaches and methodologies, such as
the Life Cycle Assessment (LCA), regulated by ISO 14040 and ISO 14044, not allow
to evaluate new products. This is because the obtainable environmental impacts arise
from manufacturing, use and end-of-life experience rather than on experimental data
or design estimates. Furthermore, the same methodologies set stringent limitations to
obtain quantitative assessment. They are related to consistency and reliability of the data
and scale-up problems passing from lab-scale concept to industrial-scale production.
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To overcome the current problems relating to the eco-assessment of new products
during the development stage, prospective LCA [1] was proposed. In extreme synthesis,
this approach uses scientific and patent literature and simulations to build foreground
inventory. However, a pragmatic approach to support industrial practice in this task is
still missing, because all those proposals (see Sect. 2) mainly support the prediction
of the background. While when they try to estimate the impacts of a future product or
an idea, in a rigorous way, through the canons of the LCA. Furthermore, they do so
only with a few sources and do not use a systematic search and selection procedure for
supporting literature, such as patent literature.

In summary, the suggestion emerging from the prospective literature about LCA is
to use patent analysis to support the prospective LCA. However, the contributes in the
literature have done so only considering a few patents at a time and a structured method-
ology is still missing which integrates LCA and patent analysis [1, 2]. In synthesis, it has
not yet been established how to search for patents and how to extract data from them to
be included in the life cycle inventory, while respecting the consistency and reliability
requirements of the LCA which are prescribed by the ISO 14040/44 standard.

This study lays some theoretical foundations for the development of a step-divided
method to support prospective LCA based on a structured patent analysis. In order to
answer the prescribed requirements, for each of them, some specific strategies of patents
analysis have been collected and systematically organized. The proposed method can be
used to evaluate the environmental impacts a priori of an idea emerging from eco-design
as well as a prototype for which there is no primary data to measure.

In order to show and discuss the application of the proposed methodology a real case
study about the prospective LCA of the future development of a system for producing
titanium powder has been presented.

2 Literature Background

LCA consists of four main steps that, according to ISO 14040/44, are: (i) define the
goal and scope of the study, or the identification of the technical system to be mea-
sured, the operative scenario, the motivation for performing the assessment and all the
requirement for performing it; (ii) collect all the sources of impacts, i.e. system parts and
lifecycle phases, trough the life cycle inventory (LCI), (iii) assess the impacts according
to environmental indicators and (iv) interpret the results.

A LCA is prospective when an immature product (e.g. an emerging technology),
or even a design idea, studied is in an early phase of development (e.g. small-scale
production), but the technology is modelled at a future more-developed phase (e.g.
large-scale production). Prospective LCA is useful for predicting whether an immature
product will be sustainable if and when it will become a mature product. For this reason,
it can be used in decision making during eco-design [3].

However, the ISO14040/44 standards are very strict on the use of sources in order
to guarantee the reliability of LCA. Therefore, the few prospective LCA studies present
in the scientific literature, to reconstruct future scenarios, have always referred to only
a few selected sources [4].

But this constraint, although it gives reliability to the analysis, significantly limits
the diffusion of the prospective LCA, and more generally, the environmental analyses
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of immature products, for two reasons. On the one hand, the lack of reliable sources
that make forecasts on the development of certain elements (e.g. a component of the
product, electricity mix) does not allow to model the latter in the future [5]. In addition,
few forecast data on an element, even if extrapolated from selected sources, does not
guarantee the truthfulness of the forecasts, for which it would instead be necessary to
analyze as much data as possible [1]. In this way, different kind of uncertainties about
future fields of applications, industrial scale, technological development.

To overcome these limitations relating to the prospective LCA, and at the same time
satisfy the requirements of the reference regulations, to date the scientific community
has reached the convergence on two general proposals that must be undertaken [2]:
enlarging the database to carry out prospective LCA and defining unified foreground
inventories, since the current ones are always customized. In this context, the patent
analysis is suggested as a method to fulfill these objectives, specifying to analyze as
much data as possible but without providing indications on how it should be structured
to adequately support the prospective LCA.

3 Methodology

The proposed method consists of three patent analysis steps, each of which responds to
one of the prospectiveLCA/traditional LCA requirements (seeTable 1) and the following
sections describe these aspects.

Table 1. STEPs of the proposed method.

Prospective LCA requirements STEPs of the proposed method of patent analysis-based
Prospective LCA

REQUIREMENT 1 - Comparability STEP 1 - Product breakdown and patent search based
on components

REQUIREMENT 2 - Data quality STEP 2 - Patent selection and data extraction filtration

REQUIREMENT 3 - Scale-up STEP 3 – Dynamic patent analysis

3.1 REQUIREMENT 1 - Comparability

If a concept and an existing product, where the first one is an improvement of the
second,must be compared troughLCA, the sameboundary conditionsmust be preserved.
However, a concept can differ greatly from the reference product, both structurally and
functionally. Therefore, it is very common that in the prospective LCAof a concept, three
aspects may vary [4, 6]: aim of the study, functional unit, system boundaries. Therefore,
if the variations in the environmental impacts of the evolution of a current product must
be evaluated, it is not possible to extract data from patents that describe these evolutions
at a too aggregated level.



334 C. Spreafico et al.

This study therefore proposes to decompose the initial product (or in general a prob-
lem) into sub-components and research for future evolutions of these sub-components
in the patents. The detail level that must be sought in the decomposition is established by
the comparability of aim of the study, functionality and system boundaries between the
sub-components of the initial product and those of future evolutions. More specifically,
this means that the different components must process the same input and/or output
flows of raw material, energy and information.

3.2 STEP 1 - Product Breakdown and Patent Search Based on Components

To support the product decomposition, the Energy Material Signal (EMS) model [7]
was adopted in this study. In this model, a component is intrinsically associated with
its function which is reported in a black-box. Its inputs and outputs are flows of mass,
energy and information (signals).While the function is the transformation of these flows.
In functional decomposition, the product is decomposed into components, through the
decomposition of its overall function. In this case each component performs a given sub-
function by processing certain sub-flows of energy, material and information, which are
in turn portions of the initial flows (see Fig. 1).

Fig. 1. Product breakdown through energy, material, signal (EMS) model functional decomposi-
tion [7].

In practice, this means using the EMS model to decompose the current product into
components performing certain sub-functions. Then the patented evolutions of these
components that perform the same sub-functions are found. These latter could be imple-
mented in the current product in the next few years. The EMSmodel was chosen for two
reasons. First of all, dividing the current product at the right level of detail allows for the
identification of components to be compared with the patented evolutions of the same
which process the same material flows. In this way, the aim of the study, the functional
unit and the system boundaries of the LCA of the current product are not modified. In
addition, the comparison of the environmental impacts of the current components and
of the evolutions of the components can be carried out in accordance with ISO stan-
dards. Furthermore, the subdivision of the product, being carried out at the same time
according to the functional logic, allows to determine the sub-functions which are used
as patent search queries. In this way, the latter can be carried out according to the logic of
function-oriented search, with all the advantages that it entails compared to traditional
research, especially in technological forecasting, e.g. [8].
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3.3 REQUIREMENT 2 – Data Quality

In extreme synthesis, the problems related to the data to carry out the prospective LCA
and reconstruct the foreground concern their availability and quality. The data used in
the LCI can be primary, i.e. collected directly by studying and analysing the technology
under consideration, and secondary, i.e. collected from databases or other sources and
typically include average data relating to certain categories of materials and consump-
tion. The collection of primary data ensure reliability to LCA, however data are not
always available to collect. Consequently, it is necessary to exploit secondary data as
an alternative, which unlike the previous ones, tend to increase the uncertainty about
the obtainable results. Starting from laboratory-level processes, many times the primary
information is not always representative even at an industrial level and this may make it
necessary to approximate them which leads to possible errors at the level of subsequent
evaluations. The influence and uncertainty just expressed is linked to the construction
of the LCI which, based on the data collected and being a fundamental element of the
entire study, can impose a brake on the LCA given that it is a quantitative method and is
based on the information used and collected in the inventory.

3.4 STEP 2 – Patent Selection and Data Extraction Filtration

To guarantee the quality of the data, various precautions can be taken in the patent
selection and in the data extraction from the patents.

Time consistency can be ensured, by selecting only the most recent patents. In this
way, considering the development time of the product, the data present in the most recent
patents could be the most likely to be implemented in future evolutions of the product
itself. Another useful filter in this sense is the legal status that divides alive patents from
dead (lapsed) ones, where the latter are generally older or their development has been
abandoned by companies.

The data reliability can be ensured on two levels. It is possible to select only the
patents that have passed the exam, i.e. the granted ones, excluding patent applications,
which may have been rejected because they contain untruthful data or inventions that
cannot be industrialized. On the other hand, it is possible to select the data themselves,
considering only those supported by documented experimental evidence.

3.5 REQUIREMENT 3 - Scale-Up

The scale-up of an innovative process refers to the passage from the LCI typically carried
out at the laboratory or pilot plant level to industrial scale. This scalability, starting
from the pilot plants, is less difficult because more data and information have already
been collected. While in the laboratory process there are many differences respect to
their subsequent evolutions, such as the level of complexity and the differences in the
components, undermining the very credibility of the lab-scale LCA in decision making
[6]. Then there is the uncertainty in the collection itself of the data collected in the
laboratory: small errors in this phase can then have major repercussions for the scale-up.
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3.6 STEP 3 – Dynamic Patent Analysis

[1] prescribes to consider as much patents as possible to support the prospective LCA
in order to obtain significant relative average values on performances future product
developments. However, this is useful to increase the reliability of the analysis, but not
to provide information to support the scale-up analysis. In fact, the average levels out
the data, without providing information on their changes over time, which is useful, for
example, for predicting the future performance of a given product. In turn, this trend
over time may be due to a given development direction which has been taken by the
companies which claim such results in the patents, as the technological knowledge on
the given product increases moving towards its industrialisation. The basic requirement
of this type of analysis is the collection of homogeneous patents regarding the type of
product described.

Starting from these considerations, the performance estimate of the future develop-
ments of a given product can result, for example, from themoving average of a given time
trend. Or, the use of certain indices that measure innovation can allow the selection of
only certain patents, which claim solutions with greater chances of being implemented,
which are used for the calculation of the average value, e.g. [9]. In this way, to express
the evolution of a technology towards environmental sustainability, the reductions of
environmental impacts guaranteed by future developments can be related to time, e.g.
priority date of the patents. The resulting curve is useful for to explore trends in addition
to consider average values.

4 Case Study

This case study concerns the prospective LCA of the future developments of a system for
the production of titanium powder, based on the Electrode Induction Gas Atomization
(EIGA) reactor use. In general, the system transforms titanium ore, i.e. ilmenite, in pure
titanium sponge, in the Kroll metallurgical process, then there is the remelting of the
latter and the rolling which transform it into an electrode, which is melted in the EIGA,
through induction assisted by a flow of argon. In the same reactor, the drops of molten
titanium fall by gravity and solidify, creating the titanium powder.

The environmental impacts of the current product have been assessed through the
LCA. The primary data was collected from a manufacturing company.

Then the proposed method has been applied to obtain the prospective LCA of the
future developments of this product.

First, with the product breakdown (STEP 1), the components that perform different
sub-functions were obtained. For example, the Kroll process increases the purity of the
material, the vacuum arc remelting changes its shape, the smelting chamber inside the
EIGAmelts the electrode obtaining the drops of molten titanium. Then, the patent search
queries were formulated including such functions as keywords, e.g. that referred to Orbit
DB syntax: “((TI OR TITANIUM) 2D (KROL+OR SMELT+))/TI/AB/CLMS”. After
launching these queries in the patent DB and analysing the obtained results, the patents
relating to the various components were collected.
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Then the patents were filtered on the basis of legal status (STEP 2), selecting only
those granted and alive, and having the first priority year in the last 10 years. These
criteria were introduced to ensure reliability to the analysis and time consistency.

All data extracted, relating to their performances (i.e. energy consumption) and their
technical characteristics (e.g. construction materials) are justified by tests, the results of
which are explicitly reported in the same patents.

The collected patents show different evolutions of the current product. There are
interventions, for example, on the geometry of the crucible within the EIGA reactor.
The advantage of these interventions derives mainly from energy efficiency, due to an
improved transit dynamics of the molten titanium through the EIGA reactor. In this
way, heat can be delivered to the titanium before atomization into droplets in a more
homogeneous and optimized manner.

Finally, the environmental impacts of the patented components were calculated using
LCAmethodology and the results were mapped according to the first priority year of the
patent from which they were extracted (STEP 3). In this regard, Fig. 2 shows the global
warming potential (GWP) reduction that the patented evolutions of the EIGA reactor
allow to obtain. For each patent, the minimum and maximum GWP reductions have
been reported since these patents, as usual in patent practice, report performance ranges,
not precise values. As can be seen from Fig. 2, a trend about GWP can be identified in
addition to the arithmetic mean.

Fig. 2. Prospective GWP reduction using data from patent literature.

5 Conclusions

This work presented a novel method to support prospective LCA, consisting of a step-
divided procedure of patent analysis to build the foreground inventory. Net of the lim-
itations, i.e. the uncertain nature of the data in the patents and the essentially manual
supervision, the main advantages of this work are:

• Fill a methodological gap on how to integrate patent search and LCA systematically
and considering large amounts of data.
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• Ensuring LCA requirements prescribed by ISO standards, i.e. comparability, alloca-
tion and data-quality.

• Suggesting an approach to hypothesize the scale-up of the data.

The main limitations of the proposed method mainly concern the times and costs of
patent analysis, which increase in number as the number of components of the analyzed
product and its complexity increase. Moreover, the execution of the functional decom-
position and the experience of the person carrying it out are fundamental requisites for
the correct application of the method.

Planned future developments of this work, partially addressed in [10], are: the
automation of the method aimed both at reducing execution times and at correlating
the forecasts with other factors relating the integration between the different evolu-
tions of many components in complex products and with the evolution of the scenario
operational, e.g. electricity mix.
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Abstract. Submerged lifting surfaces technology, born in the early 1900s, allows
boats to lift the hull above the water and, in some cases, halves the resistance
compared to dislocated and planning boats.

This paper illustrates the state-of-the-art on hydrofoil technology, highlighting
the fundamental aspects of the study of submerged wings and focusing on the
problems that this technology presents, evaluating the solutions currently used to
optimize its work.

Key aspects of hydrofoil design are addressed, such as the choice of geometric
configurations and two-dimensional profiles suitable for each type of mission.
This results in addressing issues associated with cavitation and ventilation and
emphasizing structural solutions that reduce these phenomena, thus improving
hydrofoil efficiency.

The study analyses and discusses the problems of wing systems used in exist-
ing applications, with the aim of developing a sustainable transport technology
compatible with ecological propulsions such as hydrogen and electric.

Keywords: hydrofoil · sustainable · hydrodynamics · green

1 Introduction

Hydrofoil technology was born in the early 1900s thanks to Eng. Enrico Forlanini,
who installed load-bearing surfaces under the hull of the hydroplanes, very similar to
aircraft wings, which allowed him to completely lift the hull out of the water. Research
into hydrofoils, particularly in the mid-20th century, was primarily carried out in the
military and only after some years, during the 60s, this technology was also used in the
commercial ship [1], thus the first hydrofoils ferries with tandem geometry were built
[2].

The lifting surfaces installed under the hull, have a key feature of reducingdrag during
navigation due to the small Wetted Surface Area (WSA) of the boat [3], according to
estimates, hydrofoils can decrease resistances by fifty percent in comparison to a similar
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and comparable fast ship [4], leading to increased speeds, decreased power requirements,
and a reduction in fuel consumption for motorboats. Although some applications of
hydrofoil had already been used in racing sailing, the great diffusion of this technology
began in 2013 thanks to America’s Cup which for was regattated on foiling boats the
first time in history. The great interest that has arisen, together with the technological
development, has allowed the birth of new classes and new types of competitions; this
is evident in the development of dinghies such as the Moth class [5] or in the case of
daily cruiser motorboats. Furthermore, the use of software of numerical analysis (CFD,
FEM, FSI) [6] and Velocity Prediction Program (VPP), which allows to simulate the
behaviour of hydrofoils and the dynamics of the hydrofoil-hull system [7], have made
it possible to speed up the design phases.

If the energy advantages caused using hydrofoil are evident, the design of this boat is
challenging and together with the danger caused by the high speeds reached, means that
these boats are used only in limited applications. Through the study of the state of the art,
it was possible to investigate to evaluate what the main research areas are, identifying
key aspects and design problems with the aim of directing research towards the use of
this technology for a more sustainable boating which exploit the benefits of hydrofoils,
reducing emissions without reaching the extreme performance of racing boats.

2 Introduction to Hydrofoil Sailing

Hydrofoils can mainly be divided into two categories in relation to the type of wing
system (Fig. 1): The first, known as piercing, is characterized by a wing system designed
with a deadrise angle δ > 0 with respect to the horizontal, during navigation the tips of
thewings come out from thewater interactingwith the free surface. The second category,
called fully submerged hydrofoils, usually have δ = 0 e and remain totally submerged
during navigation [8].

Fig. 1. Piercing hydrofoil vs fully submerged hydrofoil.

In an initial phase of motion these boats sail in a displacement mode (hullborne sail-
ing), accelerating, the hydrodynamic forces of lift generated by the appendages enabled
the hull to rise from the water’s surface ( foilborne sailing), eliminating shape and vis-
cous drags and effectively reducing the impact of the waves [4] and making navigation
more comfortable.
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2.1 Types of Hydrofoil Boats

Hydrofoil technology can be used in various boat configurations, for example in the case
of monohulls as for hydrofoil ferries [9], latest generation vessels or sailing classes such
as the AC75. The most energy-consuming sailing phase for these types of boats is the
take-off [10] as the wave resistance and viscous drags of the hull, partially submerged,
add up to those generated by the hydrofoils. In some cases, the foils are also used to
stabilize or partially lift the boat, reducing the WSA and improving fuel consumption.
Also for multihulls, the use of submerged appendages, together with a different volume
distribution compared to monohulls, allow, in sailing and motor boating, a reduction
in drag is proven in several studies as in the case of and Suastika et Al. [11] on motor
hydrofoil-assisted multihull.

2.2 Lift and Drag

The Lift of a hydrofoil is obtained as in the case of a classic wing [12]:

L = 1

2
CL · ρ · v2∞ · A (1)

Where, CL is the Lift Coefficient, ρ is the density of the fluid
[
kg
m3

]
, v∞ is the relative

speed of fluid-wing
[m
s

]
A is the wing surface in plan

[
m2

]
.

Fig. 2. Characteristic parameters of a submerged airfoil.

Furthermore, since we are in a multi-fluid environment and considering C as the
chord, as verified by Parnold et Al. [13], CL is almost constant if the submergence h is
h > 2C. If the profile approaches the free surface and the wing is at h = 0, 911 ·C, CL,
so the lift, increase by a few percentage points and if h < C the CL decreases drastically.
Drag calculation turns out to be more complex as it is caused by various phenomena: in
addition to the resistances generated by the profiles, it is necessary to consider induced
resistances, sprays, viscosities, and interferences caused by the geometry of the wings
and uprights [8].

3 Design Problems Identification

As previously stated, the purpose of this article is to identify the most active and most
interesting areas to direct future research activities and for this reason, a deep biblio-
graphic analysis was carried out. For our research, we utilized the Scopus database to
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identify articles related to hydrofoils published in journals during the past decade follow-
ing the 2013 edition of the 34th America’s Cup, which marked the advent of hydrofoil
technology in the maritime domain. From 2013 to 2023, the publication of papers in this
area increased by approximately 300%. By investigating the keywords, we were able
to pinpoint the major research areas of interest in the sector as illustrated in Fig. 3. In
this paper, for reasons of maximum length, only the most soundness are cited. Once the
major areas of importance were identified, it was then possible also to delve deeper into
the topics, including articles predating 2013, to expand the knowledge.

Fig. 3. Hydrofoil design, main design problems.

3.1 Hydrodynamic

From the results it can be stated that the most extensively addressed topic in the field of
hydrofoils concerns the hydrodinamics of submergedwings.Although the characteristics
of the profiles have beenwidely studied in aeronautics, the choice of the correct profile to
use on a hydrofoil wing turns out to be a recurring topic since, in addition to the behaviour
in terms of lift, drag and stall, it is also necessary to consider even to phenomena such
as ventilation and cavitation. For these two reasons, the geometry of the airfoils used
for hydrofoils and struts differs from aeronautical ones; if the speeds are higher than
40–45 knots (Re ∼ 107), the use of profiles super-cavitating is necessary as they allow
to delay the cavitation [14] and to avoid the sudden reduction in lift and increasing of
drag. Moreover, for versatile foilborne navigation, Reynolds number calculated with the
chord of hydrofoil can vary in a range between 104 and 107, resulting in a different
hydrodynamic response of the wing which must necessarily have a system of mobile
surfaces (flap) or a system to vary the overall incidence of the system.

If cavitation occurs when the pressure on the upper surface of the wing is so low
that the water evaporates, the area affected by this problem is hit by the water and
damaged due to the collapse of the steam bubbles, ventilation instead is linked to the
interaction of the wings with the free surface and occurs in hydrofoil piercings or when
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Fig. 4. Three different types of profiles: NACA 2412 (left), which is widely used to many aero-
nautical applications for low Re numbers; NACA 63–412 and Super-Cavitating (centre and right,
respectively), two examples of profiles used to design hydrofoils.

fully-submerged wings get too close to the free surface. The low pressure causes the
injection of air which, spreading along the entire span of the wing, drastically decreases
lift, increasing drag and generating vibrations [15]. Ventilation is a characteristic of the
piercing configuration of hydrofoils and is related to wing configurations with smaller
δ (Fig. 1) and higher α (Fig. 2), additionally, profiles with sharp leading edges increase
the likelihood of this phenomenon occurring [16]. The solutions proposed to stop this
phenomenon are different, but one of the most common is the insertion of bulkheads or
fences [17], which decrease the propagation of the air, increasing the WSA of the wing.

3.2 Stability and Safety

Another relevant topic concerns the analysis of boat stability and consequently both per-
formance and safety. The behavior of a hydrofoil, especially if under sail, is particularly
complex to evaluate because it is subject to a multiplicity of external forces, and this
limits the use of these boats in restricted fields of application. To improve trim and safety,
in numerous instances, a VPP is used to predict the dynamic response of the boat [18],
which is subject, in addition to the hydroelastic behaviour of the wings, also to multifluid
conditions. Considering that the lift is obtained from the relation (1) in which the surface
A of the wing appears, a fundamental consideration can be made in terms of vertical
stability: if the wing system is of the piercing configuration, also called variable area
foils, the greater the speed, the greater the lift, the tips of the wings progressively come
out from the water, self-balancing the system vertically and the foilborne flight will be
stable. In fully submerged wing systems, with angle δ = 0, increasing speed or because
of external forces, such as wave motion, the wing can approach the surface of the water,
varying its lift as expressed previously. Therefore, the fully submerged configuration
is unstable and require a mechanical, or electronic control, which allows changing the
lift of the wings making the boat stable, as in the case of the wand in the Moth class,
to control the boat in free surface or waves and avoid capsizing [19]. Furthermore, the
control of a large vessel, such as a ferry hydrofoil, turns out to be much simpler since the
large inertia moments of the vessel make the system response to external forcing slower
than in small vessels.

Hydrofoils can also be used to change the trim of the boat, partially lifting the hull
with the aim of reducing the WSA and stability problems, as in the case studied by Shen
et Al. in which a wing installed on the bow has allowed to improve performance and
fuel consumption consequentially by always keeping part of the hull wet [20].

3.3 Structural Problems and Materials

A fundamental aspect also concerns the choice of materials, both for the wings and for
the supporting structures. The latter two can be likened to beams which, interacting with
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the fluid, are subject to stresses and moments that change over time, The most used
materials for their construction are composite fibres, while steel is also used in some
applications. In the design phase, in addition to structural dimensioning, hydroelastic
issues are being referred to, such as the deformation of the wings under load and the
vibrations induced by flutter. This phenomenon, known also as singing, could appears
on the steel wings in the form of a high-tone sound, which, in addition to damaging the
structure, is uncomfortable for the people on board [21], as well as causing continuous
maintenance. To avoid structural problems, the analysis usingFluid Structure Interaction
(FSI), such as the one carried out by Maung et Al. [22] on carbon fibre wings, can play a
fundamental role also in evaluating hydroelastic response, according to loads and fatigue,
allowing also the study of environmentally friendly materials, such as particular metal
alloys or natural composite fibres which can be disposed of more easily at the end of
their life.

3.4 Green Propulsion

Fig. 5. Total resistance curve for a hydrofoil boat.

In addition to the hydrodynamic and overall optimization of the vessel, the develop-
ment of environmentally sustainable propulsion systems can give a push towards greater
adoption of these vessels. In terms of optimizing fuel consumption, the use of electric
propulsion coupled with hydrofoils is particularly suitable [23] as it allows the motors
to be installed directly on the wing structures, allowing greater freedom in optimizing
the fluid dynamics of the system. On the other hand, however, despite the low resistance
generated, the weight and the battery capacity, do not allow for ranges of navigation
comparable to traditional thermal-powered motorboats. For this purpose and consider-
ing the total resistance curve indicated in Fig. 5 [10], the development of hybrid engines
that allow the delivery of maximum power in take-off, thanks to an electric motor, would
allow the internal combustion engine to be used only in foilborne navigation when the
total resistance decreases and the engine speed is constant, thus increasing the general
efficiency of the propulsion unit and the sailing range.
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4 Discussion

Based on the analysis of bibliographic articles, it is evident that in recent years, a large
part of the scientific community has been directing its attention towards the development
of hydrofoil technology as a means of enhancing the performance of boats.

The main themes addressed by the articles (82%) concern the hydrodynamic study
and stability analysis of boats, as revealed by the analysis of keywords. Therefore, despite
these topics having been extensively covered in literature, they remain highly relevant
and represent areas of research that are still open to innovative solutions.

Furthermore, it can be stated that the pursuit of increased performance and improved
stability in most studies is aimed at achieving better results in narrow usage contexts,
such as the sports sector, and for fast ferries. The remaining part of the articles analysed
deals with issues relating to the study of materials (10%) and, still to a lesser extent
(5%), the use of green propulsion. However, it should be considered that if the intention
is to leverage hydrofoil technology to create commercial green boats suitable for crews
made up of non-professionals, the search for extremely high performance may not be
necessary. To achieve a hydrofoil-based craft that is environmentally sustainable, it is
essential to address, in addition to safety concerns, the topics that have received little
attention in literature. For instance, the use of eco-friendly materials should be consid-
ered to facilitate the disposal of the vessel at the end of its life cycle. Simultaneously,
expanding knowledge on the different types of propulsion could also lead to the devel-
opment of environmentally friendly boats. As previously mentioned, the development
of hybrid propulsion units could identify an optimal point between navigation range and
ecological propulsion. Furthermore, a hybrid propulsion could equally reduce battery
disposal problems compared to a full electric boat.

Lastly, to optimize the performance of hydrofoil boats even at lower speeds, a study
could be undertaken on morphing profiles [24], this could be an idea to reduce the
drag generated by the mobile surfaces and improve the wing performances, even in a
wider range of Reynolds numbers. However, any problems related to use in a marine
environment must be adequately evaluated.

5 Conclusions

Despite being invented years ago, hydrofoil technology has only begun to gain popu-
larity in the boating industry in recent years and it can be a valid opportunity to reduce
consumption and improve boat performance.

The work carried out has made it possible to identify research topics for the develop-
ment of boats that do not require extreme performance comparable to racing boats, but
which can equally take advantage of the benefits of using hydrofoils, making pleasure
and commercial boating increasingly eco-compatible and respectful of the environment.
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Abstract. The present paper aims to analyze the influence on Life Cycle Assess-
ment results of the inventory datasets selected, considering their recentness and
their customization operated by practitioners, also including the modeling of cer-
tain parameter temporal evolution (e.g., electricity grid mix). The source of uncer-
tainty still needs to be treated in detail and quantitatively analyzed, especially
regarding the practitioners’ choices. These can significantly affect the final results,
so evaluating their impacts and effects is needed. This paper would like to con-
tribute to this sector, by investigating energy-using products. The product selected
as the case study is a professional coffee machine, an energy-using product cat-
egory, produced by an Italian manufacturing company in the Marche region. A
Life Cycle Assessment analysis for one reference product is realized, based on
ISO 14040/44 standards, using different inventory datasets, all suitable to model
the product but characterized by different levels of customization. The quantifica-
tion of the result range allows producing supporting guidelines for inventory data
selection and arbitrary customization, but also correct results interpretation and
external communication of product life cycle environmental profile. The compari-
son of different modeling scenarios shows that the customization of the electricity
datasets determines a reduction of impact in the Climate Change indicator of
about 31%, while the inclusion of the elec-tricity evolution over time determines
a reduction of about 41% compared with the reference LCA results.

Keywords: Life Cycle Assessment · Sensitivity · Practitioners choice

1 Introduction

Life Cycle Assessment (LCA) represents the most consolidated method and tool to
evaluate the environmental impact of a product during its lifecycle [1;2]. It is based
on a standardized methodology [3;4] and supports eco-design activities and decision
processes inside industrial contexts. Several types of uncertainty characterize LCA,
limiting the reliability of its results [5] and introducing variability in scenario comparison
[6].Among them, themost analyzed in the last decades comprises randomand systematic
errors which can occur during the Life Cycle Inventory (LCI) phase and epistemic
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uncertainty due to lack of scientific knowledge [7]. Further uncertainties are related to
the practitioners’ choice during the modeling phase, e.g., subjective choice of datasets,
allocation procedure and system boundaries definition [5]. Uncertainty analysis has been
a subject of intensive study in LCA in recent years, and it has been recommended in
technical standards to improve the reliability of LCA [8;9].When an uncertainty analysis
is carried out, the object is to evaluate the uncertainty of LCA results considering the
uncertainty in input inventory parameters. Montecarlo is the widely used approach to
include uncertainty analysis in the LCA study [10]. SensitivityAnalysis (SA) can be used
in conjunction with uncertainty analysis to study the robustness of the results and their
sensitivity to scenarios and models. Currently, there are two major types of methods:
Local Sensitivity Analysis (LSA), which investigates the consequences on the output
value of a small perturbation around a reference input and Global Sensitivity Analysis
(GSA), which studies the effects of uncertain factors when these factors may vary over
a significant range of uncertainty [11]. Methodological choices (e.g., functional unit,
geographical scale, time scale) can be considered an uncertainty in the scenario, while
the selection of impact assessment methods represents uncertainty in the model [10].
The present paper aims to analyze the effect on LCA results related to practitioner
methodological choices while modeling energy-using products. In particular, the effects
of modeling the temporal evolution of certain parameters (i.e., electricity grid mix),
and the customization of secondary datasets, according to geographical and temporal
scale, will be evaluated in the case of the professional coffee machine. With increased
number of LCA applications, even for products without defined and published Product
Category Rules (PCR), considering these aspects becomes a significant issue [2]. Out of
the purpose, is the analysis of datataset intrinsic uncertainties (lognormal distribution),
which are well documented in the EcoInvent database.

1.1 State of the Art

LCA has been widely applied as a decision support tool to identify important environ-
mental factors in product systems and evaluate and compare diverse products’ environ-
mental profiles [13]. If standards contain guidance and rules to model products [4], they
do not report any guidance on how to carry out uncertainty evaluation or sensitivity
analysis to support declarations on the difference of impact between products. However,
very often, sensitivity analysis is conducted to evaluate the effect of specific choices
made on system boundaries [14], allocation approaches [15], parameter values [16] and
characterization methods [17]. In the literature, several examples are available, covering
different sectors and applications. Forcina et al. [18] used the sensitivity analysis to ver-
ify the environmental convenience of spent coffee ground reuse strategies based on the
location of sites; Meneses et al. [19] evaluated the most influencing input in the envi-
ronmental profile of red wine production; Zhao et al., [20] evaluate the most influencing
parameters in composite structures.

On the contrary, uncertainty analysis is not commonly performed in LCAs [22;
23], although a great effort has been made to define, classify and identify sources of
uncertainty and methodological aspects to express them. For example, a pedigree matrix
approach was recommended to estimate data inaccuracy [23], while among statistical
methods, the Monte Carlo simulation was the most commonly recommended [24], also
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implemented in several LCA tools. Regarding the focus on LCA in the field of energy-
using components, the literature is broad on environmental impact studies. Refrigerators
[25], cooker hoods [26], kettles and vacuum cleaners were analyzed through LCA [27]
or taken as case studies to implement and validate eco-design approaches [28]. However,
the source of uncertainty still needs to be treated in detail and quantitatively analyzed,
especially regarding the practitioners’ choices, for example, in building the lifecycle
model, selecting processes from databases, defining allocation procedures, and system
boundaries [29]. All these choices can significantly affect the final results, so evaluating
their impacts and effects is needed. This paper would like to contribute to the sensitivity
analysis in LCA of energy-using products. It answers the following research question:
what are the effect of practitioner choices in LCA analysis of a energy-using products?
For this reason, different alternative modeling scenarios for the most significant param-
eters were applied and related LCA results derived. The significance level of parameters
is evaluated according to sensitivity analysis, applying the principles of LSA.

2 Approach

According to the LCA methodology phases, the following steps need to be performed
during a product environmental assessment: goal and scope, LCI, impact assessment and
interpretation. The authors propose two levels for the interpretation phase. The first one
comprises the analysis of results and includes an LSA to identify the most significant
parameters in terms of contribution to the product’s life cycle environmental impact. The
second, includes a deeper evaluation of significant parameters’ modeling procedures.
When a LCA is performed inside an industrial context, a management perspective is
usually followed, e.g., LCA practitioners apply modeling procedures which usually
consist of using secondary data to describe background systems and primary data to
describe foreground ones. Raw material, use and end-of-life stages, which belong to
the background system from the producer’s perspective, are depicted as background
systems and consequently usually modeled with secondary data. This represents a strong
assumption that can directly affect the final environmental impact assessment results,
especially for energy-using products, for which the use phase represents a significant
parameter. In particular, the authors propose to reflect on the following aspects and their
effects of results:

• Use of secondary data to model significant parameters;
• Use of not customized datasets to describe production processes and materials;
• Presence in the product of parameters subjected to temporal evolution, e.g., increasing

renewable sources in the energy grid mix composition.

If the modeling choices of practitioners regard some of the previous points, an anal-
ysis of alternative scenarios and their effects on LCA results needs to be performed.
This will allow an understanding of the real effect of simplifications made during the
modeling phase (e.g., the use of secondary data or not customized datasets) and a better
results characterization and the related optimization strategies. As an example, the case
of the EU energy grid mix evolution over time is presented in Table 1.

Europe is facing relevant changes to reduce the environmental burden related to
electricity production; consequently, it is crucial to consider its evolution in terms of
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Table 1. Evolution of energy mix composition [30]

Renewable Not renewvable

Year/Source Wind Solar Bioenergy Hydro Gaseous
fuels

Hard
coal &
Lignite

Oil

2020 36,5% 14,0% 5,0% 5,5% 12,0% 18,0% 21,5% 1,0%

2025 40,3% 16,0% 6,0% 6,8% 11,5% 18,5% 18,0% 0,8%

2030 44,0% 18,0% 7,0% 8,0% 11,0% 19,0% 14,5% 0,5%

2035 50,0% 21,5% 9,0% 8,5% 11,0% 20,0% 9,8% 0,3%

2040 56,0% 25,0% 11,0% 9,0% 11,0% 21,0% 5,0% 0,0%

sources over the next years. According to prevision planes [30], the author proposed to
model the evolution of the energy grid mix composition in a simplified way in related
dataset, considering a change every 5 years between 2020 and 2040 in the energy sources.

3 Case Study

The proposed approach was applied to a professional coffee machine, which belongs
to the energy-using product category and is characterized by a long lifetime. For this
machine, an attributional LCA was realized according to the standards [3;4].

3.1 Goal and Scope

The object of the analysis is to calculate the environmental impact of a professional
coffee machine along its life cycle (including the material and manufacturing, the use
and the EoL phase). In addition, consequences on LCA results related to the energy grid
mix evolution will be evaluated according to the approach proposed in this paper. The
defined functional unit is the production of bar drinks (12/hour coffee, 5/hour cappuccino,
4/hour tea) using professional machines in a life cycle of 7 years in Italy. The reference
flow is represented by one professional coffee machine produced by an Italian company
located in the center of Italy. The system boundary includes the raw material used
to produce the coffee machine, the manufacturing processes (pre-processed for semi-
finished material, manufacturing processes for the finished component and assembly
phase), the use phase (i.e., the electricity consumption) and theEoL (recycling/landfilling
according tomaterials type and detailed in the following). The impact category selected is
Climate Change, expressed through the unit of kg of CO2 equivalent calculated using the
ReCiPe method [31]. The cut-off allocation approach was selected from the EcoInvent
version 3.

3.2 Life Cycle Inventory

The product under analysis is a professional coffeemachinewith 2 dispensing units char-
acterized by a total weight of about 80 kg. The company provided information regarding



Customization in Inventory Datasets 351

materials andmanufacturing processes and theyweremodeled using secondary data (see
Table 2). The use phase of the machine is described through the electricity consumption
which correspond, for the total life cycle of 7 years, to 16972,5 kWh. The dataset used,
modeled using a secondary dataset directly derived from the EcoInvent database, is one
of the Italian low voltage electricity grid mix. EoL treatments foresee i) the recycling
of ferro-metals, aluminum, and copper with a recycling efficiency of about 70%; ii) the
recycling of brass and plastic material with a recycling efficiency of about 50%; iii) the
sanitary landfill for the remaining fraction. Also in this case, secondary datasets were
used.

Table 2. Material and related manufacturing process

Material type Manufacturing process

Aluminum removed by milling Milling, small parts; Metal working, average
for aluminum; Turning, computer numerical
controlled

Aluminium Impact extrusion of aluminum; Laser
machining; Metal working, average for
product manufacturing

Brass Brass removed by turning; Casting

Copper Wire drawing

Nylon 6–6; Polyethylene; Polypropylene;
Polyurethane; Polyvinylidenchloride; ABS

Injection molding

Steel, chromium steel Chromium steel removed by turning; Deep
drawing; Welding, gas; Wire drawing

Synthetic rubber; Tetrafluoroethylene Extrusion, plastic pipes; Injection molding

3.3 Results

LCA results, expressed in terms of Climate Change, are presented in Table 3.

Table 3. Climate Change [kgCO2eq.] results and relative weight on the life cycle

Total Material &
Manufacturing

% of total Use phase % of total EoL % of total

1,16E + 04 8,39E + 02 7 1,08E + 04 93 −2,30E + 01 0,20

The use phase is the most impactful due to electricity consumption, while the EoL
impact is negligible. In order to identify the consequences on the output value of a small
perturbation around the reference input, a LSA (local Sensitity Analysis) is performed.
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The LSA shows that a variation of ±10% in the input value of the energy consumption
corresponds to a 9% variation in the total life cycle impact. Negligeble the variations
on the output results, if the same perturbation (±10%) is applied to the other life cycle
phases (Material &Manufacturing and EoL). Themost significant parameter is therefore
the annual energy consumption.

3.4 Definition of Alternative Scenarios

Two alternative scenarios regarding the electricity consumption parameters were
modeled:

• Scenario1: Dataset customization according to the specific grid mix of the company
provider by modeling in the EcoInvent database the specific grid mix of the company
provider;

• Scenario 2: Dataset modification according to the evolution of the Italian grid mix
in the next seven years, assuming a linear evolution in renewable sources (SC2),
according to a simplified approach (linear) as presented in Sect. 2.

The results of these two scenarios were then compared with the baseline case (i.e.,
LCA initial results) and shown in Table 4.

Table 4. Scenarios comparison (Climate Change, kgCO2eq.)

Baseline Scenario 1 Scenario 2

Total impact 1,16E + 04 8,00E + 03 6,50E + 03

The comparison of different modeling scenarios shows that the customization of the
electricity datasets determines a reduction of impact in the Climate Change indicator
of about 31%, while the inclusion of the elec-tricity evolution over time determines a
reduction of about 41% compared with the reference LCA results. This demonstrates
the need for this type of produc to select the dataset used to describe the electricity
datasets accurately. At the same way, in depth study should focus on the EoL phase.
For energy using products and for the Climate Change impact category, this phase has
a very low impact if compared to the entire product life cycle one (less than 0,5%).
Variations of the recycling rate will not determine significant modification on the final
results (as observed in the LSA); however, if alternative dismantling scenarios will be
analysed (e.g., reusing or remanufacturing), they could determine higher effects on the
final results, due to the recovery of some components functionalities and consequently
benefits for the environment. Future works will focus on these aspects.

4 Conclusion

The uncertainty that characterizes LCA may limit its results’ reliability. This paper
contributes to the sensitivity analysis in LCA, applying the principles of LSA in a case
of a professional coffee machine. The use of alternative modeling scenarios for the most
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significant parameter (energy in this case) counts a variation of impacts between 31%
and 41% (Climate Change). Consequently, the importance of detailing the LCI data, at
least for the most critical parameters, is proven. The use of secondary data that ensures
faster analysis should be restricted to parameters that do not retain high percentage of
environmental impacts and to factors that do not significantly change over time. On the
contrary it is suggested for all these significant parameters, the use of primary data, their
customization (e.g. in terms of geographical characterization) including the modeling
of their temporal evolution (e.g., electricity grid mix).
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Abstract. The high consumption of energy and materials during their life
cycle makes buildings among the most significant contributors to environmen-
tal impacts. Choosing sustainable materials and their reuse is crucial to positively
decreasing their environmental impact. The design phase is essential throughout
the lifecycle, where designers and customers are called to make informed deci-
sions. Those are easier as more quantitative data are available. The present work
presents the extension of a tool previously developed intended to introduce the
topic of environmental sustainability in the design phase. It allows quantitatively
assessing the goodness of reusing construction materials in terms of environmen-
tal avoided impact. The primary potentiality is represented by the possibility of
executing sustainability assessment already in the early stages of building design
when design choices significantly contribute to the global environmental impact of
solutions. An application related to choosing and evaluating the use of second-life
materials whose End of Life management is highly complex is shown. The case
study is associated with the reuse of composite materials for indoor furniture. The
results show how important it may be to re-employ materials because, from one
side, it prevents the need for additional virgin resources and avoids the complex
management of End of Life phase.

Keywords: Environmental sustainability · Knowledge Based Engineering ·
Environmental impact · Eco-design · Life Cycle Assessment

1 Introduction

Buildings are characterized by high energy and materials consumption; therefore, they
are known as one of themost significant emissions contributors. Diversified stakeholders
have put effort and increasing attention to reducing emissions worldwide; in addition
to that, sustainable design practices have been put into practice; these pervaded many
sectors, from dwellings [1], public infrastructures [2] offices [3], and even worship
buildings [4] both in brand new construction and refurbishment [5].

Besides the use phase, the extensive employment of valuable materials also consid-
erably generates emissions. However, the never-fulfilled willingness to reach the best
performance, also with a glance at the aesthetic perspective, can sometimes overcome
the environmental perspective. The use of compositematerials is growingwith the global
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business sector for composite products reaching about £73 billion by 2020 [6]. Conse-
quently, enterprises must face the big challenge of developing approaches and technolo-
gies to optimize the waste generated from their manufacturing operations and End of
Life (EoL) [7]. Very few alternatives are available to the three main options for treating
EoL wastes (landfill, incineration and recycling); however, it is essential that those are
valorized and spread over many applications can make their feasibility profitable.

Design forX is a crucial strategy formitigating the impact of buildings on the environ-
ment. Sustainable architecture has become a critical aspect of today’s design construc-
tion industry, as it combines aesthetics, functionality, and environmental responsibility.
It attempts to reduce its environmental impact through advanced systems, conscious use
of resources, and efficient use of energy and water for operations [8].

The most effective and simple method for integrating sustainable concepts in con-
struction projects has been recognized as the choice of sustainable building materials.
The development of certification programs (compulsory or on a voluntary base), build-
ing rating systems [9, 10], and directives (such as the Energy Performance of Buildings
Directive [11]) has taken place throughout time, however they frequently do not suggest
brand-new procedures or materials.

Efrosini et Papadopoulos [12] firmly observe that the improvement of quality of
living and going to market with systems and products cannot neglect sustainability.
They foresee a continual increase in certificates and sustainability policies because they
reduce energy and raw materials. Sustainable material selection is critical, as many
products andmaterials are available.Moreover, material selection is affected bymultiple
technical, economic, environmental and socio-cultural factors [13]. Abdelaal et Brian
[14] investigated the multiple stakeholders’ knowledge, attitude, and practice of green
building design and assessment. Different stakeholders, such as architects, engineers,
sustainability consultants, contractors, and suppliers have distinct perception toward
green building design and assessment process; the results of the study highlighted a
positive attitude, even though outlines limits in these practices.

Guidelines for material selection [16], are now available in manuals [15]. Through
specific approaches, databases support the screening, the evaluation of materials com-
pliance and therefore the choice of eligible [17]. Nonetheless, the literature still claims
a lack of scientific methods to select new and sustainable materials, able to provide a
solid basis to designers and projects stakeholders; such methods should overcome the
single focus of thermal and energy efficiency.

The evaluation of environmental impacts through life cycle assessment (LCA) should
become part of the design [18]. Hollberg et al. [19] affirm that the number of buildings’
LCA tools and the published literature has increased substantially in recent years.Most of
them include some type of visualization. However, the lack of guidelines or harmonized
way of presenting LCA results may affect decision-making in the design process of
buildings.

Božiček [18] proposes a comparative method that supports designers in comparing
and interpreting LCA results in the context of the Environmental Product Declaration
(EPD). The method effectively simplifies the LCA results interpretation and enables
straightforward decision-making; however, it is not yet a fully functional tool and is
one-driver based (environmental impacts).
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In this context, this work comes upwith a framework intended to provide information
about generic materials and detailed commercial solutions when materials are selected.
The main goal is to provide useful tools intended for capitalizing on knowledge about
environmental sustainability and supporting the decision-making process. The approach
is developed for the very early stages of the design process, even before the CADmodel
is developed.

The present work overcomes the current state of the art because: i) the focus is
on environmental sustainability and comparison of choices is simultaneous, based on
materials properties and characteristics; ii) the approach aims at including also materials
with optimized lifecycle, such as material recycled or re-manufactures in close loops.
The capitalized knowledge is expected to be updated as the company experience increase,
new suppliers or expertise are acquired. The tool is characterized by high usability and
fast materials comparisons; this makes the tool valuable for very early project phases,
such as the commission phase, when professional experts have contactwith the customer.

The present work, through the definition of the approach and development of the
tool, investigates solutions to extend the company’s knowledge, collect it and therefore
increase its effectiveness in supporting the decision process. The paper is structured
as follows: Sect. 2 introduces the approach developed to support and stimulate the
project’s stakeholders. The approach aims at capitalizing on know-how, deriving from
previous projects’ experience and structured information available from suppliers and
stakeholders. Simultaneously, it proposes alternative materials, with a more sustainable
lifecycle, based on objective data; the approach is innovative in this sense. A tool is
derived from it. Section 3 describes the approach’s potential through two applications
of the tool. The conclusion closes the work by summarizing the main outcomes and
suggesting further integrations.

2 Approach

The proposed approach is developed to support and stimulate the choice of materials
that bring, along with their use, lower environmental burden and/or have an improved
lifecycle from the environmental perspective. Furthermore, the method helps companies
and professional experts implement eco-design strategies and their collections in a struc-
tured repository. It presents five main steps (Fig. 1) and is integrated into the classical
design phases.

– Pre-design phase; this phase defines the main objectives, such as the main project
goal, the issues and wishes the project attempts to solve and fulfill and the results
and targets to reach. The needed resources and the timing are set. In addition to that,
designers and experts in the project are called to assess their competencies on the
specific matter. This is crucial for the definition of knowledge level occurs during
this phase: the type of support they need to solve the problems and answer to the
previously defined objective. Specific material, adequately collected and organized,
enables designers to acquire knowledge and become aware.

– In the concept design, the main requirements of the project are set. Then, thanks to
the consultation of specific materials (e.g., previous environmental analysis realized
on products), they can select design strategies and verify their validity iteratively.
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– The functional design where the main materials are chosen and the product structure
is defined.

– The detailed design, where shapes and more accurate detail are modelled. Here the
design solutions are approved; if not, additional attempts have to be made.

Fig. 1. Approach and tool structure

2.1 Tool

Astructured andwell-organized repository is the core of the approach presented in Fig. 1;
the repository collects materials technical, aesthetical, and environmental information
and supports the decision-making process from the very early stages of a project when
details are not defined yet. The repository contains two main types of information: the
first are more general, such as data retrieved from literature; the second is more specific,
such as EPD developed by enterprises that contain data referring to their processes and
flows. The main idea is to store quantitative environmental assessments retrieved by
suppliers. The tool’s output quantitatively evaluates and compares several alternatives
for the building sector.

Starting from the base of the current tool, the database records are further updated by
environmental specialists, as their experience and company’s know-how increase [17].
The materials are then manually selected by the user and comparisons and calculations
are automatically retrieved.

The tool can be used by different stakeholders of a project within the building sector
because it provides graphs and intuitive charts, useful also to correlate product alterna-
tives. The tool is structured into five main tabs: the main one allows the main analysis
settings (such as the indicator to choose when plotting the results and whether only
material or material and EoL phases are considered). The graphs can be generated; they
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automatically appear in two other tabs. Ultimately, one tab contains the principal repos-
itory; whenever information is retrieved, this can be added in the form of new items
(that means that new alternative materials are inserted) or as an update of information
(i.e., a new version of EPD for the same material). The attributes of the repository can be
divided into three main groups. The first describes the material on a broad basis, and thus
contains information about product name, family and class; the second covers the envi-
ronmental aspect and the unitary environmental impacts for the material ([A1-A3]) and
EoL phases are reported ([C2-D]), for four different indicators. In the third group, per-
formance indicators are indicated (when applicable); some examples are recyclability,
density, cost, breaking strength, thermal and sound insulation.

3 Application

In this section, one application of the tool is reported. The material to produce modern
table covers must be chosen. The aesthetic boundaries aim at getting a natural effect.
Figure 2 shows the first comparative graph obtained by using the tool.

Fig. 2. Materials comparison: Material and EoL phases environmental impacts (Global Warming
Potential) and weight.

Ten alternative materials are considered. Their environmental impacts are very inho-
mogeneous. The green and orange bars depict the environmental performance per surface
unit (1 m2), while the blue line follows the unitary weight (kg/m2). Two laminates are
very light, but their environmental impact is higher. The marble presents lower envi-
ronmental impacts; moreover, ID 101 and ID 102 present null material related to the
environmental impacts, as they come from a supplier who employs other manufacturing
scraps asmaterial. However, not all sizesmay be available, and the choicemay be limited
to the available scraps. Figure 3 shows the graph that compares the material extraction
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phase and the cost for each material. The green angle on the bottom left stands for the
lower environmental impact and cost, while the opposite, the red angle on the upper
right depicts the less convenient alternatives.

Fig. 3. Materials comparison matrix: Material phase environmental impacts (Global Warming
Potential) and costs.

4 Discussion

In the building context, the customer demand that joins aesthetic satisfaction and func-
tionality led the sector to investigate very performing materials. Nevertheless, too often
their outstanding characteristics are evaluated from several perspectives (i.e., aesthetic,
robustness, durability, cost, availability) but their environmental burden is neglected or
considered in a later stage. Consequently, invisible issues are raised when composite
materials are considered, as they make the products highly performing, but often cannot
be easily handled at their EoL [20].

Therefore, the tool aims at providing insights into the environmental impacts of
materials, setting them at the same level of choice with other material features (i.e.,
recyclability and disassemblability, breaking strength [N], modulus of rupture [N/mm2],
weight [kg/m2], thermal and sound insulation, surface and treatment, supplier).

Different usersmaybenefit from the tool’s output: from technical roles (i.e., designers
and architects) to customers that pay high attention to environmental matters.

The tool is consistent with the current trend of BIM-oriented design. However, it
is intended for the decision-making step, earlier than the detailed and accurate CAD
documentation of all building components, as the design has the power to influence all
downstream phases, affecting their probability to happen, their efficiency and success
rate [21]. The tool is an alternative to traditional LCA software, which require much
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information about the analyzed functional unit. The database can be extended as the
user and the context requires; therefore, the tool may be applied to other engineering
sectors too. Many different sectors (i.e., agriculture, cloth industry) may require too
many customizations of the materials’ features.

5 Conclusion

The high consumption of energy and materials makes the building sector one of the most
significant contributors to negative environmental impacts. By acting since the design
phase, it is possible tomitigate the impact of buildings on the environment. Themain goal
is to provide useful tools intended for capitalizing on knowledge about environmental
sustainability and supporting the decision-making process. The approach is developed
for the very early stages of the design process, even before the CADmodel is developed.
The main functions are illustrated together with the main tool outputs. The knowledge
capitalized by the tool allows for estimating the environmental impact of buildings from
the early stages of design. However, the designer should continuously repeat this process
to update the LCA results based on possible design changes.

The validation of the tool may be expected to focus on i) the identification of the
required resources to implement themethodology and to use the tool; ii) the acceptability
(evaluation of obstacles during the methodology implementation and tool use); iii) the
implementation time (of implementing the methodology and to complete a project);
iv) the validation of usefulness and strength of the methodology and tool and v) cost-
effectiveness.

Future works will consist of testing the tool in a building design context, including
also functionalities of the BIM model.
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Abstract. Nowaday the industrial interest, as well as the academic one, on the
development and implementation of circular approaches is growing. In parallel, the
use of composite materials steeply increased in the last decades which are hardly
disposable. The present work proposes an eco-designmethod that guides the reuse
and remanufacturing of scraps. The core is the re-design of processes that introduce
materials derived from scraps from other value chains. Two cases are investigated:
the first concerns the production of panels for the wind sector. Using scraps from
the wind blades’ trimming almost eliminates the emissions derived from the panel
production. Also, the material of a component of an espresso coffee machine has
been replaced by scraps from kitchen sinks; this process requires resources only
for shredding. The case study allows to highlight also the importance of sharing
information and networking among the actors of the supply chains and the relative
distance of cooperating organizations.

Keywords: Circular Economy · Design for de-manufacturing · Composite
materials · Industrial Symbiosis · Remanufacturing

1 Introduction

Circular economy strategies require a wider perspective for industrial companies, to
cosider the EoL phase of their product, e.g. recover materials of their dismantled prod-
ucts.Methodologies and tools for de-manufacturing and remanufacturing, applied during
design can support this activity [1]: the anticipation of questions related to the EoL in the
first phase of design can improve the environmental performance of products when they
will be dismantled [2]. Circular Economy (CE) is strictly related to industrial symbiosis
(IS); the first requires a whole system to change, the second has a high potential to lower
CO2 emissions of industrial processes [3], even if more studies and applications are
needed to evaluate further benefits (in terms of costs and social benefits) [4].
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This paper explores the context of composite materials, which use is recently grew
steeply [5]; despite their large use, it is extremely difficult to recycle them. Circular
strategies are then explored for this kind of material. To obtain the highest environmental
benefits and minimum negative impacts from reuse [6], composite scraps must become
secondary input materials; this prevent costs and environmental burden related to waste
treatments, as well as those related to the production of virgin materials.

1.1 Design for De-manufacturing: The Turning Point in CE

Design choices impact on the dismaltling procedures [7]. The literature claims strategies
to consider circularity in the design process [8]. The present work fills the gap ofminimal
offers available for possible design solutions, especially regarding application-oriented
solutions, having a multiple life cycle approach [9]. Three key points of circularity are
accomplished [10]: material recirculation, utilization and endurance. The present paper
presents a method to support the identification of circular strategies, through the calcu-
lation of environmental impacts. Among the main innovations, the focus on composite
materials. Secondarily, the evalution of benefits related to the re-use of scrap compo-
nents/materials between companies of different sectors; moreover, they are close each
other, but not adjoining. However, the method is suitable for non-composite materials
too. Differently from the existing literature, the proposed approach aims to evaluate the
benefits related to the use of scraps with different functions they were initially conceived
for (Sect. 2). The case study (Sect. 3) applies the proposedmethod and identifies a cluster
of Italian companies where apply circular strategies. The environmental benefits for the
companies involved are quantitatively evaluated. Results highlight the need for strong
cooperation between companies to take advantage of the products’ hidden value and are
further discussed Sect. 4, before the conclusion.

2 Materials and Method

The proposed approach, shown in Fig. 1, aims at supporting enterprises in identifying
and evaluating circular strategies for IS with a structured process; it is structured in
four main steps. First, the linear lifecycle is assessed, and so are the availability and
type of scraps. This enables the second step, the process design, that considers materi-
als, geometries, production processes. The present approach is particulary intended for
composite materials; therefore, the re-design may be helpful to overcome the challenges
projected by the scraps feature and the characteristics to be reached by the target com-
ponent. The step 3 includes some technical evelautions for the identification of the best
applications, e.g. production processes practicality, analysis of components’ shape, and
environmental assessment analysis. The (prototype) production allows the quantifica-
tion of the resources employed and emissions produced through standardize methods, as
LCA (Life cycle Assessment). Figure 1 shows the main steps suggested to have scraps
from composite materials acquire new value and avoid unworthy EoL treatments.
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Fig. 1. Valorization of industrial composite materials waste. Light blue-filled boxes stand have
general validity; no filled boxes show how the case study applied the approach. Scraps S1 and
S2 are produced by Companies C1 and C2 respectively. The new processes involve C2 and C3 to
produce P2 and P3 respectively. Network representation adapted from [11]

3 Results

3.1 Scraps Characterization

Three companies applied the proposed method from the Marche region in the center of
Italy. Two of them (Company 1 and 2 - C1 and C2) made their scraps available to be
worked and employed as secondary raw materials in different production processes. C2
turned out to be also a host for circular products, together with C3, which produces pro-
fessional espresso coffeemachines. C1 produces sinks for domestic kitchens. C2 designs
and produces wind blades. The scraps (S1 and S2 from C1 and C2’s processes respec-
tively) are off-quality products that cannot be commercialized because they do not satisfy
the customer quality standards and requirements or process scrap as dust or pieces from
Computerized Numerical Control - CNC – machining, trimming scraps, consumables
containers. Moreover, their dimensions are often unstable and unpredictable due to pro-
cess inaccuracy. The environmental burdens are calculated through LCA methodology
and tool, deriving from the extraction, production, and disposal of the annual quantity of
scraps produced by the companies (Life Cycle Inventory (LCI) for C1 and C2 summa-
rized in Table 1). Data about the annual quantity of produced scraps and their disposal
treatments are collected. In Table 1 the current disposal scenario is reported, with details
of the means of transportation used to move the scraps: the blades’ scraps are shred-
ded and compressed, partially incinerated and partially disposed in landfill. Regarding
the sink scraps, they are incinerated after some preliminary treatments. Enterprises are
unaware of what happens to their scraps (nor their product) once they are discarded: what
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C2 and C3 expect from their scraps is different from what happens. The information
was retrieved by interviewing the supplier the companies have contact with. The sorting
and mixing phase refers to sorting the scraps collected by the supplier and the mix with
scraps of the exact nature that come from other industrial realities.

Table 1. LCI scraps and Environmental impacts distribution

SCRAPS/COMPONENTS Disposal TransportCategory % Material
Company1

Sink scraps 87% Mineral + PMMA a+ Additives Incineration Road, truck
Sink dust 13% Mineral + PMMA a+ Additives Incineration Road, truck

Company 2
Glass fiber 

scraps 32% Glass fiber Landfill (33%) Road, truckIncineration (66%)

Plastic waste 66%

PVC b + Polyamide + Synthetic 
rubber + Buthacrylate + PET c +

Epoxy Resin (85%)
Landfill (75%)

Road, truckEpoxy adhesive + Glass fiber +
Epoxy Resin (13%) Incineration (25%)Glass fiber + Epoxy Resin + Car-

ob fiber (2%)
Coating dust 2% Epoxy Resin + Insulating Landfill Road, truck

0-10% 11-20% 21-30% 31-40% 41-50%
51-60% 61-70% 71-80% 81-90% 91-100%
a PMMA= Polymethyl methacrylate b PVC= Polyvinylchloride c PET= Polyethylene Terephthalate

The colors of the cells in Table 1 quantify the percentage of life cycle phases impact
in terms of the Global Warming Potential (GWP) indicator. The first most impacting is
the material phase, then the EoL.Wind blades and sink scraps disposal is responsible for
about 10% and 15% respectively. Regarding the pre-treatment and the transport to the
treatment centers are negligible in terms of impacts. For C3waste pre-treatment impact is
lower than 1%. The analysis is realized using the LCA software SimaPro 8.0, EcoInvent
v3.6 database, applying the RecipeMidPoint (H) method; and so was the linear lifecycle
of the professional coffee machine assessment. In this case, the Functional Unit (FU)
was the production, use and disposal of a professional espresso coffee machine, daily
used in Italy for 5 years to produce on average of 36 coffees per hour. The use phase
largely retains the impacts (more than 90% of the overall impacts). The Back Assembly
is the second most impacting assembly.
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3.2 Process Re-design

Wind Blades
The geometric features and the manufacturability constraints of the wind blade process
scraps did not find any components of C1, C2 or C3. Therefore, alternative treatments
have been investigated (Table 2). The scraps cannot undergo any chemical process,
otherwise their properties change. However, mechanical treatments are allowed. The
core material, the blade trim (that comes from the blade finishing process) and the blade
root trim (what is left from the finishing of the base of the blade) were shredded so that
they were used to obtain new panels as their dimension dropped. However, those are
introduced in the wind blade production process with a new function: the panels are
employed to make models or mold to be milled; subsequently, prototypes are obtained
from them. The panels with secondary raw materials replace sheets of polyurethane
polymer (i.e., Eulithe, Ureol) or MDF.

Table 2. Process re-design.

Part As-is To-be

Mat. Man. EoL Mat. Man. EoL

P2 Eulithe, Ureol, MDF* Mill S2 S2 Shredding + cold cure +
mill

S2

P3 Aluminum Mill + coat S1 S1 Shredding + cold cure +
coat

S3

Figure 2 compares the environmental burden caused by traditional and innovative
processes. Please note that the panels milling to produce the molds is neglected, as it is
a common phase for both. Regarding the new panels, both the resources employed in
shredding and curing are considered.

Back Cover
The back cover is a part that presents big dimensions, and its function is mostly aesthetic,
as it consists of hiding (from the bartender and the coffee shop customer) and protecting
(from dust and other undesired substances) internal components. S1 scraps, especially
those of lower dimensions, deriving from the trim of the safety and drain holes and
the sink profile, have been shredded and subsequently the back cover obtained from
them, through cold cure. The main material composition and environmental impacts are
compared in Table 2 and Fig. 2, respectively. All the investigated situations account for a
reduction of CO2 emissions and line up as promising measures aimed both at combating
climate change and achieving a successful application of the CE principles: what is
produced from an industrial process is employed as raw material for a different product,
attesting a reduction of natural resources exploiting.



368 F. Cappelletti et al.

Fig. 2. Environmental impact comparison

4 Discussion

Thepresentworkproposed and applied an approach to join detached supply chains to give
value to manufacturing scraps; therefore, the companies (C1 and C2) that produce the
scraps unlikely phase cannibalization or lowdemand for remanufactured products,which
is often a sore point that distresses enterprises and hampers circular initiatives, if not
adequately exploited [12]. It lets enterprises overcome the main obstacles related to the
lifecycle extension of composite materials. Furthermore, the use of scraps coming from
sink is related to environmental benefits for the coffee machine production. As there was
not any waste type suitable for the dimensions of the back cover (part dimensions), and
any re-design could not offset this lack, an alternative process has been investigated. In the
current state, the prototype has reached high finishing quality. However, the back cover’s
final appearance differs from the original one. This may hamper customer satisfaction,
which expects to coat. Therefore, the back cover made of secondary raw material would
be an alternative material for the customer, copper, satin or matte steel options.

The panel almost nullifies its environmental impacts; as it is employed in the process,
it is one step toward the net-zero emission aimed by organizations. The benefits are due
to avoided impacts related to the: i) extraction of the raw material; ii) EoL treatment and
disposal of the scraps; iii) EoL treatment and disposal of P2 and P3. The choice of the
target processes is a combination of factors: part and material features, functionalities,
design constraints and environmental impacts. Once the waste exits the production plant
perimeter, organizations lose any trace of their products and scraps. Direct interviews
with downstream suppliers made the picture clear. Data, knowledge and information
exchange could bring significant benefits to enterprises. More outstanding communica-
tion with actors in charge of dismantling processes improved the detail of modelling the
EoL phase, outlining the actors and the steps, and what is done.

The introduction of economic assessment for the proposed de-manufacturing activ-
ities represents an improvement fo the present work and will be done in next activi-
ties. This would be the basis of the supply analysis. In fact, it may be hard to balance
and optimize volumes and demand. While process waste might be slightly predictable
(if intrinsic to the process), and thus known if the production volumes are known,
the off-specification scrap availability is unpredictable and highly variable. Therefore,
compensating strategies must be investigated.
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S2 has a wide variety of scraps; some are available in a process and heterogeneous
state and as virgin materials (i.e., fiberglass or PVC). The latter, rags of various dimen-
sions (order between 1 E-2 to 7E-2 m), are discarded only because of their dimensions
(they are too small for the whole blade) but may be reused in other processes since
they are still virgin material. Alternative applications (i.e., processes that require smaller
patches of fiberglass) can be further investigated.

5 Conclusion

The current approach is based on the milestone that designing for the CE involves giving
new meaning to the EoL of products. The method presented in this work enables the
valorization of composite materials, whose EoLmanagement is currently highgly ineffi-
cient and unsustainable from the environmental perspective. Furthermore, the approach
expects cooperation between multiple manufacturers active in different sectors so that
they can apply cicular strategies.

The approach is relatively simple, well-known, and applied standardized methods
and tools (i.e., LCA). The potential applicability is vast: the growing boom recorded for
many industrial markets and applications in the composites industry provide multiple
applications; moreover, the approach can also be applied to homogeneous waste materi-
als. The novelty of the proposedmethod is in support the identification of employment of
scraps to existing or new products instead of dismantlyign them. The first implementa-
tionof the proposed approach highlight interesting potentialities of establishing circular
relationships among companies. In the first place, only components and scraps without
special treatment were considered and studied to be employed as secondary raw mate-
rials. Chemical and thermochemical decomposition (i.e., pyrolysis, de-polymerization)
were neglected, as they belong to the recycling action, which was aside from the focus
of the study.

Two cases involved a re-design of production processes: the first concerns the pro-
duction of panels for the wind sector (P2) (employed as consumables in the wind blades
production process). The use of scraps from the wind blades’ trimming (S2), after an
intermediate step of shredding, almost eliminates the CO2 emission derived from the
panel production. Also, the material of the back cover of an espresso coffee machine
(P3) has been produced with shredded and cold-cured scraps of sinks (S1). Its produc-
tion emissions are halved. The results show positive environmental effects. However,
the application of the method outlines essential factors to consider while finding possi-
ble paths to establish successful IS: dismantler’s involvement, information, networking,
disassembly, simple shapes and short distances. Future works will focus on the eco-
nomic evaluation of the proposed de-manufacturing actions and strategies supporting
the materials’ acquisition. The study might be extended to off-the-shelf components and
investigate alternative applications for fiberglass patches and virgin material waste that
are discarded only for their dimensions.
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Abstract. Full-field methods can significantly improve measurement quality in
experimental dynamic analysis, which is a critical issue in the industry. Optical
methods based on digital image correlation (DIC) are widely used in this regard.
This paper aims to present an experimental setup to perform full-field vibration
measurements using off-the-shelf components costing tens or hundreds of euros
rather than thousands. This allows for the construction of multiple measurement
systems with a small investment, giving students hands-on experience. The sys-
tem’s inherent low cost, ease of assembly, and ease of use ensure that the student
can handle the system from the design stage to the setup stage, and finally to the
testing stage. A simple Matlab app was developed to set up and control the test,
analyze data and display the results. The system’s modularity allows it to fur-
ther extend measurement capabilities over time, performing 2D measurements or
more complex 3D measurements under single or multiple inputs. A prototype of
the proposed system was assembled and tested on a planar specimen for 2D DIC
measurements. The total cost of the equipment was less than 250 e. The setup
was validated for geometrically complex torsional deformed shapes up to 660 Hz.

Keywords: Full Field Vibration Measurement · Digital Image Correlation ·
Educational Test Bench

1 Introduction

Optical methods based on industrial cameras and digital image correlation (DIC) are
effective in improving measurement quality in experimental dynamic analysis. These
methods have become increasingly popular in the industry due to their ability to provide
high-resolution, full-field measurements that can accurately capture the deformation of
a structure under dynamic loading. Full-field methods can identify local displacement
values that may not be noticeable using traditional point-basedmeasurement techniques.
This can provide valuable insights into the performance of a structure and help in the
development of more accurate models and simulations.

Depending on the specific measurement requirements, different hardware configu-
rations can be used for DIC. For example, a single camera setup can be used for 2D
measurements, while a stereo camera setup can provide 3D measurements. In addition,
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various types of illumination sources can be used to optimize image quality and con-
trast. High-speed camera setups can provide the highest acquisition frame rate in the
dynamic analysis [1]. However, they are costly and result in low sensitivity measure-
ments because of low sensor resolution. For this reason, there has been a growing interest
in developing low-cost measurement setups that use conventional industrial cameras and
alternative approaches methods to improve sensitivity and accuracy in vibration mea-
surements. One approach is based on high-resolution low frame rate cameras and on
the down-sampling strategy to use conventional cameras in dynamic analysis [2, 3].
Down-sampling refers to the process of reducing the sampling frequency of a signal to
overcome the Nyquist-Shannon frequency limitation. The hardware cost of these sys-
tems is in the range of ten thousand euros, which is roughly one order of magnitude
less than the cost of high-speed camera setups. As a result, a great number of research
centers can use the technique for research and industrial purposes. Nonetheless, the cost
for educational purposes remains prohibitively high, as at least one measurement system
would be required for a couple of students to directly face the conventional measure-
ment challenges. It is also worth noting that designing a measurement setup can be an
integral part of the teaching experience since it presents a range of technical and prac-
tical challenges that require students to engage in critical thinking, problem-solving,
and decision-making. In addition, it represents an interdisciplinary learning experience,
requiring knowledge and skills from various subject areas (i.e., mechanical engineer-
ing, signal theory, image processing). Some attempts have been made in the scientific
literature to describe the ideation and testing conditions of experimental architectures to
pursue the active learning paradigm in the study of vibrating systems [4–7]. First- and
second-order spring-damper systems were considered in [5, 7], while a setup to engage
students with the experimental modal analysis of a physical system was conceived in
[4]. A simple vibrating “build-at-home” system was instead ideated in [6] to provide a
hands-on laboratory experience that could be remotely and safely undertaken by students
during the COVID-19 pandemic. However, no evidence exists about the construction of
an education low-cost test bench oriented to the vibration’s measurement using optical
full-field acquisition methodologies.

This paper presents an experimental setup to carry out full-field vibration measure-
ments using off-the-shelf components that cost tens or hundreds of euros rather than
thousands. Setting up a test bench for DIC measurements with a small investment cost
allows for the construction of multiple systems, thus providing students with hands-on
experience in using this technology for testing and experimentation. Because of the sys-
tem’s inherent low cost, ease of assembly, and ease of use, the student can handle the
system from design to setup, and finally to testing.

2 Measurement Approach

To avoid the need for expensive high-speed cameras, the down-sampling approach is
used in this research. In practice, through the down-sampling approach, high-frequency
signals can still be acquired with low-frequency acquisition, if they contain only a single
harmonic contribution of a known frequency. The aliasing phenomenon is used so that
a high-frequency signal is detected as a fictitious low-frequency response. Indeed, pro-
vided that the vibration signal is purely sinusoidal (i.e., the component is excited with a
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single frequency sine wave) it is possible to demonstrate that the signal can be properly
reconstructed even if the acquisition frequency ( f s) is much smaller than the vibration
frequency ( f v), e.g. by using the following equation [8]:

fs = fv
(
ns/np

)

1+ (
ns/np

)
k

(1)

where ns is the number of recorded frames, np is the number of fictitious full periods to
be described (in the following, np = 1 will be used) and k is an arbitrary integer. From
Eq. 1 it follows that, for a given vibration frequency, it is always possible to select a
large value of k to find a value of f s small enough to fulfill camera specifications. Even if
this approach drastically relaxes the constraint on the sampling frequency, good quality
acquisition still needs the exposure time to be sufficiently shorter than the vibration
period, to avoid blur images. In this paper, a ratio of at least 10 between the vibration
period and the exposure time was chosen, which proved to be sufficient to obtain reliable
results.

3 Experimental Equipment

The educational test bench must be designed under one major constraint: the use of
low-cost hardware is required to allow for the setup of a relatively large number of
measurement systems at a low investment cost. Indeed, having only one system in the
class would result in a limited experience for the students, requiring the teacher to per-
form most of the work while the rest of the class passively listens. On the other hand,
one system available for every two students would allow the scholar to actively and
directly face all of the experimental challenges, gradually gaining confidence and expe-
rience. Furthermore, the development of a low-cost setup reduces the risk of untrained
students damaging expensive equipment, resulting in laboratory delays and a lack of
self-confidence in the student during use.

The main steps to set up a DIC test bench for educational purposes are:

1. Hardware: the most critical aspect is the availability of the necessary equipment, such
as a low-cost digital camera, a light source, an excitation device, and a stage to hold
and excite the object under testing conditions.

2. Software: a DIC software package is required to analyze the images and extract
displacement information. There are several DIC software packages available, some
of which are free and open source.

3. Testing, analysis, and interpretation: images are captured while the object is under
load. The DIC software is then used to process the images and extract the displace-
ment information. The displacement information is then analyzed and interpreted to
understand the mechanical behavior of the target object under test. This can involve
plotting full-field displacement maps.

3.1 Hardware Setup

Excitation Device. The test bench is intended for desktop use, thus only small speci-
mens can be tested, such as small beams or light components, and a low-power excitation
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source will be sufficient. Conventional modal shakers are unsuitable for this application
because of their relatively high cost and the need for an external amplifier and signal
generation board, which would drastically increase the system cost and reduce the ease
of use. The market offers off-the-shelf, low-cost, extremely simple-to-use devices that
can be controlled in frequency in the form of standard PC speakers, which are provided
with an internal amplifier (standard bandwidth in the range of 20 kHz). Conventional
speakers also have the advantage of being stereo devices, which means that two sep-
arate channels are usually available and multi-exciter setups can be easily created. On
the other hand, PC speakers can introduce noise from a variety of sources, including
poor quality of the audio board and amplifier, poor cable shielding, and poor moving
parts quality. In the present paper, the speakers Tacens Anima AS1 USB speaker were
selected, featuring an 8W and 3.5 mm jack with a 2.0 channel configuration (cost lower
than 6 euros). An M3 screw was glued in the center of the speaker, to allow a secure
bolted connection of the specimen.

Illumination Source. High-frequency vibrations require short exposure time and, thus,
high intensity and time-constant illumination. A simple and feasible solution is given by
commercial home illumination devices such asLEDspotlights. Low-cost andflicker-free
spotlight are available on the market and can be directly powered through conventional
220 V electric sockets, such as the 7 W spotlight VRD 25_07 BI (Vivida International
SRL, costing less than 8 Euros).

Digital Camera. The crucial component of the acquisition system, however, is given
by the optical device, i.e. digital camera. A standard webcam would be a low-cost and
simple solution. Nevertheless, all the low-cost digital camera devices on the market have
unstable sampling frequencies, and they are based on rolling shutters, that may produce
image artifacts when depicting fast-moving objects. To solve these issues, an industrial
camera was adopted in this research. A DMK 41BU02 (The Imaging Source, 1.2 Mp)
was selected, allowing for a reliable sampling rate and image quality, to validate the
measurement approach. The cost of the camera was lower than 250 Euros. It is worth
noting that ArduCam devices [9] represent a low-cost and promising alternative, offering
global shutter cameras with interesting sampling rates for about 50 Euros. These devices
will be considered in future developments.

Independent Vibration Sensor. Significant vibration amplitudes can be obtained only
near specimen natural frequencies that are unknown in advance. An external vibration
sensor could be used to measure the component response in a wide frequency range and
detect the response peaks of interest. Microphones represent a low-cost solution capable
of sensitively measuring vibrational response without requiring fancy electronics, since
they provide a signal that is proportional to sound intensity and, thus, to vibration ampli-
tude. Furthermore, all modern laptops include embedded microphones, meaning that
the sensor is already available in the majority of acquisition environments. The standard
available sampling frequency is approximately 8 kHz, limiting the acquisition capabili-
ties to 4 kHz, which is sufficient for educational purposes. All the described equipment
is shown in Fig. 1(a), while a front view of the tested specimen is shown in Fig. 1(b).
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(a) (b)
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Fig. 1. Experimental devices: (a) hardware setup and (b) specimen detailed view.

3.2 Software Architecture

Vibration acquisition requires the synchronization of various devices for structure exci-
tation and image acquisition. Furthermore, the software could assist the test setup by
experimenting with different loading conditions and suggesting possible acquisition
parameters, such as those shown in Eq. 1. To this extent, a Matlab app was developed to
control the USB camera, microphone, and speakers. The app’s main controls allow the
user to connect to the camera, start and stop the preview, and begin the actual acquisi-
tion (i.e., saving the required frames). Two signals were implemented in this research:
purely sinusoidal and periodic sweep. The purely sinusoidal signal will be used to excite
the selected mode shape during camera acquisition. The sweep excitation source, on the
other hand, can be used during test setup: the structure is excited in the desired frequency
range, while the microphone records the response. The recorded signal’s Fast Fourier
Transform can then be computed to detect any response peak in the measured frequency
range, which can then be used to select the resonance frequencies. It is worth noting that
any excitation signal can be designed and easily used during testing if needed (e.g. for
bandpass excitation, as investigated in [10]). After the acquisition, DIC is performed by
using the 2D algorithm cited in [2], which allows to define the measurement grid and to
select the main DIC parameters, such as the subset size (which represents the dimension
of the region of interest around a measurement point to be considered for the correlation
process in the DIC algorithm).

4 Experimental Results and Interpretation

An experimental campaign was performed to assess the performance of the described
system, and to assess its measurement capabilities despite the extremely low cost of the
equipment. A rectangular aluminum plate was used as a testing specimen (20 × 130
× 0.5 mm). A first hole was drilled roughly in the middle of the specimen for speaker
connection, and a second hole was drilled close to one edge to add additional asymmetry
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to the structure and investigate the reliability of the results, as shown in the following.
The frequency range of 100–700 Hz was investigated and excited with the sweep func-
tion, showing several different peaks in the microphone signal. In particular, two peaks,
found at 647 Hz and 660 Hz, were investigated. Given that the camera’s minimum avail-
able exposure time is 2–13 s, the ratio between the period of the 660 Hz vibration and
the minimum shutter time is approximately 12, which was deemed sufficient to obtain
still images and allows to investigate the system’s limit. Purely sinusoidal tests were
performed for both frequencies, recording the plate response. The displacement maps
obtained with the DIC algorithm are reported in Fig. 2. As can be seen, the full-field
maps evidence a torsional deformed shape of the plate, providing low noise measure-
ments. It is worth noting that, since only a single camera was used, a 2D measurement
was obtained and displacements are measured in pixels. Figures 2(a) and (b) highlight
an interesting property of the structure: if the test was performed in perfectly symmetric
conditions (i.e. plate geometry and material, boundaries and load) a single mode shape
would be found showing a symmetric deformation of the plate between the left and right
portion (with respect to the central mounting point).

(a) (b)

Fig. 2. Displacements along the horizontal direction at (a) 647 Hz and (b) 660 Hz.

Experiment results, on the other hand, show the presence of two distinct modes
with slightly different frequencies and a similar mode shape, but having displacement
localization on the two opposite edges of the plate. This phenomenon is common any
time that the symmetry of a theoretically symmetric structure is broken in practice by
some experimental condition. In this case, the deviation from symmetry is caused by
a non-perfect placement of the central hole and the presence of a further hole close to
the right edge of the plate. The deviation between theoretical and experimental response
is a worthy finding derived from the really simple presented testing setup, and could
help the students to gain sensitivity to experimental challenges. A further investigation
is to be referred to the right edge of the plate, with particular reference to Fig. 2(b). The
figure shows that the DIC results are good also in the plate region where the second hole
was drilled. This could be counterintuitive, since the speckle pattern is not available in
the hole region and, thus, DIC should fail. The computation of meaningful data in the
presented results is due to the chosen subset size. The results in Fig. 2(b) were obtained
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by using a subset size of 21 pixels, which is larger than the image’s hole dimensions.
Thus, the obtained results show the displacements’ mean value related to the region
surrounding the hole. Figure 3(a) shows a detailed view of the results around the hole
region, with a subset size of 21 pixels.

(a) (b)

Fig. 3. Zoomed view of the hole region with a subset size of (a) 21 pixels and (b) 7 pixels.

This can be further investigated by using a smaller subset size in the DIC algorithm,
such as 7 pixels. In this case, the hole is larger than the subset, so the DIC algorithm
is unable to compute any displacement value in the hole region. This is illustrated in
Fig. 3(b), which depicts a detailed view of the hole region with a subset size of 7 pixels.
The comparison of the results can help students to understand the significance of this
algorithm parameter: larger values of the subset size can provide higher correlation
accuracy and, as a result, higher measurement sensitivity. Enlarging the subset, on the
other hand, results in averaging the displacements of a larger region of the specimen,
thus smoothing gradients, and reducing detail levels.

5 Conclusions

This paper describes a test bench for DIC vibration measurements that was created for
educational purposes. The main constraint of the equipment is cost reduction, which
allows for the development of a relatively large number of test benches with a small
investment, providing hands-on experience even for a large number of students. By care-
fully selecting the hardware and signal processing techniques, it is possible to achieve
high-frequency, high-sensitivitymeasurements that can provide valuable insights into the
behavior of structures under dynamic loading. The experimental equipment is composed
of a PC speaker, a global shutter digital camera, a LED spotlight and a microphone. The
total cost of the setup was less than 250 Euros, which can be further reduced by adopting
newly introduced low-cost global shutter digital cameras. The system was capable of
measuring vibrations at high frequencies up to 660 Hz with sub-pixel sensitivity. The
measurements also allowed to investigate the impact of the subset size,which is an impor-
tant parameter in DIC algorithms. The modularity of the developed system would allow
for simple future developments, such as the addition of a stereo camera setup (3D DIC),
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and the extension to multi-input excitation measurements. These assumptions ensure
that the test bench can be expanded during the course, allowing for the investigation
of many different aspects of the use of optical devices for vibration measurements. A
thorough investigation of the feedback received by students in classes would be needed
to assess the equipment’s effectiveness for didactic purposes, which will be the subject
of future developments.
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Abstract. Technical-scientific communication is essential, particularly for engi-
neers, because they work in interrelationships with others. Such communication is
characterized by three fundamental aspects: graphical, written, and oral transmis-
sion. In addition, each communication includes a system of signs and rules, some
defined by standards, others adopted in a specific context, allowing information
transmission. Finally, essential requirements of any communication are complete-
ness, immediacy, and non-ambiguity. In general, most information exchanges inte-
grate these forms and requirements. Still, they must also consider many aspects
that lead to thinking of technical communication as “holistic communication”.
Considering the importance of technical-scientific communication in the profes-
sional career of engineers, the teaching programs in Engineering schools have
begun to include specific activities and experiences to improve the students’ com-
munications skills. Authors think it is necessary to consider these experiences
holistically to allow the students to select the kinds of media concerning the infor-
mation content and reflecting the audience’s needs. This approach could be similar
to the design for X approach and may be considered a “communication for X”
approach.

Keywords: Technical communication · Engineering Education · Technical
product documentation

1 Introduction

The communication consists of some fundamental elements:

• Initial behavior - that is the starting point of the communicative process.
• Terminal behavior - that is the arrival point of the communicative process.
• Structure of the contents - the set of concepts that needs to connect initial and terminal

behavior.
• Communication unit - part of the communication devoted to transmitting a concept.
• Communication means - the medium used to transmit a set of concepts.

Communication engages people, so the use of the name “behavior” in this field is
based on the consideration that a human being behaves concerning the acquired knowl-
edge. For this, the terminal behavior could be observed as divided into three components:
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Informative, which is acquiring knowledge; Critical, which is the ability to reason on
the knowledge gained; Practical, which is the ability to apply the knowledge.

To get the “terminal behavior”, it is necessary to organize the communication in
basic units that allow the transmission through rules (RUL) and examples (EG), where
(RUL) can be related to the informative component and (EG) to the critical/practical
components. In thatmanner, the structure of the communication can assume twodifferent
approaches to transmission:

• RULEG - Rules before examples - Deductive approach
• EGRUL - Examples before rules - Inductive approach

The effectiveness of the transmission of the communication requires a validation
phase which is the verification of the “terminal behavior” obtained [1, 2]. In the logical
schema of the communication (Fig. 1), the source aims to structure the communication as
a transition from the “initial behavior” to the “terminal behavior”, corresponding to the
recipient’s behavior after acquiring the transmitted knowledge. The transmission is the
link between knowledge and a system of signs through a physical medium that influences
communication because it requires coding and decoding the concepts. After perceiving
the transmitted signs, the recipient acquires the contents, which may differ from those
intended due to unavoidable communication disorders. For this, this transmission chain
corresponds, in a symmetric manner, to the validation chain to verify the reached level
of acquisition of the transmitted knowledge.

Fig. 1. Logical schema of the communication.

2 Technical Communication and Its Holistic Frame

Technical communication in design refers to the exchange of technical information
between various stakeholders involved in the designing and manufacturing of things [3].
Effective technical communication is crucial for ensuring the design specifications and
requirements are accurately understood, preventing miscommunication and rework, and
improving overall project efficiency. In design, technical communication occurs through
various media, including written documents, drawings, visual aids, and presentations.
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Technical reports, design specifications, and product manuals are common written doc-
uments used to communicate technical information. Illustrations, such as engineering
drawings and schematics, are also essential for conveying product design, assembly,
and functionality information. Today, visual aids, such as 3D models, prototypes, and
animations, can also be used to help stakeholders understand complex systems. Good
technical writing skills are crucial for effective technical communication in design but
also require collaboration abilities and teamwork. Design teams should regularly com-
municate and share information to ensure that all stakeholders are aligned and have
a shared understanding of the design specifications and requirements. Team members
should also be open to feedback and be willing to make changes based on suggestions
and recommendations from other stakeholders. Technical writers should have a solid
understanding of engineering concepts and industry standards and effectively commu-
nicate technical information clearly and concisely. They should also be familiar with
technical illustration and drafting techniques and understand the tools and technologies
used in the design, such as computer-aided design (CAD) software.

Technical communication in design can also be viewed from a more holistic per-
spective. This holistic approach would consider the impact of technical communication
on the entire design process, including the design methodology, team dynamics, and
project outcomes [4, 5]. From this perspective, technical communication is considered
an integral part of the designprocess, not just ameans of conveying technical information.
How technical information is communicated can influence the designmethodology, team
dynamics, and project outcomes. For example, using visual aids such as 3D models and
animations can help to facilitate amore collaborative design process, with teammembers
able to understand better and contribute to the design. On the other hand, poor technical
writing skills can lead to miscommunication and misunderstandings, resulting in errors,
rework, and delays. The holistic approach to technical communication in design also
recognizes the importance of considering the needs and perspectives of all stakehold-
ers. Effective technical communication requires a deep understanding of the audience,
including their technical expertise, level of knowledge, and requirements. Therefore,
technical communicators should strive to provide information in a clear, concise, and
accessible manner tailored to the audience’s needs. Finally, the holistic approach recog-
nizes the importance of continuous improvement in technical communication. This may
include incorporating new technologies, such as augmented reality and virtual reality,
to enhance the communication of technical information.

A holistic approach to teaching technical communication in engineering courses
focuses on teaching the technical aspects of communication and developing the broader
communication skills needed for effective and successful engineering practices. This
approach considers the various forms of communication that engineers engage in, includ-
ingwriting, speaking, and visual representation. Such an approachwould also emphasize
the importance of considering the audience and purpose of the communication and the
ethical and cultural aspects inherent in technical communication. In thisway, students are
equipped with not just the technical knowledge but also the communication skills neces-
sary to effectively convey their ideas and collaborate with others in their field. Overall, a
holistic approach to teaching technical communication in engineering courses can help
produce well-rounded engineers who can effectively communicate and collaborate with
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others in their field, which is crucial for success in today’s rapidly changing and glob-
ally connected engineering landscape. There are several ways to implement a holistic
approach to teaching technical communication in engineering courses:

1. Incorporating a variety of communication genres: This can include teaching students
how to write technical reports, give presentations, create visual aids, and engage in
team communication.

2. Emphasizing audience awareness: This involves teaching students to consider their
audience and tailor their communication accordingly. For example, they may need
to communicate technical information to a non-technical audience or international
colleagues with different cultural backgrounds.

3. Integrating ethics and culture: This involves teaching students to consider ethical and
cultural issues when communicating, such as avoiding plagiarism and considering
cultural differences when presenting the information.

4. Encouraging collaboration: Group projects, peer review, and team-based presenta-
tions can help students develop communication skills while allowing them to practice
working with others.

5. Providing real-world context:Assignments andprojects based on real-world problems
or industry-relevant scenarios canhelp students understand the importance of effective
communication in their future careers.

6. Incorporating technology: Technology, such as video conferencing and online col-
laboration tools, can help students develop virtual communication skills, which is
becoming increasingly important in the modern engineering landscape.

By incorporating these strategies, engineering educators can help students develop
communication skills that will be valuable in their professional lives.

3 Implementation

The industrial product includes a wide range of information that is mainly needed for
its physical realization but follows its entire life cycle (Fig. 2) [6]. This information
is constantly developing; it changes and evolves with technology and new production
scenarios. Teaching the rules of writing and reading this information follows the same
evolution, adapting to the new symbols of the normative that support the language. This
is dictated by the need to provide the student with the tools to understand the information
correctly. For this, the information that has to be conveyed could be divided and arranged
differently to favormore effectiveness of themessage transmitted. This subdivision could
happen in the function of a specific topic or concerning a well-defined communication
goal. This approach could be defined as a Communication for X (CfX) [8] in parallel
to the most know concept of Design for X (DfX). As well as the DfX (Design for
X) concept indicates the operations and criteria able to improve the behavior of the
product in the “X” phase of its life cycle, where “X” could mean: “manufacturing”,
“assembly”, “distribution”, and so on, CfX concept might be adopted to express the
communication associated to the “X” phase of the same cycle. The dashed links shown
in Fig. 2 represent the communication required in every phase of the product life cycle.
Therefore, such a figure can be a significative example of holistic communication and
confirm that communication follows all phases of a product’s life.
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Fig. 2. Life cycle of the product.

Teaching the language, and particularly the signs, is necessary to allow them to
convey information in a technical field. Still, the educational field also requires us to
give the students the capacity to understand the technical reasons for the signs. So, rather
than simply presenting a list of signs to which product features and quality requirements
refer, focusing on the product’s functionalities can help students better understand why
certain features and quality standards are necessary. In this manner, students can see
the bigger picture and understand how all the different features and requirements work
together and how the various pieces fit together and contribute to the overall function of
the product. Emphasizing the functionalities required of the product asks the students to
develop a deeper understanding of the underlying principles and concepts that govern the
product’s design and give them a solid foundation in the field’s fundamental principles.
Independently by the specific sign language adopted, which could change in the future as
they changed in the past, leaving unchanged the technical and quality functions required
for the product. For example, the roughness sign changed over time, but the quality needs
for the functional surface defined by the symbol remained the same from a physics and
engineering point of view. To implement this approach in a holistic communication
manner, it is possible to use various techniques and strategies to engage students:

• By using real-world examples of products that students are familiar with can help
them better understand the functionalities required and how different features and
requirements contribute to the overall function of the product.

• Encouraging students to engage in group discussions and work on hands-on projects
actively, theywill be actively involved in the learningprocess.Acollaborative learning
environment allows students to share their insights and learn from each other, which
can help to deepen their understanding of the material.

• Providing visual representations of the product and its features, such as videos and
animations, can help students better understand how everything works together.

• Rather than simply presenting a list of features and requirements, emphasize the
problem-solving process that goes into designing and building a product. By showing
students how engineers and designers approach problems and develop solutions, you
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can help them to develop a deeper understanding of the underlying principles and
concepts that govern the field.

So, as an example of the first implementation manner proposed, it is possible to
involve students in discussing a simple can crusher tool by showing them an animation
of the systemduring its use (Fig. 3), extracting the organs used for the crushingmovement
[7], and focusing them on the assembly surfaces engaged in the mechanism.

Fig. 3. Animation sequence of a can crusher.

In this part, the physical phenomenons involved can also take into consideration to
under light the importance of the materials adopted and their performances. When the
full functionalities of the tool are straightforward, it is possible to introduce the technical
requirements and the quality aspects needed to guarantee its work. Finally, it is possible
to engage students on the choice of the better communication system that could be
adopted to transfer that information into a specific contest and introduce the set of signs
required for that communication. So, 2D, 3D, assembly, and exploded drawings could
be brought as examples for the production, and rendering, animation, and virtual visual
tools as examples for marketing and maintenance.

Although the practical application of the CfX concept could require many words and
ample space, a simple example be given here. Suppose the communication is focused on
explaining the basic information needed to guarantee a good assembly between parts.
In that case, the initial focus should be on the coupling needs, underlining the functional
surfaces that interact in the assembling, what constraints they generate, and the required
quality. Topics should include materials, manufacturing, and assembly techniques. The
communication focus (X) could be declared as the information required to “identify
the functional surfaces for a product”. Only when the assembly properties framework
is completed, it will be possible to face the question of how that information could be
transmitted. This is influenced by the receiver and the contents that must be sent. So
it is possible to send an assembly drawing (Fig. 4), where the functional surfaces and
their quality must be identified using engineer knowledge and experience, transmit a
3d model (Fig. 5) where colors highlight the functional surfaces of any single part and
engineering and quality knowledge is less required, or finally, define a detailed drawing
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(Fig. 5) where standard signs describe the functional concept and the quality of the
surface and where to the engineering knowledge must be associated a good known of
the symbols.

Fig. 4. Assembly drawing of the crusher.

Fig. 5. Pin and arm 3D parts of the crusher with functional surfaces highlighted (left) and detailed
drawing of the crusher pin (right).

The approach permits them to understand that different kinds of communication and
tools can obtain the same goal and must be adopted concerning the contest where the
communication happens. Furthermore, it also aims to teach that communication must be
designed concerning the contest and the stakeholders involved [8]. CfX could also help
characterize the properties of the communication in the different phases of the product’s
life cycle. For example, although the information about the product could be the same, the
manufacturer’s communication might differ for technicians operating in distribution or
maintenance fields. Any different task has different requirements that should be reflected
in different initial and terminal behaviors besides the structure of the contents. Teaching
the product functionalities in an aseptic manner concerning the language that will be
adopted to communicate them has another vital purpose. In fact, for example, standard
signs adopted in drawings change over time according to the technic evolution, but their
functional aim is not. Teaching students the most up-to-date signs is important because
it will prepare them to work with the most current standards and technologies, but, at the
same time, it’s also essential for students to learn about the history of technical drawings
and the evolution of symbols. A holistic approach to the communication of the product
can give them a deeper understanding of the field and help them to interpret better older
signs included in drawings and documents still in industrial use.
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4 Conclusions

The conclusions can start from the consideration of the word “holistic”: whose ety-
mology means all, whole, global, and the word comes from the current philosophy of
“holism” [9]. Holism is a philosophical concept that suggests that the whole is more
significant than the sum of its parts. In other words, it is the idea that systems and phe-
nomena should be viewed as a whole, not just as a collection of individual parts. This
approach emphasizes the interconnectedness of things and the idea that everything is
interdependent. Therefore, it is reductive to understand reality by considering its indi-
vidual components. Observing that technical communication is in continuous evolution
in both its general logic and tools, but particularly, in relation to technological develop-
ments and to the evolution of production scenarios, the teaching of communication is
called to follow this evolution, not only explaining the symbols but also highlighting the
engineering causes that determined them. For this, it is necessary to consider communi-
cation holistically, where the whole communication aspect must include chronological
and historical elements. In addition, communication has to consider another important
aspect, i.e., the target: the formalization of the initial and terminal behavior that are
the communication’s starting and arrival points. By considering such two factors, it is
possible to make available the communication of a large number of recipients of very
varied preparation.

Starting from these observations, a didactic plan should consider the aspects men-
tioned above, permitting the implementation of communication learning, which could
also include some historical-critical considerations on the evolution of engineering.
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Abstract. In recent years, virtual reality technology has grownmorewidely avail-
able. This creates new opportunities and methods in the field of education, partic-
ularly for STEM (science, technology, engineering, and mathematics) disciplines.
This study describes the design and the development of an immersive virtual
reality laboratory (VR Lab) that aims to introduce novel activities and practical
experiments in the field of industrial engineering and material science that can
be highly beneficial for students. The laboratory enables students to experience
and learn the macro and micro behavior of various engineering materials. The
VR Lab is designed as an open-space room that is digitally divided into multiple
learning stations, each of which is dedicated to a specific aspect of the subject.
A virtual mechanical tensile test machine may operate with various materials and
display the results by combining finite element analysis simulations and stress-
strain curve. In another station, students can be transported inside atomic and
molecular structures of various materials and can investigate how dislocations
and slipping planes influence the mechanical behavior of metals or how the align-
ment of molecular chains affects the strength of polymers. Immersive VR Lab
showed great potential for education. The developed virtual learning stations can
be used to complement learning activities and physical experiments that are gen-
erally too risky, too expensive, or simply too time-consuming to be carried out in
a real classroom, particularly in the STEM area.

Keywords: Virtual Reality · Engineering Education · VR Lab ·Material Science
Teaching · STEM

1 Introduction

In the past, virtual reality (VR) experiences were used in different fields including mili-
tary training, flight simulator, and the entertainment industry. However, theywere limited
due to their technological features and price. In the last decade, the number of experi-
ences has grown notably with the introduction of some consumer-oriented immersive
VRheadsets. Devices like theHTCVIVE,MetaQuest, and Sony PlayStationVRopened
up new opportunities andmarkets [1]. Today, VR gained interest in numerous fields such
as healthcare, industry, gaming, training, education, and cultural heritage [2–4].

Three methods are generally used to experience VR environments: desktop comput-
ers, CaveAutomaticVirtual Environment (CAVE), andHead-MountedDisplays (HMD).
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Desktop VR allows users to interact with digital content using peripherals like a monitor,
mouse, keyboard, or touch screen. A CAVE is a physical space where the walls, floor,
and ceiling act as projection surfaces. Users in the CAVE equip stereoscopic glasses that
are tracked to adjust the projected images and allow interaction with the visual content
[5]. Recent HMDs are devices that incorporate small display optics placed in front of
the eyes when it is worn on the user’s head. They track the orientation of the head and,
in some cases, also the position of the user [6].

One feature that distinguishes the different VR systems is the level of immersion. It
can be described as the extent a user feels like part of the virtual environment and can
shut out the outside world [7]. Accordingly, only the CAVE and HMD-based system
can be defined as immersive virtual reality (IVR) technologies because lead to a higher
sense of presence and immersion compared to desktop VR.

A century ago, Dewey [8] proposed the concept that students should learn by doing.
This argument is likely to be realized today with IVR. Through the use of IVR scenarios
in the classroom, students become more involved in their education and shift from a
passive to an active state of learning. Hence, a student-centered strategy like this one
strengthens the practical problem-solving skills that students need, particularly for STEM
disciplines. The cognitive and pedagogical advantages of utilizing IVR in engineering
education have been demonstrated by numerous investigations [9]. However, the design
should maximize the students’ learning experiences and be validated through testing
with engineering students and educators for further improvement [10].

This aspect becomes even more evident with workshops, practical work, and labora-
tory activities, which play an important role in delivering essential knowledge. Physical
activities, such as lab experiments, have numerous limitations for universities, including
safety, equipment, space, and budget. The traditional learning approach in the STEM
area is usually done through oral lectures in a classroom with the support of a board,
projector, and computer. The adoption of IVR laboratories based on HMD technologies
can arise students’ interest and deepen their understanding of complex theories. Further-
more, the use of an IVR lab could give the possibility to distance-learning students or
students with special needs to benefit from the laboratory experience as the students on
campus [10].

Based on these concepts, this work presents an immersive VR Lab for engineering
andmaterial science education that aims to engage students in the discovery of themacro
and micro behavior of various engineering materials.

2 The VR Lab

The VR Lab has been designed and developed starting from the need of engineering and
material science educators to have a complementary tool that can be used in conjunction
with the traditional learning approach. The possibility of actively engaging students in
immersive experiences arouses interest in professors of the STEM disciplines.

The virtual laboratory aims to improve student’s learning experience and comprehen-
sion of the mechanical behavior of different materials (principally metals and polymers)
in different situations from the macro and micro points of view. For instance, students
can experiment with different deformation behaviors and find the reasons behind the
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materials’ performances by analyzing the molecular structure of the material. An advan-
tage of the VR Lab is its modularity. It is subdivided into multiple learning stations,
each focused on a specific aspect of the main topic. This is particularly important in IVR
educational experiences. Studies realize that simplifying and focusing on virtual envi-
ronments can limit students’ distractions [11]. However, considering the vast amount
of information and aspects that can be addressed in the field that combines engineering
with material science, this modular approach allows further development and add-ons
to the original laboratory without altering the previous parts.

2.1 The Design and Interaction of the Learning Stations

To design the virtual environment and manage the interaction between the VR Lab and
the user, the software Unity has been used with the SteamVR plugin. The 3Dmodels that
are included in the environment have been realized with 3D CAD modeling software
like Solidworks and Blender.

An important aspect that drove the design of the VR Lab was that the user could feel
immersed in the VR environment and could freely move and interact with the virtual
elements. A desktop VR solution could not have had the desired immersion level. On the
other hand, a CAVE system requires a dedicated infrastructure and space that cannot be
feasible for some institutions or at the students’ homes. For these reasons, we decided
to adopt the HMD-based technology, in particular the VIVE Focus 3 device, one of the
last-generation wireless HMDs. According to the literature, some users can experience
side effects like dizziness or headache while wearing HMDs [12]. The 5K resolution of
the LCD panels and the visual refresh rate till 90 Hz aim to limit them. The ergonomic
shape, the limited weight, and the long-lasting battery allow a comfortable wireless VR
experience. Furthermore, the device allows the position and rotation tracking of the body,
head, and hands of the user to improve the feeling of immersion and presence [13]. To
interact with the virtual objects and machines the user has two motion-tracked handheld
controllers. To debug and run the VR Lab the devices was connected to an MSI GE66
Raider laptop (Intel Core i7–10870 x64, RAM32Gb,NVIDIAGeForceRTX3060) using
VIVE Business Streaming. It allows connecting the VIVE Focus 3 to a PC, wirelessly
or with a USB cable, and renders more complex applications with low latency.

TheVIVE device is designed for room-scale setup. It means that the user can define a
“play area” up to 10 m x 10 m in which can freely move and walk. The VR Lab has been
designed to replicate these dimensions. If the area available in the real world is smaller,
the user can use teleportation to reach every point in the VR Lab. Teleportation is a
common locomotion technique in VR. The user specifies the destination by pointing at
the desired area, usually by the tracked handheld controller. When confirmed the action,
usually with a button press, the user is instantly moved to the destination. This technique
has been widely adopted in VR because it generally does not cause motion sickness
[14]. In the VR Lab, the user visualizes some deformable 3D model of default hands
that follow the fingers’ position and actions performed on the controllers. For example,
when the user grabs something by pressing the grip button, the fingers close around the
object. The VR Lab is subdivided into three different learning stations: a tensile test
station for the macro behavior of multiple engineering materials, and two stations for
the micro behavior of metals and polymers.
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2.2 Tensile Test Station: Macro Behavior of Materials

The first learning station aims to teach how different materials behave in a mechanical
tensile test. Figure 1 shows themain elements of the station. The application suggests the
user teleport in front of the tensile machine (f). From this position, the user can grab one
among the different specimens on the shelves (a) and place it between the two grippers
(b). To start the test the user needs to press the green pushbutton (c). At this moment,
the 3D model of the specimen deforms while the screen on the left displays the progress
of an example stress-strain curve of the specific material (d). In the meantime, a video
of the finite element analysis (FEA) shows the stress distribution on the specimen (e).

(d)

(a1)

(b)

(c)

(e)

(f)

(a2)

Fig. 1. The tensile test station.

Five different specimens are aligned: threemetals (a1: copper, steel, and titanium) and
two polymers (a2: polypropylene, and epoxy). The choice behind the three materials is
to exemplify some of the major different mechanical behavior (3D model deformation,
stress-strain curve, and stress distribution by numerical simulation) in a tensile test.
Furthermore, each metal has a different atomic lattice structure and the two polymers
are examples of thermoplastic and thermosets materials. These classes will be described
more in depth in the dedicated learning stations. However, the proposed material library
can be easily extended to numerous other materials.

The results of the numerical simulation visualized during the test (Fig. 1 (e)), is used
to exploit the potentiality of the VR environment, augment information and provide an
insight into the results, which would not be visible in an actual test. The geometry of
the specimen is meshed with brick elements, and a bi-linear material model is used to
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represent both the elastic and the plastic behavior during the test. The properties can be
adjusted to any different material. A static analysis is then performed, imposing a fixed
displacement at one end of the specimen and a load to the other end, divided in sub-
steps. An animation of the results throughout the sub-steps can be setup, showing several
quantitative details such as displacements, stresses, strains (plastic and/or elastic). This
allows the students to understand the distribution of different quantities and to evaluate
the effect of the specimen shape, which guarantees a uniform stress distribution in the
central region of the specimen. Additionally, different geometries can be implemented,
to show the effect of notches or geometrical details (e.g. small holes) on the stress
distribution, to study stress intensification phenomena.

2.3 The Micro Station for Metals

The development of the VR Lab has been conducted with the collaboration of educators
of engineering and material science. According to them, one of the major difficulties in
learning is to visualize three-dimensional space models, in particular, when it comes to
microscopic dimensions. Regardingmetals, students experience difficulties in imagining
the atomic distributions, and all the engineering aspects related to this topic such as
slipping planes, lattice structures, and elastic/plastic deformations. To assist them in this
visual process we created a specific learning station for the atomic structure of metals,
to show how they behave under different loading conditions (Fig. 2).

Fig. 2. The learning station for metals at the microscopic level.

It focuses on two different aspects. The first (c) presents the 3D models of the unit
cells of the main lattice structures: face-centered cubic (FCC), body-centered cubic
(BCC), and hexagonal closest packed (HCP). The user can grab and examine each
virtual element. Next to the 3D models, there is a graphical board that reports some
details about the relation between the lattice structure and the ductility of metals, plus
some examples of materials constituted by each atomic structure. The examples include
also the materials available in the tensile test learning station. This allows students to
connect the macro with the micro behavior of these materials. The second aspect focuses
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on the gliding of atomic blocks that occur in the plastic deformation of metals. Starting
from the concept of ‘slip system’ under different load conditions, a 3D virtual metal bar
composed of out-of-scale atoms blocks grouped in different colors was modelled. Then,
the user can activate the animation of a bending load using a pushbutton (a) or a bench
vise to simulate compressive stress using a circular drive (b). This allows the student to
visualize the principles behind the deformation behavior of metals and how dislocations
are responsible for their ductility.

2.4 The Micro Station for Polymers

The third learning station is dedicated to the molecular structures of polymers (Fig. 3).
Initially, the user can grab and examine the 3Dmodels of themain structures of polymeric
chains: linear, branched, crosslinked, and networked (b). A dedicated GUI reports the
classification of the structures and includes details about how the physical properties of
thermoplastic, thermoset polymers, and elastomers are affected by the different kinds of
chains that constitute the materials.

The learning station also aims to assist students in learning the reasons behind the
tensile deformation of amorphous polymers, also known as ‘cold drawing’ phenomenon.
To exemplify this concept, the molecular structure of the polymer was modeled in the
steady state and under a tensile load. In the second case, the molecular chains appear
aligned along the force direction (a).

(a)

(b)

Fig. 3. The learning station for polymers at the microscopic level.

To simulate this behavior, the user can push a button next to the hanging 3D model
of amorphous polymer and observe the deformation with the internal molecular chains
that align towards the load direction. Near the 3Dmodels, also in this part of the learning
station a graphical panel was added to describe the cold drawing phenomena.

3 Discussion

The VR Lab was designed and implemented to exploit potentiality of VR in the field
of learning STEM among university’s students. The laboratory was created as a com-
plementary tool for engineering and material science educators to improve students’
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learning experience, facilitate the comprehension of some abstract concepts, and let
them experiment with augmented laboratory equipment that is impossible to replicate in
the real world. The development of the immersive laboratory was assisted by educators
in the fields of material science and engineering with suggestions and intermediate eval-
uations. In particular, three positive aspects of the immersive laboratory emerged. The
first is the possibility to visualize and manipulate 3Dmodels of molecular structures that
are commonly difficult for students to recognize. The second aspect, partially related to
the previous, regards the use of animations for concepts like slip planes for metals and
the cold drawing effect for polymers. Observing these concepts in a three-dimensional
space, exemplified with a schematic model, can provide a more immediate and straight-
forward representation of the phenomena than static images, as is usual in traditional
learning approaches. The last point that emerged regards the opportunity to perform a
laboratory experience in a controlled environment without the concerns of safety, space,
and equipment of a real lab. The VR Lab requires only an HMD and could be used also
by remote or distance-learning students who have no access to physical labs. On the
other hand, it should be taken into account that immersive VR requires an expense for
the HMDs and that can be experienced by one student at a time per device. However,
educators did not consider these aspects as critical compared to the advantages. The
experiences have been designed to be brief, and students in small classes or groups can
use the laboratory sequentially with a couple of devices.

The VR Lab’s modular approach will allow multiple add-ons in a future version of
the lab. According to the educators involved in the development process, adding new
materials and geometries at the tensile test station could be intriguing. Furthermore, they
would allow students tomodify also some test conditions (for example, room temperature
or cracks/inclusions). This will allow for the inclusion of other engineering topics such
as how crystallinity and degree of curing affect mechanical properties for polymers, as
well as an examination of various fracture behaviors.

4 Conclusions

This work introduces an immersive VR Lab to help educators and students to learn
about some material science and engineering principles. The collaboration with educa-
tors enabled us to focus on the important concepts and issues that students emphasize
during traditional lectures, as well as how to exemplify challenging notions. Positive
aspects include: a more straightforward concepts’ representation using 3D models and
animations, a more active learning approach, and the possibility to use an interactive VR
Lab reducing the physical limitations derived from a real laboratory. Even though the
laboratory aroused interest and seems promising, this work has some limitations. The
next step will be an evaluation phase with university students and educators to assess the
system’s usability, as well as the effectiveness of the VR Lab in students’ understanding
of the contents. Initially, both usability and perceived workload will be assessed using
standard questionnaires. Then, surveys aimed at highlighting the aspects to be improved
and issueswill be created and submitted to both students and educators to further develop
the VR Lab. This way, in a future version of the VR Lab, it will be incorporated the
suggestions derived from the users’ remarks during the assessment and brainstorming.
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Abstract. Virtual Reality (VR) research has shown promising bene-
fits in several educational areas, particularly those necessitating inter-
action with spatial information - a key element in teaching engineering
skills such as technical drawing. This paper presents a broad process for
designing and developing VR-based instructional activities, ultimately
producing a VR application that employs immersive visualization and
interaction. An evaluation of the application’s effectiveness revealed that
engineering students using the VR application performed comparably to
those using conventional methods, such as analog drawing, on course
exercises. The study also explored cognitive load, comparing the VR
group with a control group and a glass box animation group. While the
glass box group showed an advantage over the VR group in cognitive
load, no significant difference in aggregate scores between the VR and
control groups was found. This is notable, given the increased interaction
required by the VR exercise. These results provide initial evidence that
traditional learning activities can be effectively translated into an immer-
sive VR context and strengthen the case for VR as a viable medium for
remote learning. However, it also points to the need for further research
which improves the VR exercise and identifies the factors contributing
to the management of cognitive load.

Keywords: virtual reality · technical drawing · engineering education

1 Introduction

Technical drawing is a critical skill that engineering students must learn to com-
municate effectively with other engineers and collaborators. It provides a stan-
dardized way to describe and represent 3D objects, which is essential for manu-
facturing, construction, and other engineering-related fields. Technical drawing is
also an important foundation for more advanced design tools, such as computer-
aided design (CAD) software, which is widely used in engineering today. By
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learning technical drawing, engineering students develop their ability to create
accurate, detailed representations of designs, making it a fundamental ability
that emerging engineers must develop [4]. Virtual Reality (VR) offers a novel
approach to technical drawing instruction by allowing learners to visualize 3D
objects in a more immersive and interactive way than traditional 2D draw-
ings. Students can examine and manipulate objects from any angle and explore
their features in real-time. The use of such dynamic visualizations to enhance
instruction has been a focus on research surrounding spatial learning activities
in the field engineering [3,7]. The research presented in this paper aims to apply
VR-based instruction to the training of technical drawing. While research has
reviewed the potential of AR and VR for technical drawing instruction [1,6,9,10],
much of this previous research focused on testing or developing specific, course-
independent, technical drawing exercises, rather than the full translation existing
course content into a VR context. Several methods for designing and developing
VR engineering applications exist [7,10,12]; however, more specific guidelines
are needed concerning applications that model existing course exercises [2]. The
contributions of the current paper are twofold. Firstly, it implements a pro-
cess for translating existing course activities and assessments into immersive
VR environments. By following this process, instructors can create VR applica-
tions that accurately reflect the learning objectives of the syllabus and can be
integrated into existing course structures or deployed in remote learning environ-
ments. Secondly, this paper provides results from a user evaluation of an original
VR-based activity, which extends the existing work on the use of such activities
in science, technology, engineering and mathematics (STEM) education. These
results shed light on the viability of using VR for technical drawing instruction
through remote learning activities analogous to existing course exercises and
the challenges associated with creating these activities. In contrast to previous
research [1,6,9,10], the VR application proposed in this paper empowers stu-
dents to carry out a constructivist process to practice orthographic drawings

Fig. 1. Design, development, and evaluation phases. The process starts with an “as-is”
analysis phase, followed by iterative development of the VR application, and ending
with an evaluation of the resulting system
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within an immersive VR context. By providing students with this opportunity,
we have demonstrated VR’s ability to conduct robust course learning activities.
Section 2 describes the methodology followed for designing and developing the
VR-based activity and formal evaluation. Section 3 reports and discusses the
results of a user evaluation and Sect. 4 provides a conclusion and discussion of
future research objectives.

2 Design, Development, and Evaluation Process

Choosing the appropriate design model is crucial to successful development, and
research has highlighted the viability of iterative design methods that focus on
improving a core set of functionalities throughout the software development life-
cycle [2,12]. Research has also considered detailed design methods, targeted at
virtual distance laboratories [7]. Our process focuses on the translation and eval-
uation of existing course content into an immersive VR environment and consists
of three overarching phases: (1) “as-is” analysis, (2) iterative development, and
(3) final evaluation (see Fig. 1). In the “as-is” analysis phase, a target learning
activity is identified with the assistance of the course instructor and functional
requirements based on the assessment’s learning objectives are enumerated. The
assignment identified in the current study involved practicing orthographic pro-
jections through analog drawings of two objects (see Fig. 2a and Fig. 2b). The
functional requirements identified were (a) load and manipulate a 3D model,
(b) draw lines from the model to projection planes, (c) draw lines on projection
planes, and (d) denote hidden lines and features. After the “as-is” analysis was
completed, the iterative prototyping process was carried out to create the appli-
cation (see Sect. 2.1). At each iteration, the prototype was shared with research
members and the course instructor to ensure the application did not deviate from
the learning outcomes of the target assessment. Once a satisfactory prototype
was completed, an evaluation was designed and carried out (see Sect. 2.2).

2.1 VR Interaction Design

The design of our system focused on providing simple and easily understood
methods for loading and manipulating the 3d model, drawing projection lines,

Fig. 2. (a) The simple object without hidden features (b) The complex object with
hidden features (c) The evaluation object with holes
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Fig. 3. Example construction done by students. (a) the drawing of projection lines, (b)
the construction of drawings on a plane with dashed lines indicating hidden features

and constructing drawings along a projection plane. Automated systems for re-
sizing and generating vertices on 3D models were used, allowing the modification
of the learning activity to work with different models based on instructor needs.
Furthermore, specific interaction techniques around how lines are drawn and
visualized were necessary to ensure the process is similar to the analog drawing
of orthographic projections with pen and paper. Lines can be drawn directly
from the loaded 3-D object to three projection planes using a drag-and-release
controller interaction, snapping the resulting line to the nearest 90-degree angle
(see Fig. 3a). Lines on a plane describing the orthographic view can be similarly
drawn using a drag-and-release controller interaction, or by selecting sequences of
vertices and choosing an auto-draw menu command (see Fig. 3b). The drag-and-
release interaction preserves the decision making process students engage in when
constructing the drawings, requiring students to determine the correct plane
when drawing projection lines and the correct placement of lines on projection
planes. To further assist students with organizing their drawings, they can draw
both solid or dashed lines to denote hidden features, or toggle the visibility
of projected lines. The resulting system allows students to construct complete
orthographic projections within the VR environment.1

2.2 Evaluation Design

The main purpose of the evaluation was to examine how the proposed VR-based
learning activity performs relative to other methods of instruction that use ana-
log methodology, including more traditional methods and glass box methods
(described below). The performance of each module was examined via three dif-
ferent evaluation metrics including perceived usability (System Usability Scale)
[5], assessment performance, and cognitive load (NASA Task Load Index) [8].

Participants. The current experiment was conducted with engineering students
at enrolled in ENGR 248: Engineering Graphics and 3-D Modeling. Students that

1 Supplemental video demonstration available at https://youtu.be/2o z0QwxiuI.

https://youtu.be/2o_z0QwxiuI
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were interested in participating first filled out a demographic questionnaire and
an informed consent document where they were screened for eligibility based on
four criteria: (a) they were a student in the class, (b) they were not prone to
motion sickness, (c) they did not have an implanted medical device, and (d) they
were not prone to seizures.

Experimental Groups. Participants completed the study following initial
exposure to analog technical drawing through the course exercise described in
Sect. 2. Upon arrival at their study appointment, participants were assigned to
one of three experimental groups: control, glass box animation, and VR. The
control group was provided with 2D depictions on paper of two 3-D objects: a
simple object with no hidden features, and a complex object with hidden features
(see Fig. 2a and Fig. 2b). They then constructed analog orthographic drawings
using grid paper and a pencil. The glass box animation group was given the
same materials as the control group, but were also given additional video ani-
mations that demonstrated the animated unfolding of the objects from three
different perspectives. Participants then constructed analog orthographic draw-
ings using grid paper and a pencil. Finally, the VR group was able to visualize
the objects within an immersive VR environment. Within the environment, they
constructed orthographic projection drawings using the interactions described in
Sect. 2.1. A time limit of 10 min per drawing was enforced, and after each draw-
ing participants completed the NASA TLX questionnaire. After completing both
drawings, participants were then given 15 min to complete a third drawing (see
Fig. 2c), however for this 3rd drawing they were asked to use grid paper and
a pencil. Finally, after completing the activities, all groups completed an exit
questionnaire that included the System Usability Scale (SUS) questionnaire.
Observational data was also gathered through either students’ scratch notes in
the case of the control and glass box animation groups, or video recordings in
the case of the VR group.

3 Results and Discussion

25 students filled out the initial recruitment questionnaire, of which 18 met
exclusion criteria and scheduled times to participate. The 18 students were evenly
split between the three treatment groups, resulting in 6 students in each group.

3.1 Technical Drawing Performance

The orthographic projection drawings of the 3D objects were scored based on
existing evaluation guidelines used within the course that were adapted with
the assistance of the course instructor. The guidelines quantify students’ per-
formance on a 75-point scale based on three criteria: overall completeness of
the object represented as an orthographic projection (33%), the correct rep-
resentation of the visible part features (27%), and the hidden features in the
final orthographic projections (40%). Results from this scoring were compared
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across the three different training groups using a one-way analysis of variance
(ANOVA) test. The test revealed no significant effect of the treatment group on
performance score (F (2, 9) = 1.20, p = 0.34). While the highest performance was
observed in the glass box group (X = 52.5, σ = 5.75), followed by the control
group (X = 50.17, σ = 10.94), and then the VR group (X = 45.67, σ = 8.71);
these group differences were not statistically reliable. Since each sub-category
was not equally weighted, additional ANOVA tests were performed for each of
the three sub-categories (completeness, visible features, and hidden features), but
again no significant effect was observed (F (2, 9) < 2.6). These results indicate
that although the VR activity did not produce a significant positive performance
advantage over the traditional or glass box alternatives, VR simulation was just
as effective for learning these skills, and thus an equivalent medium for practicing
orthographic drawing.

3.2 NASA Task Load Index

NASA TLX scores were analyzed using a 3 (treatment group) x 2 (object com-
plexity) mixed ANOVA. Both the aggregate score from the NASA TLX, and
scores representing different aspects of cognitive load, were analyzed. Where
significant differences were identified, post-hoc tests were conducted. The test
revealed that the treatment group had a significant effect on cognitive load
(F (2, 18) = 5.59, p = 0.01, n2 = 0.27), with the glass box animation treatment
group exhibiting an advantage over the VR group (p = 0.01, d = 1.37). How-
ever, no significant difference was identified between the control and VR groups.
The VR exercise required more interaction from students than the other exer-
cise versions to construct the technical drawings, and we would expect to see an
increase in cognitive load unless other factors counteracted this. The fact that we
did not see significant differences in overall scores between the VR and control
groups indicates that the VR application may provide benefits that help com-
pensate for the increased cognitive load from the high number of interactions.
One contributing factor could be increased engagement and enjoyment from
the immersive medium, however further research would be needed to confirm
this. There was also no significant interaction between the treatment group and
object complexity, suggesting that complexity did not affect cognitive load, nor
did complexity influence load differently for any of the treatment groups. When
considering specific facets of the NASA TLX score, the treatment group had
a significant effect on mental demand (F (2, 18) = 4.69, p = 0.02, n2 = 0.24),
physical demand (F (2, 18) = 6.77, p < 0.01, n2 = 0.31), and frustration
(F (2, 18) = 6.23, p = 0.01, n2 = 0.29). For example, the paper-and-pencil group
exhibited less frustration than the VR group (p = 0.02, d = 1.15). Similarly, the
glass box animation treatment group showed lower levels than VR in mental
demand (p = 0.01, d = 1.23), physical demand (p < .01, d = 1.47), and frus-
tration (p = 0.01, d = 1.33). From these results, it seems that using the VR
application for instructing technical drawing results in higher cognitive load in
some facets compared to the paper-and-pencil and glass box animation versions.
VR’s higher physical demand may be explained by the fatigue from repeatedly
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drawing lines, and thus having to engage in gross motor movements to produce
the drawings. This is in direct contrast to the traditional and glass box groups
that only use hand drawing movements to complete the exercise. Consequen-
tially, this highlights the importance for determining more effective methods
to reduce the physical strain of VR users. Additionally, VR resulted in higher
frustration than both the glass box animation and control groups indicating
that students’ expectations of the application were not met. One possible reason
for this difference is students’ unfamiliarity with the technology; students only
had a short 10-minute tutorial to assist with learning the application, which
in hindsight may have been insufficient. In addition to this, there were several
usability concerns that were identified that may have lead to students’ increased
frustration.

3.3 Usability

A one-way ANOVA on SUS score found no significant overall effect of the treat-
ment group, however, the SUS results still do indicate some concerning usability
issues for all of the treatment groups. The control and VR groups both had an
average SUS score of 61.25; usability is considered to be below average if SUS
scores are < 68 [11]. This indicates that both the traditional and VR activi-
ties could benefit from usability improvements. However, the glass box anima-
tion group’s SUS score of 76.25 implies that the glass box assessment presented
usability advantages. The only distinction between the glass box and the paper-
and-pencil control group was access to glass box visualizations. This suggests
that these visualizations may have increased the usability of the activity. Stu-
dents were also prompted to leave comments regarding their experience, and
students from the VR group were more likely to provide written feedback than
the other two groups, indicating a potentially higher level of engagement. These
comments identified several usability concerns. For example, two participants
pointed out the need for error correction with one stating they “wish[ed] there
was a back button or a way to undo mistakes or erase lines”. While the sys-
tem provided an option to reset the model, these comments indicate a need for
additional undoing functionality. Additionally, one participant remarked that
they would have liked to “toggle between the tutorial and the object [they were]
working on without having to start over” once again indicating the need for
improvements to the tutorial, or additional help resources.

4 Conclusion

Our research has demonstrated the feasibility of translating existing course con-
tent into an immersive VR context while preserving learning outcomes. Results
from our evaluation indicates that student performance and usability levels are
similar between the VR and traditional exercise, despite students’ lack of expe-
rience with the technology. Although our study is limited by a small sample
size and identified issues in usability, it provides evidence that VR may serve
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as an equivalent medium for practicing technical drawing. Furthermore, the VR
application’s overall cognitive load was not significantly different from the control
group, despite higher scores in some individual facets. However, the differences in
cognitive load between the VR and glass box groups highlight that the VR exer-
cise still requires improvement to fully leverage the advantages of the medium.
Future research will seek to improve the usability of the activity, conduct more
extensive evaluations using multiple drawings, and expand our data collection
to investigate how the VR application effects student engagement. Additionally,
we will consider how the benefits of VR can affect different students who vary in
their experience with spatial tasks or visuospatial ability. This future research
will help strengthen our understanding of VR’s role for the remote instruction
of engineering students.
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Abstract. The acceleration in affordable hardware has fueled a tremen-
dous increase in the number of Virtual Reality (VR) applications in the
learning domain. However, understanding the extent to which existing
VR products satisfy instructors’ expectations in teaching university-level
classes is crucial to streamlining future design endeavors. We conducted
a study with 16 university-level instructors to understand their outlook
toward VR technology and selected off-the-shelf applications. Through
qualitative analysis of semi-structured interviews and observations across
multiple stages, we present trends in instructors’ requirements. Addition-
ally, we collected information about the instructors’ expectations and
preferences for teaching a VR-led course, along with a general assess-
ment of the aptitude of the selected applications through their lens. The
results identify the opportunities and challenges surrounding the adop-
tion of VR technology in higher education and help define the needs for
future software design as well as curriculum planning efforts.

Keywords: Engineering Education · Virtual Reality · e-Learning ·
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1 Introduction

The expansion of online university education over the last decade has produced a
wide body of knowledge on the subject of electronic-learning (e-learning), how-
ever, this has brought to light more limitations of the remote classroom than
strengths [12,21]. While remote learning is superior to in-person instruction in
terms of cost and accessibility, it often fails to provide students with practi-
cal hands-on experience, and the distance between students and instructors can
impair communication, collaboration, and engagement, all of which are essen-
tial to the learning process [2,25,26]. In recent years, extended reality (XR)
technologies have sought to augment digital classrooms by facilitating learn-
ing experiences in an immersive manner, aiming to compensate for some of the
limitations of remote learning. Research on this augmentation so far has been
conducted from a variety of angles. For example, evaluating the impact of syn-
chronousness, return-on-investment, distance barriers, and facilitator modeling
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in the context of e-learning presence [18,20,22]. The primary goal of the current
study is to facilitate the integration of VR into the curriculum by comprehending
instructor’s needs and expectations.

2 Related Work

Despite the growing popularity of VR technology, educational applications suf-
fer from challenges, such as technological constraints, operational costs, and lack
of content, that may impact the widespread adoption [17]. Buabeng-Andoh [4]
highlighted multiple factors that impact the technology adoption for teaching;
teachers’ beliefs and attitudes towards technology, lack of support and training,
and lack of appropriate educational tools are a few factors. These impeding fac-
tors are consistent with other studies in the literature [6,8,24]. Ashrafzadeh and
Sayadian [3] listed several factors that may influence the technology integration:
perception about technology usage, including the usefulness of the technology for
classroom instruction, institutional support provided, and individual character-
istics. Specifically, the authors emphasize the need for awareness of the technol-
ogy, its benefits, and implementation scenarios to ease the educators’ concerns.
Research suggests that involving educators in the design and development efforts
will lead to positive outcomes and changes in their attitudes towards technol-
ogy [7,16,19]. Furthermore, considering educators as primary stakeholders may
also help generate awareness of technological capabilities, which is an essential
driver [1]. It may also enable pedagogically founded applications and effective
integration of VR in the existing curriculum. Jensen and Konradsen [15] describe
two barriers impacting the use of Head-mounted Display (HMD) in education:
lack of content and hardware needs. The authors further underscore that most
educational applications are not classroom-ready, are directed at self-learners
and demand a certain degree of technical expertise for effective classroom usage.
Furthermore, with the ever-growing development of VR applications in the edu-
cational space, it is pertinent to understand their effectiveness as an instructional
tool rather than a mere engagement device. A further gap observed is that only
a small number of studies evaluated applications and prototypes developed for
HMDs. Many papers consider virtual environments made for web and desktop
platforms, even when they call them immersive virtual environments. Radianti et
al. [23] noted this ambiguity in the term immersive in literature. They highlight
the lack of a comprehensive overview of existing VR applications for educa-
tional purposes and the need for educators to develop technical expertise and
up-to-date familiarity with the market of suitable VR applications. The widen-
ing stream of devices and applications of uneven quality and uncertain utility
reaching the market these days calls for a periodic assessment of the current
state-of-the-art. Hence, it is essential to review the current off-the-shelf applica-
tions to assess their quality, effectiveness, affordability, and utility in educational
settings to elicit requirements for future design endeavors.
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3 Methodology

Participants: The participants in the study were 16 educators (9 women, 7
men), recruited from various colleges across Oregon State University (OSU)
using a multimodal recruitment strategy. The recruitment survey included
questions to exclude participants with susceptibility to VR-induced motion
sickness and digital screens-related illnesses. Participants’ current instruc-
tional methods were collected through a questionnaire dubbed Pre-exposure
questionnaire. Table 1 summarizes the corresponding responses. Some partici-
pants mentioned additional methods such as live working on problems, use of
whiteboard/docCAM/fill-in-the-blank notes, and in-farm practices.

Table 1. Summary of current instructional methods for in-person class delivery.

Method Frequency

More than
90%
of lectures

More than
60%
of lectures

More than
30%
of lectures

30% or less
of lectures

Never

Real-time Demonstration 6 1 4 3 2

Prepared Instruction 7 3 1 5 0

Phases: An overview of the adopted methodology and the data collection tools
is shown in Fig. 1a. The stages of this approach are described in the following.

Fig. 1. Overview of the methodology: (a) data collection (b) qualitative analysis.

Applications Search and Selection: We performed a search for commercial collab-
orative VR applications for teaching activities. The applications were identified
by conducting both a web search and searching through various app market-
places. The search was conducted using keywords such as collaborative, learning,
education, or edutainment. The inclusion criteria were the availability of shared
collaborative spaces for learning activities. We further excluded apps that don’t
support the HMD selected for the study, don’t have a free license option, or are
limited to a certain subject (e.g., chemistry or anatomy). Following the search,
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we individually examined all the identified applications to investigate the fea-
tures and information available. We created a feature table and generated user
scenarios based on the features observed. Using this table, we selected three
applications that offer features such as a generic learning space, classroom col-
laboration, and content presentation tools. One of the applications was used as
a warm-up space to familiarize the participants with VR interactions. The other
two were used for data collection.

Initial Needs Assessment: In this phase, we identified the initial user require-
ments and expectations for collaborative virtual environments through the lens
of instructors utilizing the Pre-exposure questionnaire. The questionnaire com-
prises a mix of close-ended and open-ended questions, inquiring about partici-
pants’ current methods of teaching, their experience using VR, their motivations
and expectations from a VR classroom, and potential scenarios of integrating
VR in their teaching.

Application Walkthrough: During this session, participants saw the applications
in action and observed different usage scenarios demonstrated by the research
team. To maintain consistency among participants, we created a video showcas-
ing several use cases across the three selected apps. After watching the video,
the participant was interviewed in a semi-structured discussion designed to clar-
ify any questions about the VR technology and its suitability for their courses.
Participants then filled out the Post-exposure questionnaire. The responses were
compared to the Pre-exposure questionnaire to identify potential changes in their
expectations or perspectives after the initial VR exposure.

Hands-on Immersive Experience: At the beginning of the immersive experience,
participants explored a ‘warm-up’ application to familiarize themselves with VR
interactions and the environment. Subsequently, participants began interacting
with the two applications selected for the study and performed three tasks with
each. The order of experiencing the apps was randomized across participants
to avoid sequence effects. The tasks included drawing on a virtual whiteboard
(2D drawing), drawing in 3D, loading and manipulating 3D models, opening
PDF slides, administering quizzes, and playing videos. Additionally, suggestions
for improving any features were collected. Once all the tasks for an app were
completed, participants disconnected from VR and were debriefed, where they
provided additional feedback. This process was repeated for both apps with
a short break in between. At the end of the session, a final semi-structured
interview was conducted to collect further comments or reflections.

4 Data Analysis

Qualitative data were collected at four points during the study: Application
Walkthrough discussion and open-ended responses, think-aloud comments dur-
ing the Hands-on Experience, verbal debriefing questions, and semi-structured
interviews. Figure 1b depicts an overview of the activities conducted for process-
ing and analyzing these data. The research team transcribed the video record-
ings of the Application Walkthrough and Hands-on Experience and segmented
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the data into stanzas [10]. We created rules and templates to maintain con-
sistency during this procedure. Subsequently, a-priori codes, derived from the
research objectives, were applied to code the data into three overarching cat-
egories: Needs, Satisfaction, and Challenges. Two researchers coded the data
from three participants, which roughly covered 20% of the data, and calculated
inter-rater reliability (IRR) based on Jaccard’s index [14]. Throughout the cod-
ing, the researchers discussed their decisions and calculated the partial IRR for
roughly every 5% of the data. The average IRR for this 20% of data was 83%.
The remainder of the data was coded by the two researchers individually.

Next, a codebook was generated on another set of roughly 20% of the data.
An IRR of 90.8% was achieved in this phase, and the researchers coded the rest
of the data using the developed codebook. We then used affinity diagramming
[11] to organize the coded stanzas into themes and sub-themes and labeled them.

An overview of the themes and subthemes that emerged under the Needs
category can be seen in Fig. 2. The top three themes were 2D media (26.57%),
3D media (22.54%), and immersive and interactive experiences (21.83%).

Fig. 2. Overview of the themes and sub-themes under the category of Needs.

Need for 2D Media Support: This category comprises a wide range of traditional
media tools such as images, videos, slides, screen share, and web browser. Partic-
ipants expect the VR environment to support their current instructional delivery
methods but raised questions about the advantage of VR over existing methods
of delivering 2D content. A frequent requirement was the support for multiple
file formats and advanced features for presentation and control.

Need for 3D Media Support: Participants expressed that their need for 3D mod-
els extends beyond the limited, generic repository of 3D models available in
the tested apps. A common response was that this functionality would only be
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relevant if there is an extensive library of models or an opportunity to import
custom models. Furthermore, participants emphasized the need for 3D model
interactions and repeatedly examined the visibility of their manipulations from
a student’s point of view. Questions about creating 3D models were also common.
Participants also found the 3D drawing capabilities relevant and engaging. They
discussed multiple uses, including annotations on virtual objects, 3D sketching,
and teaching mathematical or abstract concepts (e.g., convex optimization).

Need for Immersive and Interactive Experience: Participants expressed great
interest in virtual field tours and simulations, enabling taking students to places
that otherwise are risky or not feasible to travel. Such needs align with the moti-
vations for using VR technologies found in the literature [5,9]. A few examples of
virtual field trip ideas proposed by the participants include: visiting manufactur-
ing factories, dairy farms, data centers, construction and steel fabrication sites,
and nuclear power plants. Immersive learning environments, both formal and
informal, were of great interest to the participants. However, there were mixed
opinions about the presence or absence of furniture in the class, indicating a need
for the creation and customization of the space based on necessity. A few partic-
ipants loved the minimalist details in the experienced environments. But others
expressed that aspects of the same environment may not be comfortable for stu-
dents, including the closely placed chairs, large-sized presentation boards, lack
of personal space, and dull colors. The need for moving freely in the environment
and being able to easily turn and look at students was also mentioned. A related
sub-theme is the need for visualization and spatial understanding. Participants
indicated an interest in using VR for visualizing abstract concepts, comparing
or contrasting, and interacting with 3D artifacts for spatial comprehension.

Need for Social Collaboration: Shared learning spaces and tools to enable collab-
oration were recurring recommendations. This theme contains responses indi-
cating the need for learner-learner and learner-instructor interaction tools. This
includes verbal and non-verbal feedback (voice, chat, emojis), team break-out
rooms, collaborative presentations, and planning or brainstorming tools (e.g.,
Kanban board). Ideas of social constructivism and experiential learning were
manifested in educators’ comments on providing students with spaces, where
they learn by doing and communicate with their peers. When asked about pref-
erences for avatars, most participants either didn’t have a specific preference or
mentioned that they would respect their students’ choice of self-representation.
Based on our observations and participants’ comments, there is a potential con-
cern that avatars’ movement or appearance may unintentionally look disruptive.
For instance, unwanted avatar movements when the HMD is taken off or is tem-
porarily disconnected may distract others. Nonetheless, participants highlighted
the importance of personalized representation for an inclusive learning space.

Need for User-Centric Design and Content Management Support: Participants
expressed a variety of needs and preferences for teaching in VR, including:

– Customization and organization of content placement using virtual tablets
that mimic real-life devices
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– Easy switching between content presentation modes for managing the class
– Privacy, safety, and personal space to create a safe and inclusive experience
– Personalization that respects individual differences
– Access to external tools such as keyboards for text entry and note-taking

capabilities within the VR environment
– Reusing course materials, for example through recordings and session saves,

offering significant benefits especially for asynchronous or hybrid teaching.

Overall, participants had various course-structure requirements, such as sup-
port for large numbers of students, interoperability with existing content deliv-
ery methods, and time duration for VR experiences. Addressing these needs and
preferences can facilitate a more engaging and effective virtual learning space.

5 Discussion and Conclusion

We observed a few trends in participants’ responses: 1) ideas of combining mul-
tiple features for teaching activities, 2) comparing features with existing non-VR
tools in terms of completeness and effectiveness, and 3) effort concerns related
to performing similar activities in VR compared to existing tools. A majority of
participants expressed some form of skepticism towards the use of VR for teach-
ing. They were unsure of the applicability and suitability of certain features
for their current instruction style and questioned the relative advantage of VR
for 2D features compared to existing tools. Specifically, participants wondered
about the startup time and effort invested in using VR for their class, given
their busy schedule and tight course constraints. Although the initial experience
was described as promising, concerns were expressed about the potential frustra-
tions due to technical difficulties in using the technologies. Therefore, we believe
future classroom-focused studies are required to understand long-term feasibil-
ity, course-specific requirements, and technology barriers. The pattern observed
follows the Hooper and Rieber technology adoption model [13], with partici-
pants currently at the first stage: familiarization. We noted that participants
expected longer interactions with VR to assess its relevance and aptitude for
their instructional style and course demands. A future direction should be inves-
tigating the effects of self-paced familiarization to better understand educators’
adoption of the technology. Finally, studies aiming to measure the effectiveness
of domain-specific applications in classroom instruction are also warranted.
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Abstract. Virtual Reality (VR) technology has the potential to revolutionize engi-
neering education byproviding studentswith real-world simulation scenarios. This
paper presents a user study to measure the effectiveness of VR applications in
teaching technical representation and machine elements to first-year mechanical,
energy, and aerospace engineering students. The VR application was designed to
immerse the students in a virtual mechanical workshop where they could interact
with a 3D model of a gearbox and access task instructions and technical drawings
through an interactive whiteboard. A total of 448 students voluntarily participated
in the one-hour lecture and were divided into groups of two to use the available
15 headsets. The study was assessed by analyzing the log files and their answers
to a satisfaction and usability questionnaire. The results indicated that the VR
application was an effective supplement to traditional instruction, as the students
reported that it helped them better understand technical representation concepts
and made the learning experience more enjoyable.

Keywords: Virtual Reality · Engineering education · Laboratory experience ·
User-centered evaluation

1 Introduction

Education is essential for preparing future engineers to solve complex real-world prob-
lems. However, the traditional methods of teaching engineering concepts using text-
books, lectures, and laboratory experiments have limitations in providing students with
practical experience and a comprehensive understanding of the subject matter. Recently,
traditional media also revealed limitations in attracting students’ attention to lectures
and, most of all, in promoting active learning mechanisms.

Students often struggle to visualize how theoretical concepts learned in the classroom
apply in real-world scenarios, especially in situations where hands-on experience is hard
to come by.

In recent years, Virtual Reality (VR) technologies have been increasingly used to
enhance engineering education, providing students with a game-changing approach to
learning. VR offers a simulation environment where students can explore, interact with
others, and even manipulate complex engineering systems, providing a level of practical
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experience that is not easily achievable using traditional teaching methods. With VR,
students can work with 3D models of real systems, allowing them to understand how
individual components work together to form the larger systems they are studying.

VR has proven to be an effective tool for teaching engineering concepts by making
learningmore immersive, engaging, and fun [13]. It makes abstract theories and concepts
more intuitive and perceptual, thereby enhancing students’ comprehension of complex
ideas. Spatial thinking abilities, for instance, are fundamental skills for engineers, but
they can be challenging to teach with language alone. A three-dimensional simulated
environment can support all the students, even those with poor spatial sense, in exploring
the nature and the shapes of geometries [1] and in understanding the theory behind
the learning concepts thanks to the “contextually enriched interactions” provided by
the technology [2]. Moreover, VR-based education can provide students with cognitive,
psychomotor, and affective benefits. Immersive experiences improve students’ cognitive
skills in remembering and understanding spatial and visual information and knowledge,
leading to better learning outcomes than traditional classroom instruction [3]. Students
can also develop psychomotor skills related to headmovement, visual scanning, and body
movements, which can be trained until the acquisition of the desired level of proficiency
and then transferred to the real world [4]. Finally, affective skills such as interpersonal
communication and emotional regulation can be improved towards the control of the
emotional response to stressful or difficult situations [5] and higher self-confidencewhile
moving to professional activities [6].

One of the key advantages of VR is that it provides an immersive and interactive
environment to practice new skills and concepts in a simulated yet realistic setting [7].
This feature enables the exploration of complex systems and large-scale devices that can
be challenging to teach due to financial and space constraints. The features provided by a
virtually simulated scenario allow students to correct their mistakes, repeat procedures,
and experience non-dangerous failures in a safe environment without risking injury or
damage to equipment [12].

Moreover, VR technology can offer a more comprehensive and enriched learning
experience through visualization and interactivity, which are crucial components of
effective learning. For instance, virtual tutors can interact with students in real-time and
help students solve basic engineering problems and conduct related experiments [9].
Furthermore, creating imaginative scenarios and simulations that help students under-
stand complex topics in exciting ways can enhance the effectiveness of the learning
process. This approach enables students to remember the content better, fostering a
more engaging and enjoyable learning experience [11].

Another key benefit of usingVR technology in engineering education is its flexibility
[10]. Unlike physical laboratories, virtual laboratories can be easily adapted to suit the
specific needs of students and can be updated quickly to reflect changes in the curriculum.
This flexibility can significantly reduce the costs associated with experimental teaching,
which can be prohibitively high due to the need for specialized equipment, safety pre-
cautions, and maintenance. Additionally, the safety of virtual laboratories reduces the
risk of injury, and the virtual environment can be used to create hazardous scenarios that
would be dangerous or impossible to recreate in a physical laboratory.
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Despite the promising results reported in many studies, there are still several limi-
tations to using VR technology in engineering education. One of the primary concerns
is the lack of standardization in the evaluation processes and metrics used to assess the
effectiveness of VR in engineering education. Therefore, further research is needed to
establish standardized evaluation processes and metrics to evaluate the effectiveness of
virtual reality in engineering education. Additionally, the absence of formal evaluation
and small participant populations in reported studies may be detrimental to fully under-
standing the benefits and limitations of virtual reality in engineering education. Another
limitation of VR technologies is the lack of realism in their 3D virtual environments.
Thisweaknessmay distract students from the specified learning tasks, negatively impact-
ing the immersive learning experience [8]. Additionally, the use of head-mounted dis-
plays (HMD) and VR devices can cause cybersickness, motion sickness, disorientation,
nausea, pallor, sweating, and headaches.

2 Research Objective

This research aims to address some of the limitations previously described and associated
with the adoption of VR technologies in engineering education. The study utilizes data
collected from log files and a usability questionnaire to demonstrate the successful adop-
tion of innovative technologies, such as VR headsets, for delivering didactic concepts
to a large number of engineering students. The feedback received from this study may
prove useful for other researchers who intend to undertake a similar didactic approach
in the design and implementation of VR applications. For this reason, the paper first
presents detailed information on the tasks and exercises implemented in the VR envi-
ronment, the organization of the activity, and the profile of the students participating in
the study. The results of the experimental activity are then presented in the final section,
followed by a discussion of their significance in terms of future research directions.
This research contributes to the understanding of the effectiveness of VR technologies
in engineering education and provides insights into the potential of this technology for
delivering didactic concepts to a broader audience.

3 Materials and Methods

In this study, a VR application was developed using Unity 3D, a powerful graphics
engine that enables seamless integration with commercial VR devices and executed on
the Oculus Quest 2. The VR experience was set within a highly realistic mechanical
workshop, with the intention of immersing users in a familiar virtual environment and
providing an accurate perception of the represented objects (Fig. 1). The experience
features a working table containing objects that users can interact with, as well as a
whiteboard that displays all the instructions and elements necessary to complete each
task of the activity.
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Fig. 1. The high-realistic virtual environment developed for the learning activities.

3.1 VR Application

Fig. 2. Screenshot of 4 different levels of the VR experience (top-left: gearbox technical drawing
and BOM; top-right: sectional view participation; bottom-left: bearings identification; bottom-
right: technical representation of threaded connections).

The VR activity is composed of nine levels, which are structured to provide opportu-
nities for exploration, learning, and verification of acquired skills. A two-stage mechan-
ical gearbox is the primary focus of the initial phase, which involves disassembling a
3D model of the gearbox and observing all its mechanical components. The subsequent
phase consists in identifying the components and their technical representation using a
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sectional view and a bill of materials. Students can use these tools to correlate the two
different types of representation and better recognize the components (see Fig. 2).

The knowledge gained in the initial phases is then applied to disassembling the
gearbox’s output shaft, reordering a sequence of successive steps. This task leads to the
first question of the experience, which can be verified using an interactive animation
applied to the gearbox. The second part of the activity focuses on demonstraing general
skills, such as selecting mechanical components that are not visible in a sectional view
due to representation rules, recognizing different types of bearings, and selecting the
appropriate technical representation for various threaded connections. Interactive videos
are provided to complement these exercises and explain how to create a sectional view
correctly and how threaded connections should be represented.

Each exercise provides the opportunity to view the different elements in 3D, enabling
an immediate check of correct answers and, if necessary, an explanation of incorrect
answers.

3.2 Participants

First-year mechanical, energy, and aerospace engineering undergraduate students at
Politecnico di Milano attending a course entitled “Methods for Technical Represen-
tation” were involved in the testing activity. Among the 2180 students regularly enrolled
in the 2022/2023 academic year, 448 voluntarily, aged between 18 and 21 years old
(80% male and 20% female, 95% were in their first year of attending the course, while
5% were repeating the course for the second consecutive year) have decided to try the
immersive experience. Among all participants, 69% had never used a Virtual Reality
system. The remaining 31% of students stated that they used a virtual reality system for
recreational purposes (81%), for academic purposes (2%), for both reasons (13%), or
for tourism and cultural projects (3%) (Fig. 3).

3.3 Methods

The VR activity was conducted over a period of two weeks at the end of the semester
to facilitate the effective delivery of the didactic content presented in Sect. 2.1. The
classroomwas equipped with 15 workstations, each comprising a desktop computer and
an Oculus Quest 2 headset. Despite the provision for running 15 parallel experiences,
the large number of participants required to split them into groups of two. Each pair
of students performed the activity in its entirety. Streaming the VR experience on the
computer screens and providing printouts of the contents on the whiteboard for each
level enabled active collaboration among students, even for those not currently wearing
the headset. Prior to the activity, all students received a customized user manual and
instructional video to familiarize themselves with the proper use of the VR headset.

Participants were pre-assigned to specific workstations, time slots, and execution
orders. Upon arrival, they received a brief orientation on the technology’s functionalities
and the activity’s objectives. The activity began when each team had a student wearing a
headset and the other sitting in front of their designated monitor. The activity lasted for
50 min, after which students could view their performance in terms of the percentage
of success achieved in different tasks. They also completed an online survey to evaluate
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Fig. 3. A student during the execution of the VR experience.

their experience. The decision not to adopt a standard questionnaire available in the
literature was driven by the need to harmonize the results related to students’ experiences
with similar experiments carried out at Politecnico di Milano on other subjects. For this
reason, the questionnaire was divided into two parts: the first part includes questions
specifically aimed at assessing the experience and its characteristics, while the second
part adopts a set of questions to enable the comparison of student feedback regarding
the effectiveness and appreciation of the delivery mode of educational content across
different courses and types of virtual laboratories.

4 Results

Results of the survey indicate that the majority of students (76%) did not encounter any
particular difficulties when using the application. Only 7.5% experienced disconnection
problems, and 5% found it difficult to navigate the virtual environment during their
first use. A smaller minority reported issues included focusing the image in the headset,
pressure on the head, loss of initial data, dead controller, voice communication, and app
crashes.

66% of the participants did not experience discomfort when using the headset for
a prolonged period. However, 9% experienced nausea, 16% experienced disorientation,
and 9% reported headaches and eye strain, difficulties due to glasses and focus.

During the activity, 49% of participants did not encounter any particular difficul-
ties, while 6% asked teachers/technicians for help to solve problems within the virtual
environment. 11% had trouble communicating with their peers while wearing the head-
set. 31% would have preferred more time to complete the activity, and 9% encountered
difficulties in performing the task.

Themost appreciated aspects were the use of a first-personVR system and the ability
to apply the concepts learned in class in practice. Students also appreciated the ability
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to independently compare objects and their sectional representation and to manipulate
objects in virtual reality.

Responses to open-ended questions indicated that many students appreciated the
concrete experience and found it useful to better understand the topics studied, the ability
to observe and interact with mechanical objects seen in class, the ability to assemble and
disassemble parts, the direct evidence of the table-object relationship, and collaboration
with colleagues.

Finally, students suggested having more time to complete the activity, verifying that
all theoretical topics were covered, and improving the physics at the beginning of the
experience.

ASPECT TO EVALUATE RATE [%] TOT

1 2 3 4 5 3 + 4 + 5

Adoption of a VR headset 0 0 10 31 59 100

Applying concepts delivered
in class

0 2 13 27 58 98

Being immerse in realistic
environment to understand
mechanical objects

1 1 23 31 44 98

Performing activities to test
practical and theoretical skills

0 3 21 27 49 97

The introduction and the
orientation videos

7 7 28 27 31 86

Exercises aimed to prepare
the execution of practical
activities

8 6 26 26 34 86

Possibility to manipulate
objects in a 3D and immersive
virtual environment

2 1 9 18 70 97

Possibility to view the
sectional view of objects
together with their 3d models

1 2 13 24 60 97

Quiz to assess the level of
understanding

2 2 17 35 44 96

5 Discussion

The results of the survey indicate that the use of VR technology in education has the
potential to enhance student engagement and understanding of complex concepts. The
majority of students did not encounter any significant issues when using the VR appli-
cation, and the most appreciated aspects were the first-person perspective and the ability
to apply theoretical concepts in practice. This suggests that VR technology can be an
effective tool in promoting active learning and critical thinking in students.
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However, some students did experience discomforts, such as nausea and disorienta-
tion, and reported issues with communication and time constraints. These issues should
be addressed to improve the overall user experience andpromote thewidespread adoption
of VR technology in education.

The open-ended responses also highlight the benefits of hands-on, experiential learn-
ing in improving student engagement and understanding. Overall, these results suggest
thatVR technology has the potential to change thewaywe teach and learn by overcoming
some of the limitations of the traditional approach. Still, careful consideration should be
given to user experience and the design of VR applications in education. Future research
could explore the effectiveness of VR technology in promoting deeper learning and the
transfer of knowledge to real-world contexts or final exams. A comprehensive evaluation
of the achievement of expected learning outcomes will be conducted at the conclusion
of the academic year, when all student examination grades for the course become avail-
able. The large number of participants will enable a comparative analysis of these results
with those of previous years, facilitating a thorough assessment of potential variations.
Additionally, the questionnaire will allow to assess and compare student ratings with
those obtained in other courses that have implemented different VR-based experiences.
This comparative analysis will furnish valuable insights into the characteristics of the
VR application that can be further refined to enhance its effectiveness in promoting
students’ learning outcomes and engagement.
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Abstract. The use of silicon carbide (SiC) in power semiconductor mod-
ules has led to higher power density, increased maximum junction tem-
perature, high voltage application, and more compact devices, which
require efficient cooling systems. This study was to investigate the influ-
ence of the surface roughness on the pressure drop of ACEPACKTM

DRIVE, a commercial SiC-based power module for traction inverter. This
power module has a cylindrical pin-finned baseplate that is mounted on
a dedicated cooling device (water jacket) in which coolant media flows.
The analysis aimed to characterize the pressure drop between the inlet
and exhaust sections of the water jacket, with the objective of opti-
mising the coolant flow for an efficient module cooling, avoiding both
excessive resistance and insufficient flow. Confocal laser scanning micro-
scope was used to measure roughness on two different pin-fins with the
same geometric characteristics but different surface roughness. Pressure
drop measurements were taken at different coolant temperatures and
flow rates using a hydraulic test bench. Results indicate that the pres-
sure drop of the higher roughness configuration is 13-19% smaller than
the first one, depending on the flow rate and coolant temperature. The
suggested reason is that this decrease is caused by a reduction in pressure
drops due to concentrated losses associated with fluid flow separation.

Keywords: Power modules · Pin-Fins · Roughness · Pressure drop ·
CLSM

1 Introduction

Power electronics systems have an increasingly central role in providing high-
efficient power conversion for renewable energy systems, energy storage systems,
electric and hybrid vehicles [2]. In the past, power electronic devices were based
on silicon, but its physical properties are not suitable for modern high voltage
applications. Silicon carbide (SiC) and gallium nitride (GaN) have become pop-
ular alternatives as they offer better physical properties [15], resulting in higher
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power density, increased maximum junction temperature, higher voltage appli-
cations, and more compact devices. These characteristics lead to higher heat
fluxes to be dissipated through smaller surfaces, so the efficient dissipation of
heat generated by power modules is crucial for their reliability and performance
[5]. Different cooling systems, such as jet impingement cooling, spray cooling,
and mini- or micro-channel cooling, can be used depending on the heat flows
to be dissipated. Cooling systems can also be differentiated as direct or indi-
rect. A direct cooling system is a method of cooling where the coolant directly
comes in contact with the power module, whereas in indirectly cooled systems
there is a thermal interface material (TIM), necessary to reduce thermal resis-
tance, through which heat is dissipated from the power module to the coolant.
Direct cooling system being preferred for high-power applications due to its bet-
ter thermal performance and higher power density [10]. Heat sinks with mini-
or micro-channels are often used for direct cooling. Inadequate cooling systems
can lead to failure mechanisms such as lifting of bond wires, delamination of
welds, or presence of cracks [13]. Therefore, optimising the cooling system is an
important aspect of power module design, as efficient heat extraction is neces-
sary. Optimising the pressure drop is significant to ensure that the coolant flows
at an adequate rate to provide effective cooling to the module without caus-
ing excessive resistance or insufficient flow, reducing also the size of the cooling
pump, whilst maintaining the same thermal performance. Multi-objective opti-
misations are often used to find the best trade-off between these aspects by
optimising various parameters. Different studies have focused on analysing cool-
ing system performance using pin-fins of different cross-sections [12] as well as
varying pin-fins spacing [14]. Another parameter that may has a considerable
influence both on pressure drop and thermal performance of the power module’s
cooling system is the surface roughness of pin-fins [6,7,12], especially given their
small size. In fact, the shape and size of the roughness irregularities have an
influence upon the overall fluid flow characteristics [8] because an increase in
surface roughness leads to an earlier laminar-turbulent transition than in the
smooth-walled case, as well as the observation of more vortical structures within
the channels [11]. However, the authors just mentioned do not explicitly analyse
the influence of roughness on pressure drop.

This study evaluated the pressure drop of direct-cooled power semiconduc-
tor module using an experimental approach. Two different design options were
considered. Each configuration has the same geometric characteristics such as
pin-fins diameter and height, longitudinal and transversal distance. Options are
characterised by different surface roughness, which was measured using a con-
focal laser scanning microscope (CLSM) [9]. Pressure drop measurements were
conducted using a hydraulic test bench at different coolant temperatures and
flow rates.
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2 Materials and Methods

This analysis was aimed to evaluate the influence of surface roughness on pressure
drop of a commercial SiC-based power module, which is ACEPACKTM DRIVE
by STMicroelectronics. ACEPACKTM DRIVE is a module with a compact, low-
inductance design able to withstand the high power density demanded by hybrid
and electric vehicle traction applications. The module, shown in Fig. 1a, based on
silicon carbide 3rd generation Power MOSFETs, consists of a six-pack topology,
with six switches located on three legs. Each switch has a nominal on-state
drain-source resistance of 2.55 mΩ, guaranteeing a blocking voltage of 1200 V.
The presented module features active metal brazed substrates made of silicon
nitride (Si3N4) and a direct cooling systems, using a copper baseplate with
cylindrical pin-fins, shown in Fig. 1b. Two different design of the baseplate were
evaluated. Each configuration has hpin = 6 mm, the same diameter, longitudinal
and transversal distance. Figure 1b show also the dimensions of the baseplate.

(a) (b)

Fig. 1. ACEPACKTM DRIVE and its baseplate.
(Source: ACEPACKTM DRIVE ADP360120W3 Datasheet and TN1412)

The equipment used to measure surface roughness of the cylindrical pin-fins is
LEXTTM OLS5100 Laser Microscope [1]. It is a CLSM and was used to mea-
sure the arithmetic mean height Sa in different point on the baseplate. However,
additional information can be acquired through CLSM, such as maximum height,
root mean square height, skewness and maximum peak height. The use of CLSM
eliminates the chromatic aberration that result from using a convectional optical
microscope and blurring, allowing to acquire an image with higher contrast and
better lateral resolution. In addition, no sample preparation is required to per-
form the measurement. To scan the sample in the z-direction, CLSM captures
multiple confocal images at different focus positions: a small point is created by
converging a laser beam and a lens is used to scan the sample at this point.
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The microscope then detects the light emitted from the sample and creates a 2D
image. Confocal optics use a pinhole at an optically conjugate position to the
focusing point, which blocks out light from areas different from the focus point.
This ensures that only the light that is focused with the convergence of the laser
beam passes through the confocal hole, resulting in bright spots and providing
digital data, which will be processed using dedicated software. The wavelength of
the optical microscope used in this study is λ = 405 nm and the light acquisition
element is made of a two-channel photo-multiplier. This wavelength allows to
capture fine patterns and defects that red laser-based microscope or white-light
interferometers are unable to detect.

Specifically, roughness measurements were performed at three different points
on the baseplate, as shown in Fig. 2. Note that the point B is outside the pin-fins
area, so there will be no influence from this surface on the pressure drop, while
the points A and C are inside this area. Then, the attention was focused on
these points, while the point B is a reference point for assessing how the surface
roughness changes after a possible power cycle due to the flow of the coolant.

Fig. 2. Measurement points: A) pin-fins top side, B) external area pin-fins, C) between
pin-fins on bottom side.

In order to perform the pressure measurements, the baseplate was mounted
on a dedicated cooling device (water jacket). The connection of these two ele-
ments, which should comply with flatness and straightness tolerances to avoid
any hydraulic leakage, results in the formation of the channels in which the
coolant flows [3]. This system was connected to the Alpitronic power cycle test
bench cooling system (PCTB), where up to 12 modules can be mounted in par-
allel to their respective cooling stations, as shown in the electrical and hydraulic
scheme in Fig. 3a. The cooling system of the test bench consists of two circuits.
The primary circuit cools the tempering unit and the switching unit, and it is
connected to the building’s cooling system. The secondary cooling circuit is a
closed circuit operated with a mixture of water and ethylene glycol (50%−50%),
designed to cool the modules. Finally, the pressure drop between inlet and outlet
sections of the water jacket was measured using the C98-SDT digital differential
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pressure manometer (Fig. 3b): this has an accuracy of 0.075%, with a measuring
range from 1 to 400 mbar and an operating temperature of -40◦C to +85◦C.

(a) (b)

Fig. 3. a) Electrical and hydraulic scheme of PCTB Alpitronic [4]; b) used experimental
setup. (DUTi = device under test i)

3 Results and Discussion

Roughness and pressure drop measurements were conducted in order to assess
the performance differences of the two different design options discussed in
Sec. 2. The arithmetic mean height Sa was chosen as parameter for the roughness
characterisation because this variable is widespread in industrial practice, as it
is well established with available literature, as well as widely used as a process
specification. The obtained values by CLSM are shown in the Table 1; it can be
seen that the 1st configuration has lower roughness values than the 2nd in the
three measurement points, especially on pin-fins top side (point A).

Table 1. Surface roughness (in µm) in different points of the baseplate.

Design option Point A Point B Point C

1st 0.956 1.139 0.956

2nd 6.578 1.803 1.813

As mentioned above, pressure drop measurements were performed by con-
necting the power module to the Alpitronic PCTB, in which the coolant was a
water/glycol (50-50%) mixture. In particular, pressure measurements were car-
ried out at different flow rates, from 2 and 12 l/min with an increase of 1 l/min
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each time, and at three different coolant temperatures Tf , which are 30, 50 and
75◦C. In this way, the influence of pin surface roughness was investigated under
varying motion conditions as well as under varying physical properties of the
coolant. As expected, when the temperature of the coolant increase the pressure
drop decrease for a given flow rate. In fact, the friction losses are proportional to
density, so the pressure drop decreases due to the decrease in density. Pressure
drop, at different flow rate is shown in Fig. 4a-c, for the analysed temperatures.

(a) (b)

(c) (d)

Fig. 4. Pressure drop varying coolant temperature: a) Tf = 30◦C, b) Tf = 50◦C, c)
Tf = 75◦ C. d) Relative difference between two configurations.

From the curves it can be seen that the 2nd configuration, which is the higher
roughness design option, presents a lower pressure drop in all cases considered.
Assuming the relative difference RD between the 1st and 2nd configuration
defined as RD = (Δp1st − Δp2nd)/Δp1st, represented in Fig. 4d, it can be seen
that the second configuration has a lower pressure drop than the first. Note that
the major differences in correspondence of the lowest flow rate values is due to
the accuracy of the measurements. In fact, due to the lower value of pressure
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drop, the measurement error is approximately 5%. Overall, difference ranges
between 13 and 19%.
The reason for this observation lies in the fact that the pressure drop is mainly
due to two factors: one linked to viscous friction, which is generated near the
walls, and the other connected with the pressure drag. This represents a concen-
trated loss component associated with the detachment of the fluid flow down-
stream of each cylindrical pin, with dissipative vortex phenomena localised on
each of them. Although it is true that first factor increases with surface rough-
ness, it has been shown experimentally that, for Reynolds (Re) numbers greater
than 300, in the case of heat sinks with pin-fins, the second factor is the preva-
lent one [16]. Considering that in the present work 670 < Re < 12300 at inlet,
the distributed pressure drop (viscous friction) increases in the case of base-
plate with higher roughness. On the other side, a turbulent boundary layer is
likely generated, which reduces the vortex wake and separation downstream of
each pin-fin. This effect is enhanced by higher roughness, that lead to an overall
pressure drop reduction of the power module cooling system.

4 Conclusions

In this work the influence of the surface roughness of a semiconductor power
module’s pin-fins on the pressure drop was evaluated. In particular, studies were
performed on ACEPACKTM DRIVE power module, which features a direct cool-
ing system with cylindrical pin-fins. Two possible design options were analysed,
having the same geometric characteristics but different roughness values. Sur-
face roughness was measured in three points of the baseplate using a confocal
laser scanning microscope; pressure measurements were varying the temperature
and flow rate of the refrigerant fluid. Configuration with higher roughness has
pressure drop values smaller between 13% and 19%. The proposed explanation
is that the pressure drop decreases due to the reduction of concentrated losses
associated with the separation of the fluid flow, i.e. there is less fluid separation
for higher roughness value. The authors propose to develop a CFD (Computa-
tional Fluid Dynamics) model to analyse in detail the field of motion established,
as function of different fluid and roughness conditions. Simulation can quantify
the aforementioned components of pressure drop.
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Abstract. This paper presents a method to study the reliability behav-
ior of the ACEPACKTM SMIT, which is a top side-cooled power module
employing high-voltage silicon MOSFETs in a half bridge topology.

The experimental test involves power cycling: this is an acceler-
ated stress test, which allows monitoring a temperature-sensitive electric
parameter to study the thermal behavior of the package. The efficiency
of heat exchange between the module and the cooling plate surfaces is
strongly influenced by the thermal interface material (TIM) used between
them. TIM is designed to fill gaps and voids between two surfaces, in
order to to increase the effective contact area and improve thermal con-
ductivity at the interface. In this work, the thermal performance of two
different TIMs, a thermal grease and a phase change material, will be
analyzed.

The aim of the paper is to provide an experimental approach for
characterizing the reliability behavior of power modules, considering the
thermal behavior when different TIMs are considered.

Keywords: Power Module · Reliability · Accelerated stress test ·
Thermal Interface Material · TIM

1 Introduction

Power electronic devices have become increasingly important in various indus-
tries due to their ability to efficiently convert and control electrical power [2].
The use of semiconductor technology has led to the development of devices such
as IGBTs, MOSFETs, and diodes, which are widely used in electric traction
applications, including locomotives, subways, and automobiles [1]. This technol-
ogy plays a crucial role in addressing the current issue of energy consumption
and improving the efficiency of industrial motors and generators [8]. Power mod-
ules, which are capable of storing high power densities, are particularly useful in
the automotive sector and can be utilized in various types of vehicles [12].
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This study will focus on the stress generated on the power module under
cyclic temperature action, which can have negative impacts on the device’s per-
formance and reliability. The reliability studies aim to estimate the life of the
device and predict when it may fail according to different failure mechanisms
by determining the acceleration factors between test and application conditions,
thus forecasting device lifetime during its mission profile [4].

The thermal interface material (TIM) plays a critical role in the thermal
management of electronics by facilitating efficient heat exchange between the
electronic components and the heat sink or other cooling system. TIMs are typi-
cally placed between the electronic component and the heat sink to ensure opti-
mal thermal contact and minimize the thermal resistance at the interface. There
are various types of TIMs available, such as thermal greases, adhesives, tapes,
phase-change materials, and gap fillers, each with its unique properties and ben-
efits. The choice of TIM depends on several factors, including the application
requirements, operating temperature range, thermal conductivity, viscosity, and
ease of application. When managing the temperature of metallic housings, it’s
crucial to focus on the TIM. The performance of the TIM is directly related to
the reliability of the components, and not having TIM can lead to significantly
higher temperatures. In power electronic applications that generate a lot of heat
and handle high currents, even small changes in the thickness and thermal con-
ductivity of the TIM can have a significant impact [7].

The thermal resistance of the entire power module is a critical aspect for
electronic package designers, as it enables them to design the package to function
effectively throughout its useful life [13]. To estimate this, TIM reliability studies
are conducted using accelerated stress tests. However, it is also possible to first
characterize the TIM’s material properties before performing these tests. Due
et al. conducted various stress tests, including temperature and humidity stress
test (THT/HAST), high temperature storage (HTS), thermal cycle (TC) and
power cycle (PC), to evaluate the reliability of different TIM materials [3]. They
focused on the methodologies and provided commentary on the obtained results.

2 Materials and Methods

2.1 Materials

The ACEPACKTM SMIT (illustrated in Fig. 1) is a surface-mounted power mod-
ule which employes an epoxy compound. It contains two silicon-based power
MOSFETs, having a breakdown voltage equal to 650 V, in half-bridge config-
uration. The semiconductor chips are connected to a three-layer direct-bonded
copper ceramic substrate, which includes copper, an alumina substrate for insula-
tion, and copper. The performance of power semiconductor devices is dependent
on the temperature of the silicon chip : hence, the electrical parameters are given
at a specific temperature. To ensure that these devices perform safely, the heat
transfer between the chip and its surrounding ambient must be managed to limit
the junction temperature. The ACEPACKTM SMIT Power Module is designed
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to be attached to a printed circuit board, and its top side should be connected
to an external heatsink to extract the heat generated in the devices.

Fig. 1. ACEPACKTM SMIT Power Module SMIT package overview.

Selecting an appropriate TIM is a critical aspect of assessing the reliability of
a power module, as it must satisfy specific requirements based on the appli-
cation. The key factors considered while choosing the ideal TIM include [10]
thermal conductivity, which determines the TIM’s ability to transfer heat across
interfaces, and thereby, influences thermal performance to a great extent and
thermal resistance, which indicates the level of difficulty heat encounters while
passing through a material. Other characteristics are the phase change tempera-
ture that is the temperature at which a substance changes from a solid to a liquid,
enabling it to fill gaps and remove any trapped air. The substance must have a
high enough viscosity to prevent it from flowing too easily when exposed to high
temperatures or pressures. The operating temperature range is determined by
the typical temperatures experienced in a specific application. Mounting pres-
sure from tightening can have a significant impact on the performance of the
TIM. For this project, TIMs were chosen in order to enable a comparison. Two
TIMs were selected: a thermal grease and a phase change material (PCM).

TIMs that consist of greases are widely used and have a thermal resistance
that falls within the range of 10–100 mm2 K W−1. Greases are made up of
thermally conductive fillers that can be combined, for example, with organic sil-
icone. When pressure is applied, greases can achieve a thin bond line thickness,
and their low viscosity allows them to fill gaps easily. However, researchers have
found that there is often a significant discrepancy between the data provided by
grease manufacturers and the results of tests conducted by investigators. Addi-
tionally, controlling the thickness of greases can be challenging, and their low
viscosity means that excess grease may flow out beyond the edges, creating a
messy manufacturing environment. Furthermore, thermal recycling can cause
greases to pump out and separate, which reduces their reliability as a TIM [14].
For what concern the thermal grease, the Kerafol KP99 from KERATHERM R©
was used.
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On the other hand, a PCM has a component that changes phase, and a filler that
improve its thermal conductivity. They have the ability to act as an energy buffer
by absorbing heat during the phase change process and generating an additional
path for heat dissipation. Unlike other TIMs, PCMs do not experience issues
such as dry out or delamination and they are less likely to be affected by pump
out. However, voids can occur with thermal cycles, and PCMs are unable to fill
these voids once they have formed [14]. According on the considered application
type, the latent energy, related to the phase change, can provide or absorb heat
[9]. In this framework, the TCP 4000PM from HENKEL R© was used.

2.2 Methods

To determine the dependability of the manufactured devices, the reliability test-
ing based on AQG 324 was employed [5]. In the context of power modules, power
cycling refers to the process of turning the device on and off repeatedly under
controlled conditions to evaluate its reliability and performance [11].

Reliability tests for power cycles (PC) are performed to replicate the temper-
ature changes caused by device self heating during its on state. Power Cycling
tests are the most realistic, as they accurately capture the thermomechanical
loading conditions during temperature/power cycles. This is because there are
temperature gradients between the base component and the thermal attach.
Thus, the stress field during the reliability test closely resembles real-life con-
ditions. Overall, power cycling is an essential part of the testing and validation
process for power modules and plays a critical role in ensuring their long-term
reliability and performance.

The power cycle is divided into two categories based on the cycle timing
[6]: this study simulated PCsec with a ton = 3.5 s. During the power cycle,
parameters are monitored to determine the end of life (EoL) of a module. In
PCsec, the EoL condition (from AQG 324) is determined by two parameters,
Vds and Rth (see Table 1). Vds is the drain-source voltage of the MOSFET,
while Rth is the thermal resistance, defined by the following equation:

Rth,j−NTC =
Tj − TNTC

P
(1)

Table 1. EoL criteria.

Parameter Drift from

Increase of forward voltage - Mosfet: Vds +5%

Increase of thermal resistance - Rth +20%

The ACEPACKTM SMIT Power Module was attached to a printed circuit
board (Fig. 2). Its top side was linked to an external heatsink and positioned
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in the Alpitronic R© power cycling test bench (PCTB). During each power cycle,
various measurement data are collected by PCTB test bench, including drain-
source voltage, thermal resistance, maximum and minimum junction tempera-
tures, and other characteristic parameters. The Alpitronic R© power cycling test
bench is created for testing the lifespan of up to 12 half bridges concurrently.
These half bridges are linked in a sequence on two test lines and exposed to
a current load of 1200A maximum. Device under test (DUT) is connected to
the current circuit load. The test bench incorporates a cooling system, which is
important for testing some electronic components, and it can sustain a broad
temperature range of 25 ◦C to 120 ◦C. In accordance with AQG-324, the power
cycle was conducted with a ton of 3.5 s and a tcycle of 7.5 s, with a tempera-
ture jump of 100 ◦C and a maximum junction temperature (Tjmax) of 150 ◦C, a
current of 50A and indirect cooling with a mixture of water and glycol.

The TIMs were applied manually, using a stencil. The TIM was placed
between the between the cooling plate and the module. The Kerafol KP99 ther-
mal grease did not require any preparation prior to the power cycle, while the
PCM TCP 4000PM needed to undergo a drying process. The drying times were
specified in the datasheet and depended on the temperature and thickness of the
TIM.

Fig. 2. Test setup ACEPACKTM SMIT Power Module
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3 Experimental Results

The power cycle assessment executed in this paper gives a reliability assessment
of the ACEPACKTM SMIT module by using the two TIMs introduced in the
previous section. To ensure that the reliability results were not affected by the
degradation of the thermal grease, it was renewed by taking it off and reapplying
it (at roughly 0.1 normalized cycles) once the failure criteria (VDS drift) were
met. The EoL conditions were reset and the power cycle was initiated again.
However, the PCM was never replaced during the test.

The normalized curves of VDS and Rth for Kerafol and Henkel TIMs are
plotted and analyzed in Fig. 3 and in Fig. 4, respectively.

Fig. 3. Power cycle results: normalized VDS and Rth for Kerafol sample.

Fig. 4. Power cycle results: normalized VDS and Rth for Henkel sample.

The modules that used thermal grease (KP99) demonstrated more decay
during the power cycle, with the TIM being replaced once to reach the End
of Life (EoL) standard. The graph then revealed a steadily increasing trend,
eventually surpassing the 5% VDS , which is the EoL criterion. In contrast, the
behavior of the phase change material (TCP 4000PM) was quite different, with
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the VDS and Rth values staying at contained levels and drifting beyond the EoL
values after a significantly longer period compared to thermal grease.
By examining the values of Rth, it can be observed that the thermal grease
operates at temperatures higher than the PCM.

Finally, by comparing the number of cycles of samples with thermal grease
and PCM, it can be observed that on average, the modules equipped with the
PCM cycled about 40% more than the modules with thermal grease.

4 Conclusion

This study investigated the reliability behavior of ACEPACKTM SMIT power
module, considering two distinct thermal interface materials. The experimen-
tal analysis carried out during the study provided an opportunity to evaluate
the performance of both materials under the same conditions. The test results
showed the behaviours of PCM and thermal grease materials. More specifically,
the PCM has exhibited superior performance as it was able to endure a signifi-
cantly greater number of cycles before reaching the end of its lifespan compared
to the other TIM.

Overall, the findings of this study can be useful for engineers and researchers
working in the field of power electronics and thermal management, as they can
provide insights into selecting appropriate thermal interface materials.
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Abstract. Liquid crystal elastomers (LCEs) are deformable materials that can be
programmed to respond to physical stimuli such as light, heat, and electricity. In
order to achieve controllable macroscopic deformation in LCEs, it is important
to design the orientation of the liquid crystal molecules. Capillary infiltration of
LCEs between two coated laboratory glasses with microscopic grooves along one
direction created by rubbing with a velvet-like cloth is a commonly used fab-
rication method. During infiltration, the desired orientation is influenced by the
intermolecular shear force between the liquid crystal monomers and the mate-
rial of the coated glasses, as well as the glasses surface rubbing direction. It is
also important to ensure a constant thickness in the LCE. To address these issues,
the authors propose a 3D printed prototype for LCE fabrication that can pro-
vide a repeatable procedure and uniform layer thickness. The paper describes the
steps involved in the fabrication process, including rubbing, LCE infiltration, and
photopolymerization. The results demonstrate that the implemented system can
improve the reliability of LCE fabrication by ensuring consistent film thickness
and alignment.

Keywords: Liquid Crystal Elastomer · Smart Material · 3D Print Design ·
Rubbing

1 Introduction

Liquid crystal elastomers (LCEs) are a class of polymers that possess unique properties,
such as the ability to exhibit both liquid crystal and elastic behavior [1–4]. These prop-
erties enable LCEs to undergo reversible deformation in response to external physical
stimuli, such as changes in temperature, exposure to light, and application of elec-
tric fields. For example, prior research has indicated the potential of utilizing liquid
crystal elastomers (LCEs) in the field of tissue engineering to replicate structures such
as intervertebral disks [5] or muscles [6]. Recent studies have shown that a carefully
selected set of specially designed LCEs can exhibit similar mechanical properties to
artificial cardiac muscles, both in terms of active and passive characteristics. These
LCEs, when subjected to light stimulation, can generate maximum tensions comparable
to those observed in fully calcium-activated striated muscles, reaching approximately
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400 mN mm−2 [7]. In broad terms, the methods used to synthesize liquid crystal elas-
tomers (LCEs) can be classified into two main categories [1, 3]: two-step cross-linking
and one-step cross-linking. The two-step cross-linking process involves the partial cross-
linking of the polymer network, which allows for the mechanical orientation of the LCE.
In contrast, the one-step cross-linking process involves the direct polymerization of low
molecular weight monomers to produce LCEs. One-step cross-linking is particularly
suitable to produce LCEs by infiltration between two surfaces, due to the low viscosity
of the precursor materials. To achieve controlled macroscopic deformation of LCEs it
is necessary to design the orientation of the liquid crystal molecules. Various methods
have been developed to determine the alignment of mesogens; these can be broadly cat-
egorized into three types [1–4]: alignment by mechanical stress, alignment by external
field, and alignment by surface effect. Surface-induced alignment is preferred for prac-
tical applications of LCE because it can achieve high-resolution spatial alignment of LC
monomers. Surface-induced orientation can be achieved through methods such as local
friction, photolithographic patterning, and optical alignment, among others. Alignment
layer technology, which is commonly used in the liquid crystal display industry, can
also be applied to LCEs. There are two mechanisms involved in achieving alignment.
Firstly, intermolecular forces between the liquid crystal monomers and the alignment
layer material induce the alignment of the liquid crystal molecules [1, 3, 4]; secondly, the
orientation of mesogens is further improved by creating tunnels in the alignment layer.
To create microchannels on the surface, a common method is to rub the alignment layer
with a velvet cloth [7–9]. These microstructures aid in aligning the long axis of the liquid
crystal molecules with the microchannels. After creating the sacrificial coating, the infil-
tration cell is built. Typically, spacers such as borosilicate microspheres are employed to
attain the required thickness [7]. Afterward, the material is capillary infiltrated between
the two alignment layers in an isotropic phase at the phase transition temperature (TNI)
and then polymerized. It is clear that the creation of microgrooves (rubbing) and the
construction of the infiltration cell are crucial steps in the correct fabrication of LCEs.
In this paper, the authors propose a prototype for rubbing, positioning the lab slides at a
predetermined distance, and maintaining it during the infiltration step.

2 Materials and Methods

Currently, the production process of LCEs involves several sequential steps as shown in
Fig. 1. Firstly, the laboratory slides are coatedwith a sacrificial layer of polyvinyl alcohol
(PVA). Next, the slides are rubbed in one direction using a velvet cloth. Afterward, the
infiltration cell is constructed for the material to be infiltrated in an isotropic phase.
The material is then photopolymerized and cured to form the film. Finally, the film is
extracted to complete the process [7].

The PVA sacrificial layer on the glass slide surface is obtained using a spincoater. The
slide is then rubbed by placing it on an aluminum plate and vacuum aspirated to maintain
the correct position during the rubbing phase. Next, the infiltration cell is created using
borosilicate microspheres as spacers between the two glass slides (a rectangular 25× 50
mm for the bottom one and a circular �30 mm for the top one) to maintain the correct
distance and then glued together (Fig. 2a). Material infiltration is achieved by capillarity



Design and Development of a Liquid Crystal Elastomers Infiltration Prototype 443

Fig. 1. Liquid crystal elastomers’ production steps.

at the TNI temperature by placing the LCE mixture in the free interface between the
glass slides (Fig. 2a–b). The mixture used in the study consisted of a monoacrylate
monomer called C6BP and a diacrylate crosslinker known as RM257. Both of these
components exhibited a nematic mesophase. Additionally, the mixture was doped with
Disperse Red 1 Acrylate (DR1 Acrylate) to introduce photo responsiveness. To initiate
the radical polymerization reaction, a UV-responsive photoinitiator called Irgacure 369
was utilized [7]. After infiltration, the system is cooled and brought to a temperature of
45 °C for photopolymerization, followed by a post-curing step at 60 °C (Fig. 2c). At
the end of the process, the glasses are immersed in water to dissolve PVA and ease the
subsequent film extraction (Fig. 2d).

Fig. 2. Cell construction, infiltration and film extraction phases.

The described manufacturing process poses a number of challenges, especially dur-
ing the rubbing and infiltration phases. For the first one, using a vacuum pump to secure
the laboratory slide can lead to slippage or inconsistent rubbing direction between passes.
Dealing with the infiltration phase, the use of borosilicate microspheres to separate the
slides does not guarantee uniform distance between all points of the slide and may result
in the beads remaining within the film at the end of production. Gluing the two slides
together to maintain position is also problematic, as thematerial shrinks during drying of
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the cyanoacrylate, possibly resulting in thickness unevenness. Furthermore, it is crucial
to handle the slides with extreme care and avoid crushing them to prevent contact with
the PVA-coated surfaces.

To address these issues, two novel systemswere developed, one for the initial rubbing
phase and another for the infiltration cell construction. The vacuum pump was deemed
unsuitable due to the aforementioned problems, as was the use of glue or microspheres
for spacing during rubbing. Instead, a 3D-printed base was created which has a recessed
slot on which to place the glass slide (dimension 25 × 75 mm), as shown in Fig. 3.
The slot is half the depth of the slide, so that the PVA-coated part emerges. The upper
slider has a clearance of 0.4 mm with the side surfaces of the base so that it can slide
inwards while maintaining the rubbing direction unchanged for all passes. Two lateral
grooves are provided so that the slide can be handled after rubbing without damaging the
coating. The 3Dprinted partsweremanufactured using PLAmaterialwith a 0.2mm layer
thickness, 25% gyroid infill, extrusion temperature of 210 °C, build plate temperature
of 60 °C and nozzle extrusion diameter of 0.4 mm on a Prusa i3MK3S+.

Fig. 3. CAD model of the new rubbing system.

To assemble the infiltration cell, calibrated metal strips were used as spacers and
inserted laterally between the slides. The spacers were held in place by a series of
magnets positioned in two aluminium supports. To streamline the assembly process, a
3D-printed structure (bottom and top support base) was created to securely hold the
components. The same parameters were applied to print these components as were used
to manufacture the rubbing system. The assembly process involves six steps, as shown
in Fig. 4: a) The lower aluminium base (dimension 76 × 44 mm) is inserted into the
3D-printed support base (dimension 100 × 55 mm), with a maximum side clearance of
0.4 mm, allowing only vertical movement. b) The first slide is placed on the base with
the PVA-coated side facing upwards, after having been previously rubbed off. c) The
metal spacers are positioned externally and held in place by magnets on the metal base.
d) The upper support is inserted to guide the positioning of the second slide. e) The
second slide is placed with the PVA-coated side facing downwards. f) The upper metal
part is inserted and attracted to the lower metal part by the magnets, bringing the two
slides closer together and maintaining the distance defined by the spacers. It is important
to highlight that the bases that held the glass slides were specifically fabricated from
aluminum due to the expected heating conditions. Utilizing PLA for the entire system
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would not have been suitable due to PLA’s susceptibility to thermal deformation and its
lower thermal conductivity compared to metal materials.

a) b) c)

d) e) f)

Fig. 4. Infiltration cell construction steps.

Finally, the infiltration cell structure can be removed and placed on the heating plate
for infiltration and subsequent UV light photopolymerization. The CAD model of the
infiltration cell and the manufactured parts are shown in Fig. 5.

Fig. 5. Infiltration cell CAD model and real parts.

In Fig. 6, images of the infiltration phase of thematerial (a–b) and detail images (d–e)
takenwith the FLIRE60 infrared camera are shown and allow to assess the correctness of
the infiltration system temperature. Additionally, images (c–f) were taken to document
the initial phase of the photopolymerization process.
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a) b) c)

d) e) f)

Fig. 6. Infiltration and photopolymerization phases.

3 Results

To evaluate the effectiveness of the system, LCEs films with different thicknesses were
produced, the Figure displays two films created using two spacers with nominal thick-
nesses of 0.02 mm and 0.03 mm (in Fig. 7b the lighter shade represents the thinner
film). The maximum allowable error in the average film thickness was set at 20% of the
nominal size of the spacers utilized. The thickness of individual films was measured at
nine different positions (P1 – P9), as shown in Fig. 7a, using a micrometer with a mea-
surement sensitivity of 0.001 mm. The mean thickness of three films produced using the
two different types of spacers was determined to be 0.023 mm (whit a standard deviation
of 0.00069 mm) and 0.032 mm (whit a standard deviation of 0.00077 mm), respectively.

Fig. 7. LCEs Film measures points and LCEs Film production.

The implemented infiltration system produced films that measure approximately
20× 65 mm, which is larger than the previous system’s films that measured about 20×
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30mm. The absence ofmicrospheres allows for the entire film to be used for downstream
applications.

The proper alignment of the films was assessed using Polarised Light Microscopy
(POM). The accuracy of the alignment can be observed in Figs. 8a and 8c for a light
refraction angle of 0°, and Figs. 8b and 8d for an angle of 45°. When the material is
properly aligned, no light can pass through at a 0° angle, while light can pass through at
a 45° angle. The image shows a correctly aligned LCE film produced by the proposed
system and an inaccurately aligned one.

a) b)

c) d)

Fig. 8. Properly aligned (a–b) and non-aligned (c–d) LCEs.

4 Conclusions

The aim of this work was to develop a manual infiltration system for LCEs films. Specif-
ically, the prototypes developed were manufactured by low-cost 3D printing technology
(FDM) and CNCmilling. The vacuum system was eliminated during the rubbing phase,
resulting in a simpler and more effective solution. The use of magnets and calibrated
strips used as spacers in the infiltration system guarantees that no microspheres are
present in the film itself, allowing for the entire film to be utilized. Additionally, the
length of the film is almost doubled. Currently, the main issue in film fabrication is
the time required for the photopolymerization phase. It currently takes about 30 min to
create a film. Future developments will certainly focus on optimizing this process, such
as modifying the UV lamp intensity or adjusting its wavelength. Furthermore, by poly-
merizing multiple films simultaneously, it would be possible to significantly improve
production times. In the future, the processes described above could be automated to
make the film preparation process operator independent.
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Abstract. This paper proposes a tool to analyze the diffusion and knowledge of
the ISOGPS language in both industry and academia. A survey has been designed
based on the maturity model concept to achieve this goal. Six Key Performance
Indicators (KPI) arguments have been defined: general concept, datum systems,
geometric tolerances, dimensional tolerances, modifiers and indications, and tol-
erance stack-up. Per each of these, three assessments are proposed, and a rating is
given based both on self-assessment and unbiased check questions. The result is
a survey that takes between 10 to 15 min to be filled out. The assessment is based
on both knowledge and usage. The defined survey, through testing, proved to be a
simple and usable tool to test the actual diffusion and knowledge of the ISO GPS
language thanks to its shortness and the different levels of analysis it allows.

Keywords: ISO GPS ·Maturity Model · Geometric Specification · Survey

1 Introduction

Technical product documentation, orTPD, is the comprehensive set of documents needed
to describe all the significant characteristics of a product from a technical point of
view (i.e., geometrical and functional, but also manufacturing, maintenance, etc.). The
ISO-GPS language aims to give designers a common language to translate functional
requirements into admissible geometrical and dimensional deviations (i.e., tolerances).
If the functional requirements, as stated in the TPD, are not transmitted clearly and
coherently, different unwanted scenarios may come up. On one side it is possible to
experience a loss in performance in the final product. On the other side, an increase in
scraps during manufacturing can occur, increasing the overall manufacturing cost.

Since its introduction in the mid-’90s, the ISO GPS language has proved itself as a
great tool to decrease ambiguity compared to the previous linear dimensioning scheme
[1]. Nonetheless, the experience gained by the authors in several industrial collabora-
tions with Italian firms, either small and medium enterprises (SMEs) and belonging to
multinational enterprises, has shown that the implementation of the overall ISO GPS
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system is lacking. The same evidence was collected in Germany, focusing in particular
on SMEs [2, 3]. At the same time, it is recognized that only a comprehensive application
of the overall ISO GPS system allows for obtaining the advantages postulated by the
system itself and previously addressed [4].

For these reasons, it becomes important to map the current status of the knowledge
and usage of the ISO GPS language in industry to highlight critical areas in the standard
system and guide the transition towards a better implementation of the ISO GPS system.

In 2017 a survey to compare the usage of the ISO GPS system vs ASME Y14.5
was performed showing that the ASME standard is more used worldwide. In China, a
survey has been used to test the status of delivery of ISO GPS, showing a significant gap
between education and industry [5]. In Germany, a survey to test the awareness, use, and
need of statistical tolerance analysis found that tolerance analysis is not systematically
used in most of the companies that were interviewed, nonetheless the awareness of the
importance of managing geometric deviations is high [6]. Always in Germany, after the
evaluation of the implementation of a maturity model for the assessment of the current
integration of the ISO GPS system in companies [2], a tool based on a survey to be used
within companies to drive the systematic implementation of the ISO GPS system was
developed by Schuldt and Gröger [3].

In literature, the surveys in the field of ISO GPS focused on three main areas: the
education gap, the tolerance analysis, and the implementation of the ISO GPS system
within companies. None of them was designed to assess the current implementation of
the system over a geographic area and/or a specific industrial sector. To fill this gap, this
contribution aims to propose a tool to assess the actual knowledge and usage of the ISO
GPS language in industry and academia.

2 Design of the Maturity Model

The application of the maturity model for the assessment of ISO GPS implementation
has proved to be a valid model for assessing the level of penetration of the system
within a company [2, 3]. Maturity models are used to determine the actual and current
performance in a specific field of application [7]. Thus, in thiswork, thematuritymodel is
used to assess the knowledge and use of the ISOGPS language in industry and academia.

Maturity models can also be clustered into three different groups based on their
structure: the quick test, the topic generator, and the individual transformation [8]. The
quick test is based on a quick and simple questionnaire. The topic generator goes deep
on the topic with general questions. The individual transformations deepen the analysis
targeting even personal and cultural aspects. It is known that maturity models tend to
fail if they become too complex [9], for this reason, the structure that was chosen is the
quick test. This choice is also mandated by the aim of the maturity model, considering
it is supposed to be spread over a large population.

2.1 Maturity Model Preparation

Three main aspects need to be considered: the problem definition, the target of the
assessment, and the analysis of defined models.
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The analysis of the defined model has been presented in the previous sections. In our
case, the problem definition is the assessment of the current knowledge and use of the
ISO GPS language and the assessment of gaps between industry and research/education
and the standards. To fulfil the problem definition statement the target population con-
sists in technicians, academic researchers, and students that are involved/prospectively
involved in the development of industrial products. Regarding technicians, the threemain
departments involved in product development, namely R&D/design, manufacturing, and
quality control, are targeted. Both students from the university level (undergraduate and
graduate level) and high school level are targeted aiming to assess whether the current
training on ISO GPS-related content is adequate. It is also relevant to discern between
people who read geometrical specifications and people who create geometrical specifi-
cations. This separation is also present in the Geometric Dimensioning and Tolerancing
Professional (GDTP)Certification Programoffered by theAmerican Society ofMechan-
ical Engineers (ASME) where two levels of assessment are possible: technologist and
senior level [10].

2.2 Model Development

In [3] the maturity level was defined based on ISO GPS competence. Competence is
usually defined as the ability to perform [11], and for this reason, it is difficult to assess
in particular with a short questionnaire; the GDTP Certification Program uses 150 ques-
tions to assess the competency level [10]. This number of questions is too large to be
implemented to feed data to the maturity model here described. For these reasons, in the
proposed maturity model the level of maturity is defined based both on knowledge and
usage of the ISO GPS language. Knowledge is one of the contributors of competence
[11], and is here defined as the recognition of a ISO GPS operator. Therefore, the level
of competence can only be less than or equal to the level of usage which can only be
less than or equal to the level of knowledge. The level of competence is only estimated
starting from the level of knowledge and usage based on questions applied to actual
cases.

In the proposed maturity model, the overall ISO GPS language has been mapped
into six distinct sectors defined as Key Performance Indicators (KPI) of the system: gen-
eral concept, geometric tolerances, datum systems, dimensional tolerance, modifiers and
indications, and tolerance stack-up. The general concepts section assesses awareness of
key standards groups (e.g., ISOGPS, AMSE, Y14.5) and terms likeMBD (Model Based
Definition), envelope principle, and independence principle. The geometric tolerances
section examines knowledge and usage of symbols defined in ISO 1101 [12]. The datum
system section focuses on symbols for establishing a datum system, based on ISO 5459
[13]. The dimensional tolerances section covers knowledge and usage of dimensional
tolerances, referring to ISO 14405-1 [14] and ISO 286-1 [15]. TheModifiers and Indica-
tions section explores additional symbology in the ISOGPS system. Lastly, the tolerance
stack-up section evaluates the use of tolerance stack-up essential for tolerance analysis.
Three different levels of assessment are defined: the single entry rating, the population
distribution, and the population rating. The rating is defined on a scale from zero to ten
mapping knowledge and usage in percentage. Every single entry in the questionnaire
received a rating. To map the knowledge and usage over a population the first level of
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assessment is given by the distribution of knowledge and usage over the population, i.e.,
the percentage of the population knowing and/or using a specific percentage of ISOGPS
language. The results are distribution curves over a cartesian plane, for reference Fig. 5
can be seen. The population rating is defined based on the integral of the distribution
curves representing the area below the curves. In an ideal implementation, 100% of the
population knows and uses 100% of the ISO GPS language, the marked area covers the
whole graph, and the integral of the distribution is equal to 1; therefore, the rating is
defined by multiplying the integral by ten.

2.3 Assessment Tool Development and Testing

As the assessment tool, a questionnaire is created and implemented through a google
form. The structure of the questionnaire can be seen in Fig. 1. To comply with GDPR
the questionnaire is designed to be completely anonymous.

Fig. 1. General questionnaire scheme

The questionnaire is composed of eight sections. In the first one information about
the questionnaire are present and consent is asked. The second section contains all the
categorical questions that are useful for statistical analysis. This section is subdivided
into two subsections: one for industry and one for academia.

For the industry subsections, it is asked to indicate the industrial sector (e.g., auto-
motive, aerospace and defence, etc.), the area of work (design, manufacturing, quality
control, and maintenance), and the years of experience. The industrial sector list was
derived from the Global Industry Classification Standard (GICS®) [16] obtaining a list
of fifteen possibilities. For the education subsection, it is asked to indicate whether the
participant is a student or a teacher/researcher/technician, and the level of education
(high school, university). For both subsections it is asked to indicate the use of geomet-
ric specifications (read or create), and whether the participant received ISOGPS training
in the past.
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The subsequent sections contain the questions for each KPI where three levels of
assessment are provided. The first level asks for a self-rating between beginner and
experienced; based on this first question, participants are divided into two adaptive sub-
sections. The use of adaptive subsections allows for fewer questions to assess the overall
knowledge and usage providing an adequate level of difficulty to the participants. In each
of these subsections a second self-assessment is provided where participants are asked
about specific ISO GPS symbology whether the symbol is “Known but not used/seen in
actual specifications”, “Known and used/seen in actual specification”, or “Not Known”.
An example of a self-assessment question relative to the beginner’s subsection of KPI 1
(Geometric tolerances) can be seen in Fig. 2 (left).

Self-rating questions are biased meaning that they could potentially fail in assessing
the knowledge: answers may be given based on a self-perception of knowledge instead
of proper knowledge. Consequently, an adaptive check layer of unbiased application-
based questions is provided to validate the self-assessment. The option “I don’t know”
is always available to provide a better evaluation as described in the next paragraph.
An example of a check question relative to the advanced subsection of KPI 2 (Datum
System) can be seen in Fig. 2 (right).

Fig. 2. Example of self-assessment questions from the beginner’s subsection of KPI 1 (Geometric
tolerances) on the left, and of check question from the advanced subsection of KPI 2 (Datum
systems) on the right.

Sections regarding KPI 0 (General concepts) and KPI 5 (Tolerance stack-up) are
slightly different. For KPI 0 (General concepts) there are no differences between begin-
ners and advanced; the evaluation is derived only on the self-assessment based on the
awareness of specific areas of the ISO GPS system. For KPI 5, the self-assessment is
based on the use of tools to compute tolerance stack-ups.

Questions are provided in Italian specifically for the Italian market to prevent
any potential misinterpretations. However, an English version of the questionnaire has
already been prepared for future international dissemination in the second phase.

2.4 Evaluation Model

The evaluation is performed using MS Excel. For KPI 0 a rating is given proportional
to the percentage of known topics. A descriptive analysis of the result is also created.
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For KPI 1, 2, 3, and 4 the percentage of “not known”, “Known but not used/seen in
actual specifications”, and “Known and used/seen in actual specification” is computed.
The knowledge percentage is given by the sum of the last two options; the percentage of
usage is considered the last value. The percentage of correct, incorrect, and not answered
in check questions is also computed. Per each entry, the knowledge and usage percentage
are then scaled down based on incorrect answers to estimate the competence. Answers
not given are not considered since they represent an honest expression of non-knowledge
that does not imply a wrong application of the ISO GPS system. The evaluation of KPI
5 is based on a descriptive analysis of the entries. The aggregate rating for KPI 1, 2, 3,
and 4 are found integrating the Knowledge and usage curve as described in Sect. 2.2.
An overall rating is found by averaging the ratings of these KPIs.

3 Results and Discussion

In this section, an overview of the result obtained during the testing phase is presented
to show the analysis performed. In this phase, twenty entries to the questionnaire were
collected. It was determined that the time required to complete the questionnaire ranged
from 10 to 15 min.

For each question, a descriptive analysis is done. The first interesting data is the
percentage of people who already received ISO GPS training in the past, only three
out of twenty did. If the percentage is that low, it means that something more on the
training and education of professionals shall be done systematically. Figure 3 shows
the descriptive analysis for the self-assessment of KPI 1 (Geometric tolerances) for the
beginner level. At first glance the number and distribution of “not known” is important;
for instance, in this example, it is noteworthy that some people do not know the symbol
for location tolerance but all of them know the flatness and perpendicularity tolerance
symbol. Furthermore, the circularity symbol is more known than the location one. This
can be explained by the use of a linear positioning scheme rather than a geometrical one,
introducing ambiguity [1].

Fig. 3. Example of descriptive statistics for a self-assessment question (KPI 1: Geometric
tolerances, beginner level)

Figure 4 shows the descriptive analysis for the check questions from the KPI 2
(Datum systems) at the beginner level; the correct answers are marked with *. The
analysis of the “not know” and its distribution gives interesting insights; in this case,
the cylindricity symbol seems to be not known by 35% of the interviewees. Then the
analysis of the distribution of the answers compared to the correct one can shows three



A Tool for ISO GPS Diffusion and Knowledge Assessment in Industry 457

different behaviours: the correct answer is predominant (see symmetry, cylindricity, and
perpendicularity), one specific wrong answer is predominant (no occurrence), and there
is a balance between the correct and incorrect answers (see surface profile). In case of
balance between the answers, communication between people becomes difficult because
there are different interpretations both correct and incorrect. If one specificwrong answer
is predominant it means that there is a fault in education.

Fig. 4. Example of descriptive statistics for check question (KPI 2: Datum systems, beginner
level)

Figure 5 shows the distribution of knowledge used across the population both accord-
ing to the self-assessment (a) and according to the check questions (b) regarding KPI 1
(Geometric tolerances).

Fig. 5. Example of Knowledge and usage distribution across the population

Looking at Fig. 5(a), the graph can be read as: almost 80% of the interviewed declare
to know 100% of the ISO GPS system related to the topic (Point A), while 100% of
the interviewed know at least 60% (Point B). Looking at Fig. 5(b) which is based on
the check questions it is possible to see how these percentages decrease: almost 20%
is found to actually know 100% of the ISO GPS system (Point C), while 100% of the
interview know at least 20% (Point D).

It is noteworthy that the difference between knowledge and usage, i.e., the horizontal
distance between the two curves, increases as knowledge increases. This could describe
a constraint within a particular supply chain: even if the professional knows how to
properly use the symbols in the ISO GPS system, they cannot use them since they are
not understood downstream. The gap between the two curves (knowledge and usage)
compared across different industrial sectors may identify sectors that are struggling in
the implementation because of the supply chain. Looking at Fig. 5(b) both curves drift
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to the left; worth noting that the shift increases as the self-assessment-based knowledge
increases. This means that a high level of knowledge and usage was obtained based
on a biased self-perception. The result is that the distance between the two curves is
more uniform. Based on these graphs the rating is 9.6 for knowledge and 7.6 for usage;
considering the application, it decreased to 7.4 for knowledge and 5.6 for usage.

It is important to note that these results are derived from a small sample size, and thus
do not provide statistically significant information. However, they serve the purpose of
illustrating an example of the outcomes that can be anticipated from the dissemination
phase.

4 Conclusions

This contribution aims to present a tool to assess the knowledge and usage of the ISO
GPS language in industry and academia. The questionnaire thatwas developed and tested
proved to be a simple and usable tool to test the actual diffusion and knowledge of the
ISOGPS language. The time requires to fill the questionnaire (see Sect. 3), allows its use
in many different scenarios like during training, consulting, and diffusion by invitation.
The different levels of analysis it provides are useful to picture many different funneling
in the implementation of the ISO GPS system like education/industry gap or supply
chain-related constraints.

At the timeofwriting, the questionnaire is commencing its official public distribution,
initially within the Italian region. The data gathered during this phase will be utilized to
offer the scientific and standardization community substantial statistical insights into the
dissemination of the ISO GPS system. At this stage, distinct analyses will be conducted
for various groups of respondents. Following this initial phase, the intention is to expand
the distribution to an international level.
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Abstract. This paper presents a possible functional geometric specification for
a lifting airfoil including the definition of functional tolerance limits (tolerance
synthesis) and an associated inspection procedure. The proposed specification
scheme is derived from the analogy between the mating of the airfoil with a fluid
field and the consolidated example of the mating of a prismatic element in its site.
The airfoil thickness is defined as a non-constant size with non-constant tolerances
and the airfoil shape is prescribed with a non-constant profile of a line tolerance
applied to the median airfoil line. The tolerance synthesis is based on XFLR5
software and Computational Fluid Dynamics (CFD) simulations. The inspection
procedure uses the data acquired with a laser probe elaborated in GeomagicWrap,
GOM inspect and MATLAB. The overall process has been applied to a case study
allowing to define limits and proposing a set of possible improvements regarding,
particularly, the geometric specification of the leading and trailing edges of the
airfoil.

Keywords: Geometric Specification · Airfoil · Tolerance Synthesis · Geometric
Inspection

1 Introduction

Airfoils represent the cross-section of any object moving through a fluid aiming to gen-
erate lift. They can be divided into twomain classes: blades, whosemotion is determined
by the mounting on a rotating shaft; and lifting airfoil that freely moves in the fluid.

For blades, the geometry influences the performance, meaning that a geometric
deviation from its nominal – location, orientation, and form – will influence the fluid
motion around the blade determining a change in performance. Furthermore, since they
are physically mounted on a shaft a reference system for comparing the actual geometry
with the nominal can be easily determined. For these reasons the golden standard to
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check blade conformity is the check for a line profile tolerance over the airfoil’s upper
and lower surface. At the same time, the literature provides a deep overview of the
effect of geometric deviations on blades. Liu et al. statistically studied the effects of
manufacturing deviations by performing CFD analysis based on the 3D scan of 35
actual blades [1]. However, the number of blades used in this study is limited; Garzon
et al. suggest using the Principal Component Analysis (PCA) to model the geometric
variations basedon a limited sample simulating a larger samplewith congruent deviations
to statistically analyze the geometric effect on performances [2]. If a set of actual blades
is not available, Melin et al. propose a method based on the perturbation of the Bézier
curve control points for low-frequency deviations and perturbation of the actual curve
coordinate for high-frequency deviations [3].

All these methodologies require high computational effort due to the high number of
CFD analyses required; a solution is the use of surrogate models. Y. Wang et al. propose
a surrogate model based on a multi-point Taylor expansion (MTE) using the Adjoint
method [4]. X. Wang and Zou present a method based on the Non-intrusive Polynomial
Chaos Expansion (NIPC) coupled with the Kriging surrogate model [5].

Other studies also investigate the effect of specific geometrical parameters, such as
chord, stagger angle, leading-edge radius, etc., on the performances [6, 7].

These models create a relationship between the geometric variations and the per-
formance, therefore can be used as a starting point for robust optimization methods
aiming to obtain nominal designs non heavily influenced by the manufacturing devi-
ations. Examples of applications based on the NSGA-II genetic algorithm [8, 9] and
Gradient-Based method SQP (Sequential Quadratic Programming) [10] are proposed.
Nevertheless, none of them answers the question of which is the admissible geometric
deviation ensuring the targeted performance.

On the other hand, for lifting airfoils the performance influences the geometry: the
airborne system is characterized by its flight envelope describing the admissible velocity-
angle of attack configurations and, at a given velocity, the systemwill find its equilibrium
(in steady flight) changing the angle of attack (α). Therefore, for lifting airfoils there is
no intrinsic functional geometric alignment to check for geometric deviation, and the
functional comparison among two different airfoils, e.g., the nominal and the actual one,
can be only derived by its dynamic behaviour, as, for instance, the maximum lift that
can be generated.

Even though robust optimization is a valuable design solution it requires a deep
understanding of manufacturing deviation. For blades, literature can provide useful data
to startwith. For lifting airfoils, literature is lacking contributions regarding the geometric
deviation effects. Therefore robust optimization is not a useful tool.

To fill this gap, this contribution aims to define admissible geometric deviations for
lifting airfoils to fulfil functional requirements. To do so, the geometric characteristics to
be geometrically and or dimensionally controlled will be identified, therefore determin-
ing a possible geometric specification scheme for lifting airfoils, a simplified procedure
to assign tolerance values (tolerance synthesis) will be presented, and an inspection
procedure to check for conformity will be proposed.
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1.1 The Case Study

The overall procedure is applied to the airfoil of a fixed-wing drone designed and manu-
factured to compete in an international student competition, Air CargoChallenge (ACC),
by the Lift UP team from the University of Padua. The wing has a tapered planform with
a total wingspan of 2.1 m. The wing section is based on a custom profile, called opt06v3,
designed considering the following requirements:

• Cl,max ≥ 1.43
• f = 0.7Cd ,cruise + 0.3Cd ,climb ≤ 1.025fnom
• 11%< tmax/c < 14%

Where Cl,max is the maximum lift coefficient according to the lift definition L =
0.5ρV 2cCl (with ρ = fluid density, V = fluid velocity, and c = airfoil chord). Similarly,
the coefficient of drag Cd is defined according to the drag equation D = 0.5ρV 2cCd .
Finally fnom is the nominal value of f therefore a constant and tmax is the maximum
airfoil thickness.

2 Geometric Specification of Airfoils

When it comes to the geometric specification of airfoil the most used approach is the use
of line profile (or surface profile, 3D) tolerances, according to ISO 1660:2017 [11], to
both upper and lower surfaces. This type of geometric tolerance can effectively control
the location, orientation and form of the airfoil. The standards call for a constant or
linearly variable tolerance zone. Petitcuenot et al. present the application of these types of
geometric tolerances to airfoils [12]. They suggest the introduction of variable tolerance
zonewith 3Dvariations and alsowith non-linear variability that is useful for aerodynamic
requirements.

The use of such tolerances is common for blades where a functional reference sys-
tem (Datum System) can be easily determined, in addition such tolerances well rep-
resent typical blades functional requirements, such as components’ assemblability and
proper clearance For lifting airfoils its use does not effectively represent the functional
requirements: a local defect exceeding the tolerance limits may have a smaller impact
on performance when compared to a global defect within limits. This implies that an
actual airfoil with an out-of-tolerance local defect will be rejected even if it meets the
required aerodynamic performance.

To support this statement a test case based on a NACA4412 airfoil assuming a
constant line profile tolerance of 1.4% of the chord length is conducted. Two scenarios
are studied: a global deviation implying a less curved camber line with a maximum
deviation of 0.65% of the chord (therefore within tolerance) and a local deviation of
0.75% of the chord, therefore out of tolerance, Fig. 1a).

Using the XFLR5 software which implements the 2D Interactive Boundary Layer
method (IBL) developed by M. Drela et al. [13], the aerodynamic performances of the
two airfoils were computed, obtaining the Cl as a function of α in Fig. 1b). It can
be seen that the global deviation has a greater impact on the performance (the graph is
further away from the baseline), compared to the local one (the graph almost overlaps the
NACA4412 baseline), confirming our statement. This result suggests not using the airfoil
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upper and lower surface to define a geometric specification scheme when aerodynamic
performance requirements are involved but identifying other geometric characteristics
that are more sensitive to the airfoil aerodynamic performance changes.

Fig. 1. Nominal NACA 4412 airfoil compared to the airfoil within tolerance with a global defect
and the airfoil out of tolerance with a local defect (a), the deviations are magnified; the corre-
sponding Cl over α graph for the three airfoil (b), it can be noted that the airfoil out-of-tolerance
with a local defect is closer to the baseline compared to the one with a global defect.

3 Materials and Methods

3.1 Tolerance Specification

For lifting airfoils, given the functional requirements in Subsect. 1.1, the most important
geometric characteristics are the camber line, affecting the coefficient of lift and its
maximum value, and the thickness, conditioning the functional equation f . Moreover,
any airfoil can be uniquely described by the camber line and thickness over the chord
coordinate. For these reasons, the two geometric characteristics that are controlled by
means of ISOGPS tolerances are the camber line and the thickness of the airfoil. Todefine
the tolerance specification scheme for such geometries we start with a consolidated case:
the mating of a prismatic element with its site (in 2D). To guarantee the assemblability,
the width of the prismatic element is controlled by a size tolerance with the envelope
modifier or a combination of a local size and a linearity tolerance to the median line. If
we consider the second option, a local size can be defined as the distance between to
opposite point (LP) or it can be defined by the size of a perfectly inscribed sphere (LS).
The meaning of this specification can be seen in Fig. 2. The combination of a size and a
linearity tolerance defines a boundary condition that can be used to assess the functional
requirements. It is then possible to describe the actual geometry by graphing the actual
thickness and the actual linearity deviation as a function of the axis’ coordinate and
comparing them to the tolerance zone, Fig. 2c).

Looking at the airfoil, we have a mating between the airfoil itself and a fluid field.
Furthermore, the geometric characteristics that were chosen, resemble the ones used
for the prismatic elements. For these reasons, we have opted to adapt the specification
schemes in Fig. 2 to our case, see Fig. 3. The airfoil thickness, point by point, is defined
through a linear size between the upper and lower surface, orthogonal to the chord. The
camber line is, by definition, the derived geometry (median line) between the upper and
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Fig. 2. Possible specification scheme for a prismatic element in 2D (a), its interpretation (b), and
a possible interpretation with the thickness and median line division mapped into a cartesian plane
(c).

lower surface of the profile, the same surfaces defining the thickness, therefore it can be
considered as the median line of the prismatic element. The linearity tolerance has now
no sense for the camber line and needs to be replaced by a “profile of a line” tolerance.
According to ISO 1660:2017 “profile of a line” tolerances can be assigned also to derived
geometries [11].

Fig. 3. Proposed specification scheme for a lifting airfoil with constant tolerances (a), and its
interpretation (b).

The main difference between the two cases is that for the airfoil the thickness and
the camber (which is the vertical coordinate of the camber line) have different nominal
values along the chord coordinate. Therefore the nominal values need to be replaced
by functions as in Fig. 3. Regarding tolerance zone type, the ISO GPS standards only
address constant tolerance zones. When evaluating the geometrical deviations between
the real and actual airfoils, however, the alignment of the leading and trailing edges is
required. Consequently, the allowable deviations at the leading and trailing edges must
be zero, which is not the casewith constant tolerance zones. Therefore, it was determined
to define a non-constant tolerance zone as also suggested in [12], which ensures that the
leading and trailing edges have zero allowable deviations.

The two different modifiers, (LP) or (LS), can describe two different conventions for
the thickness definition: the English convention that defines the thickness as the distance
between the lower and upper surface perpendicularly to the chord, (corresponding to the
(LP) modifier) and the American one where the thickness is defined as the size of an
inscribing sphere [14] (resulting in the application of the (LS) modifier).
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3.2 Tolerance Synthesis

The tolerance synthesis consists of the process of defining the tolerance limits that
guarantee the fulfilment of functional requirements. To define the limits one way is to
perform numerical simulation.

Different airfoils derived from the nominal one with different thickness distributions
have been simulated with XFLR5 software to obtain Cd values in cruise and climb con-
ditions so the functional equation f can be computed. Therefore, the tolerance limit for
the thickness is determined by the modified airfoil that fulfils the functional requirement
for f with the highest thickness increment compared to the nominal one. Similarly, the
modified airfoil that fulfills the functional requirement for the maximum lift coefficient
with the highest camber reduction determined the tolerance limit for the camber distri-
bution. In this case the simulations were performed via CFD with the software Ansys
Fluent using a structured mesh of 137′000 elements with wall resolved flow, and a kw-
SST turbulence model and second-order upwind scheme for the spatial interpolation.
Based on XFLR5 and CFD simulations the limits for the thickness and camber line are
defined.

3.3 Inspection Procedure

The actual wing manufactured by the LiftUP team was also inspected based on the
geometric specification defined.

The geometry was acquired with a FARO® ScanArm 2 with a laser probe controlled
by Geomagic Wrap®. The cloud of points was converted into a mesh and elaborated in
GOM Inspect. Three different sections were sampled at 100 mm, 250 mm, and 400 mm
from the wing root. The three sections were then elaborated in MATLAB® where the
leading and trailing edges were geometrically defined and the profile oriented and scaled
to have a unitary chord. The camber line was traced and the thickness was sampled along
the chord. The actual values were then compared with the tolerance zones.

4 Results and Discussion

From the tolerance synthesis - Subsect. 3.2 - the tolerance limit for the thickness was
found to be +7%, while for the camber line −7%. Assuming symmetrical tolerances
for both characteristics, both tolerances were set to be ±7% with respect to the nominal
values. Therefore, the proposed geometric specification can be seen in Fig. 4a), and
the corresponding tolerance zone in Fig. 4b). If the tolerance zone for the thickness is
compared with the third functional requirement, Subsect. 1.1, no further restrictions are
needed: the third functional requirement is always respected if the actual thickness is in
tolerance.

The deviation of the actual thickness and camber for the three sections analyzed,
obtained through the procedure described in Subsect. 3.3, overlapped with the tolerance
zones can be seen in Fig. 5. Assuming x is the chord coordinate (x = 0 corresponds
to the leading edge position), all three sections are within tolerance limits in the range
0.1 < x < 0.75, except for the camber at x = 0.7 in Sect. 3. The cause of this violation
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Fig. 4. Proposed specification scheme for the opt06v3 airfoil with the defined functional limits
and non-uniform tolerance zones (a), and its interpretation (b).

is the presence of the hinge between the fixed and moving parts of the wing (namely the
flaps), which causes a discontinuity in the wing surface. It shall be determined whether
this single out-of-tolerance point precludes functional requirements fulfilment; if this
is the case then it’s necessary to improve the manufacturing quality of the flap hinge.
Therefore the possibility to apply filters to the sampled data might be convenient and
shall be explored. For x > 0.75 the deviations increase more and more getting closer to
the trailing edge. This is because the nominal airfoil has a sharp trailing edge while the
actual airfoil has a finite thickness at the trailing edge for manufacturing limitations.

Fig. 5. Relative deviations for all three sections analized; thickness deviation on the left and
camber deviation on the right.

Two possible solutions can be identified to overcome this issue. On the first hand
during the design optimization process, a constraint to the trailing edge shape could
be implemented to obtain a nominal airfoil that can be actually manufactured. On the
other hand, the proposed verification process could be limited only at x lower than a
certain value. Similar but less extreme behaviour is also seen near the leading edge. The
reason behind this can be traced back to the tolerances definition as a percentage: near
the leading and trailing edges both thickness and camber have near zero values meaning
that the width of the tolerance zone is near zero too. A solution can be the definition
of a more complex tolerance zone being wider near the leading edge or alternatively,
applying the verification only at x higher than a certain value.
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5 Conclusions

This paper proposes a possible functional geometric specification scheme for an airfoil
section from a fixed-wing drone and an inspection procedure. The specification scheme
is based on a size tolerance to the thickness and a line profile tolerance to the camber
line. The size tolerance is mapped into a line profile as explained in Subsect. 3.1 to fit
the purpose.

The tolerances are defined based on Panel Method and CFD simulations. One of
the main limits of the proposed approach is that the camber and thickness impact on
performance is considered independent, while a correlation may be present. Therefore,
there is the possibility to have a airfoil within tolerance limits not fulfilling functional
requirements and vice versa. A statistical analysis shall be performed to validate and
eventually adjust the tolerance limits as a second-level refinement.

The application to an actual case study allowed to highlight the procedure limits
and at the same time it gave the opportunity to suggest a set of possible improvements.
In particular, the proposed procedure performs well only far from leading and trailing
edges, so it can be used in amiddle range of x, for example 0.1< x< 0.9. However, since
the leading-edge shape greatly affects the stall characteristics of airfoils, the proposed
specification scheme should bemodified including, for example, the leading-edge radius
as a geometric characteristic to be verified. The extension to a 3D case may also be
considered for a more comprehensive aerodynamic analysis. To conclude, the proposed
specification scheme can be considered a valid first step towards the functional geometric
specification of lifting airfoils when functional requirements involved the coefficient of
lift and drag. Thanks to the proposed improvements, the future effectiveness of the
method will increase too.
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Abstract. In this work, a procedure for modelling and simulating conformal
biomimetic scaffolds for bone tissue engineering is presented. Starting from a
three-dimensional biomedical model of a real humanmandible presenting a severe
damage, a conformal shapewasmodelled andfilledwith an irregular beamnetwork
mimicking human trabecular bone. The material considered for the realization of
the scaffold was hydroxyapatite derived from fish industry by-products, a material
that is highly biocompatible to human bone. Several simulations were conducted
on a beam-based wireframe model by varying the radius of the trabeculae, until
reaching a stiffness of the scaffold equal to that of human bone. This represents a
good design practice to avoid the stress shielding effect on growing bone tissue and
functionality losses during bone regeneration. The resulting porosity and the aver-
age pore size, which are fundamental properties to ensure a proper vascularization
of the growing tissue, were measured and compared to literature data, showing
an acceptable agreement. The proposed beam-based approach for modelling and
simulating conformal irregular scaffolds appeared as an interactive, fast, and ver-
satile procedure that can be applied in the design stage of conformal biomimetic
scaffolds for bone tissue regeneration.

Keywords: Bone Tissue Engineering · CADModelling ·Mechanical Simulation

1 Introduction

Bone tissue engineering is an emerging multidisciplinary research field that studies the
biomechanical properties of human bone tissues for reproducing and mimicking them
in personalized biomedical implants. These devices are designed and optimized for
restoring, maintaining, or improving the functionality of bone tissues in case of a severe
damage, occurring as a consequence of an injury, a disease, a congenital defect or a
surgical removal [1].

When a bone is subjected to a small fracture, colonies of healing cells can naturally
fill the fracture site and regenerate the bone tissue, but when the fracture site presents
void regions exceeding a critical size of about 2 cm, it is necessary to artificially guide the
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regeneration process [2]. This is because the cells that should generate new bone tissues
can only migrate along random paths without any supervision for shape matching, and
thus are capable of arranging themselves only in two-dimensional layers [1].

In order to correctly promote and guide bone regeneration in anatomical regions
where large defects are present, biomimetic scaffolds can be employed. They consist
in porous implants presenting conforming shapes, reproducing the void regions to fill
with new bone tissue [3]. From a physiological point of view, these support structures
represent a fundamental aid during fracture healing processes, since they behave as
artificial extracellular matrices inducing a natural osteogenesis state and a controlled
proliferation of adhered cells [1, 3].

From an engineering point of view, biomimetic scaffolds are commonly modelled as
volumetric frameworks composed by a lattice of beam elements [4]. Generally speaking,
lattice structures can be classified as regular (periodic) networks, or irregular (stochastic)
networks. In the first case the lattices are generated by the repetition of a unitary cell
containing a precise distribution of nodes and links [5]; in the second case the connections
are distributed in the considered volumes with a controlled degree of randomness and
can only be described through statistical parameters [6].

The materials employed for the realization of biomimetic porous scaffolds should
possess the adequate strength to ensure load-bearing conditions and the maximum bio-
compatibility in terms of osteointegration, osteoinduction and osteoconduction. These
are fundamental properties indicating respectively the capability of a material to create
strong chemical linkages to the fracture site, to stimulate in vitro stem cell differenti-
ation towards osteogenesis and to sustain cell growth through a series of biochemical
interactions between the scaffold and the colonies of adhering cells [7, 8].

The primary materials used for the fabrication of biomimetic scaffolds can be sub-
divided in three main categories: polymers, metals, and ceramic materials. In the first
group there are synthetic polymers as polyglycolic acid, polycaprolactone, hydrogels
or natural macromolecules based on collagen or silk. In the second group the typically
employed materials are stainless steels and titanium alloys, which ensure a reliable load
bearing, and in the third group we can find ceramic materials as hydroxyapatite (which
constitutes the higher percentage of human bone), tricalcium phosphate, aluminum or
zirconium oxides and bioactive glasses [9–11].

In more detail, hydroxyapatite can be extracted in a sustainable way from waste
compounds derived from by-products of fish industry, in particular from mussel shells,
and can be successfully processed through direct foaming techniques, in order to obtain a
porous matrix suitable for realizing conformal biomimetic scaffolds [12]. This material
was considered, in the present work, as the starting point for the structural design of
a highly biocompatible customized scaffold to be employed for the regeneration of a
severely damaged region of amandible, assumed as a case study. Theworkflow consisted
in the acquisition of three-dimensional medical data represented by a triangulated mesh
and the CAD modelling of the region corresponding to the void domain to fill with an
irregular porous structure. In a mechanical simulation environment, several structural
analyses were performed on a beam-based wireframe model in order to optimize the
geometrical parameters of the lattice for a correct load bearing in a compressive state
and to retrieve the porosity and the mean pore size, for ensuring a proper vascularization
of the scaffold [13, 14].
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2 Materials and Methods

2.1 Modelling of Conformal Shapes

The first step of the design process of the conformal biomimetic scaffold was the acqui-
sition of the geometries of a severe damage on the mandible of an injured patient.
Computed Tomography (CT) medical data were processed [15] to obtain a mesh rep-
resentation of the bones. A remeshing operation was conducted on the original mesh,
always keeping the deviations between original and final mesh within a reasonable tol-
erance. This was done to improve the general quality of the mesh and for reducing the
overall number of triangles, thus achieving a lighter manipulation of the model into the
CAD environments.

Once identified the boundaries of the fractured region, a three-dimensional CAD
model conformal to the volume to fill with a porous scaffold was generated with
Rhinoceros and Grasshopper software package, by using the bone fracture site bound-
aries as a driver for solid modelling. A freeform approach was adopted to sculpt the void
volume in space, with a subdivision-surface logic based on the Catmull-Clark algorithm
[16], as illustrated in Fig. 1.

The NURBS surface of the B-Rep model was exported to the open-source meshing
software Gmsh 4.10.5 for filling the interior with a high-quality uniform and isotropic
tetrahedral mesh, by using the Gmsh Delaunay algorithm.

Fig. 1. Principal steps for themodelling procedure to generate a conformal scaffold: a) acquisition
of themesh generated bymedical imaging; b) CADmodelling; c) creation of a conformal irregular
lattice.
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2.2 Generation of the Irregular Lattice

By using a custom script, the tetrahedral mesh was imported in Grasshopper and con-
verted into a Voronoi dual graph. Each edge of the Voronoi graph was used as central
axis for orienting the single beams and composing the lattice. The average edge length,
coincident to the average length of the beams, was equal to 1 mm. As discussed in [6,
17], this dimension was considered as suitable for modelling a scaffold mimicking a
human trabecular bone. The choice of a refined irregular topology was done for repro-
ducing the natural randomness of bone tissue and for replicating at the same time the
physics of direct foaming processes. This can be considered an advantage with respect to
the regular topologies that can be employed in current medical applications, which can
exhibit direction-dependent mechanical behaviors. Regarding the vertex valence of the
generated lattice, defined as the number of beams departing from a single node, the value
4 was measured, which corresponds to a non-degenerate Voronoi tessellation of space. It
is worthy to note that the original conformal surfaces of the CADmodel were preserved
in the lattice structure, and this is a necessary condition for enabling osteointegration of
the implant. The final results are shown in Fig. 1.

After the modelling phase of the conformal lattice, a second lattice model (com-
pression sample) with the same topology and sizing was generated, to perform a virtual
compression test and retrieve the stiffness of the lattice [18, 19]. Themodel of the scaffold
was enclosed into a bounding box and, following the same procedure described above,
this box was filled with an identical lattice. This was done for gaining an affordable
averaging during the subsequent mechanical characterization phase and for obtaining a
CAD model presenting flat boundaries, a condition that is particularly useful in simula-
tion steps. The dimensions of the compression sample were 10 × 10 × 20 mm, and the
proposed procedure is depicted in Fig. 2.

2.3 Simulation Setup

The simulation consisted in a “computer experiment”, reproducing the whole setup of
a uniaxial compression test. The main objective was to design an ad-hoc scaffold from
a structural point of view. The variable to optimize was the radius of the trabeculae, in
order to design a beam network capable of bearing a pre-defined load. The target was
to obtain an intrinsic stiffness of the lattice structure equal to the intrinsic stiffness of a
human mandible.

The first simulation phasewas the import of theCADmodel of the lattice intoAbaqus
6.14 environment, which has been treated as a “wireframe model”, i.e. a network of
one-dimensional beam elements, connected by rigid interlockings at nodes.

Regarding the boundary conditions, pin constraints were imposed to the nodes in
the lower part of the wireframe model, in order to lock their positions in space. Four
symmetry constraints were set to the nodes lying on the vertical faces of the sample,
since it was intended as a volume extracted from a wider lattice structure. A rigid plate
was created to directly retrieve the reaction forces during the virtual compression test,
and the upper nodes of the wireframe model were tied to it. In a subsequent step, a
vertical displacement of 0.25 mm was imposed to the rigid plate in downward direction.
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Fig. 2. Procedure for creating the “computer experiment”: a) bounding box enclosing the scaffold;
b) extraction of the sample for virtual compression test from the box; c) simulation setup for the
wireframe model.

The material of the trabecular structure was assumed to be hydroxyapatite extracted
from waste compounds produced from by-products of fish industry, i.e. mussel shells
[12]. The elastic constants assumed for this mussel-derived sustainable hydroxyapatite
were set equal to 35 GPa for Young’s modulus and 0.27 for Poisson’s ratio [8, 20, 21].

2.4 Structural Design of the Scaffold

To accomplish a correct load bearing condition, it was assumed as a design requirement
that the Young’s modulus of the whole scaffold should be equal to the average Young’s
modulus of human sponge bone. As discussed in [22], we assumed as a target parameter
an intrinsic stiffness of 1.37 GPa. This condition represents a good design practice for
avoiding the “stress shielding effect” and to promote load transfer to the growing bone
tissue, which must be always subjected to some mechanical stimuli to stay healthy.
If the Young’s modulus of the artificial implant exceeds that proper of the bone, the
growing tissue will be “stress shielded” and will lose its functionality [3, 23]. Since
hydroxyapatite is slowly biodegradable, during the years the newly formed bone tissue
will replace the scaffold and will gradually carry the load until establishing the natural
physiological conditions [11, 17].

A series of virtual compression tests were performed in Abaqus environment, by
varying the radius of the beams from 0.2 mm to 0.4 mm with equal steps of 0.05 mm. A
corresponding set of load-displacement curves was retrieved, and the intrinsic stiffness
of each beam network was extracted from the slope of the initial tangent of the stress-
strain curve, before entering the non-linear regime. The optimal beam sizing allowing
to obtain an intrinsic stiffness of the lattice structure comparable to the imposed target
requirement was identified.

3 Results and Discussion

All the simulation results are presented, for variable beam radii, in the graph of Fig. 3.
From this optimization emerged that the correct beam radius for the considered lattice
topology and the considered requirements is 0.32 mm. In Fig. 3 is also reported the
regression function allowing the design of biomimetic scaffolds presenting different
targets for stiffness, to be eventually employed in other anatomical districts of human
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body. The law relating the overall stiffness of the lattice and the beam radius is a cubic
law since the underlyingmechanical response is driven by flexural and torsional stiffness
of the interlocked beams constituting the volumetric framework of the scaffold.

Fig. 3. Young’s modulus of the irregular scaffold as a function of beam radius and regression
function relating the variables.

After this identification phase, a geometrical analysis was performed on the designed
scaffold, with the aim of retrieving the porosity and the pore size of the lattice. In
Rhinoceros and Grasshopper environment, the wireframe structure was converted into
a solid model presenting the identified sizing for beams. The volume of a cubic internal
region in the compression sample and the effective volume occupied by the trabecular
solid structure inside the same regionweremeasured andutilized to calculate the porosity,
defined as the ratio between the void region surrounding the solid lattice and the overall
volume of the considered region. The computed value for porosity was equal to 70%.
Then, within the same cubic region, a set of spheres was placed in the center of every
Voronoi cell and expanded until colliding to the surfaces of the trabecular solid model
[13, 18]. The pore size of the lattice structure was then computed as the average diameter
of the above-mentioned spheres, and it was equal to 1.6 mm.

The obtained results for porosity and pore size were in acceptable agreement with the
optimal ranges reported in scientific literature [13, 14, 24]. Furthermore, the beam-based
approach based on a Voronoi tessellation ensured a full connectivity between adjacent
cells, since the solid parts of the structure are concentrated only towards the beams. It is
worthy to note that connectivity is a fundamental requirement for a biomimetic structure,
in order to favor the vascularization of the growing bone tissue during regeneration. All
the design data and all the results of the proposed procedure were reported in Table 1.

In conclusion, the proposed procedure for designing a conformal beam-based scaf-
fold was: a) definition of the shape corresponding to the void region of the fracture site;
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Table 1. Design data and simulation results.

Parameter Bone Scaffold

Material HA-collagen comp. [3] Mussel-derived HA [12]

Young’s mod. [GPa] 1.37 [22] 1.37

Young’s mod. HA [GPa] 35–120 [20] 35

Topology Trabecular bone [17] Gmsh Delaunay

Vertex valence 6 [6] 4

Connectivity [%] 100 100

Trabeculae length [mm] 0.5–2 [17] 1

Trabeculae radius [mm] 0.05–0.11 [24] 0.32

Porosity [%] 70–90 [24] 70

Pore size [mm] 0.7–1.2 [14] 1.6

b) filling with an irregular isotropic lattice generated by the Delaunay algorithm; c) con-
version to a Voronoi tessellation (dual graph); d) structural simulations on a wireframe
model. The adopted procedure resulted in an effective and reliable workflow for the
structural design of conformal irregular scaffolds, because the wireframe model of the
beam network, in which the composing elements are subjected to bending and torsion
loads at nodes, can be easily studied in mechanical simulation packages, and a wide
range of results can be obtained by simply varying topological, geometrical, and consti-
tutive parameters. Therefore, the proposed procedure can be considered as an optimal
practice to be employed in the conceptual design stages of a personalized, conformal,
and highly biocompatible scaffold for bone tissue regeneration.

Acknowledgements. This work was supported by Regione Puglia under the project RIPARTI
(assegni di RIcerca per riPARTire con le Imprese), Avviso pubblico n. 3/FSE/2021, POC PUGLIA
FESR-FSE 2014/2020, Fondo Sociale Europeo.

References

1. Kundu, J., Pati, F., Shim, J.-H., Cho, D.-W.: Rapid prototyping technology for bone regen-
eration. In: Rapid Prototyping of Biomaterials, pp. 254–284. Woodhead Publishing, UK
(2014)

2. Koons, G.L., Diba, M., Mikos, A.G.: Materials design for bone-tissue engineering. Nat. Rev.
Mater. 5, 584–603 (2020)

3. Alvarez, K., Nakajima, H.: Metallic scaffolds for bone regeneration. Materials 2(3), 790–832
(2009). https://doi.org/10.3390/ma2030790

4. Boccaccio, A., Fiorentino, M., Uva, A.E., Laghetti, L.N., Monno, G.: Rhombicubocta-
hedron unit cell based scaffolds for bone regeneration: geometry optimization with a
mechanobiology – driven algorithm. Mater. Sci. Eng. C 83, 51–66 (2018)

https://doi.org/10.3390/ma2030790


478 L. Vaiani et al.

5. Boccaccio, A., Uva, A.E., Fiorentino, M., Monno, G., Ballini, A., Desiate, A.: Optimal load
for bone tissue scaffolds with an assigned geometry. Int. J. Med. Sci. 15(1), 16–22 (2018).
https://doi.org/10.7150/ijms.20522

6. Rodríguez-Montaño, Ó.L., et al.: Irregular load adapted scaffold optimization: a compu-
tational framework based on mechanobiological criteria. ACS Biomater. Sci. Eng. 5(10),
5392–5411 (2019)

7. Albrektsson, T., Johansson, C.: Osteoinduction osteoconduction and osseointegration. Eur.
Spine J. 10(Suppl2), 96–101 (2001)

8. Eliaz, N., Metoki, N.: Calcium phosphate bioceramics: a review of their history, structure,
properties, coating technologies and biomedical applications. Materials. 10(4), 334 (2017)

9. Ma, P.X.: Scaffolds for tissue fabrication. Mater. Today 7(5), 30–40 (2004)
10. Sprio, S., et al.: Composite biomedical foams for engineering bone tissue. In: Biomedical

Foams for Tissue Engineering Applications, pp. 249–280. Woodhead Publishing, UK (2014)
11. Vaiani, L., et al.: Ceramic materials for biomedical applications: an overview on properties

and fabrication processes. J. Func. Biom. 14, 146 (2023)
12. Scialla, S., et al.: Mussel shell-derived macroporous 3D scaffold: characterization and opti-

mization study of a bioceramic from the circular economy. Marine Drugs 18(6), 309 (2020).
https://doi.org/10.3390/md18060309

13. Barba, D., Alabort, E., Reed, R.C.: Synthetic bone: design by additive manufacturing. Acta
Biomater. 97, 637–656 (2019)

14. Caiazzo, F., Alfieri, V., Bujazha, B.D.: Additive manufacturing of biomorphic scaffolds for
bone tissue engineering. Int. J. Adv. Manuf. Technol. 113(9–10), 2909–2923 (2021)

15. Sun,W., Starly, B., Nam, J., Darling, A.: Bio-CADmodeling and its applications in computer-
aided tissue engineering. Comput. Aided Des. 37(11), 1097–1114 (2005)

16. Stam, J.: Exact evaluation of Catmull-Clark subdivision surfaces at arbitrary parameter val-
ues. In: Proceedings of the 25th Annual Conference on Computer Graphics and Interactive
Techniques - SIGGRAPH 1998, pp. 395–404. Association for Computing Machinery, New
York (1998)

17. Cowin, S.C.: Bone Mechanics Handbook, 2nd edn. CRC Press, US (2001)
18. Melchels, F.P., Bertoldi, K., Gabbrielli, R., Velders, A.H., Feijen, J., Grijpma, D.W.: Math-

ematically defined tissue engineering scaffold architectures prepared by stereolithography.
Biomaterials 31(27), 6909–6916 (2010)

19. Rodríguez-Montaño, Ó.L., et al.: An algorithm to optimize themicro-geometrical dimensions
of scaffolds with spherical pores. Materials 13, 4062 (2020)

20. Fiume, E., Magnaterra, G., Rahdar, A., Verné, E., Baino, F.: Hydroxyapatite for biomedical
applications: a short overview. Ceramics 4, 542–563 (2021)

21. Hamed, E., Lee, Y., Jasiuk, I.: Multiscale modeling of elastic properties of cortical bone. Acta
Mech. 213, 131–154 (2010)

22. Boccaccio, A., Lamberti, L., Pappalettere, C., Carano, A., Cozzani, M.: Mechanical behavior
of an osteotomized mandible with distraction orthodontic devices. J. Biomech. 39(15), 2907–
2918 (2006)

23. Gerhardt, L.-C., Boccaccini, A.R.: Bioactive glass and glass-ceramic scaffolds for bone tissue
engineering. Materials 3(7), 3867–3910 (2010). https://doi.org/10.3390/ma3073867

24. Renders, G.A.,Mulder, L., van Ruijven, L.J., van Eijden, T.M.: Porosity of humanmandibular
condylar bone. J. Anat. 210(3), 239–248 (2007)

https://doi.org/10.7150/ijms.20522
https://doi.org/10.3390/md18060309
https://doi.org/10.3390/ma3073867


Leonardo da Vinci’s Pendular Mill: Towards
a Physical Model for Museum’s Exhibits

Lorenzo Fiorineschi1(B) , Federico Rotini1 , and Roberta Barsanti2

1 Department of Industrial Engineering, University of Florence, Florence, Italy
lorenzo.fiorineschi@unifi.it

2 Museo Leonardiano, Vinci, Italy

Abstract. Physical or virtual models of ancient machines often play a key role
in museum’s exhibits, as well as in cinematographic works somehow focused
in technological heritage. To obtain such models, complex design activities are
required, characterized by strict co-operations among different stakeholders (i.e.
designers, historians, artisans, museum staff, etc.). In recent publications, the sys-
tematic design methods originally conceived for industrial purposes, have been
considered as valid supports also for the reconstruction of ancient machines. In
this paper, a specific systematic design procedure is applied to support the fuzzy
front-end of the process, concerning the reconstruction of a machine devised by
Leonardo da Vinci. The machine is the Pendular Mill, which is characterized by
important criticalities such as the enormous size, the complexity of themechanism,
and the missing information about key details. The result obtained in this paper
points out a set of different possibilities for the design of physical models for a
museum’s exhibit, highlighting the issues to be faced for each hypothesized direc-
tion. The obtained information constitutes the underpinning for the next planning
and design activities of a brand new model of the machine.

Keywords: Leonardo da Vinci · Systematic Design · Ancient machines ·
Technological heritage · Engineering

1 Introduction

Ancientmachines constitute one of themost fascinating attractions inmuseum’s exhibits,
aswell as in documentaries or cinematographicworks focused on technological heritage.
Indeed, virtual or physicalmodels re-built fromoriginal documents or remains of original
machines, often constitute the key elements of the exhibit. In such a context, a strict
co-operation between engineers and historians is required for the elicitation of design
requirements, and to perform the design activities needed to obtain the reproduction of the
original machine. As for usual engineering projects, the activity of designing models for
ancient machines can benefit from the application of systematic approaches capable of
guiding the designers from the definition of the first set of information to the final design.
Accordingly, the same procedural (and iterative) steps of systematic design processes
also characterize the design of models of ancient machines. By considering the well-
known methods, and related definitions, proposed by Pahl and Beitz [1], the mentioned
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steps can be resumed in the clarification of the design task, the conceptual design, the
embodiment design and the detail design of the model. During the clarification of the
task, the designer (or the design team) operates by eliciting the information required
to formulate both objectives and constraints that pave the way for the design process.
In the conceptual design, the building blocks needed to implement each function of
the system are conceived and combined together to obtain a set of preferred concepts.
In the embodiment design step, the preferred concepts are developed in terms of size,
materials, and performances, usually by exploiting Computer Aided Engineering (CAE)
tools. Then, in the detail design, each single part of the system is defined in depth, and
the production documents are provided.

This paper is focused on the task clarification step, within the specific context of the
interpretation of ancient documents and the identification of the requirements for the
design of museum models of ancient machines. In this case, the difficulties are twofold
as, on the one hand, the design of models of ancient machines can be assimilated to a sort
of re-design of an existing device, while, on the other hand, the available information
is often fragmented and ambiguous. For these reasons, the stakeholders involved in this
kind of activities (e.g. designers, historians, museum staff, manufacturers, etc.) are asked
to face complex design issues by relying only on fragmented technical information. In
particular, it is often difficult to identify the main functions that the machine (or part
of it) was actually designed for, how it originally implemented the functions, and how
it was intended to be manufactured (i.e. in terms of both materials and technological
processes).

The machine considered in this paper was originally conceived by the well-known
Italian polymath Leonardo da Vinci, who designed a plethora of different devices for
a high variety of purposes [2, 3]. Sometimes, da Vinci realized quite detailed drawings
and provided some textual information, which have been useful for reproducing a model
of the original device (e.g. for the hydraulic saw [4]). Generally, Leonardo produced
comprehensive illustrations about the devised machines, also suggesting alternatives for
specific parts intended to be used to build the whole system [3]. However, the inter-
pretation of Leonardo’s sketches can often be not self-evident, since the early design
undergoes successive integrations or even corrections (e.g. for the textile machines [5]).
In other cases, except for the presence of rough sketches, the information is almost
completely missing (e.g. for the Delta Wing [6]).

Theobjective of theworkdescribed in this paper is to obtain thefirst set of information
needed to plan the reconstruction of a specific machine devised by Leonardo da Vinci,
i.e. the Pendular Mill (see Subsect. 2.2). In particular, a tailored systematic procedure is
considered, which has been recently proposed to support some critical tasks involved in
the reconstruction process of ancient machines [6].

In Sect. 2, a description of the Pendular Mill is reported, according to the original
sketches and notes of Leonardo. In the same section, the methodological approach is
also described, and the steps considered in this work are highlighted. In Sect. 3, the
results are presented, while Sect. 4 is dedicated to discussions and conclusions.
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2 Materials and Methods

2.1 The Pendular Mill

In the renaissance era, the importance attributed to the research of novel sources of
motion was relevant, as demonstrated by the number of different attempts that can be
found in the documents of coeval engineers. For example, Francesco di Giorgio Martini
conceived many milling systems where horses or humans were exploited as a source of
motion, as can be seen in the Codex Ashburnham [7].

However, the interest toward the pendular mill of Leonardo is motivated by the
originality of the solution proposed by the inventor, which is different from any other
alternative proposed by coevals (e.g. wind mills, human-powered mills, animal-powered
mills, etc.).

Leonardo in the Codex Atlanticus, folio 170r, represents the device (see Figs. 1 and
2). In Fig. 1, an early sketch of the system is provided. It was probably a first sketch
made by Leonardo during the idea generation process, since the representation is very
rough and approximate. Some textual notes are reported in the lower part of the sheet
but are not referred to the mill. Indeed, the notes are focused on the hydraulic system
represented near to the pendulum.

The information provided in Fig. 2 is more detailed and precise as well as the graph-
ical representation. Indeed, thanks to this second representation, it has been possible to
understand how Leonardo intended to realize (at least in term of working principles) the
key part of the system.

The overall machine is a mill to produce wheat flour, which is intended to use a
standard (for the era) rotational milling system. The concept, however, exploits a weird
source of motion, i.e. a pendulum. Leonardo provided quite detailed information about
dimensions and weight of the pendulum:

• Length: 30 “braccia” (or arms) intended here with the value considered in the
renaissance era at Florence (i.e. about 0,583 m [8]).

• Weight: 20000 “Libbre” (or libbers), intended here with the value considered in the
renaissance era at Florence (i.e. about 0,3395 kg [8]).

According to the information above, it is then clear that the sketches in Figs. 1 and
2 are not in scale. Indeed, the length of the pendulum, from the center of the oscillating
mass to the center of the oscillating gear, is actually intended to be more than 17 m.

The weight of the oscillating mass (detail “d” in Fig. 2), converted in current units,
is about 6800 kg.

An escapement (Detail “a” in Fig. 2) applied to two semi-gears is intend to allow
the inversion of motion of the pendulum (see Detail “c” in Fig. 2), by preserving the
same rotational direction for the mill. In addition, in order to “charge” the system (i.e. to
move the mass of the pendulum in the starting position), a manual winch is considered
(Detail “b” in Fig. 2).

In the detail “e” of Fig. 2 another device is reported, constituted by a sort of lever.
Leonardo reported as it follows:

“Quando la pietra percote la contralieva a, tira indietro la lieva b”.
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Which can be translated as it follows:

“when the stone hits the counter lever a, it pulls back the lever b”.

No additional information is reported about this detail, which actually constitutes
the most ambiguous part, among those represented for the system.

Fig. 1. Early sketch of the Pendular Mill of Leonardo da Vinci (Codex Forster I, folio 46r) [9].
The sketch is highlighted in red.

2.2 The Methodological Approach

In order to manage the different activities, from the planning of the task to production
of the production documents, a schematic representation of the whole design process is
considered. More specifically, the work described in this paper has been started by con-
sidering the systematic procedure recently proposed by Fiorineschi, Rotini and Barsanti
[6] (see Fig. 3).

The first step of the process aims at analyzing the information available in the original
documents. A preliminary set of technical data should be extracted for first discussions
about the feasibility of the model.

In the second step, historians and designers are expected to identify the type and the
fidelity level [11] of the model to be designed. Indeed, it can be possible to reproduce
the system by using the technologies of the specific era (e.g. for high fidelity models),
or to rebuild the model by exploiting modern technologies and materials.

In the third step, the technical analysis of the documents is performed to extract all
the available information about each detail of the system (e.g., the purposes expected for
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a

b

c

d

e

Fig. 2. Detailed sketch and description of the Pendular Mill of Leonardo da Vinci (Codex
Atlanticus, folio 170r) [10]. The key elements of the system are indicated with letters.

Steps considered in this 

work

Unstructured passage

Structured passage

Fig. 3. Schematic representation of the systematic design procedure tailored for the reconstruction
of ancient machines [6]. See Table 1 for the description of each step. The steps considered in this
work are highlighted in red.

the designed artifact, the exploited energy types, the environment in which the device
was expected to work, etc.).

The fourth step is devoted to the identification of the set of the main functions
implemented by the ancient artifact. In particular, it is necessary to identify the functions
that the system is expected to implement.
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Table 1. Steps of the systematic procedure represented in Fig. 2.

Step number Description

1 Preliminary analysis of the documents

2 Task clarification

3 Technical analysis of the documents

4 Main functions identification

5 Required information available?

6 Compilation of the Problem-Solution-Network

7 Solutions comply with requirements?

8 Selection of the preferred solutions

9 Embodiment design of the overall system

10 Does the system work or appear as expected?

11 Next steps (e.g. detail design, rendering, animations, etc.)

The fifth step considered in this work is a verification, which is used to verify if the
available information is sufficient to proceed with the subsequent design steps (i.e. the
conceptual design, the embodiment design and the detail design).

3 Results

The results obtained for each step are resumed here in the following paragraphs.
Concerning Step 1 (see Fig. 3), the information available in Fig. 2 reveals in a suffi-

cient way how the systemwas intended towork. Except for the details of themechanisms
and the form of the structure that was intended to host the machinery, Leonardo has pro-
vided quite detailed data (i.e. the transmission rate, the weight, the length, and some
reference to materials). Actually, the role of a part of the system is not explained (i.e.
the detail “e” in Fig. 2), but similar issues are often present when facing this kind of
activities.

Concerning Step 2 (see Fig. 3), after an in-depth reflection performed by engineers,
historians and museum staff, it has been decided to consider the possibility of reproduc-
ing the machine with a high fidelity physical model. Due to the enormous dimensions
considered by Leonardo, a scaled version is obviously needed. In a first hypothesis, a
provisional encumbrance has been established to a volume spanning from 2 m3 to 6 m3,
with a surface area spanning from about 1 m2 to 2,5 m2. The use of wood and forged
iron (for metal parts) is required for the key parts of the mechanism, in order to obtain
the desired fidelity level. For this reason, the hypothesis of an automated demonstra-
tive model has been discarded, due to the low probability of obtaining a high-fidelity
escapement systemwith a reasonable durability. Another reason resides in the additional
complexities (and costs) related to safety requirements.

The in-depth technical analysis performed in Step 3 highlighted the criticalities that
need to be carefully considered in future design activities. More precisely, it seems that
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the most complex part to be reproduced (as expected) is the escapement system for the
inversion of the motion. However, the available representation reveals sufficient indica-
tions about its functioning, but it is difficult to understand if the suggested system will
work as expected. The analysis of the ambiguous detail “e” in Fig. 2 left both historians
and engineers with no exhaustive explanations for the moment. Several hypotheses can
be made concerning the hosting structure. Perhaps, the systemwas intended to be hosted
in a tower-like structure, which could be made by bricks and stones, or even by wooden
trusses (e.g. like the structures conceived to attack bastions in war). In Step 4 (see Fig. 3)
the main functions of the model to be designed have been identified as represented by
the simplified IDEF0 diagram shown in Fig. 4.

Fig. 4. Simplified IDEF0 diagram about the main functions identified for the system to be
reproduced.

In the verification performed in the fifth step, therefore it emerged that the following
set of information is still missing:

• The function implemented by the detail “e” in Fig. 2.
• The form of the hosting structure
• The actual dimensions of the mill
• The actual rotational speed of the mill
• Details about the mechanisms and the rest of the “milling plant” (e.g. bearings)

4 Discussions and Conclusions

The work presented in this paper applied the systematic design procedure to the early
steps of the process related to the development of a high fidelity physical model for a
museum. In particular, the fuzzy front-end of the process has been faced to provide a
first provisional definition of the design task. The subsequent steps of the considered
process revealed that some doubts are still present, which need to be carefully faced
before starting the design activities. In particular, it is necessary to understand which



486 L. Fiorineschi et al.

function actually implements the device represented in the detail “e” of Fig. 2. An in-
depth analysis of other documents from Leonardo and his coeval is needed in order to
search for similar devices (if any), hopefully providing exhaustive information.

Concerning the hosting structure, it is important to decide whether it will be con-
sidered in the model or not, and in the first case, which kind of structure should be
considered. Indeed, a wooden structure could be reproduced with real wood, while in
case of a stonework structure, additive manufacturing technologies could be considered
for convenience. Concerning details like bearings and other parts of the mechanisms,
Leonardo conceived many variant of them (some of which already reproduced by the
Museo Leonardiano), as reported in the same codex, as well as in other ones. Therefore,
designers can consider them as “on the shelf” components in the future design activities.
Concerning the escapement system, i.e. the most complex part to be designed for the
model, further analysis are needed. Most importantly, it is necessary to discuss with the
manufacturer about the possibility of realizing certain details by preserving the required
fidelity level. This kind of discussion, however, is expected to be performed during the
conceptual design process.

The impact expected for this work is first for society. Indeed, if the model will be
manufactured and exhibited, people would have the possibility of observing this device
of Leonardo, probably for the first time (as far as we know, this particular machine has
never been reproduced at a high fidelity level). Another important impact is also expected
for academia since design-science scholars. Indeed, this experiencewill demonstrate that
engineering design methods born for the industrial field could be successfully applied
also for improving the understanding of ancient technologies according to the historical
context. Concerning historians, the data presented in this paper would allow them to
perform independent studies about this device. Future developments of the works consist
in the successive steps of the considered process, i.e. in designing the model across the
three procedural stages usually acknowledged as conceptual design, embodiment design
and detail design.
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Abstract. In motorsport applications the adoption of a Computational Fluid
Dynamics (CFD) simulation is a well-established practice. This analysis is
very useful to understand and optimize the aerodynamics performance of the
prototypes.

By means of specific algorithms it’s possible to define one or more control
parameters and so changing the geometry of the fairing to optimize an engineering
value.

These algorithms are largely used in other fields such as the hydrodynamics
one but they are not largely used in motorsport, especially in motorcycles.

The motorcycle considered in this study is a prototype participating in the
Moto2 World Championship, the middle class of the MotoGP World Champi-
onship.

Starting from tests, carried out in the wind tunnel, a baseline model was firstly
created to get a correlation between experimental and numerical results and so
used for a subsequent process of shape optimization. With the main objective
of reducing the overall drag, a set of control points was defined on the existing
geometry to deform the surface of the front fairing. These points have been used
by the optimization algorithm to find the shape that reduces the overall drag.

The optimized geometry made it possible to obtain the desired drag reduction.

Keywords: CAE · CFD · Aerodynamics ·Motorsport · Shape Optimization

1 Introduction

In the latest years Computational Fluid Dynamics (CFD) simulations have become an
important tool to optimize the aerodynamics performance of vehicles and motorcycles.

CFD simulations are now more accessible, due to the development of computers
with more calculation power and the relatively lower price of high-performance Central
Processing Units. In motorsport, CFD is used to study both internal aerodynamics [1]
or external aerodynamics [2]. In four-wheel prototypes, CFD simulations have been
realized to improve the downforce [3], to study the influence of the front or rear wing [4]
and to characterize the wake [5]. In motorcycles, these simulations techniques became
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more used in the recent years, it can be seen by the implementation of winglets in the
fairing started in 2016. In the traditional aerodynamic designworkflow, principally in the
categories lower or equal than Moto2 championship, the teams test multiple solutions
in the wind tunnel to select the most effective fairing or winglets. This procedure is
time consuming and it is principally based on the experience of the team. The range of
solutions that can be used are limited by the time and the costs. A method that can help
to find new design solutions quickly and reliably is the shape optimization exploiting
results from CFD simulations. Optimization algorithms have always been employed for
ergonomics and structural optimization [6–13] and in the recent decades they have been
used also for fluid-dynamics purposes [14–18], but rarely in motorsport applications.
Utilizing optimization algorithms, an initial geometry is defined, along with the editable
parts and the parameters to be optimized. The solver subsequently generates the optimal
geometry, resulting in less computational resources and time used. A new designmethod
is proposed, which consists in three different phases. The first phase is an experimental
one, it consists in wind tunnel testing with a standard aerodynamic package. In the
second phase, a correlation between the experimental data and the numerical results is
reached. In the third and last phase, an algorithm calculates the optimal geometry and
performs a simulation to extract the aerodynamics coefficients. These coefficients, due
to the correlation work realized, can be compared with the original ones. If the results
determine a good improvement, the optimized geometry can be realized and only the
final design is manufactured avoiding the effort required by realizing different solutions
and testing it one by one in the wind tunnel.

2 Materials and Methods

2.1 Original Geometry

The original geometry of the motorcycle was given by the manufacturer, which partic-
ipates in the Moto2 Championship. The rider was modelled in Siemens NX and it was
positioned on the motorcycle using the handlebars, the footrests and photos of the real
rider in the aerodynamic position on track as guidelines. The overall length L (1960mm),
the maximum height H (2420 mm) and the maximum width W (550 mm) will be con-
sidered during the creation of the control volume. In CFD analysis, the control volume
is a region of the space which encloses the flow domain of interest (Fig. 1).

Fig. 1. Main dimensions of the motorcycle-rider assembly.
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2.2 Wind Tunnel Setup

The wind tunnel tests were carried out at the “Raffaele Balli” wind tunnel in Perugia,
which has an open-loop configuration (Fig. 2).

Fig. 2. Layout of the wind tunnel (on the left, all dimensions in mm) and measurement system
setup (on the right).

The testing chamber is placed at the endof a convergingduct,which allows to increase
the flow velocity. The square section of the testing chamber is equal to 4.84 m2. The
diffuser then slows down the air flow and has an outlet section of 7.29m2. Themotorcycle
during the wind tunnel tests is positioned with the wheels on the corresponding scale.
To maintain the motorcycle in position, the rear wheel is constrained with a wheel stop
bracket. When the airflow impacts the motorcycle, the flow increases the downforce on
the front, determining a bigger value of weight on the front scale and a lower value on the
rear scale. Differential measurements are performed through the two scales positioned
in the floor of the testing chamber to evaluate the aerodynamic coefficients (Fig. 2).

2.3 CFD Simulation Setup

2.3.1 Computational Domain and Boundary Conditions

The fluid domain considered in the simulation is represented in Fig. 3. The overall length
of the block is 8L, distributed in 2L between the Velocity inlet 1 and the motorcycle and
5L between the motorcycle and the Pressure outlet. The height is 2H, while the depth is
7W. These dimensions were obtained from previous experiences of correlation studies
in the “Raffaele Balli” wind tunnel.

Fig. 3. Control volume and boundary conditions.
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The velocity inlets are defined with a constant velocity of 160 kph along the x-
direction (see Fig. 3). The pressure and density values in the control volume are set
according to the values registered in the testing chamber during the run in Perugia (see
Table 1).

Table 1. Atmospheric condition registered in the testing chamber.

Measured quantity Dimension Value

Air pressure Pa 98852.664

Air density kg/m3 1.104

2.3.2 Mesh and Turbulence Model

The control volume has beenmeshedwith a trimmed cell mesher. The transition between
the outer cells and the surface of the motorcycle has been realized with the prism layer
mesher. The first layer of cells in contact with the motorcycle have a dimension of
0.1 mm, then cells grow in 8 layers to the dimension of the cells in the Motorcycle
Refinement Block (20 mm). The background mesh has a dimension of 120 mm, while
in the Wake Refinement Block the dimension is 40 mm (Fig. 4).

Fig. 4. Trimmed cell mesh with dimensions in the refinement blocks.

The chosen turbulence model, due to its robustness and reliability in this type of
applications, is the Realizable Two-Layer k-ε. This model is based on the Standard K-
Epsilon model, a two-equation model that involves transport equations for the turbulent
kinetic energy k and its dissipation rate ε. The Realizable variant contains a transport
equation for the turbulent dissipation rate ε which has been proposed by Shih et al.
[19]. This model is substantially better than the Standard K-Epsilon model for many
applications because it has a better treatment of anisotropy, which is important for flows
with strong streamline curvature and it has an improved stability due to an implemented
limiter that prevents unphysical results. The Realizable Two-Layer k-ε model combines
the Realizable k-ε with the two-layer approach (which accepts mesh with y+ values of
around 1 or values between 30 and 500).

2.4 Optimization Workflow

The CFD analysis was carried out on Simcenter STAR-CCM+. An integrated module,
the Adjoint Solver, has been used for the optimization problem. The Adjoint Solver can
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predict the influence of one or more input parameters on the aerodynamics coefficients
calculated by the simulation. In an adjoint analysis, a steady state simulation is realized
with an initial mesh: this simulation is referred to as primal. In the primal simulation, the
design parameters and the relationships between them and the resultingmesh are defined.
When the solution of the primal simulation is obtained, all the reports are generated.
An adjoint cost function is defined, and it corresponds to the engineering objective to
optimize. In this case the cost function is related to the overall drag report.

Once the primal simulation is completed, the optimization process starts and follows
the steps described in the diagram reported in Fig. 5.

Fig. 5. Optimization loop.

This iterative process goes on until the mesh deformation doesn’t influence
significatively the results of interest.

Themesh ismodified through themovement of the points on the intersection between
the front fairing and the symmetry plane. These points can move along x and z, so the
displacement is symmetrical. After every iteration, the solver evaluates the change in
the cost function derivative and move the points of the mesh (Fig. 6).

Fig. 6. Control points on the symmetry plane.

3 Results and Discussion

3.1 Wind Tunnel

Among all the values registered during the run in the wind tunnel, the most important
ones to evaluate in this study are the Drag Force and the Drag Coefficient. These values
will be compared with the ones calculated by CFD to validate the model (Table 2).

3.2 Baseline CFD Simulation

The Drag Force and the Drag Coefficient calculated by CFD are reported in Table 3.
The differences between the numerical and the experimental values are possibly due to



CFD-Driven Shape Optimization of a Racing Motorcycle 493

Table 2. Values registered in the wind tunnel run.

Measured quantity Dimension Value

Drag Force N 251.392

CD · A m2 0.227

a combination of different factors. Some of these could be due to the real motorcycle
having some geometrical differences with the CAD model or due to the positioning
of the rider in the wind tunnel not being exactly corresponding to the position of the
CAD model of the rider. Though, it must be said that even wind tunnel tests can involve
experimental errors. Precisely measuring aerodynamic forces on a motorcycle can be
a technical challenge, and measurement errors or interferences can occur, affecting the
results.

Table 3. Values calculated by CFD.

Measured quantity Dimension Value � with experimental results

Drag Force N 264.991 + 5.13%

CD · A m2 0.225 -1.01%

The pressure distribution on the fairing and on the rider is reported in Fig. 7 from
the frontal view. There are three main overpressure areas: the surface of the radiator, the
inlet of the snorkel and the helmet of the rider. The first two areas are designed to work
in overpressure conditions, while the helmet of the rider is in overpressure due to the
shape of the fairing, which doesn’t cover it. The goal is to minimize the drag produced
by the helmet to reduce the overall drag keeping the same pressure in the other two
overpressure zones.

Fig. 7. Absolute pressure distribution on the original model (a), optimized model (b) and
displacements of the optimized front fairing windshield (c).
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3.3 Optimization

The optimizer reduced the drag, with the main goal of reducing the resistance caused by
the interaction between front fairing and helmet. In Fig. 7a is represented the pressure
distribution with the original fairing. It can be seen in Fig. 7b that the overpressure on the
helmet is highly reduced with the new fairing and this is majorly caused by the appendix
on the top that deviates flow around the rider.

Figure 7c shows the displacements of the mesh, in particular the optimized shape
has an appendix on the top that goes outwards for 16 mm, while the middle part goes
slightly inwards if compared to the original surface.

The percentual drag reduction is reported in Fig. 8a.

Fig. 8. Streamlines comparison.

The algorithm takes 5 steps until the drag reduction stabilizes at 2.01%. Supplemen-
tary computational effort would be not justified by a significative change in the drag
value. The overall CD · A obtained after the optimization is 0.220: comparing this value
with the starting one reported in Table 3, a reduction of 2.24% is obtained.

In Fig. 8b the streamlines with the original fairing and the optimized one are com-
pared. The flow doesn’t impact anymore with the helmet as in the original case but it
follows the curvature of the new appendix to go around it, reducing the drag.

4 Conclusions

The front fairing of a Moto2 prototype was optimized using an algorithm implemented
in Simcenter STAR-CCM+. The goal was to optimize the drag reducing an unwanted
overpressure zone on the helmet of the rider. After defining a set of control points on the
symmetry plane, the algorithm modified the mesh in 5 iterations. Typically, in several
days of work in the wind tunnel on the whole motorcycle, obtained CD ·A reductions go
from 1% to 5% [20]. In this study, a 2.24% of CD · A reduction was obtained working
only on the front fairing and without having to pay for days of testing in a facility. Thus,
the drag reduction achieved through the optimization process focused solely on the front
fairing is an important result because it provides further evidence of the importance
that CFD (Computational Fluid Dynamics) is gaining in the development of racing
motorcycles. This applies both to achieving a more efficient development workflow
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and to containing the costs associated with wind tunnel rentals and equipment. The bio-
mimetic appendix generated in the optimization process can be tested on the prototype by
adding it to the existing fairing or replacing the plexiglass. This process can be extended
to optimize other parts of the fairing or the air intake and exhaust system performance.
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Abstract. Environmental sustainability, greenhouse emissions, and air pollution
reduction are among the major drivers for the electrification of the transport and
mobility sector. In this regard, industry and academia have started developing elec-
trified solutions for the off-highway industry, but it comes with high development
costs. Modeling and simulation can greatly help system-level design but building
the mathematical model of an entire machinery is not trivial. In this regard, using
physics-based industrial-oriented modeling software like Simscape can simplify
it, especially for small niche manufacturers, which usually have lower resources.
In this paper, an electrified material handler is modeled using Simscape. The main
movements of the machinery are compared with experimental data, and a good
match is found for hydraulic pressure and flow. Even if the modeling of other sub-
systems is needed formore in-depth and accurate analysis, the paper already shows
howmodern industrial-oriented modeling software can be used to model complex
subsystems and to get sensible results. Taking advantage of transient-state system
design is indeed key to better assessing energy consumption and getting at a better
overall system design, even for small and niche manufacturers.

Keywords: Electrification ·Modeling · Simulation · Off-highway machinery

1 Introduction

The United Nations Sustainable Development Goals [1], as well as the increasingly
stringent regulations on air quality and internal combustion engine (ICE) emissions, [2,
3] are clear examples of how environmental sustainability, greenhouse emission, and air
pollution reduction are pushing for a more sustainable transport and mobility sector.

To this end, electrified passenger vehicles have already proven to be practical solu-
tions [4], andmany different electric and hybrid cars are available to end users. However,
within the transport and mobility sector, there is also the off-highway machinery indus-
try, which greatly differs from the automotive one. The tasks of these self-propelled
machinery go indeed far beyond the transportation of people or goods, such as har-
vesting, digging, material lifting, external equipment power supplying, and many more
[5].
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In this context, different manufacturers have been presenting prototypes, minimum
viable products, and some final products [6–8], which is especially true for small battery
electricmachinery [9]. Small machinery have indeed lower energy-intensive duty cycles,
and it is more likely that they are used in urban contexts, warehouses, or niches where
pollution and emissions are a direct threat, like greenhouses [10].

The smaller the niche, the smaller is usually the company manufacturing the spe-
cialized machinery. In many cases, due to the limited size of these companies, they work
more as system integrators thanOriginal EquipmentManufacturers (OEM), thus, budget
and timeframe are usually restricted.

Modeling and simulation are important resources for system designing to reduce
costs, although building the mathematical model of entire machinery is not trivial.
Indeed, it usually requires extensive knowledge of advanced mathematics.

In this paper, after a brief overview of the market and challenges for off-highway
machinery electrification, a completely physics-based model of an electrified hydraulic
material handler is created using MathWorks Simscape and compared to experimental
data. The model is created using data found among datasheets, received by the manu-
facturer, or found in the literature, and Simscape components are filled with these data.
A simplified CAD model is imported into Simscape, and much attention is given to
the modeling of the hydraulics. The main movements of the material handler are then
compared with experimental data and a good match is found for both pressure and flow.
Finally, future works and improvements are presented.

2 Market and Challenges

Electrified machinery are usually more expensive to purchase with respect to ICE-
powered ones, especially due to the high cost of battery packs and high-voltage equip-
ment, but, because they can potentially reduce operating costs, their Total Cost of Own-
ership (TCO) can get competitive in the long term, as shown in [11]. Nonetheless,
reasonable upfront costs are key to convince early-adopter clients.

Retrofitting traditional internal combustion enginemachinery is a common approach:
the original diesel-based power source is replaced by hybrid or totally electric powertrain
with similar power, such that hydraulic system and actuators can remain the same. This
relation is clearly visible in the Fig. 1, where it is shown that many battery-electric
excavators and related ICE versions have very similar power-to-weight ratios [10].

Taking advantage of modeling and simulation is another smart approach to lower
development costs, and it is exploited especially by the automotive industry. It can
indeed exploit the presence of standard duty cycles, commercial software and libraries,
and considerable scientific literature. However, due to many different machinery archi-
tectures and sizes, subsystems, duty cycles, etc., modeling and simulation of off-highway
machinery is extremely challenging [12]. Any off-highway machinery can potentially
be modeled using a data-driven and/or a physical modeling approach, but both need
extensive knowledge of advanced mathematics, especially when considering non-linear
domains.

To simplify this process, an industrial-oriented modeling software like Simscape
offers libraries of pre-modeled components to be filled with technical data, such that to
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avoid the writing or the modeling of complex differential equations, but this software is
not broadly used in industry and academia for off-highway machinery.
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Fig. 1. Power-to-weight ratio of ICE excavators and battery-electric excavators. [10]

3 Methods and Tools

3.1 Hydraulics Material Handler

The modeled machinery is a 14ton material handler, the M15 produced by Officine
Minelli s.r.l, which is a small specialized off-highway machinery manufacturer. The
mechanical structure of this machinery is visible in the Fig. 2a, which is useful to show
the main components of the machinery, as well as the nomenclature used throughout the
paper. Intuitively, the mechanical structure is similar to an excavator, and so it is also
its duty cycle. Indeed, the main duty cycle of a hydraulic material handler is based on
the movements of boom, stick, and turret. The orange peel grab is the most common
end-effector for the machinery sold by the manufacturer, but different end-effectors can
be mounted upon request. In Fig. 2b the two angles of main importance alpha and beta
are clearly represented.

The M15 is usually powered by a diesel engine connected to the main pump of the
hydraulic system, and all the linear and rotational actuators are moved by hydraulics.
Hydraulics, one of the main subsystems of the machinery, is commanded by the operator
inside the cab and it relies on the load-sensing system logic/architecture.

The electric version of the same machinery is retrofitted from the diesel version:
the diesel powertrain is replaced by an electric motor and a lead acid battery pack, but
the mechanical structure is identical, as well as the hydraulics and actuators. While the
introduction of an electric motor brings more flexibility in control and energy manage-
ment of the machine without increasing excessively the upfront cost, the battery pack
causes a big fraction of the higher cost of the entire machinery.
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(a)

(b)

Orange peel grab

Stick

Boom

Cab

Upper carriage

Undercarriage

Fig. 2. Minelli M15 hydraulic material handler: substructures names (a), relevant angles of the
arms (b).

3.2 Testing

To get experimental data from the machinery, two pressure sensors and two flow sensors
are installed at the outlet ports of the main pump and of the directional control valves’
manifold. These signals aremanaged by a data logger and sent to a PC used as acquisition
system. The same PC also receives torque and frequency signals from the driver of the
electric motor, as well as battery current and voltage (data are synchronized by means of
a digital synchronism signal). A simplified scheme of the acquisition system is shown
in the Fig. 3.

Different tests are performed, with or without an external load, at low or high motor
speed, and with single or multiple actuator movements.

Pressure, flow and angular position of the arms during a run at low speed (1500 rpm)
and no external loads are reported in the Fig. 6. At the beginning of the run the two arms
are fully extended, and then they are lowered and raised one after the other.

3.3 Modeling

As visible from one subsystem in the Fig. 4, a simplified CAD model of the M15
is realized with SolidWorks and it is imported into Simscape. While the kinematics
perfectly reproduces the ones of the real machinery, the values of masses, centers of
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Fig. 3. Simplified scheme of the acquisition system.

mass, and moments of inertia are imported from a full assembly of the machinery and
logged into the components using a MATLAB script.

As already said, also the hydraulic system of theM15 ismodeled on Simscape. Pump
and actuators aremodeled by simply relying on technical data fromdatasheets sent by the
manufacturer, while the modeling of the hydraulic valves requires more iterations and a
profound understanding of the system. The variety of Simscape’s hydraulic components
is indeed limited and they can’t represent every possible real valve, so some layout
variations are needed and Simscape components must be properly connected to simulate
a behavior as close as possible to the real one. For instance, a four-way post-compensated
load sensing valve component does not exist among any Simscape library, so it is realized
by combining multiple variable orifices with the related valve actuators.

Furthermore, the inputs and outputs of Simscape component can’t be varied, as well
as the data to fill out and characterize them. Regarding this latter need, as visible in
the Fig. 5, a modeling tool is realized to translate the orifice-flow and orifice-pressure
characteristics provided by the supplier to the spool-orifice characteristic requested by
Simscape valve components. Behind the user interface, aMatlab script is used to compute
the spool-orifice relation, while a Simscape model simulates a hydraulic bench test to
ensure that the computed characteristic replicates the ones given by the supplier. This
digital bench test takes into consideration both the intake flow “PA” and the outlet flow
“BT” on the single distribution valve, while the load is composed of a simple linear
actuator, whose cylinder ratio (ratio between cap side A and rod side B) can be varied
by the user.

Regarding the electric system, a simple PI controls the dynamic and the torque of
the electric motor by matching a constant input velocity, while a 0th-order equivalent
circuit model simulates the battery.
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Fig. 4. General overview of the model of the machinery.

Fig. 5. Modeling tool for the spool of the directional control valve.

4 Results

The comparison between simulation and experimental data is visible in the Fig. 6. The
model follows the behavior of the real machinery, apart from the low flow situation,
where there is a constant bias caused by the minimum sensitivity of the flow sensor.

As previouslymentioned, the real hydraulic systemand the onemodeled onSimscape
are not identical: some components are indeed simplified, some secondary ones are
missing, and some behaviors are recreated with slightly different hydraulic components,
this causes many of the differences visible in the Fig. 6. For instance, around t = 45s,
the stick’s actuator correctly reaches its end of stroke, but in the real system there are
compensation valves that are not included into the model, therefore, pressure and flow
are slightly different. Similarly, the absence in the model of a hydraulic accumulator
causes the different behavior around t = 50s.

The overall power consumption of the movements of the two arms is then well
replicated, and in Table 1 four useful performance indexes of the model are visible: the
average error e, the standard deviation σ , the Integral Average Error IAE and its mean
over time IAE. In particular, this latter value shows how the average power over the cycle
differs by only about 2.08 kW.
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Fig. 6. Comparison of experimental data (dashed line) and simulation (solid line).

Table 1. Performance indexes of the model: e average error, σ standard deviation, IAE Integral

Absolute Error, IAE average of Integral Absolute Error.

e σ IAE IAE

0.50 3.21 66.08 2.08

5 Conclusion and Future Works

In this paper, an electrified hydraulic material handler is modeled on Simscape by only
means of data found in datasheets, in literature or given by the manufacturer, and no
complex equations are explicitly written while creating the model. The equations are
indeed implicitly compiled by the software, greatly simplifying the modeling process.
The simulated movements of the two main arms are compared to experimental data,
and a good match is found between the two. Some differences are present due to the
simplified hydraulic system, but the power consumption is very similar and compliant
with experimental data.

The paper shows that physical-based industrial-oriented modeling and simulation
software can be of great help for the system design of machinery, especially if retrofitted
from an existing one, which is also shown to be common practice in industry. By eval-
uating the performance in a simulated environment, better system design choices can
be potentially carried out for the selection of the electrified powertrain components, not
relying only on steady-state analysis. Besides, with a more in-depth model, it would be
possible to investigate and compare different control strategies.
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Abstract. The development of an Autonomous Underwater Vehicle (AUV) is
driven by careful design choices in order to obtain the best trade-off between
mission performance and cost. Currently, several companies provide off-the-shelf
solutions for a wide variety of operational scenarios offering highly modular sys-
tems. This allows users to customize theAUV integrating custompayloads tailored
for specific applications. The factory customization has a strong impact on time
and resources due to significant precautions to be taken. In particular, some design
constraints must be respected for the mechanical integration ensuring, at the same
time, the overall neutral buoyancy of the module to preserve the final trim of
the AUV. Therefore, without a careful approach during the design phase, the risk
of impairing the integrity and operation of the AUV could be high. This paper
describes a design methodology for the proper development of custom payloads
aimed to be integrated in AUVs. The proposed methodology has been applied in
the manufacturing of a custom payload that has been integrated in the AUVX-300
of Graal Tech s.r.l. The methodology results as a useful tool for AUVs customiza-
tion by providing detailed guidelines for the development of specific payloads for
a wide range of applications.

Keywords: Autonomous Underwater Vehicle ·Modular Payload Design ·
Balance Identification · Shape Optimization

1 Introduction

Applications of Autonomous Underwater Vehicles (AUVs) are rapidly spreading across
a broad spectrum of underwater operations including oceanographic surveys, demining,
pipeline monitoring and bathymetric data collection [1]. Most of these operations have
been taking advantage of the versatility of commercially available systems, which is
certainly a good option in terms of cost effectiveness [2]. Nevertheless, as user demands
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for specific applications becomemore stringent, the integration of dedicated components
into the AUV becomes necessary. This aspect determines great customization effort,
specially at factory, leading to a significant increase in delivery time and cost. However,
the adoption of a modular approach in AUV design, as outlined in numerous works
[3–5], can help mitigate these issues. This approach provides significant benefits in
terms of adaptability to specific demands and product variety [6], facilitating the AUV
customization for various applications. Although customization of AUVs is possible, it
is typically constrained to specific manufacturers and their respective AUVmodels, with
no universal methodology that can be applied to customize all underwater vehicles. This
limitation arises due to the inherent complexity of customization, specifically the need to
carefully consider precise physical constrains dictated by the mechanical characteristics
of each AUV.

Neglecting a systematic approachwhen customizing anAUVcan lead to a substantial
increase in development effort, resulting in delays and higher costs. Hence, it is essential
to include a methodical approach during the design phase, conducting a comprehensive
analysis of the overall characteristics and their influence on the performance of the
system [7].

In this context, the paper proposes a design methodology aimed to the development
of custom payloads to be integrated in AUVs. The description of the individual steps
of the methodology are presented in Sect. 2. Section 3 describes the application of the
proposed methodology for the manufacturing of a custom payload for the AUV X-300,
the evolution of Folaga AUV [8] manufactured by Graal Tech s.r.l. The results shows
that, applying the proposed methodological approach, the manufactured payload has a
minimal impact on AUV trim and navigation while reducing at the same time the overall
cost and development resources.

2 Methodology Description

The proposed methodology for payload development is represented by a flowchart as
shown in Fig. 1. The diagram depicts the overall manufacturing process for developing
the custom payload. For each step several design choices are driven by specifics con-
strains to be respected, dictated by the mechanical and electrical characteristics of the
AUV involved in the customization.

2.1 System Layout and Requirements

The shape and dimensions of the payload depend on the electronics that need to be housed
in specific compartments; therefore, a preliminary analysis of the overall hardware
requirements and dimensions is necessary.

The payloadmay consist of dry orwet compartments. In particular, dry compartments
involve a hull housing of chosen length to accommodate electronic boards, sensors, bat-
tery packs and computer systems. Wet compartments encompass rearranging the hull
module through protrusions or attaching a flooded external module to the hull. These
compartments are designed to accommodate underwater sensors (Doppler velocity log,
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Fig. 1. Methodology flowchart description

acoustic systems, etc.) ensuring their functionality and impact protection. Addition-
ally, the flooded external module should feature complementary carters to facilitate the
integration of the payload in the AUV.

2.2 Mechanical Design

After defining the customized system, the next step is to proceedwithmechanical design,
carefully evaluating technical choices to mitigate critical aspects related to the harsh
underwater environment. These choices include meticulous material selection, ensur-
ing watertight sealing, and housing battery packs to guarantee reliability and safety.
In this context, referring to guidelines provided by reputable associations such as the
International Marine Contractors Association (IMCA) [9] and the American Bureau of
Shipping (ABS) [10] can serve as valuable references for best practices.

A key consideration in the mechanical design is the shape of the payload, as it
should not compromise the AUV navigation performance. Typically, AUVs have a tor-
pedo shaped body with a circular cross section. Thus, the shape of the payload must
conform to and align with the main body, ensuring seamless integration. This integra-
tion process is facilitated by using a male-female coupling system located at the end
caps of the cylindrical modules. If strict conformity cannot be achieved, appropriate
design consideration should be made to minimize resistance, especially in the case of
protrusions or, in general, wet compartments. In particular, wet compartments need to be
preliminary faired to reduce the drag, and the presence of asymmetric side protuberances
has to be avoided to prevent asymmetric drag that could hinder AUV operation.

The external module must provide protection for the components and enough free
space for foam or ballast integration, which is essential for payload balancing.

To ensure efficient hardware installation and maintenance, it is crucial to provide
a dedicated internal chassis for organizing the hardware. One of the key considera-
tions during this process is the reduction of electromagnetic interference (EMI) [11]
by strategically placing sensitive hardware components away from potential sources of
noise.
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In terms of thermal management, it is important to locate electronic boards with high
operating temperatures close to components that have direct contact with water. This
arrangement promotes effective heat dissipation by utilizing water as a cooling medium.
Additionally, it is recommended to position heavy components, like battery packs, at
the bottom of the chassis. This arrangement effectively lowers the center of mass of the
payload, resulting in improved stability for the AUV during navigation.

The internal chassis must also include an internal ballasting facility to effectively
compensate for any imbalances of the payload before the integration in the AUV.

The final 3D CAD model of the custom payload has to be developed based on the
aforementioned considerations. A static simulation is essential to assess the mechanical
strength against hydrostatic pressure at the maximum operational depth. Additionally,
thermal analysis could be performed to evaluate dissipation performance and assess the
average temperature of the internal hull module during the operation.

2.3 Buoyancy Analysis and Foam/Ballast Computation

The custom payload must achieve balance when immersed in seawater. Hydrostatic
simulations need to be conducted to evaluate its current balance and make necessary
adjustments to ensure stability. This may involve integrating ballast or foam in the
payload to achieve neutral buoyancy.

The position of the center ofmass (CW) and the center of buoyancy (CB) significantly
impact the static stability of the payload. It is necessary to align the CW and CB as
vertically as possible to prevent instability caused by nonzero moments. Furthermore,
maintaining metacentric stability is crucial for the payload to withstand inclinations
caused by disturbances in heave, roll, and pitch [12]. The stability of the AUV relies on
maintaining the metacentric height within an acceptable range, between 0 and 5 mm.
By staying within this range, the AUV can avoid exhibiting excessive stiffness when
subjected to external disturbances, thereby preserving its maneuverability performance.

Upon these considerations, it is necessary to calculate the total volume of foam and
ballast required to achieve neutral buoyancy for the payload. If there is a significant
imbalance in the payload, a considerable amount of foam and ballast may be needed,
which may potentially results in integration difficulties. Therefore, it is crucial to review
the mechanical design to address and minimize this imbalance effectively.

2.4 Hydrodynamic Assessment and Optimization

The presence of protuberances and external modules introduces an asymmetrical shape
of the payload, which has a significant impact on AUV performance due to the increased
drag. Therefore, an hydrodynamical assessment is essential to predict the dynamic
behavior of the customized AUV under specific operating conditions.

Computational Fluid Dynamics (CFD) analysis provides a powerful tool for quanti-
fying the hydrodynamic effects on theAUVafter customization; in fact, it offers valuable
insights for optimizing the payload shape, mitigating any adverse effect.

The CFD analysis involves using a precise 3Dmodel of the customizedAUV. Special
attention should be given to the generation of the flow field mesh around the AUV and
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the definition of the boundary conditions such as flow velocity and pressure. Numerical
simulations solve the Reynolds-Averaged Navier-Stokes (RANS) equations [13] witch
describe the flowmodel. A k-ε turbulencemodel could be employed tomake the equation
set closure, enhancing prediction of AUV hydrodynamics [14]. Result analysis includes
the visualization of the fluid flow around the AUV, the generation of the pressure maps
and the evaluation of the resistant forces and moments. These analyses provide crucial
insight of the overall performance during operation.

After analysis, it is necessary to perform payload optimization to minimize hydro-
dynamic resistance. This is achieved by selecting geometric variables that precisely
describe the shape of the protuberances and external modules. Computing the optimal
values for these parameters is essential to further refine the payload shape, resulting in
performance benefits. The determination of these optimal values is guided by specific
requirements, mechanical constraints, and objectives of the payload design.

2.5 Manufacturing and Final Calibration

After design assessment, the payload components can be manufactured. However, the
integrity of the hull module should be verified using a hyperbaric pressure test prior to
its mechanical integration in the AUV.

Finally, an additional calibration step in controlled environmentmust be performed to
compute the mismatch between the simulated and actual AUV trim. During calibration,
additional ballast or foam shall be integrated to compensate any mismatch keeping the
overall trim parameters of the AUV unchanged.

3 Experimentation

The presented methodology has been applied for the customization of the X-300 vehicle
fromGraal Tech s.r.l., a torpedo-shaped AUVmade up of a pair of carbon fiber cylinders
connected to two terminating wet sections, with a maximum operational depth of 300
m [15] (Fig. 2).

Fig. 2. AUV X-300 from Graal Tech s.r.l.

Following the methodological approach, the payload layout was designed starting
from the hardware/software requirements defined to fulfil specifics AUV missions. In
particular, a dry compartmentwas designed for accommodating an IMUXsensMTi-300,
two CPUs Raspberry Pi 4, and an acoustic modem USBL Seatrac X150. Moreover, a
wet compartment was designed for integrating aDoppler Acoustic Log (DVL)NavQuest
Micro 600 and a Multibeam Sonar from Norbit.
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After the finalization of the system layout, as shown in Fig. 3a,b, a mechanical design
of the payload was conducted using Solidworks® 3D CAD software. Specifically, the
payload consists of two main assemblies: the cylindrical hull and an external belly-like
module. A dual configuration is presented to ensure system interoperability. The hull
module (Fig. 3c) maintains the X-300 external diameter and includes bottom support for
integrating an external flooded module. Inside the hull module, a longitudinal chassis
composed of two planar plates is included for hardware arrangement. Special considera-
tion was given to arranging noise sensitive sensors and high temperature working CPUs.
The hull features a wet extensions for integrating the USBL, with a custom designed sad-
dle to ensure proper sealing at the required depth. The external part is characterized by
two complementary carters that provide impact protection for the compact sensors.Addi-
tionally, side wings were designed to offer further protections for the WBMS external
protrusions.

Fig. 3. On the top the payload dual configuration. On the bottom the hull module with electronics
arrangement (c) and static pressure analysis (d).

Finally, a static pressure simulation was carried out on the hull module, as shown in
Fig. 3d, to evaluate the payload structural integrity at the maximum specified depth.

Fig. 4. On the left the buoyancy arrangement for DVL-WBMSpayload configuration, on the right
the ballast arrangement for the only DVL-configuration.
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Subsequently, buoyancy analysis was performed on the 3D assembly to assess the
balance and the trim of the vehicle. In particular, Solidworks® software was used due to
its capability of providing accurate physical data of the materials, making it a powerful
tool for achieving the desired payload balance.

The weight and final buoyancy were calculated by assuming material homogeneity
for both payload configuration, aiming to evaluate the overall imbalance of the payload.

The volume of foam and ballast was determined and integrated in the payload as
depicted in Fig. 4, to achieve the required system balance. HCP 50 material [16] was
selected for the foam since it has the same operational depth of the AUV X-300.

For the shape optimization of the external module, a CFD simulation was conducted
using the FlowAdd-ins module of Solidworks®, analyzing the hydrodynamic properties
of the customizedAUV. In particular, Fig. 5 shows the fluid flow and pressure distribution
surrounding the payload inDVL-WBMS configuration. The results indicate the presence
of a compression dysfunction resulting from the pressure difference on the external
module.

Fig. 5. On the left the fluid flow, on the right the surrounding pressure distribution.

Figure 6a,b depict the manufacturing process of the custom payload and the subse-
quent mechanical integration. The integrity of the hull module was verified through an
hyperbaric pressure test at 30 bars, which corresponds to a depth range of 300 m.

The external module was manufactured by Stereolithography (SLA) 3D printing
using the Somos EvoLVe 128 material, a durable stereolithography material with high
strength and durability properties [17].

Figure 6c showcases the final calibration step for the AUV, conducted in saltwater, in
onlyDVL configuration to verify the achievement of the neutral configuration. A slightly
positive imbalanced with a mismatch of approximately 80 g was observed during the
calibration. However, this mismatch was deemed tolerable within the methodology and
was rectified by adding additional ballast in the AUV. In general, the acceptable degree
of mismatch within the methodology depends on the available free volume capacity for
compensation using ballast or foam.
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Fig. 6. The payload manufacturing (a) (b) and the final calibration step performed (c).

4 Conclusions

The paper has proposed a design methodology for the proper development of custom
payloads aimed to be integrated in AUVs. Specific design tricks have been provided for
each step of the methodology, aiming to design and integrate these additional modules in
the AUVs without affecting their trim. An application of the proposed methodology has
been described for the customization of the AUV X-300. The results shown the effec-
tiveness of the proposed methodological approach developing a specific reconfigurable
payload for the required purposes.

Future development will focus on strengthening the presented methodology while
additional experimentation will be carried out at sea to assess AUV trim and balance.
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Abstract. Cryomodules for high-energy physics experiments are complex assem-
blies based on superconductive cavities aimed at particle beam acceleration. The
assemblies are composed ofmany fragile andweak components, which are assem-
bled in clean room environments and under a vacuum. Thus, a high risk of damage
during transportation occurs, leading to huge costs in repairing and re-assembly
both from an economical and timing point of view. For this reason, specific fixtures
are designed to guarantee the safe transportation of cryomodules, named trans-
portation tooling. These devices act as a mechanical filter, mitigating the vibration
coming from road asperities. The key components of the transportation tooling
are the wire rope isolators, which are compact and reliable nonlinear springs that
provide stiffness and damping to the structure. This paper focuses on the numerical
simulation of a cryomodule during transportation by exploiting a finite element
and multi-body mixed approach. Two different models for the wire rope isolators
are compared: the conventional linear spring-damper model, based on data pro-
vided by the manufacturer, and a purposely developed nonlinear model (enhanced
Bouc-Wen), based on experimental characterization of the springs.

Keywords: Cryomodule transportation ·Wire rope isolators · Vibration
suppression · nonlinear vibrations

1 Introduction

Road transportation of complex large fragile items is a challenging topic and transporta-
tion tools, to be installed on commercial trucks, are designed for this sake. Due to the
high complexity and cost of the structures to be transported, the experimental tuning of
the transportation tool must be reduced or, ideally, avoided. Hence simulation tools have
to be developed to numerically reproduce the dynamics and the stress of the transported
goods. In the existing literature, several papers have been published focusing on differ-
ent aspects of transportation analysis. Some papers investigate the qualitative analysis
of damage during the transportation of fragile items [1–4], while others measured the
on-road acceleration of truck loading beds under various operating conditions [5–7].
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Additionally, certain papers, develop multibody models to predict the acceleration and
vibration levels of vehicles, passengers, and transported goods [8–10]. Lastly, some
papers discuss the structural analysis of vehicle components during transportation [11,
12].

A representative case study in this field is the transportation of the SSR2 cryomodule
in the framework of the PIP-II (Proton Improvement Plan-II) project carried out at
Fermilab. PIP-II is a proton driver superconducting linac that exploits five different
types of Superconducting Radio Frequency (SRF) cavities: half wave resonator (HWR)
[13], 650 MHz multicell cavities (LB650, HB650) [14] and 325 MHz single spoke
resonators (SSR1, SSR2) [15]. The SSR2 cryomodule has been developed by upgrading
the previous design of the SSR1 prototype and will face internal transportation inside
Fermilab facilities during the assembly stage. A Transportation Tool (TT) has been
designed by the authors in previous activities [16] to transport the SSR1 prototype,
and experimental tests demonstrated its capabilities in successfully filtering out road
asperities. Simulations were performed in a multi-body environment, using a reduced
order model for the flexible parts, and validation was carried out based on the data
acquired during the preliminary transportation of dummy loads. Originally, the shock
absorbers installed in the TT, i.e. wire rope isolators (WRI), were modeled using lamped
stiffness and damping, exploiting the manufacturer’s specification. Actually, laboratory
tests showed that the non-linear Bouc-Wen model [17] was more suitable to reproduce
the WRI characteristics. For this reason, in this research a numerical model of SSR2
was developed to assess if the existing TT is still effective in vibration mitigation for
SSR2 cryomodule. The main novelty of the research consists in the application of the
nonlinear WRIs model to the study of cryomodule transportation, and in the systematic
comparison of the results obtained with the linear and nonlinear model of theWRIs. The
numerical model of the cryomodule is presented in Sect. 2, along with the experimental
characterization of the selected WRIs. Section 3 shows the results of the simulation
carried out by applying to the model the inputs of a previously recorded transportation
history. Finally, Sect. 4 discusses the comparison of the results obtained modelingWRIs
as linear constant stiffness and damping or based on the nonlinear Bouc-Wen model.

2 Cryomodule Numerical Model

The estimation of the TT performances allows for assessing the filtering capabilities of
the fixture. In particular, in this research, the TT designed for the transportation of the
SSR1 cryomodule [16] is analyzed and adapted for the transportation of the cryomodule
SSR2.This latter cryomodule has similar dimensionswith respect to the previous version,
but exploits some innovative design solutions concerning the insertion of the strongback
into the structure. Thus, it is mandatory to check if the TT is still valuable for the
transportation of SSR2, or if some changes are needed (e.g. different WRIs model or
locations). To this extent, the numerical analysis of different configurations can help to
choose the best solution. Previous research activity demonstrated the effectiveness of a
mixed FE-MB approach in this simulation field. The main subassemblies are modeled
through FE analysis, and the results are exported through the Craig-Bampton reduction
method to be imported into an MB model. The full assembly is then prepared in the
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MB environment, by adding the interconnections and, most importantly, the wire rope
isolators.A full description of both theFEand theMBmodels is provided in the following
sections. The model aims to compare different modeling strategies for WRIs, and to
estimate the TT filtering capabilities for SSR2. Firstly, the simple conventional linear
spring-damper model will be analyzed by using the WRIs parameters provided by the
manufacturer (the device specification provides a reference value for static and dynamic
stiffness and damping). Secondly, a nonlinear model specifically developed for WRI
simulation will be exploited. The model is an enhanced version of the Bouc-Wen model
[17], and the parameters are obtained through an experimental campaign on the actual
WRI. The simulation effort aims to compare the results obtained with the same model,
and the same input, by only changing the WRI modeling strategy.

2.1 FE Model

The cryomodule’s FE model is divided into seven main parts. The vacuum vessel
(4922 kg and 53738 shell elements) consists of a cylindrical shell in carbon steel. The
vessel shell is closed at the upstream and downstream sides with endcaps. The strong-
back (788 kg and 52247 shell elements) consists of an aluminum alloy extrusion bolted
to two carbon steel parallel rails and stiffened with two stainless steel I-beams. It lies
inside the vessel to sustain the support posts (i.e. cavities supports). The thermal shield
(306 kg and 88898 shell elements) is composed of sheets of different aluminum alloys
connected with bonded connections. It aims at reducing the heat loads by providing ther-
mal intercepts and stopping radiation from room-temperature components. The structure
is connected to the aluminum rings of the support posts. To increase the stiffness some
bumpers are introduced between the thermal shield and the vacuum vessel. The support
posts (27 kg and 11341 brick elements each) are composed of a G-10 tube and different
plates of aluminum and stainless steel. They sustain the cavities, the solenoids, and the
thermal shield, and they are attached to the strongback with bolted connections. The
cavities (158 kg and 72354 shell elements each) are divided into two parts, the actual
niobium cavity and the helium vessel composed of stainless steel. The solenoids (35 kg
each) are modeled as a point of mass since they are bulk and simple structures. Cavities
and solenoids are used to control the particle beam. The two-phase pipe (118 kg and
610702 shell elements) is composed of stainless steel tubes connected by bellows to
allow thermal deformation and by threaded roads (modeled as beams) to enhance the
stiffness. The vacuum vessel, thermal shield, strongback, and support posts are com-
bined into a single sub-model while the cavities and the two-phase pipe are exported
on their own. The solenoids will be modeled within the MB model as lumped masses.
The transporting tool’s FE model was split into two parts that will be connected in the
MB model: the inner frame (1330 kg and 63541 brick elements) that is attached to the
vacuum vessel, and the outer frame (1340 kg and 38912 brick elements) that will be
connected to the loading bed of the vehicle used for transport. The development of FE
model must be developed considering the limitation imposed by the reduction method.
First, all contacts should be bonded using the MPC formulation since other types of
connection, such as joints, are not compatible with the reduction procedure (i.e. gener-
ation of modal neutral files, MNF). The aim is to minimize the number of MNF files to
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reduce the MB model computational time, since few larger MNF files rather are com-
putationally more efficient than many smaller ones. To reduce the size of the MNF files
the shells element were used every time possible, and the geometry was defeatured. The
points reduction procedure requires the definition of interface points (i.e. master nodes)
in all the locations where loads or connections are to be defined in the MB model. Thus,
a remote point was defined in the needed locations. The more remote points that are
added, the bigger the MNF file will be. During the creation of the MNF files, all modes
in a range between 0 and 150 Hz have been considered.

2.2 MB Model

TheMBmodel was developed by linking the various MNFs together. All the constraints
can be applied to the interface points defined in the FE model through remote points.
Most of the connections are defined through the fixed constraints, which are used to
interface all the cavities and solenoids with the support posts, the cavities and the two-
phase pipe, the vessel and the two-phase pipe, and the vessel and the inner frame. Each
cavity is imported as an MNF and then made rigid into the Adams model, to represent
its inertia properties with a low computational cost. The solenoids are modeled as rigid
bodies. The vessel, thermal shield, strongback, and support posts are imported as a
single MNF and connected with the inner frame, the cavities, the solenoids and the
two-phase pipe with fixed constraints. The two-phase pipe has been imported as a single
MNF file. The TT was divided into two MNF connected with the WRIs, which were
modeled in two different ways. The first is using linear springs, considering a spring
constant of 5.02e+05 N/m in the main direction and of 2.49e+05 N/m in the transversal
directions, and a damping coefficient of 6000 Nm/s in all the directions. These values
were provided by the manufacturer, with reference to dynamic conditions. The second
way is a nonlinearmodel, considering the actual behavior of theWRIs. Here the values of
the forces applied to the inner and outer frames are calculated using a dll file created with
Matlab Simulink. The Simulink model is an input/output model, where the inputs are the
displacement and the relative velocity between inner and outer frames, and the outputs
are the values of the force (along the three directions). The Simulink model implements
the BW equations using the constant parameters obtained from the experimental tests
(described in the following section). Once one dll file is created, it can be used for every
WRI in the MB model, provided that the inputs and outputs are defined consistently.
Then six variables were created for everyWRI, computing the relative displacement and
velocity between the inner and outer frame as inputs. Three variables were defined as
outputs of the controls, being the forces generated by the WRIs.

2.3 Wire Rope Experimental Characterization

The determination of the numerical values of the BW model parameters requires a
specific experimental campaign. One of the adopted WRI (M32-850-08-[H]-B, IDC
Shock &Vibration Isolation Products) was purchased and tested by exploiting hydraulic
actuators along its three main directions as shown in Fig. 1(a). More details about the
testing setup are presented in [17]. Since it was proven that the WRI behavior does not
depend on deformation speed [18], a quasi-static test was performed by overlapping a
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large amplitude deformation cycle with small amplitude deformation loops in the higher
load region, to improve the description of the displacement speed sign reversal. An
optimization algorithmwas adopted to retrieve the constant parameters of the BWmodel
from experimental data, by nonlinear least square fit. To validate the effectiveness of the
derived parameters in representing the WRI behavior, independent vibration tests were
performed by sinusoidal and random excitation of the spring. The comparison between
experimental and numerical data confirmed that the computed model can represent the
WRI behavior, as shown in Fig. 1(b).

(a) (b)

Fig. 1. WRI test along the axial direction: (a) test setup and (b) model results.

3 Numerical Results

Two simulationswere performed, onewith the linear springs and onewith theBW imple-
mentation. The excitation was applied to the outer frame, as an imposed displacement
of three points of the outer frame. The data used in the simulation were gathered during
the experimental transportation of the SSR1 cryomodule. Even if SSR1 and SSR2 are
not identical, their main dimension and layout are comparable, thus SSR1 data were
considered representative of realistic road transportation conditions. The vertical accel-
eration of the inner frame at the WRIs location was considered the simulation output. A
transportation time of 60 s was considered, with a step size of 0.00125 s.

The results obtained with both the linear and the nonlinear model of the WRIs
are reported in Fig. 2, in terms of vibration acceleration in the frequency domain. The
region 0–60Hzwas highlighted in the graph, since it contains the highest contributions in
terms of road asperities excitation. The black line refers to the outer frame acceleration,
i.e. the road excitation. The red line is referred to the inner frame acceleration with
the linear model, while the green curve is referred to the nonlinear model. As can be
noted, both models feature a high response level in the frequency range lower than
5 Hz. These peaks are due to the excitation of rigid body motion of the structure (i.e.
inner frame and cryomodule) bumping on the WRIs, thus in this region, a response
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amplification is observed. Since no internal resonances of the cryomodule are excited at
these frequencies, these peaks are not considered dangerous for the assembly.

Fig. 2. Comparison between the linear and nonlinear model of the WRIs. (Color figure online)

Additionally, both models present a relevant vibration supression in the high-
frequency range, i.e. above 20 Hz. This is due to the mechanical filtering effect of the
WRIs, which reduces the excitation coming from the truck, thus avoiding the excitation
of internal resonances of the cryomodule. Discrepancies can be noted between the two
models in the range of 5–20 Hz. The linear model drastically attenuates the contribution
above 5 Hz, thus representing an ideal behavior of the mechanical filter. On the other
hand, the nonlinear model shows worse filtering performances in the range of 5–10 Hz,
where the input peaks are almost not attenuated. Nevertheless, the filtering effect is
evident in the range of 15–20 Hz, where the input peaks are reduced even if in this fre-
quency region many modes of the cavities are predicted in the cryomodule model. These
discrepancies are due to the different representations of the WRIs stiffness and damping
of the two models. The linear model filters out almost completely all the contributions
above a specific cutting frequency, thus overestimating the filtering capabilities of the
TT. On the other hand, the nonlinear model provides a more conservative estimation of
the TT performance, which is not able to completely suppress the vibration at higher
frequencies. Anyway, both linear and nonlinear models demonstrate that the designed
TT is still able to attenuate high-frequency vibrations, thus being suitable for SSR2
transportation. To assess which model provides the more realistic estimation, experi-
mental transportation of the SSR2 cryomodule should be performed. Nevertheless, it is
worth noting that previous experimental results obtained on SSR1 cryomodule (which
is similar to SSR2 and can then be considered significant to this analysis) highlighted
that some response peaks of the inner frame could be visible in the range of 10–20 Hz,
in agreement with the BW model (i.e. green line in Fig. 2).



520 T. Aiazzi et al.

4 Conclusions

The present paper investigates the comparison between two different modeling strategies
for thewire rope isolators, which are the key components in transportation tool design for
cryomodules during on-road handling. A mixed finite element-multi body approach was
adopted to obtain a transient simulation of a complex assembly in reasonable computa-
tional time.This approach,which has alreadydemonstrated to be effective in this research
field, allows for rapidly compare the results of different configurations. In particular, the
TT designed for the SSR1 cryomodule was adapted to fit the SSR2 cryomodule, and
the WRIs behavior (which impacts the filtering performance) was simulated with two
different approaches: linear spring-damper model and nonlinear enhanced Bouc-Wen
model. In the first case, the properties are retrieved by the component datasheet, while
in the second case, the properties are retrieved by a specific experimental campaign.
The two models (which only differ for the WRIs implementation) were used to simulate
a time history experimentally measured during SSR1 transportation. The accelerations
measured at the truck loading bed were applied as an input in the model, and the accel-
erations at the inner fame were monitored. The results showed that the conventional
linear spring-damper model overestimates the TT filtering capabilities, since the cry-
omodule’s response at higher frequencies results almost canceled. On the other hand,
the nonlinear model provides a more reasonable estimation of the filtering capabilities,
since high-frequency components results attenuated but not completely erased from the
response. These results are in line with the findings obtained for experimental transporta-
tion of SSR1. Further research development consists of the experimental validation of
the proposed models, to be performed on SSR2 cryomodule after assembly completion.
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Abstract. Nowadays, the high competitiveness in the global market
pushes companies to pursue innovation with the aim of reaching prof-
itable results. Even if the adoption of Model-Based System Engineering
(MBSE) as an innovative approach for robust design is rapidly spread-
ing in companies, there is still a lack of collaboration between system
engineers involved in the requirements management and architectures
modelling, and designers of specific systems. For this reason, the present
work aims to better connect the system description process with the
solving process through the adoption of specific SysML diagrams during
preliminary design steps. A direct connection between requirements and
design parameters is proposed by means of a well-defined process that
fits into the wider V-Model for system development. The whole process
enables (i) the rapid development of new models focusing on the connec-
tion between requirements and parameters, (ii) tracking of the designing
process as well as (iii) the evaluation of performance requirements. This
approach is applied to a case study of the Thermal Management Sys-
tem for a hybrid-electric aircraft, focusing on enabling the connection
between system description and system development.

Keywords: Model-Based Systems Engineering (MBSE) ·
Requirements Management · Parametric Analysis · Sizing Modelling
Framework · SysML

1 Introduction

The current trend for technological innovation, combined with a global market
increasingly demanding, push production requirements and the need for new
competitive products towards the adoption of innovative and integrated design
processes. The Systems Engineering (SE) for systems development is spreading
within this context since it promotes robust design for complex systems [1]. On
another hand, SE as an approach still has potential improvement widely studied
in scientific literature [2]. Especially, the concept of V-Model [3] is adopted as the
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basis for designing process compliant to SE. Special attention is given to design
in the last stage of V-Model where a transition from conceptual representation
to modelling is a critical aspect with potential loss of information and rising of
non-compliant models.

However, since the top-down design process intrinsically included in SE posi-
tions the design phase after the architecture definition, the complexity man-
agement through a structured system decomposition [4] allows increasing the
system preserving control and supervision. Indeed, the design definition process
looks at technical solutions for abstract elements stated in logical architecture
and defines their characteristics at different levels of detail. Therefore, system
analysis supports the decision-making process at each level of design through
the adoption of modelling as stated by MBSE. Furthermore, as Pahl and Beitz
[5] divide the design process into three steps which are still relevant today i.e.,
conceptual design, embodiment design and detailed design, physical modelling
should be better detailed to consider the increase of information during the mod-
elling. Considering that the first stage of design is “sizing”, it involves the setting
of parameters, constraints, and their relations to produce systems performances
that will meet requirements. However, since very often design models appear
before the architectures are defined, it occurs the bridge between the two stages
of the system development process is not established. This gap could lead to
errors, loss of time due to redesigns and a lack of tracking requirements that
need to be verified and validated continuously.

In [6], the authors fill the gap between representative tools and simulation
tools by means of Parametric Diagrams of SysML (System Modeling Language).
SysML, as a general-purpose graphical modelling language, is widely adopted by
MBSE practitioners. It is made up of graphical notations with specific meanings
that allow the construction of several diagrams with different modelling purposes.
In particular, SysML supports system analysis through a Parametric Diagram,
where “constraint block” represents a set of equations, with parameters to be
analysed [7]. The resolution of these equations is exploited for both dimensioning
and trade-off. On the same trend, Yvars et al. [8] characterize the sizing task in
the design process by translating it into a constraint satisfaction problem. Given
the logical decomposition of a system, the needs are modelled as equations relat-
ing design variables, behaviour variables and performance indicators associated
with system components. However, traceability between logical architecture and
sizing elements is not established. On the other hand, Bagdatli et al. [9] pursue
the goal of traceability by using constraint blocks of SysML language. Bijam et
al. [10] adopt SysML parametric diagram for the formalization of requirements
and constraints enabling their verification during the system development pro-
cess. Leserf et al. [11] also adopt the SysML parametric diagram to set model
variants and to prepare the trade-off analysis by means of objective functions.

The present work aims to contextualize the aspects highlighted in the related
works through a development process as a bridge between the generation of
architectures and system design. We want to make the sizing process the natu-
ral continuation of system architecture development, giving value to the latter
as a starting point for the design process together with the requirements. The
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proposal pushes toward an innovative approach for (i) rapid development of new
models focusing on the connection between requirements and parameters, (ii)
tracking of the designing process and choices alongside RFLP (Requirements,
Functional, Logical, Physical) and (iii) the evaluation of performance require-
ments connected to the System of Interest (SoI). Indeed, anchoring global param-
eters from a System of Systems (SoS) to requirements and external constraints
of SoI by means of Validation Criteria, enables parametric modelling not only
about physical models but also about symbolic representations on a high-level,
before implementing technical solutions on design.

2 MBSE Design Framework According to V-Model

The proposed approach relies on V-Model for Systems Engineering with the
descending branch of system decomposition performed through the RFLP mod-
elling method. The current proposal distinguishes the design phase into a prelim-
inary design (PD) and a detailed design (DD) (see Fig. 1). Both phases embed
the set of modelling activities that support the design at different levels of detail.
Since the sizing model is commonly used during the preliminary design phase,
its parametric nature allows for pursuing the goal of better integration with
the logical architecture model. For this reason, the proposed framework intro-
duces the parametric analysis besides the logical one with the aim to (i) prepare
the basis for numerical sizing (in preliminary design), (ii) enable the connec-
tion with requirements and elements of logical architecture at the same level
of system decomposition and (iii) pose the basis for stakeholder requirements
definition at the next lower level. Parametric Analysis aims to define a sizing
frame for functions. To this purpose, a set of items is introduced to define the
frame and trace the sizing process. The output of this analysis is exploited for
verification and validation according to the Preliminary Design stage. At higher
levels, system elements are still black boxes that become new systems of interest
if they cannot be immediately implemented and need to be deepened at lower
levels. The sizing modelling and parametric analysis at a higher level support
the derivation of new stakeholder requirements at a lower level allowing systems
decoupling. Consequently, three cycles of Verification and Validation are pro-
posed. The first one relies on preliminary design results or sizing, the second one

Fig. 1. Multi-level V-Model for Preliminary Design, Detailed Design and Implementa-
tion of Physical Modelling.



MBSE for Performance Analysis 525

follows the detailed design or performance design, and the last one comes after
the hardware/software implementation.

The designing process that executes the proposal follows six stages alongside
descending and ascending branches of V-model, expanding the common version
by means of intermediate steps and recursive cycles. In the following, the main
stages are introduced and argued:

1. Context: analysis of the SoI goals and interaction. It is composed of:
(a) Requirements Analysis: elicitation of needs, constraints and requirements,

from Stakeholders Requirements to System Requirements.
i. Stakeholders Requirements: problem-oriented issues about stake-

holder needs connecting to validation criteria.
ii. System Requirements: solution-oriented issues about “how the system

shall work”.
(b) Validation criteria are specifications needed to instantly verify Stake-

holder Requirements and assure system performance compliance.
2. Behaviour: analysis about all actions the SoI shall carry out, given the require-

ments analysis. It can be executed by means of:
(a) Operational Analysis to define actions and sequence of operations the SoI

shall perform.
(b) Functional Analysis to define the functions the SoI shall implement to

achieve the required purpose.
3. Architecture: logical representation of elements belonging to the SoI, with

ports, interfaces, properties and flows. It is composed of two stages:
(a) Logical Analysis and decomposition of the System to define the sub-

systems and components that implement the functions.
(b) Logical Architecture to define relations among subsystems and compo-

nents and their interactions (i.e., ports, interfaces, connections).
4. Parametric: preliminary analysis about the sizing of the SoI (inputs, outputs

and parameters) where functions are intended as a black box. It is composed
of:
(a) Parametric Analysis to identify functions as a black box and global and

local parameters to contextualize the sizing frame.
(b) Attributes definition to relate parameters to Stakeholder Requirements

and Validation Criteria.
5. Design: Physical Modelling for preliminary and detailed design, as well as

implementation.
(a) Preliminary and Sizing Design to estimate values for features and param-

eters as internal parameters and outputs towards other systems.
(b) Detail and Performance Design to perform advanced modelling for

dynamics simulations to evaluate how the system performs.
6. Post-processing: Verification and Validation process connected to Stakeholder

Requirements:
(a) Verification process is related to post-processing and assures that SoI

executes what is established respecting system requirements.
(b) Validation process poses attention to stakeholder requirements, assuring

the SoI executes what stakeholders request.
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3 Use Case: Thermal Management System of Electrical
Motor on a Hybrid Aircraft

This section presents a case study of a system dedicated to the disposal of heat
and control of the temperature of a heat source (i.e. Electrical Motor) installed on
a hybrid aircraft. The SoI is a Thermal Management System (TMS) that keeps
the temperature of the heat source within a certain range, by giving heat to a
heat sink (i.e. external air) by means of a coolant mass flow. The coolant (fluid
used as heat transfer) passes through the heat source, increases temperature,
and releases heat to a secondary fluid towards a heat sink. Therefore, since the
thermal power passes from the heat source to the heat sink, the context has a
fundamental role in the design and defines possible design choices that lead to
the development of the final architecture. According to the purpose of the paper,
the case study is used for the definition of the problem and context, as well as
for tracking of validation criteria. However, the modelling and sizing stage of
SoI is out of the topic of this work. Therefore, only a few stages of the proposed
workflow (Sect. 2) are highlighted: Logical and Parametric Analysis of the SoS
where SoI is inserted and Requirement Analysis of the SoI during the step into
the lower level. The development process starts with the analysis of the context
where the TMS works. Figure 2a and Fig. 2b illustrate the logical architecture
and the parametric network of the SoS. Logical Architecture defines ports and
flows of the SoI, whereas Parametric Diagram specifies inputs and outputs for
sizing. Given the low Technology Readiness Level adopted, and since this system
interacts only with the heat source and heat sink, a simplified architecture is
reported. Logical Architecture and Parametric Diagram provide the context;
Stakeholder Requirements and Validation Criteria are used by the designer to
develop and validate the SoI.

Fig. 2. (a) Simplified Logical Architecture of Aircraft (SoS) and (b) Parametric Dia-
gram at Aircraft level

TMS takes as inputs a coolant flow mass rate with a certain temperature
and shall provide the same mass flow rate with updated thermodynamics con-
ditions. In this application, TMS collects air mass flow rate from the external
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environment as a heat sink. Once considering the design of a specific system,
all information is not needed, but just the context it belongs, and information
exchanged, such as heat power produced and air mass flow from the external
environment. In this way, it is possible to obtain a decoupling of the system
from all the other systems. The problem is presented in a parametric and agnos-
tic way. The parameters and values are reported as referenced variables. As
“Global Mission”, the TMS shall provide a variable flow rate (ṁ) of a specific
fluid (cp,viscosity) within precise thermal conditions (Tin, Tout) to the propulsion
system in order to remove a certain quantity of heat power (Q̇), respecting space
(V) and weight (W) limits. The heat power produced follows a certain function or
law that depends on the mission profile, atmosphere and power source. Since the
attention is on sizing, only the design point (Q̇max) is considered. Consequently,
the system estimates the air mass flow given the external conditions (Tair, Pair).
The sizing process needs to perform a recursive process where the heat source,
thermal management system and external interface are mutually influenced, as
shown in Fig. 2b. Therefore, the designing process of TMS, intended as a “black
box” starts by deriving System Requirements and Constraints from Stakeholder
Requirements. Then, inputs and outputs are defined and included as attributes
within the block representing the SoI. A set of constraints (from outside) and
estimated parameters (towards the outside) are defined and connected to require-
ments and validation criteria. Finally, in Fig. 3, the relationship that connects
the sizing block and logical block by means of connectors between attributes
and parameters is reported. As seen, the global values of the logical block, are
connected to the global parameters of the corresponding sizing function.

Given the Global Mission of the system, and known the context, a set of
Stakeholder Requirements is given and associated to Validation Criteria to prove
the SoI meets the stakeholder needs. In Fig. 4a, three Stakeholder Requirements
are reported as main needs to be satisfied in combination with assigned validation
criteria:

1. The SoI shall keep the coolant within a precise thermal range (Tit, Tout)
– Tin > T > Tout

2. The SoI shall provide a variable mass flow rate (ṁ) of a specific fluid (water)
in a specific phase (liquid)

– Heat capacity of coolant falls within cp,max and cp,min

– Coolant Mass Flow Rate = ṁ
3. The SoI shall respect weight (W) and space (V) limits imposed by context

and surrounding environment
– Total Weight < W
– Heat Exchanger Volume < V

Afterwards, the designer team derives a first level of System Requirements
that aim to “satisfy” Stakeholder Requirements. In the Requirements Diagram
(Fig. 4b), requirements are reported and managed as a tree using different kinds
of items and connections. In particular, “containment” is used to decompose plu-
ral requirements, whereas “satisfy” and “derivereq” trace connections among the



528 C. Di Marino et al.

Fig. 3. Correlations between System Attributes and Global Variable of Sizing Func-
tions.

Fig. 4. (a) Stakeholder Requirements of SoI (b) System Requirements of SoI

requirements chain. Main System Requirements verify Stakeholder Requirements
whereas Validation Criteria are allocated as SysML constraints. Furthermore,
three different kinds of System Requirements are adopted: Functional Require-
ments, Constraints and Design Choices. The last one traces technical solutions
implemented and removes degrees of freedom from the system.

Once the context for the TMS has been defined thanks to the parametric
analysis at the aircraft level, the functional and logical analysis will be devel-
oped in the following phases according to the approach proposed in Sect. 2. The
outcomes of this analysis lead to the identification of sub-systems and parts
as the basis for detailed design, clarifying the SoI architecture. Consequently,
each element belonging to TMS shall be sized and analyzed by re-applying the
proposed process.

4 Conclusions

The present paper reports a possible innovative approach to support the design-
ing process alongside context, definition, analysis, and development of a complex
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system, taking into account the System Engineering approach and SysML as rep-
resenting language. A particular focus is given to Parametric Analysis as a frame
for sizing functions development and Validation Criteria connected to Stake-
holder Requirements for designing process support. Indeed, Parametric Analysis
and Validation criteria represent the starting point for the implementation of
a system during the designing stage and certificate that the system meets the
requirements at the upper level. The advantages of this approach are the man-
agement of requirements and traceability for a quick and precise implementation
whenever a change occurs.
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Abstract. Virtual prototyping is a strategic practice in the research and devel-
opment of innovative products and machine tools. Virtual prototyping allows the
integration of multidomain simulations into the designing process to replicate and
analyze the impact of design choices on the overall system performance, reducing
time-to-market while simultaneously improving quality. The current paper pro-
vided a methodological approach to model complex machine tools and perform
virtual testing. As a use case for this study, a parallel kinematic machine (Pentapod
P800, METROM Mechatronische Maschinen GmbH, Germany) is investigated.
The adoption of these complex machine tools within the industrial context and
the design of parallel kinematic machines can be eased by the implementation
of methodologies capable of reducing efforts and risks during the analysis and
the testing phases, prior to actual commissioning. In this scenario, virtual testing
guarantees generality, completeness, and quick response. Therefore, themultibody
model of the Pentapod P800 was developed following the proposed framework.
Then, the simulation of a test trajectory was successfully carried out. The results
show that this approach might lead to the design and implementation of a parallel
kinematics machine reducing risks, time, and costs.

Keywords: Digital modelling · Virtual prototyping ·Multibody modelling ·
Parallel kinematic machines

1 Introduction

Virtual prototyping is an advanced engineering technique that allows industrial systems
to be tested and optimized before physical construction [1]. By creating a digital model
of the physical system and running simulations, potential design flaws and operational
issues can be detected and corrected early in the development process. This can result
in significant cost savings, faster time-to-market, and reduced risks associated with
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commissioning and start up. Virtual prototyping has important implications for various
industries, including manufacturing, automotive, aerospace, and energy. Recent studies
have demonstrated the effectiveness of virtual commissioning in improving the design
and performance of complex systems, such as robotic work cells [2] and production
engineering [3].

By using digital modelling, it is possible to develop virtual tests thus enabling the
opportunity to test different approaches avoiding the need of physical tests. Many appli-
cations, particularly those involving serial machines, have been discussed in literature [4,
5]. A parallel kinematic machine (PKM) [6] belongs to a class of machines with multiple
links and joints that offer superior performance in terms of speed and rigidity, due to
the comparatively low moving masses. Virtual prototyping of PKM offers advantages in
terms of cost, time and safety [7, 8]. One of the key challenges in virtual prototyping of
these machines is the development of accurate models that can be used to predict their
behaviour under several operating conditions [9, 10]. To develop such models, it is pos-
sible to use different approaches: (i) analytical methods; (ii) experimental methods. The
first involve developing mathematical models based on the kinematics and dynamics of
the machine, this can result in complex models. The second methods involve measuring
the dynamic response of the machine under different operating conditions and using
these data to develop a model. This approach requires significant experimental setup
and very accurate data acquisition.

Alternatively, computational techniques, such as multibody modelling [11], can be
used to simulate and virtually analyse the kinematics and dynamics of complex mechan-
ical systems [12, 13]. A multibody model consists of a representation of a mechanical
systems by means of several rigid or flexible bodies interconnected with joints and con-
straints to specify the relative motion that can occur between two bodies. Once devel-
oped, a multibody model, can be used to support design choices or for simulation-based
optimization.

As mentioned above, the accurate modelling requires extensive knowledge of the
geometric and process-specific parameters. Determining these through practical testing
represents a considerable human and financial effort for the machine supplier for plan-
ning, implementation and evaluation. The use of multibody modelling and simulation
represents a promising approach for examining the static and dynamic behaviour of the
machine behaviour for the most diverse application scenarios and load cases without
having to map these in reality and accompany them with measurements.

In this paper, using multibody modelling, a framework towards virtual testing and
prototyping of complex machine tools is presented. As a proof of concept, a multi-
bodymodel of the Pentapod P800 (METROMMechatronischeMaschinen GmbH, Hart-
mannsdorf, Germany) [14, 15] has been developed in order to simulate the calibration
process before the actual process. Figure 1 shows the actual machine under investiga-
tion. The calibration process involves comparing the intended trajectory to the simulated
trajectory of the Pentapod end-effector. The presented activity is carried out by using
Simscape Multibody (MathWorks Inc., Natick, USA) to develop a digital model of the
Pentapod P800 machine tool and to solve the inverse kinematic issue to perform virtual
testing. This approach might lead to savings in terms of time and resources needed in
the process of design and implementation of a PKM.
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Fig. 1. Pentapod P800machine tool (METROMMechatronischeMaschinen GmbH, Hartmanns-
dorf, Germany) at Technische Universität Dresden workshop.

The paper is organized as follows: Sect. 2 presents the proposed methodology, while
Sect. 3 shows a use case consisting in the development of a multibody model of the
Pentapod machine. Finally, a brief discussion on results and conclusions of this activity
is reported in Sect. 4.

2 Method

No available multibody models of the Pentapod P800 were found in literature. In order
to obtain digital models of complex machine tools for virtual testing and prototyping,
the following steps are necessary: information collection, CAD modelling, multibody
modelling, model finishing, and simulation.

• Information collection: gather information about the machine tool. In example:
intended use, forces and torques acting on it, and materials used in its construction.
This information can be obtained from design specifications, engineering drawings,
and operating manuals.

• CAD modelling: create a 3D CAD model of the machine tool using software such as
SolidWorks (Dassault Systèmes, Vélizy-Villacoublay, France). This model serves as
basis for developing the multibody model.

• MultibodyModelling: this step can be realized with two different approaches, i.e., (i)
the CADmodel of the machine tool is converted into a.xml file and imported to Sim-
scape Multibody. Then, subsystems, frames, and joints are automatically generated
based on the geometry and topology of the CAD model; (ii) the multibody model
is developed by manually import each meaningful CAD component. Each compo-
nent can be imported to Simscape Multibody from neutral file format such as STEP,
IGES, or STL. Joints between the components (e.g., prismatic, revolute, spherical)
are defined and characterized by defining the origin of acting forces and torques;
reference frames to position and orient components relative to one another are also
manually defined.
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• Model finishing: following the first of the multibody modelling approaches above-
mentioned can be fast and convenient. However, the imported CAD model needs to
be refined to ensure that it is suitable for simulation. Physical properties such as mass,
inertia, and geometry need to be added to each component using adequate Simscape
Multibody blocks. Joints interconnecting different components can be defined using
Simscape Multibody blocks, and forces and torques acting on the components can be
added using Simscape Physical Signal blocks.

• Simulation: after finishing the model, simulations can be run to analyze its behavior
under different operating conditions. The results of the simulations can be used to
optimize the design of the machine tool and identify potential problems or areas for
improvement.

Proposed methodology for multibody modelling of complex machine tools provides
a structured approach for accurately predicting their behavior and improving their design.
The methodology ensures that all the necessary information is gathered, the CADmodel
is created and imported correctly, the model is finished for simulation, and the results
are validated through simulation. Proposed framework can be generalized and applied
to different types of complex machine tools to improve their design or perform virtual
testing for process optimization.

3 Use Case

Pentapod P800 produced by Metrom© is the machine tool under investigation. The
PKM is composed of five extensible legs forming a closed kinematic chain. The five
legs, moving thanks to five independent drives, carry the main spindle which is used
for milling. In addition to use as a milling machine, such kinematics can also be used
for other machining processes such as welding, additive manufacturing and hammer
peening. By using a rotary table as a redundant axis, the Pentapod P800 can realize
complete 5-sided machining. Through digital modelling of the Pentapod machine tool,
followed by a virtual testing phase, the executability of some trajectories was simulated
in order to evaluate the kinematic behavior of the machine tool.

As previously discussed, after a preliminary phase consisting in gathering informa-
tion, a CAD model is created using SolidWorks 2020. Then, crucial components are
identified and exported to an STL file to be used in the multibody model.

Parts that had no significant impact on the movement analysis (e.g., bolts, doors,
supports, and frame parts that obstruct visibility) were removed. This reduces the com-
putational load, enabling to focus only on critical componentswhile ensuring themodel’s
fidelity.

In this study both the multibody modelling approaches introduced in the previous
section were used. Since the use of the first approach resulted in a complex and non-
controllable model, the second approach was used for this application. Figure 2 shows
the block diagram including joints, reference frames and components of the multibody
model of a single leg of the machine tool under investigation.

Figure 3 shows the entire model of the machine tool. The block model shows the
five legs organized into five subsystems each of which is connected to the main spindle.
The developed multibody model consists of rigid-bodies and allows for analyzing the
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Fig. 2. Multibody model of a single leg.

motion of the Pentapod with the movement limits of the components by simulating its
kinematic behavior given any trajectory to be followed by the end effector. Solution of
the inverse kinematic problem to carry out virtual tests was obtained by leveraging the
potentiality of theMATLABKinematicSolver (MathWorks Inc., Natick, USA). In brief,
using the KinematicSolver and custom scripts it is possible to show the execution of the
virtual test by importing the created multibody model, the selected trajectory, defining
the end effector frame and the global reference frame.

Fig. 3. Multibody model of Pentapod P800 in the Simscape environment: a) block model; b) 3D
model.

The virtual test allows to check the kinematic behaviour of the Pentapod while
moving along the loaded trajectory. Figure 4 shows a configuration of the Pentapod
machine while following a test trajectory.
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Fig. 4. The model of the machine tool during the following of a test trajectory.

4 Concluding Remarks and Future Developments

This paper provided a methodological approach to model complex machine tools and
perform simulation for virtual testing or prototyping. As a proof of concept, multibody
model of a PKM (Pentapod P800) was developed following proposed framework, and
simulation of a test trajectory was successfully carried out showing the potential of this
approach. It is noteworthy that the development of a multibody model of such a com-
plex machine might require considerable amount of time. Nevertheless, this leads to
the possibility to carry out virtual tests for investigating the kinematic behaviour of the
machine or the design choices. In example, when testing trajectories of the tool central
point, virtual testing ensures a reduction of physical tests to be carried out, leading to
a reduction of time and costs and limiting potential damage to personnel or equipment.
In fact, simulation of the test trajectory reported in Fig. 4 required a computational
time of about 10 min (using a windows machine with 1.8 GHz clock speed and 16 GB
ram), a physical test of the same trajectory would require programming of the trajectory,
preparation and operation of the PKM by specialized personnel which would result in
increased costs. In addition, models obtained with the framework objective of this study
can be used to investigate collisions, permeations, and unexpected movements to deter-
mine their causes. Moreover, this paper demonstrated the possibility to perform virtual
testing using commercially available software (e.g., Simscape Multibody; SolidWorks).

In conclusion, although this activity focusedmainly on the study of the kinematics of
a PKM, proposed methodological approach can be generalized laying good foundations
for future investigations of the behaviour of complex machine tools with reduced time
and efforts. It is worth to mention that proposed proof of concept still suffers from
limitations such as increased computational times (up to 30 min) for testing of more
complex trajectories and lack of validation of the digital model with regards to the
physicalmachine. Future studies should address these issues by improving digitalmodels
and reducing computational times associated with the KinematicSolver fromMATLAB.
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Abstract. An integrated approach to product development methods is necessary
to connect and rationalize in a single framework the different design phases.More-
over, it allows to map and facilitate the decision-making process, especially when
many stakeholders are involved. This paper presents a methodology for the design
and development of a new product or component that integrates Quality Function
Deployment (QFD) andMulti Criteria Decision Making (MCDM) methods, from
the definition of the user requirements to the generation and simulation of the
concept models. The evaluation of the results is carried out at different stages of
the process with a customer-driven approach. Initially QFD, combined with the
Analytic Hierarchic Process (AHP), is applied to define the product requirements
from the customer needs. Thereby, the focus of the subsequent development is
identified. The concept generation phase is therefore implemented throughout a
series of brainstorming sessions. A first selection among the generated solutions
is conducted using a summarizing function, according to the level of requirement
satisfaction. Several refinements of the chosen concepts are then derived from
manufacturability considerations and Finite Element Analyses. Finally, according
to the Technique for Order Preference by Similarity to Ideal Solution (TOPSIS)
a ranking of the developed products is obtained following the performance spec-
ifications. The presented methodology was applied to the development of a new
router bit with insert knives, allowing to report the decision-making reasoning and
to consider the user needs throughout the product design.

Keywords: Quality Function Deployment QFD ·Multi Criteria Decision
Making MCDM · Concept design

1 Introduction

Product development includes a series of activities that begins with the perception of a
market opportunity and ends with production, sale and delivery of a product [1]. It is
an interdisciplinary process that involves design, manufacturing and marketing. In the
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majority of product development projects, the process can be divided into several phases
[2, 3]. The first is the project definition and planning phase. A project usually starts
with the identification of an opportunity, which can be motivated by market demands or
driven by the availability of a new technology. The scope should be clearly reported and
the product mandatory requirements, e.g. related to safety, are considered. Afterwards,
the conceptual design phase can begin with the identification of the target market needs.
Several alternatives of product concepts with different working principles are generated
and evaluated to select one or few for further development. It is the most crucial phase in
the product development lifecycle since themain cause of failure in projects relates to the
early design stage. This usually depends on unclear and imprecise design requirements
[4]. During the subsequent stage of embodiment design, or system-level design, the
product components, materials, all the specifications and an initial manufacturing plan
are defined. To support this activity, simulations are usually run on the generated CAD
models according to the problem in exam. The detailed design stage is consequently
implemented and followed by further testing and refinement.

In such design process, a structured methodology is beneficial to drive the design
requirements identification and analysis, as well as the concept development and evalu-
ation. According to the main notions of the Concurrent Engineering, all activities con-
nected with product development should be assessed in a unified and simultaneous way.
Several combinations of Quality Function Deployment (QFD) and different methods of
Multi-Criteria DecisionMaking (MCDM), which aim to support many product develop-
ment phases and the related service and supply selections, can be found in the literature
[5, 6]. However, it is commonly found that this process should be adapted to the project
and the organization context.

This paper proposes an integrated methodology that combines QFD and MCDM
methods, following the main steps of the design and development of a new product.
It aims to incorporate the whole product life cycle and the tasks of different business
units to optimize all these relative aspects from the early stages. A suitable MCDM
method is used according to both the current development phase and the progress status
of the product design. The selection criteria respectively consider different evaluation
perspectives. Firstly, they are based only on the customer needs, then the organization
and manufacturing requirements are introduced and finally more technical factors are
considered. In Sect. 2, the employed methods are briefly described and their proposed
integration is presented in a structured design process. Section 3 involves the application
of this process to the case study of an innovative router bit for wood milling, carried
out as industrial case at Freud S.p.A. Final considerations and further developments are
then reported in Sect. 4.

2 Structured Methodology

The proposed integrated methodology was developed combining QFD and MCDM
methods (Fig. 1). This structured approach allows to rationalize andmap all the decision-
making process, from the definition of the user requirements for the new product, to the
generation and simulation of the concept models. The evaluation of the outcomes is
carried out with a customer-driven approach at different stages of the process.
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Initially, the QFD permits the interpretation of the customer needs and the identifi-
cation of the related technical characteristics of the product, constructing a framework
as a base for further design. QFD allows to transform subjective needs and requirements
of customers into objective and technical criteria, and then to discover product charac-
teristics that are most critical and important to quality. The Voice of Customers (VOCs)
are hence translated in Critical to Quality specifications (CTQs). Finally, the level of
quality of the product is quantified and verified with a set of testable specifications with
measurable targets [7]. In this context, the prioritization of the customer requirements is
made applying the Analytic Hierarchy Process (AHP) [8, 9]. Eventually, the technical
characteristics can be classified in terms of importance, related to the capacity to bring
quality and satisfy the customer needs, and in terms of difficulty in reaching the target
values. A threshold on the maximum acceptable level of difficulty and a minimum limit
on the relevance can be applied, defining thereby the development focus.

Fig. 1. Methodology structure for new product development

All the information and data collected with QFD are used as input in the concept
generation phase, with the aim of developing a new product and defining the solutions
to satisfy the engineering requirements. In this paper, the concept solutions are focused
on the customer’s most relevant engineering specifications that do not require excessive
resources. A series of structured brainstorming sessions are therefore conducted with
an interdepartmental team, that should include design engineering and manufacturing
functions [10]. The first selection among the generated solutions is based on the level of
requirement satisfaction and made using a summarizing function on the concept scoring
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matrix [1]. In this way a smaller number of concepts will be further studied, thus avoiding
waste of resources on an excessive number of ideas.

The next step is a detailed refinement of the model that transforms the concept into
a proper product. Several modifications of the chosen concepts are derived following
the notions of Design for Manufacturing (DFM) and Design for Assembly (DFA). A
first manufacturing workflow is created, defining the required machinery and tools. The
evaluation of the manufacturing tasks performed at the predevelopment stage, in fact,
allows to reduce the production costs and to introduce any alterations without impact.

The product concepts are then analysed in depth to ensure the functionality and
compare their characteristics. For instance, Finite Element Analyses are performed to
assess the response of the model to certain loads. The model geometry is consequently
adapted, establishing an iterative process of refinement and verification.Moreover, some
important parameters can be extracted and used to compare the different concepts in
further phases.

The final product evaluation is made using the Technique for Order Preference by
Similarity to Ideal Solution (TOPSIS) with technical criteria [11]. TOPSIS allows the
ranking of the developed products, which make up the selection set, according to their
overall performance on the criteria. To this end, the method defines two hypothetical
alternatives: a positive ideal solution, which presents the best performance in all criteria,
and a negative ideal solution, with the worst performances. The best alternative in the
selection set is the one closest to the positive ideal solution, according to a measure of
closeness defined in the method. To compute the distance between the alternatives the
Euclidean distance is usually employed: this requires that all the criteria be expressed
with numerical values [12].

3 Methodology Application: Case Study on a New Clamping
System for Router Bit Knives

The presented methodology was applied to the development of a new clamping system
for router bit knives with a particular focus on the end-user friendliness of the knife
exchange and assembly process. The possibility to change only the worn-out cutting part
has several environmental and economic benefits. The overall product can have a longer
lifetime, reducing waste and allowing to easily separate materials for recycling. The user
needs are considered throughout all the product design phases and the decision-making
reasoning can be consequently reported to the company organization.

3.1 Project Planning and Product Requirements Definition with QFD and AHP

The main phases of the project are laid out in a schematic plan, which includes the
project milestones and the estimated due dates. The project can be visualised in a Gantt
chart. In order to define the quality and so the value-adding elements starting from the
design conception phase, the customer is chosen as the final user of the Router Bit (RB).

Several interviews are conducted, principally with sales and marketing representa-
tives, to gather the necessary information and define the customer requirements. During
the meetings, a particular attention is paid to the latent needs and the reasons behind
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the statements. The outcome is a list with more than 100 voices. These sentences are
then analysed according to QFD and summarized in a smaller and more manageable
Demanded Quality chart with about 30 VOCs, clustered into different categories. A pri-
oritization of the VOCs is then realized with the AHP. Each interviewee filled a pairwise
comparison matrix using the 9-point scale of Saaty [8]. This process is also useful to
have a VOCs review directly from the interviewees and understand if the list is accurate
and complete. A global pairwise comparison matrix is eventually obtained where each
element is the geometric mean of the pairwise assessments performed by all the inter-
viewees. Both the singular and the final matrices have a consistency ratio below 0.2 and
mainly lower than 0.1; given the large matrix size the ratings are accepted [9].

Fig. 2. House of Quality of the project

An interdisciplinary team is composed by many product and manufacturing engi-
neers, to carry out the rating activities about technical topics during the implementation
of QFD. Afterwards, the team defines the CTQs from the VOCs according to the what-
not-how principle [1], since solution independent CTQs provide more creative freedom
in a new product concept generation. Hence 32 CTQs are eventually clustered into
different categories with a measurement standard and the respective units for each one.
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The RelationshipMatrix, that displays the connection intensities between each VOC
and eachCTQcharacteristic, is createdwith grades in a 1-3-9 scale fromno correlation to
strong correlation. In an analogueway, the team creates the CorrelationMatrix according
to four intensity levels (strong positive, positive, negative, strong negative), in order to
clearly understand how the technical specifications influence each other and to manage
the possible trade-offs. The prioritization of the CTQs is then calculated through the
weighted sum, combining the ranking of the VOCs and the relationship matrix values.
Thus, they are ordered according to their ability to influence the customer satisfaction
on the most important requirements. A target value for each CTQ is also decided, never-
theless it can be modified afterwards if necessary. Eventually, each member of the team
individually votes the target difficulty level according to a predefined scale. In case of
outliers, the values are mediated after a brief discussion.

All the charts and matrices are composed into the House of Quality, the multifunc-
tional tool used as a guide for all the future product development. For the sake of brevity,
among all the matrixes generated only the House of Quality is reported in this paper in
Fig. 2, where the main VOCs and CTQs developed as described above are listed.

Finally, to better visualise the level of importance and the difficulty of each CTQ,
these are plotted in a graph including a threshold on the difficulty level according to the
resources available in terms of people and time (Fig. 3). The team identifies the CTQs
that will be the future development focus based on the area where they are located and
it evaluates the possible trade-offs.

Fig. 3. Importance and Difficulty Index of the CTQs

3.2 Conceptual Design and Evaluation

The concept generation starts individually and the people, mainly part of the core team,
attempt to find solutions to the selected CTQs. Then several brainstorming sessions are
performedwith different teams, composed by design engineer, product engineer, product
expert and manufacturing engineer. Starting from the most important CTQs, the team
tries to find solutions that permit to reach the targets. Initially, the selected technical
requirements are related to technical solutions, as a feature, a partial product concept
or a design characteristic (Fig. 4). A first group of partial features of the product is
therefore obtained. Then, during the discussions, more complex solutions and product
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concepts emerge. Whiteboards with markers or post-it are widely used to sketch, write
and visualise the ideas with a gallery method that incentive debate. All the observations
and comments are also written down by a designated record keeper. The collected data,
a series of drawings and notes, are elaborated after the brainstorming. Ideas and partial
solutions are combined to form complete concepts, firstly as sketches, then as CAD
models. During the modelling process, some problems, inconsistencies or missing fea-
tures of the concept emerge and are resolved. A 3D model in this early stage is therefore
very useful to better understand the working principle of the idea. A total of 16 concepts
with different clamping system of the knives were conceived and modelled.

Once the RB concepts are defined, a MCDM selection is performed with the concept
scoring matrix, where the performance of every concept is rated according to various
criteria. The criteria used are the CTQs, obtained from the customer needs during QFD,
and the requirements of the manufacturing and the organization. The final ranking of the
concepts is calculated with a weighted sum where the rating of the concept performance
in each criterion is multiplied by the importance index of the criterion. The first four
concepts are selected to be developed forward according to the available resources.After-
wards, the people involved in the requirement definition phase of QFD are interviewed
to validate the choice.

Fig. 4. Conceptual elements of a RB system

3.3 Embodiment Design and Selection

The RB models are refined according to DFM and DFA considerations, setting the final
geometry of every part, the sequence of manufacturing operations, machinery and set of
tools. FEA are then conducted to evaluate each RB until the components are verified.

Finally, the performances of the refined product concepts are compared according to
the new available information and a final selection is carried out. The final RB concepts
present similar characteristics according to the CTQs used in the first selection, in terms
of ease of use and customer requirements. Therefore, a different MCDM approach is
implementedwith TOPSISmethod, using the data obtained fromFEA on themodels and
other technical aspects. The weights of the criteria are calculated using two ‘objective’
methods based on their information content, the Standard DeviationMethod (SDM) [13]
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and the Entropy Method (EM) [14], and the stakeholders’ subjective assessments. The
RBs are therefore sorted according to their performances in the criteria, weighted with
the different importance values. The two objective weights from SDM and EM provide
the same ranking. Comparing the objective rankings with the one obtained from the
subjective weights, the first and second place do not change, while the third and fourth
ranked concepts are reversed.

4 Conclusions

Overall, the structured approach aided and supported the decision-making process,
improving its transparency. The explication of the decision rationale was in fact mapped,
ensuring that the important topics were addressed, and reducing the possibility of pro-
ceeding with unsupported decisions. Moreover, the implementation of QFD was found
significantly beneficial by all team members during the whole process and it facili-
tated the design activities, although it required non negligible time and resources. The
case study topic was in fact already preliminary addressed, but the results at such pre-
conceptual design stage were considered negative, probably due to a non-structured
and supported design approach. During the first stages, QFD allowed to comprehend
and reflect about the development project with a customer perspective. Having already
thought about the product in terms of requirements and being familiar with the problem
facilitate the design activities. In further stages, the information about customer needs
and their correlations with the technical product requirements are well organized and
could be retrieved rapidly, due to the composition of the House of Quality matrix. The
elaboration itself of all the data to arrive to the matrix helped each designer and the
extended team to better understand the design conditions and what the product should
do. Therefore, it is important to underline that the utility of QFD in product development
resides largely in the process, rather than in the results alone.

The next phases of the product development correspond to the detailed design, which
should be implemented on the selected concept. A functional prototype can therefore be
manufactured, tested and evaluated according to the CTQs criteria, which are already
defined with a measurement standard and a target value.
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Abstract. The supply of automotive spare parts, especially for historic vehicles,
is not guaranteed by car manufacturers. Usually, car restorers look for original
components at flea markets and fairs, but often they have to produce replicas from
broken parts or, worse, without information about the original parts. A possible
support in mechanical craftsmanship comes from digital tools commonly used in
industry today. With the goal of replicating a component that no longer exists, this
paper provides a workflow that integrates traditional manufacturing technologies
with computer-based tools. The core is the digitalmodel,which is used to prototype
and test the replica for functionality as well as simulate its manufacturing process.

An engine valve cover of a historic racing car was chosen as a case study,
for which information sources were practically unobtainable. Firstly, a 3D model
and a 3D printed prototype were developed. Sand casting was chosen based on
the original process and computer simulations allowed to reconstruct the casting
equipment and define the best part design. A faithful and functional replica is then
manufactured and assembled with the original engine, respecting the original part
in terms of form, materials and production. The proposed design approach can be
further adopted in different contexts requiring on-demand, one-off or small-batch
production.

Keywords: Component reproduction · Computer-Aided Engineering · Sand
casting · Additive Manufacturing · 3D modelling · Car restoration

1 Introduction

Despite the current high level of industrialization of modern countries, the mechanical
craft sector shows interesting prospects for development also thanks to the support of
modern technologies [1]. In this context, car restoration is playing a leading role, since it
is rapidly expanding and currently represents one of the sectors that provides the highest
return on investment [2]. However, even if the number of potential classic vehicles is
increasing, the supply of spare parts is actually guaranteed for a limited number of years.
This implies that there is no shortage of rare, hard-to-find or lost spare parts that need
to be reproduced [3]. In some cases, component reproduction can take advantage of
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digital tools such as Reverse Engineering (RE) and Additive Manufacturing (AM) to get
functional parts quickly and effectively [4, 5]. On the one hand, this work summarizes the
key stages of such digital process chains [6]. On the other hand, it provides an approach
for reproducing components where, conversely, the use of the original manufacturing
technology is demanding [7]. In this case, computer-based tools such as rapid prototyping
(RP), computer-aided manufacturing (CAM) process preparation, and computer-aided
engineering (CAE)process simulationmaybe involved to support the redesignof product
and process. In particular, computer-aided technologies (CAX) can be used to test and
simulate digital models and provide reliable and error-free manufacturing and assembly
processes. The paper aims to define a design approach capable of supporting today
part manufacturers and car restorers in the reproduction of spare parts while complying
with the principle of preservation and responsible use of historic vehicles. This will
lead to a “newly built” part, defined as “an accurate as possible copy in terms of form,
materials and make, reproduced directly from a documented original” in [7]. The paper
is structured as follows. The next section describes the workflow for the reconstruction
of spare parts, relying on product and process design tasks based onCAX tools. Section 3
describes the case study for the implementation of the approach and the related design
and manufacturing results. Finally, Sect. 4 provides a conclusive discussion, opening to
possible further developments.

2 Materials and Methods

Similarly to other industrial applications, the reproduction of spare parts involves tasks
as design, production and test operations. Considering cases where technical data lacks
completeness and, in particular, technical data and drawings are missing, structured
approaches involving CAX tools become relevant. Product and process design must be
supported both by retrieving information from existing documentation and by introduc-
ing models to refine and validate the geometry. Figure 1 illustrates the workflow for the
reproduction of spare parts by sand casting, integrating design and manufacturing tasks.

The preliminary collection of sources and the study of the existing documentation
allows setting the inputs for the reproduction of the spare part. Additionally, measure-
ments on existing parts andgeometry capture are required to define the design constraints.
3D modelling based on parametric CAD tools leads to a digital representation of the
part, which can be reproduced in a physical prototype to preliminarily verify assembly
and functional requirements, checking for any issues and improving the 3D model. An
accessible and affordable RP process such as the Fused Filament Fabrication (FFF) is
well suited for this purpose. Once the functional model is achieved, the design of pro-
duction equipment is required for simulating the casting process, using specific CAE
tools [8]. The simulation improves the product layout and its production, also obtain-
ing the parameters for the primary foundry process [9]. Since the cast product requires
subsequent machining, CAM tools can be used to prepare for CNC milling operations.
After machining, final post-processing treatments such as finishing and polishing are
performed; then, the final spare part undergoes assembly and testing operations.
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Fig. 1. Workflow for the reproduction of a spare part made by sand-casting.

3 Results

3.1 Case Study

The case study concerns the reconstruction of a valve cover for the Fiat 750 Turolla,
a racing car produced between the 1940s and 1950s by the Turolla brothers in their
mechanical workshop (Ferrara, Italy) dedicated to the preparation and assembly of sports
cars [10]. In those years, the racing car manufacturers took up the standard mechanics of
road vehicles and redesigned most of their components to improve performance. Turolla
started from the engine of a Fiat Topolino C and designed a tuning kit made up of
the intake and exhaust manifolds, the oil pan and the valve cover. The engine, as well
as all the customised mechanics, was housed in an original chassis and bodywork to
participate in the Mille Miglia from 1947 to 1951. Unfortunately, all the few existing
cars were crashed and dismantled after the races, or were lost, apart from a frame that
was recovered by an Italian restorer. Retracing Turolla’s steps, the original engine of a
Fiat Topolino C is taken as the basis for redesigning all the tuned components, including
the valve cover.

3.2 Source Identification and Input Phase

The input definition started from the identification of historical sources: Based on books,
historical documents relating to the races in which the car participated, notes, pho-
tographs and the know-how of the still-alive mechanics of the time, the customised
components belonging to the original tuning kit were identified. The recovered sources
are limited since Turolla belongs to the so-called ‘Etceterini’, i.e. the group of the minor
car manufacturers of the past. Among these, a blurred black and white photo showing
the valve cover geometry.

Since the valve cover was originally mounted on a tuned engine of a Fiat Topolino
C, we recovered and disassembled this engine into its components to get the dimensions
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and geometry of the coupling interfaces. The base flange of the valve cover must mate
with the engine head and must not cause oil leaks or infiltration. In addition, the base
flangemust be compatiblewith the original cover gasket. A common characteristic for all
tuners at the time is that the valve covers were cast from an aluminium alloy. Therefore,
by combining data from photos, directmeasurements and still-existing valve covers from
Turolla’s competitors, we have reconstructed a geometry consistent with the historical
and functional characteristics of a Fiat 750 Turolla.

The valve cover was originally produced by sand casting, so we went with the same
technology, which involves resin models (originally wooden models, called “patterns”)
in order to create the sand mould with the shape of the casting. This technology is
more expensive than modern sintered moulds, but leads to superior surface quality and
appearance.

3.3 Computer-Based Design Phase

A parametric 3D CAD model (Fig. 2a) was developed using Dassault Systèmes Solid-
Works, including two configurations: the casting model and the final machined model,
both designed according to the rules of Design for Manufacturing.

Fig. 2. Output of the computer-based design phase: (a) the machined model of the valve cover;
(b) the casting equipment.

As for the casting, after defining the division plane, we set a draft angle of 3° on all
the vertical surfaces, the minimum thickness was set at 3 mm, a machining allowance
of 3 mm was added to all the coupling surfaces, and all edges were rounded. Finally,
the entire casting model has been scaled by 4% to compensate for shrinkage. This 3D
model is the input for the computer-based manufacturing phase (see Subsect. 3.5) and
for the production of the patterns (see Subsect. 3.6).

To complete the mould, the pouring basin, sprue, filter, runner, gates and feeders
were designed. The mould was designed to be as simple as possible, with a single sprue
with a square section (18× 18mm, Fig. 2b). A 20× 20mmfilter was placed between the
sprue and the runner. The transition from sprue to filter up to the runner was particularly
modelled in order to improve the fluid dynamics of the molten alloy. From the runner,
two gates reach the upper feeders. In fact, this position let the casting system to be easily
removed from the casting with a straight simple cut. A knurled block of cast iron was
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also positioned in the bottom cap area. A trap at the end of the runner prevents unwanted
waves or ram effect during alloy pouring.

3.4 Computer-Based and Physical Prototyping Phases

UltimakerCura - FFFCAMwasused for part build preparation (Fig. 3a).Afirst prototype
(Fig. 3b) of the final machined model was made to test the final geometry of the valve
cover with the engine head. A second refined prototype limited to the contact interface of
the base flange (Fig. 3c) was 3D printed to test further small refinements to improve the
coupling. Both prototypes were 3D printed by aKentstrapper Verve printer in PolyLactic
Acid (PLA) polymer for its affordability and ease of printing.

Fig. 3. Output of the prototyping phases: (a) computer-based part build preparation; physical
prototypes of the (b) machined model and (c) base flange.

3.5 Computer-Based Manufacturing Phase

All the components of the casting system (foundry equipment, described in Subsect. 3.2)
were optimised recurring to casting process simulations with Magma software (Fig. 4a).
The presence of porosity in particularwas reduced to an acceptable low level byproviding
a number of feeders on top of the casting. The size of the feeders was optimised through
genetic algorithms in Magma. The final height of 30 mm was in the search range from
20 mm to 50 mm. The material solidification was carefully modelled by setting the long
freezing range, which resulted more reliable than the short one in our past experience.

The following parameters were used for the casting model:

• Material: AlSi7Mg (also known as EN 42100), with 524 °C Liquidus temperature
and 613 °C Solidus temperature.

• Cast iron coolers set at 30 °C initial temperature.
• Sand moulds set as green sand, a classic sand composed of sand, water and an

inorganic binder (in our case bentonite) at 30 °C initial temperature.
• Heat TransferCoefficient (HTC) at alloy-sand contact specified as temperature depen-

dent, specifically as 1000W/(m2K) above theLiquidus temperature and 400W/(m2K)
below the Solidus one, in order to model the air gap formation during the casting
shrinkage.
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Fig. 4. Output of the computer-based manufacturing phase: (a) casting process and (b) CAM
milling simulations.

Originally, the Turolla logowas applied in a second time, and the original component
was forged. However, modern CNC machining is the cheapest technology to build a
single component, so the CNC process of the Turolla logo was designed using TopSolid
CAM milling software (Fig. 4b).

3.6 Physical Manufacturing Phase

The manufacturing steps for the production of the valve cover can be summarized as
follows:

• Fabrication of the mould box and of the pattern/core in epoxy resin (which can last
up to 400 moulds) (Fig. 5a).

• Secure the pattern into themould box, fill themould boxwith green sand and compact
it by vibration.

• Coupling of the two green sand moulds.
• Aluminium casting and cooling phase for solidification of the part.
• Opening of the sand moulds for extracting the cast part (Fig. 5b).
• Post-processing treatments (cutting of the casting system, deburring, grinding, etc.).
• T6 heat treatment of the casting, which involves quenching followed by artificial

aging to improve the mechanical properties of the material.
• Secondary machining (milling and drilling, Fig. 5c). High-density wood was pre-

inserted into the part to prevent wall flexing during clamping, and suitably shaped
wooden wedges were used for the sloping lid walls in contact with the fixture. To
create the four holes for the fixing screws, the contact surfaces of the screws were
milled by removing 3 mm of allowance and then drilled. Four rectangular section
fins were made, equally spaced 7 mm apart, with a thickness of 3 mm and a height
of 13.5 mm. The inclined wall where the fins were to be made was levelled to avoid
sharp edges.

• Finally, the valve cover was finished with manual processing and subjected to surface
abrasion with various sandpapers up to 1000 grit.

• The Turolla logo was machined with a very thin cutter tip (1.5 mm diameter) and
glued with a two-component resin to ensure better adhesion to the valve cover. In
order to make it very similar to the original, the logo was aged in appearance and
sandblasted, to have a matte background and polished letters.
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Fig. 5. Output of the physical manufacturing phase: (a) epoxy resin pattern; (b) cast part after
mould extraction; (c) machining operations.

Fig. 6. The final valve cover (a) and its assembly on the engine head (b).

The final geometry and appearance of the valve cover is shown in Fig. 6a.

4 Discussion and Conclusion

The component reproduction approach using traditional foundry technology, supported
by CAX tools, is fully applied to define the part design and the related manufacturing
process.A functional replica for end-use is thenproduced and assembledwith the original
engine (Fig. 6b).

The proposed design approach can be further adopted in similar contexts requiring
on-demand, one-off or small batch production of lost or hard-to-find part. On the one
hand, this type of approach takes time and requires technical know-how to combine
traditional manufacturing with new technological tools. On the other hand, this approach
is consistent with the original process, resulting in a handcrafted valve cover like in the
1940s/1950s; leads to an accurate result in terms of piece functionality and constructive
effectiveness; leads to a digital model of the part that can be stored, modified and reused
when required.

Further design andmanufacturing processeswill be explored, e.g. directmodelling of
the part on the 3D scanned interface of the engine head andmetal additive manufacturing
of the entire valve cover as a possible manufacturing alternative.

Acknowledgment. The authors acknowledge Gruppo Promotor srl (Ferrara, Italy) and Capricorn
Fonderia srl (Modena, Italy) for their valuable support.
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Abstract. Augmented Reality (AR) has been widespread over the years in dif-
ferent areas, especially in the manufacturing field, to facilitate the digitization of
production processes, and increase productivity and product quality.WhileARhas
grown in popularity, significant barriers exist to its adoption in industry, including
high development costs and ineffective interoperability, which limit high flexi-
bility and rapid adaptability required for competitive production systems. There-
fore, handling interoperability properly is a key issue in this scenario, especially
between AR technology and existing IT systems, widely adopted throughout the
product lifecycle. Many of those challenges are related to the compatibility of
data representation across these different systems, resulting in data loss or sharing
of unusable information. Based on these considerations, this paper first analyzes
the main issues related to the interoperability between AR and CAD systems,
including data exchange, AR content authoring, and virtual data specifications.
To bridge the gap between AR and CAD interoperability, a CAD automation tool
is then presented that can support unskilled operators in preparing AR content
for industrial applications. Preliminary experimentation is carried out to evaluate
the main potentialities due to its adoption, which provides the basis for further
implementation and investigation in a real industrial setting.

Keywords: CAD-AR interoperability · Augmented Reality · CAD systems

1 Introduction

Although AR has attracted the interest of many researchers for its huge benefits and
has experienced unprecedented growth in recent years, significant barriers exist to its
adoption in industry, including high development costs and ineffective interoperability,
which limit the high flexibility and rapid adaptability required for competitive production
systems [1]. Therefore, handling interoperability properly is a key issue in this scenario,
especially between AR technology and existing IT systems, such as CAx, PDM, and
PLM systems, which are widely used throughout the product lifecycle. Many of those
challenges are related to the compatibility of data representation across these different
systems, resulting in data loss or sharing of unusable information [1].
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Because of these considerations, this paper focuses on some critical factors of AR-
CAD interoperability, including data exchange, AR content authoring, and the specifi-
cations of virtual information with respect to the industrial activity to be supported. The
paper presents also a CAD automation tool that can assist users in creating AR content
within a CAD environment and effectively transferring it toward AR systems reducing
the gap between these two different environments. A preliminary evaluation is carried
out by involving experienced AR developers to assess the potentialities of the proposed
CAD automation tool in assisting users in AR content authoring for industrial scenarios.

2 AR Interoperability Issues

Nowadays, the efficient and effective integration of AR in industry is still an open issue.
In fact, existing literature has reported on a variety of challenges in implementing AR
solutions related to AR interoperability [1, 2], which refers to the ability of different
systems and devices to work together seamlessly [3]. From a general point of view,
AR interoperability is a complex concept that encompasses many different aspects of
AR technology, including compatibility between heterogeneous hardware and software,
standardization, data sharing, device and sensor integration, content handling, user input,
and AI integration. All these factors are essential for the advancement and wide-scale
adoption of AR technology in industrial contexts [2, 4]. Among these factors, data
exchange, AR content authoring, and the specifications of virtual information are critical
factors as they can significantly limit the efficient and effective applicability of AR in
industry if not properly addressed.

2.1 Data Exchange Between CAD and AR Platforms

Data exchange between CAD and AR platforms is of paramount importance to ensure
the effective and efficient reuse of engineering data by AR technology for industrial
purposes [5]. Unfortunately, there are still several issues in AR data exchange, which
originate from the fact that CAD software use a proprietary file format that might be not
compatible with AR platforms. They are usually not supported by AR systems natively
and, as a consequence, they require further conversions before importing. One common
approach is to use neutral file formats, such as .stl, .step, .iges, or .jt [5]. These formats
keep geometric data and, some of them, can also contain non-geometric data such as
materials, hierarchical structure, manufacturing tolerances, and other types of metadata.
Nevertheless, external tools are necessary for importing neutral file formats into common
AR platforms, as direct import is not yet supported [1]. These tools may have limitations
and may require payment. Therefore, custom development of external tools by qualified
developers with specific software development skills may be necessary. Amore effective
alternative to neutral formats is the use of 3D file formats, such as .fbx, .obj, .dae, .vrml,
or .gLTF, as they can be easily imported into AR platforms such as Unity and Unreal
Engine [6]. Similarly, computer graphics software, such as Autodesk Maya, Blender or
3D Studio Max can be used to convert neutral file formats into 3D types. At the same
time, it is worth noting that the conversion process could result in loss of data or accuracy,
so it is fundamental to check the final file to ensure that it has the level of quality and
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details needed for the intended use. A summary of the main file formats utilized for data
exchange between CAD and AR applications, along with their relevant characteristics
is shown in Table 1.

In addition to the file format, another important aspect of AR data exchange is
the size and complexity of files. Regarding size, AR data can be large because of the
high resolution and detailed nature of visual information it contains. This can create
challenges for storage, transmission, and processing as the data may take a significant
amount of space and require high-performance hardware to handle. At the same time,
large files can make it difficult to transmit AR data over networks, especially when
dealing with limited bandwidth or high latency. Similarly, the complexity of data can
limit their processing in real time, which is often a requirement for AR applications,
especially in industry. To overcome some of these issues, optimization and compression
techniques are usually adopted. For instance, CAD models are subject to a tessellation
process, which translates a B-rep model into a lightweight triangular mesh. Then, this
mesh can be also decimated, reducing the number of polygons, and as a consequence,
its size and complexity [1]. This allows the model to be rendered more efficiently and
smoothly on AR devices. Finally, also scalability represents a factor to be considered as
it refers to the fact that AR and CAD environments can have different scales, and this
can make it difficult to match the size of the virtual models with the real-world objects.

Table 1. 3D data exchange file formats and their main characteristics.

File type Geometry Hierarchy Material Metadata  
(PMI, GD&T, …)

CAD 
compatibility

AR 
compatibility

STL ● ● ● ● ● ●
STEP ● ● ● ● ● ●
IGES ● ● ● ● ● ●

JT ● ● ● ● ● ●
WMRL ● ● ● ● ● ●

FBX ● ● ● ● ● ●
OBJ ● ● ● ● ● ●
DAE ● ● ● ● ● ●
glTF ● ● ● ● ● ●

● Yes ● No ● Limited

2.2 AR Content Authoring

AR content authoring [7, 8] refers to the process of creating content using AR authoring
tools such as 3Dmodels, animations, and interactive elements, for use inAR applications
[9]. A common operation in AR authoring process is the definition of markers, including
their position and orientation, which are used to register AR content in the real world
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during AR visualization. AR authoring tools can be grouped into programmers and non-
programmers ones [10]. The former are typically code libraries that require advanced
programming skills to users, whereas the latter provide visual scripting functionalities,
with a timeline and drag-and-drop functionalities, for creating AR content without writ-
ing code. More specifically, the first ones involve using specialized tools and software
which require a significant amount of training, and specific programming skills, with
the consequence that they are time-consuming and typically used only by expert users
[11]. Conversely, the second ones are more recent and allow non-programmer users for
selecting from predefined libraries of 3D models and built-in scripts to animate and
build interactive AR applications. Although these tools are designed to be user-friendly
and require no programming skills, it may still be necessary to possess some techni-
cal knowledge and creativity to produce AR content of high quality. These, in fact, are
adequate for implementing basic applications with elementary functionalities, and the
development of custom or more complex applications still requires specific software
development and programming skills. In summary, the level of complexity and techni-
cal skill required to use AR authoring tools vary depending on the specific tool and the
complexity of the AR content being created [12]. In the industrial context, where oper-
ators are trained to use CAx tools, the skills required to use authoring tools represent a
limiting factor to the diffusion of AR. Often, in fact, the development and programming
of AR applications are outsourced to third parties. This is a solution that may help with
demonstration applications but is not effective from the perspective of an integrated use
of AR in the product development process, and thus from Industry 4.0 viewpoint. In
fact, some custom solutions have been developed for specific activities carried out in
the industrial context. For example, Pham and Xiao [13] presented an automatic system
capable of creating assembly tasks from analysis of mechanical assembly video. Van
Lopik et al. [14] proposed an AR authoring tool for supporting users in creating AR
content for repair training operations. Lorenz et al. [15] presented an approach for a
3D-content editor to assist technicians in preparing AR instructions for maintenance of
machines.

2.3 AR Content Specifications for Industrial Activities

AR-assisted industrial applications are revolutionizing technical communication since
they offer the possibility of making such communication more efficient through the
augmentation of digital data and new ways of interacting with it. This trend reflects the
growing recognition of the benefits AR can offer in terms of improving communication
effectiveness and facilitating a higher level of user engagement and understanding [16].
In this regard, among the open issues limiting AR applicability, there is how AR content
should be defined, which information it must provide to the user, to effectively support
and simplify an industrial activity, based on its specifics, in order to improve performance
and safety of workers, and increase overall productivity. In fact, based on the specific
industrial activity that is meant to be supported, it is necessary to identify the appropriate
amount and type of information to be displayed in AR in order to make the user’s
operability more effective and to prevent the AR tool from being counterproductive [17].
For example, in the case of the assembly of components,AR technology can guide human
operators with various types of digital information superimposed on a real scene such as
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3D models that appear in a specific animated assembly order, text instructions, pictures
or videos, and general guidelines for using assembly tools. In the case of maintenance
activities, operators can be supported by AR through overlaid digital instructions and
schematics on physical equipment, real-time data such as operating parameters and
performance metrics, and maintenance procedures. Similarly, inspection activities can
also benefit from the adoption of AR by augmenting 3D models, 2D or 3D annotations,
including dimensions, tolerances, PMI (product manufacturing information), etc. Of all
the possible applications of AR content in an industrial scenario, this paper focuses on
the use of 3D CADmodels for supporting visual inspection of products through a visual
comparison between virtual and real objects.

3 CAD2AR: A CAD Automation Tool

The following shows an exemplification of a CAD automation tool that simplifies inter-
operability between CAD andAR authoring systems. CAD2AR tool has been developed
to be used for industrial applications, specifically to support operators during the author-
ing of AR content for inspection activities that require the augmentation and alignment
of 3D CAD models onto their physical counterparts. Unlike traditional authoring tools,
which often involve specific programming skills, the proposed CAD2AR tool can assist
CAD operators who lack coding expertise. It allows them to accomplish AR authoring
stages directly in the CAD environment, including importing CAD models, defining
markers positioning, generating and exporting AR data in a compatible format for AR
systems. The tool has been programmed by using the CAD software’s API (Application
Programming Interface) with a modular architecture, enabling the integration of spe-
cific features for other industrial domains without any restrictions. The following figure
(Fig. 1) depicts the data workflow that consists of two different stages: preparation and
data export. Both stages allow the user to performAR content authoring within the CAD
environment and generate AR data compatible with AR systems for inspection activities.

Fig. 1. Data workflow of the proposed CAD automation tool.

In the first stage, i.e. the preparation one, CADmodels (single components or assem-
blies) are modelled or retrieved from the database and imported into the CAD environ-
ment. In the context of AR-assisted industrial activities, in fact, CADmodels are usually
overlaid on top of real world and, in the case of inspection of products, superimposed
onto their physical counterparts. In this way, operators can visually inspect real products
by comparing virtual and real objects. This activity can be carried out at different stages
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throughout the manufacturing process, serving different purposes. For instance, it can be
used to verify the absence of components or whether their geometries and assembly posi-
tions are correct. The second operation of the first stage involves modelling of markers
that act as reference systems for the alignment of virtual content into the real environment
during the AR visualization when a marker-based approach is adopted. In general, the
larger the size of the product, the more markers the user defines to improve the accuracy
of AR content registration. Therefore, the user then attaches physical markers into real
world at the same locations occupied by the virtual ones in the CAD environment to
achieve this alignment during AR visualization. Markers’ pose is calculated based on
the absolute reference coordinate system of the CAD environment by exploiting specific
functions provided by CAD’s API. In the last stage, i.e. the data export one, two main
operations are carried out: converting CAD models into a lightweight compatible 3D
file format, such as .gLTF, and generating an XML file that contains all the data about
markers in terms of position and orientation. These two outputs, i.e., the converted 3D
models and the XML file, are finally exported from the CAD software that can be used
for the inspection of products during AR visualization. In this scenario, two main oper-
ations are performed: augmentation of 3D virtual models onto real objects through AR
capabilities and the alignment achieved through the recognition of physical markers.

3.1 Experiments and Results

A preliminary evaluation has been conducted by involving 8 male experienced AR
developers with an average age of 30.5 (SD = 4.5) to assess the benefits due to the
adoption of theCADautomation tool. The study has consisted of comparing the proposed
tool with an AR authoring platform, i.e. Unity, in the creation of AR content for the
industrial inspection context. More specifically, the participants have been invited to
model virtual markers and export AR data needed for the augmented visualization using
functionalities provided by the two authoring tools. As objective metrics, the completion
time to perform the task has been taken into account to evaluate the efficiency of both
tools. A total of five different assemblies of increasing complexity, in terms of geometries
and number of components, have been considered as shown in Fig. 2. This was justified
by the fact that an ever-increased number of markers have been modelled onto virtual

Fig. 2. 3D model assemblies used for the experimentation and related number of markers.
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components in the same positions with the two authoring tools as the complexity of
assemblies increased.

Figure 3 shows the results of the preliminary evaluation, considering the average
time needed to prepare the augmented scenario by using both authoring tools.

In particular, what emerged is that the use of the proposed CAD automation tool
reduces the mean time required to complete the authoring task with respect to the other
AR authoring tool. This is more evident when the complexity of assembly and, in turn,
the number of markers to be modelled increases. Another aspect that emerged from this
analysis was that utilizing the proposed CAD automation tool resulted in more precise
placement of virtual markers compared to relying solely on the authoring tool. This is
because the CAD environment leverages the geometric features of CAD models, which
cannot be fully replicated in the case of tessellated models. Although this preliminary
evaluation has produced interesting findings, it is worth noting that the study’s narrow
focus on a single case study limits the generalizability of the results. Furthermore, the
experimentation was limited to one group of AR experts without considering users with
different levels of technical expertise and background knowledge.

Fig. 3. Average completion time of AR content authoring.

4 Conclusions

This paper has presented an overview of main interoperability challenges that can hinder
the effective adoption and integration of AR in industrial environments. Specifically, the
paper addressed three critical issues: data exchange, AR content authoring, and AR data
specifications, which if not properly addressed, can significantly limit the widespread
adoption ofAR technology in industry. In this regard, the paper proposed aCADautoma-
tion tool that can be used to prepare AR content to assist operators in performing inspec-
tion activities on real products. A preliminary evaluation was conducted to compare the
proposed tool with another authoring tool, resulting in interesting findings that warrant
further experimentation in different use cases. Future research directions will involve
the use of both objective and subjective metrics to evaluate not only potential enhance-
ments in user performance but also user satisfaction and cognitive workload required to
complete the authoring task.
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Abstract. The “Research Quality Assessment” is a procedure promoted by
ANVUR in the academic field, aimed at evaluating the paper quality in aca-
demics. Even if the main evaluation criteria are public, the final score of each
paper is not directly obtained through an algorithm based on quantitative data, but
can be affected by the peer review process and qualitative considerations. Thus,
it is not possible to a priori know the outcome of each specific publication. In the
present research activity, the VQR results of an Italian Department in the indus-
trial engineering field were analyzed through a PCA approach. Additionally, a
score estimation algorithm was developed, based on numerical evaluation param-
eters, which can quantitatively describe the paper’s quality. Even if the actual final
score is not deterministic because of the peer review process, a strong correla-
tion between the predicted and the actual scores was found in the analyzed data.
The estimation for the specific paper can be faulty, nevertheless, the developed
algorithm demonstrated consistency in terms of overall Department performance,
especially for the higher scores.

Keywords: VQR scores estimation · PCA analysis · Regression algorithm ·
Quality assessment

1 Introduction

The evaluation of scientific publications is a challenging task, since many factors can
be taken into account. Several different quality indexes were defined in the literature: an
overview and an analysis of the main proposal are reported in [1], and a study about the
importance of quantity or quality of publications is provided in [2]. In this broad field,
the Italian National Agency for the Evaluation of Universities and Research Institutes
(ANVUR) promoted the so called Research Quality Assessment (VQR, from the Italian
translation of Valutazione della Qualità della Ricerca) starting in 2004 [3, 4]. The eval-
uation is referred to public universities and research institutes, and it is also extended
to volunteer private institutions. VQR is repeated periodically, covering the scientific
production of the previous five years. The evaluation is based on three main aspects, i.e.
rigors, originality and impact of the papers. Each aspect receives a score in the range
of 0–10, which is then summed to obtain the final paper outcome in the range of 0–30.
The papers are divided into Scientific Areas, and the score of each paper is assessed by
the groups of experts for evaluation (GEV). The group is composed of highly qualified
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Italian and foreign scholars, who are experts in each area. The evaluation is obtained
by combining quantitative data (e.g. Journal metrics or paper citations) and qualitative
aspects (e.g. scientific soundness and novelty). Additionally, the evaluation criteria are
mostly devoted to publication quality instead of quantity, since each scholar could submit
a maximum of four papers published in the considered period.

In this paper, the results of the third VQR exercise, which was recently completed
and covered the papers between 2015 and 2019, are analyzed. No comments nor con-
clusions are drawn about the strength and weaknesses of the VQR approach, which
are outside the aim of the present research. This paper instead analyses the correlation
between specific quantitative parameters of a Department in the industrial engineering
field (referred to as Institution, in the following) and the VQR scores. The statistical
analyses of the evaluation outcomes allowed the development of a regression algorithm,
based on principal component analysis (PCA) which can estimate the average expected
VQR outcome of the Institution, provided a pool of presented papers. In other words,
the developed algorithm is not able to precisely predict the score of a single paper, but
it demonstrated to be reliable in statistically estimating the overall performance of the
studied Institution.

2 Data Set Description

The studied dataset was composed of the publications which were submitted by the
Institution for the third VQR exercise. The evaluation procedure allowed the submission
of a maximum of four publications for each researcher, imposing a limitation on the total
number of presented papers equal to three times the number of employees. For these
reasons, the Institution presented a total number of 306 papers. Since the final VQR
outcome of each paper is confidential, the analysis was based on a subset of 217 papers,
whose VQR scores were voluntarily provided by the authors. The selection was limited
to Area 09: Industrial engineering and information technology only, thus excluding the
contribution belonging to other areas of the Institution. For each paper, many qualitative
and quantitative data were available. The present analysis was limited to the quantitative
numerical variables, to simplify the algorithm development. In particular, more than
20 indexes were taken into account, including the number of authors, the publication
year, the number of citations on the Scopus database (both total and excluding self-
citations), the number of citations on Web of Science (WoS) database, Scimago Journal
Ranking (SJR), Source Normalized Impact per Paper (SNIP), publication year, Impact
Factor (IF) and five years IF. Additionally, four different scores were considered as the
papers’ VQRoutcome: rigors, originality, impact, and total score. In the present analysis,
the VQR evaluation system is studied following a black box approach, considering the
paper metrics as input and the scores as output. All the numerical variables (both input
and outputs) were normalized along the dataset, so that each variable resulted to have
zero mean value and unitary standard deviation. This normalization allowed obtaining a
robust comparison between different variables with different orders of magnitude. It is
worth noting that the adopted procedure impairs the possibility to recover the absolute
score of each paper starting from the normalized score.
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3 VQR Results Analysis

3.1 Single Index Analysis

A first attempt to analyze VQR results was performed by considering the correlation
between single relevant indexes and the different scores of the paper. In particular, two
indexes were considered in this stage: IF and total citation number. A plot could be
drawn having on the horizontal axis one of the indexes, and on the vertical axis the total
score of the paper. Figure 1 shows the results of this analysis, highlighting that using a
single index allows drawing a lower bound of the score. In other words, provided the
value of the index, it is possible to estimate the minimum expected score, but not the
maximum. Indeed, the left side of the plots shows that even papers with really low IF or
citation numbers could receive high scores.

(a) (b)

Fig. 1. Single parameter influence: (a) IF and (c) total number of citations.

The plots also highlight that the outliers, i.e. papers with extremely high values of
the index, also received the maximum score. This is a trivial conclusion, but only applies
to a really small number of papers. The same analysis was repeated for other indexes
(e.g. SJR), also considering rigors, originality and impact scores singularly, providing
really similar results. This allowed concluding that, for the majority of the papers, the
final score cannot be directly related to the value of a single index.

3.2 PCA Analysis

To investigate the possible correlation between the scores and the papers’ indexes, a
multivariable analysis was conducted. Many possible indexes are to be considered, and
the definition of the proper combination is not trivial. Thus, to obtain an objective
evaluation of the population, a PrincipalComponentAnalysis approachwas used, and the
data were processed through the Partial Least Squares Regression (PLSR) algorithm [5–
7]. Based on single value decomposition, the algorithm can compute a linear least square
fit of the data. The results depend on the number of eigenvectors to be considered, thus the
algorithm also provides the percentage of variance explained by the regression model
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if additional eigenvectors are progressively added. The eigenvectors do not directly
correspond to single indexes of the analysis, but rather to a combination of more inputs.
It is possible to plot the explanation percentage with respect to the number of considered
eigenvectors: the higher the percentage, the higher the correlation between inputs and
outputs. The results of this analysis for the whole population are reported in Fig. 2(a),
with reference to the total VQR score.

(a) (b)

Fig. 2. PLSR results for total score: (a) percentage of explained variance and (b) linear fit.

The total score provides a reasonable percentage of explained variance close to 70%,
thus allowing to estimate the possible VQR outcome of the papers. It is worth noting that,
selecting nine eigenvectors, the algorithm reaches the plateau in explanation percentage,
thus nine eigenvectorswere used for the following analysis. This allowed using the PSLR
algorithm to compute a reliable linear fit of the population, i.e. compute an estimation
of the VQR total score starting from the considered indexes. The results are reported
in Fig. 2(b) for the total score. The black dots represent the studied population, while
the black line represents the theoretical line corresponding to a perfect correspondence
between estimated and actual scores. As can be seen, the estimated values are reasonably
correlated with the actual score, showing a Pearson correlation coefficient [8] r = 0.838.
The dispersion in the data is coherent with the results of Fig. 2(a), which shows that a
relevant percentage of unexplained variance is still present in the population.

3.3 Correlation with Different Scores

A similar analysis was repeated for the single scores, i.e. originality, rigors and impact.
The PLSR algorithm was used to assess the percentage of explained variance and to
predict the scores through linear regression. Figure 3 shows the results in terms of
explained variance: the green, red and blue curves are referred to originality, rigors and
impact scores, respectively.

As can be noted, the impact score provides the highest explanation percentage (close
to 75%),while the originality and rigors scores provide lower percentages (close to 50%).
This can be ascribed to the fact that the impact can be more objectively related to the
papers’ indexes, while the other scores are more subjective during the review process.
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(a) (b)

Fig. 3. PLSR results for single scores: (a) percentage of explained variance and (b) linear fit.

The linear regression results, reported in Fig. 3(b), confirm that the impact (blue dots,
r = 0.861) estimation performs better with respect to the originality (green dots, r =
0.709) and rigors (red dots, r = 0.693) estimations. The comparison between Fig. 3 and
Fig. 2 shows that the algorithm performance for the total scores is much closer to the
impact estimation than to the other scores, meaning that the higher aleatory levels of the
originality and rigors scores are balanced in the total score computation.

4 Estimation of Actual VQR Results

4.1 Estimation Reliability

The estimation performance was further investigated by a deeper result analysis. The
linear regression algorithm of course provides a real number, while the actual VQR
evaluation procedure was discretized with a step of 0.5 points. For this reason, the same
discretizationwas applied to the estimated values. Then, it was possible to divide the data
by grouping all the papers having the same estimated score. For each group, the mean
value and the standard deviation of the actual VQR scores of the papers belonging to the
group were computed. The results are reported in Fig. 4. The plot shows the papers with
blue dots, where the scores are discretized with the 0.5 steps (before the normalization).
The mean value of each score group is reported with a red cross, while the black dashed
lines represent the mean value of each group plus and minus the standard deviation (σ)
of the same group.

As can be noted, the plot shows some differences between the higher scores region
and the lower scores region. In the higher scores region, the mean value of the actual
VQR scores is perfectly aligned with the 45° line, meaning that the score estimation is
reliable on average. Additionally, the standard deviation in this region is approximately
constant for any paper group. The only exception is represented by the papers with the
maximum scores, where a really small number of papers was present and, thus, mean
value and standard deviation are not representative. On the other hand, the lower scores
region shows more noise in the mean value of the scores (i.e. difference with respect
to the 45° line) and in the standard deviation, thus proving a less reliable estimation.
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Fig. 4. Algorithm estimation: mean value and standard deviation.

This can be ascribed to the fact that the evaluation of higher quality papers is more
objective, based on Journal metrics and citation performances, while the evaluation of
lower quality papers is more subjective during peer review.

4.2 Estimation Validation

To validate the proposed approach, it is crucial to estimate the score of papers that were
not used to set up the regression algorithm. This allows to avoid bias in the algorithm.
Additionally, the estimation quality can be assessed only if the actual VQR score of
the paper is known. Thus, the data set was divided into two subsets, called training and
test. The training set is then used to set up the regression algorithm, while the test set
(which is not used in the algorithm setup) is used to assess the reliability of the evaluated
scores. Random indexing was used to define the two subsets, choosing 160 papers for
the training set and the remaining 57 papers for the test set. The results are reported in
Fig. 5, which is drawn as done for Fig. 4, with reference to the training set. Additionally,
the test set was added to the plot with magenta dots.

The plot confirms the comments raised for Fig. 4, with the higher scores region
providing a more reliable estimation of the scores, at least on average. Additionally, the
distribution of the test papers (i.e. magenta dots) is perfectly included in the training
set distribution, having just a few papers outside the ±σ confidence region. This allows
concluding that the proposedmethod can estimate the actual VQR scores of the papers, at
least in terms ofmean value at the Institution level. In otherwords, the score estimation of
a single paper can be fallacious, but the overall Institution’s performance considering the
whole set of available papers is reliable. Hence, the method can provide an estimation of
the Institution’s performance, allowing comparing different papers sets while selecting
the best papers for VQR evaluation.
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Fig. 5. Algorithm estimation: comparison between training and test sets.

5 Conclusions

This paper describes a statistical analysis of VQR results for a specific Institution. The
actual VQR scores of most of the evaluated papers were voluntarily provided by the
authors, thus allowing studying possible correlations between papers’ indexes and VQR
outcomes. The scores and the indexes were normalized to have a zero mean value and
unitary standard deviation. In this research, the analysis is limited to quantitative numeri-
cal indexes, such as Journal impact factor, total number of citations, etc. The preliminary
analysis allowed concluding that a single index can only provide a lower bound of the
scores, thus it is not possible to directly estimate the actual score by considering a sin-
gle index. For this reason, the investigation was extended by considering the combined
effect of different parameters, by exploiting principal component analysis and singular
value decomposition approach, thus applying a linear regression algorithm. The whole
dataset (composed of 217 papers from the same Institution, Area 09) was first analyzed
with the proposed algorithm to assess if the method is reliable in VQR scores estimation,
proving that a strong correlation between the estimated scores and the mean value of
the actual VQR scores exists, especially in the higher scores region. Furthermore, the
proposed approach was validated by dividing the dataset into two subsets: training and
test. The algorithm was updated by considering the training set only, and then it was
used to estimate the scores of the test set, which was not used for algorithm setup. The
results confirmed that the algorithm can provide a reliable estimation of the actual VQR
outcomes, at least in terms of the average for the whole Institution. Thus, the proposed
approach can be considered a reliable tool to select the papers to be presented for future
VQR evaluation.

Further research development could be carried out by considering further indexes
(e.g. ratio between existing indexes), which could provide a deeper insight into the
explainable variance. Additionally, the results could benefit from the analysis of a wider
dataset, i.e. addingmore papers fromdifferent Institutions (provided that they are referred
to the same scientific Area, which can impact the VQR evaluation criteria).
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Abstract. In a digital world where technological development allows the imple-
mentation of computer-based methods that can objectively support human activ-
ities, it is no more conceivable that activities such as the analysis, classification,
and reconstruction of archaeological ceramics aremademanually. This determines
that expert operators are involved in time-consuming, tedious, poorly repeatable,
and reproducible activities whose results depend on his/her experience. This prob-
lem concerns the need for robust and reliable automatic methods supporting the
operator in these activities. To address these problems, in the last years, the Uni-
versity of L’Aquila research group published robust and reliable methods based on
the codification of archaeologists’ knowledge in recognizing the most significant
geometric and morphological features of sherds. With such tools now available,
producing more objective knowledge referring to a huge amount of sherds, the
need arises to develop computer-based systems capable of sharing this knowledge.

For this purpose, in this paper, a dedicated database is proposed. Particular
efforts were made to implement an intuitive and interactive web interface with
commands that co-determine the essential interaction of the archaeologist with
the fragments in the traditional method.

Keywords: Computer methods in archaeology · Automatic features
recognition · Innovative representation scheme · Semantic annotations ·
Web-based application

1 Introduction

The “UNESCO, ICCROM, ICOMOS (1994)” (Nara Document on Authenticity, arti-
cle 13. http://www.international.icomos.org/charters/nara e.html) recommends that an
essential aim of the cultural heritage (CH) is the preservation of the authenticity and
integrity of archaeological excavations and finds through the following activities:

• Archaeological excavation, including field and underwater excavations;
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• Archaeological research, devoted to finding the historical, artistic, and scientific value
of relics and investigating the historical process, the state of civilization, and the
technological level;

• Archive management, making it possible to collect, record, organize, add, delete, and
modify information about relics;

• Conservation, monitoring, storing safely, and restoring heritage items;
• Exhibition, including exhibitions in museums, onsite, or on the Web;
• Utilization of cultural heritage through film, television, game production, imitation,

printing, and publications.

Despite the scientific community’s efforts, these goals must be satisfactorily
achieved. This condition is common to all artifacts, including ceramics, most found in
archaeological excavations, and essential to getting information about the site’s history,
economy, and art. The traditional techniques concerning archeological research, archive
management, conservation, exhibition, and utilization are based onmanual activities per-
formed by skilled operators. Typically, archaeologists assign attributes to the ceramic
material by analyzing shape, dimensions, decoration, technological elements, color, and
material [1]. Decoration, technological features, and color are examined through visual
analysis, whereas shape and dimensions characterization is primarily based on the find-
ings’ graphical representation [2]. Since the results of the previous studies are stored in
paper catalogs, the operator, by visual comparison with known classifications, assigns
each analyzed sherd to a specific ceramic typology.

The traditional method for ceramics analysis presents limitations in the study of the
find and knowledge sharing. As to the first aspect, in a previous paper [3], the authors
demonstrated that the traditional method for shape and dimensional characterization is
neither reproducible nor repeatable for the graphical representation of sherds, even for
“indicative” ones. In archaeology, the term “indicative” refers to fragments having fea-
tures such as pieces of rim, base, and presence of grooves that help the archaeologists
orient the sherd. So, in the archaeology practice, the non-indicative fragments (walls
without pieces of rim, base, or groove), since archaeologists cannot orient them, they
are not analyzed, although they are most parts of the finds and have essential informa-
tion about the shape of the original pottery profile. Among all these approaches, the
only one capable of recognizing the geometric and morphological features analyzed by
archaeologists is the one proposed by the research group of the University of L’Aquila
and published in ([4, 5], and [6]). The segmentation method analyzes the differential
geometrical properties and topological invariants. Starting from the discretized models
of the sherds, the published methods automatically segment axially-symmetric features
(the rim, internal and external wall, and base) and non-axially symmetric ones (handles
and constant radius features such as decorations). The method applied by the authors
to hundreds of real archaeological fragments (most of which were “not indicative”)
produced results following skilled archaeologist evaluations.

To achieve the goals set by UNESCO, tools must be developed to share the knowl-
edge derived from these new tools. Since these tools must support the archaeologists’
activities, rather than sharing their use that requires specific skills, the aim should be to
share the results by implementing 3D information systems with intuitive and interactive
interfaces that allow archaeological pottery visualization and documentation.
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The cataloging of this information in a structured way that allows quick access,
clustering, and comparison providing adequate support for the classification and inter-
pretation, is not trivial [7]. The solution to this problem proposed in the literature is
using relational databases management systems (RDBMS) that can manage hetero-
geneous sources, data structures, content, and formats. By analyzing the published
databases/structures managing the shape and morphology of sherds, they have a variety
of structures and formats; as a direct consequence, this makes it difficult to exchange
data among researchers [8]. Furthermore, none of them has an intuitive and interactive
web interface with which the operator can interact with the pottery and add information
to help the scientific community add knowledge ([9–11], and [12]).

To contribute significantly to this field, the paper proposes a semantic scheme for
cataloging digital finds of ceramics that includes the information necessary for correct
and accurate documentation of resources, according to the most accredited methodolo-
gies for digital libraries. A web client will use this semantic scheme to catalog, visualize,
manipulate, and semantic annotate 3D digital objects and transfer annotations between
models. The website will give users (archeologists, researchers, etc..) a place to discuss
the research: it will be possible to manipulate the 3D object obtained by the feature
recognition process and, also, it will be possible to contribute to enrich and refine exist-
ing information provided by other experts on the objects displayed in the web browser
and stored in the database. The procedure will be applied and tested for real sherds from
different archeological sites.

2 Computer-Based Method

The database presented in the paper is fedwith the results of the automaticmethodologies
proposed in ([3–5], and [9]) and implemented in Keramodeo V1. Starting from the
parameters shown in Fig. 1a), for each 3D discretized model, Keramodeo V1 performs
the evaluations of:

• the differential geometric properties (normal and curvatures at each mesh vertex)
[13];

• the axis of symmetry [13];
• the segmentation of the geometric and morphological features [5];
• the segmentation and characterization of the dimensional features [4];
• the construction of the representative 2d profile of the sherd [3].

Readers can find more details in the corresponding papers cited above. Once the
processing is complete, after an expert archaeologist has supervised and accepted the
processing, the data are saved from being imported into the database (Fig. 1 b).

The structure of the website is shown below. Figure 2 shows the login page where
the user must enter the credentials to access (if already available) or create a new user
account.

Once logged in, Fig. 3 shows the website’s home page (dashboard) architecture.
Figure 3(a) show, on the left side, the main menu allows the navigation between the
different sections (collections), i.e., between the macro-categories of already cataloged
archaeological pottery finds. In the central part of the body page (Fig. 3b) is shown a
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a)

b)

Fig. 1. The Keramodeo GUI used to generate the data for the database.

Fig. 2. Website login page

table with the latest objects already stored in the database, with information on views
and the number of comments. The comments, ordered by descending date, are shown in
the right section of the home page (Fig. 3c).

In the dashboard (or using the search menu on the header), the user can select a
single object (model) to obtain the information stored in the database. Figure 4 shows
the object viewermodule. The user interface provides all theworking tools for interacting
effectively and immediately with the 3D CADmodel. In particular, the “menu icons” on
the right side of the interface allow easy access to various display functions and features.
In more detail, these buttons enable making user interacting with the web interface,
changing the display options or the set of features to display.

The button (C) of Fig. 3 allows the complete display of the 3D CAD model (see
Fig. 4a), with that it is possible to interact dynamically using the mouse keys (see
Fig. 4b). The required model is loaded into the browser in the form of an.obj or.stl file.
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Fig. 3. Website structure.

Fig. 4. Structure of the object viewer module

The button (d) of Fig. 4 allows the ceramic features to be displayed directly on the
three-dimensional cadmodel. As shown in Fig. 5, five ceramic features are automatically
recognized for the represented object: the chips, the fracture surfaces, the external wall,
the internal wall, and the rim. It is also possible to show the transition zone between
different ceramic features. An interactive legend displayed on the right side of the 3D
object (Fig. 5a), in addition to showing the color of the features, also shows the number of
comments entered by users for the given feature. Selecting a feature on the legend makes
it possible to highlight the feature extension on the CADmodel and simultaneously show
the comments users enter (Fig. 5b).

The button (e) of Fig. 4 allows the visualization of the 2D model profile and the
archaeological sherd model’s main geometrical and dimensional properties (see Fig. 6).
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Fig. 5. Ceramic features recognized for the represented object

Fig. 6. 2D profile and main geometrical and dimensional properties of the object.

Finally, button (f) of Fig. 4 allows the visualization of the reconstructed 3D CAD
model (see Fig. 7).

3 Discussion and Conclusion

Today, despite the scientific community’s efforts, the recommendations of “UNESCO,
ICCROM, ICOMOS (1984)” for preserving the authenticity and integrity of archaeo-
logical finds are not yet been completely achieved. Regarding archaeological ceramics,
this is because their analysis, classification, and reconstruction are still made by manual
methods based on the operator’s experience. This implies that the operator is involved
in time-consuming, tedious, poorly repeatable, and reproducible activities whose results
depend on his/her experience. This modus operandi is no longer sustainable in a digital
world where technological development allows the implementation of computer-based
methods that can objectively support human activities. Developing an automatic method
to support/replace the operator in the above-mentioned routine activities must be based
on expert operators’ encoding knowledge. This is the only way to implement it in algo-
rithmic rules for analyzing 3D discrete models. In the last ten years, the University of
L’Aquila research group published methods based on the codification of archaeologists’
knowledge in recognizing the most significant geometric and morphological features
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of sherds. Methods applied by the authors to hundreds of real archaeological fragments
(produced results following skilled archaeologist evaluations.With such tools now avail-
able, to achieve the objectives set by “UNESCO, ICCROM, ICOMOS (1984)”, the need
arises to develop computer-based systems capable of sharing the knowledge andmethods
developed with archeologists.

Fig. 7. Visualization of the reconstructed 3D CAD model

In this paper, these systems are identified as a special database from which the
archaeologist will be able to view the material, study it also thanks to the support of the
“augmented” information provided by the feature recognition system (morphological,
geometric, etc.). In the proposed first version, particular efforts were made to develop
an intuitive and interactive web interface with the commands that co-determine the
essential interaction of the archaeologist with the fragments in the traditional method:
3D manipulation, displaying results of segmentation and dimensional characterization,
adding labels and annotations.

Once these main commands were defined, together with archaeologists, the interface
was designed regarding the shape and position of menus, tables, legends, and icons.
Once the design and implementation of the interface were finished, it was submitted
to archaeologists working with the research team. The learning ramp was steep, and
the archaeologists became skilled in using the interface after a few interactions. Having
verified the effectiveness of the developed system, future efforts will be directed toward
three different topics:

• implementing new functionalities that handle other information that can be taken
from 3D model analyses (thicknesses, textures, etc.);

• implementing methods for querying the database for the classification and cataloging
of sherds;

• using the database to create and share knowledge of hundreds of sherds from an
archeological site;

• implementing mobile augmented reality applications to share information high-level
information from 3D models to improve also the exhibition activities
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Abstract. At Legnaro National Laboratories of the Italian National Institute for
Nuclear Physics,Design forAssembly principleswere applied to ease and improve
the assembly procedure of the Forced Electron Beam Induced Arc Discharge
ion source for the SPES Isotope Separation On-Line facility. Such device is a
key component for the whole system, as its correct functioning is fundamental
to provide the radioactive ion beam to the experimental users; furthermore, its
reliability and performance stability are directly affected by the construction and
placement accuracy of the parts that compose the assembly.

A deep critical analysis of the current assembly procedure was performed
to identify the main issues that affect the mounting accuracy of the ion source
components. Consequently, a new assembly procedure was developed to fix the
identified issues without applying relevant modification to the ion source parts;
specifically, a custom assembly tool was designed not only for an easier cou-
pling of the components, but also to improve the accuracy of the functional sur-
faces positioning to increase the device performance stability during operation.
To achieve this, a custom assembly tool was designed to reduce the number of the
elements of the tolerance stackup and, therefore, the uncertainty propagation. The
proposed assembly procedure results significatively less time consuming than the
current one, moreover it improves the accuracy of the FEBIAD ion source compo-
nents position once assembled, as confirmed by Coordinate Measuring Machine
measures.
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1 Introduction

The Selective Production of Exotic Species (SPES) facility at Legnaro National Labora-
tories (LNL) of the Italian Institute of Nuclear Physics (INFN) is an Isotope Separation
On-Line (ISOL) facility having the purpose to produce Radioactive Ion Beams (RIBs)
for research in different branches of science, from nuclear physics to nuclear medicine
[1].

In the case of the SPES facility (Fig. 1), such RIBs are produced by the interaction
of a production target, usually made of fissile material with a high-intensity and high
energy proton beam produced by a cyclotron [1]. Depending on the impinging beam
energy and the target composition, specific nuclear reactions are activated, leading to
the production of a characteristic range of isotopes of different elements. Most of the
nuclear reaction products can be released by the target thanks to diffusion and effusion
processes, allowed by the high working temperature of the system, generally around
2000 °C; additionally, the target operates under high vacuum (10–6 mbar) to avoid both
oxidation and the presence of external contaminants.

Fig. 1. SPES facility layout

The released particles effuse through a transfer line towards the ion source, where the
incoming neutral radionuclides are ionized, fundamental step for the subsequent extrac-
tion and acceleration of the radionuclides as a Radioactive Ion Beam (RIB) allowing
its transport and manipulation by the subsequent electrostatic devices. Afterwards, an
electromagnetic mass separator allows the mass-selection and purification of the trans-
ported ions. The resulting isobaric RIB can be directly delivered to experimental users
or further accelerated up to the energy level required for specific research activities.



Development of an Assembly Procedure to Reduce the Uncertainty Propagation 585

1.1 The Case Study

The ion source is a key component for an ISOL facility, as its performance stability
and reliability are fundamental for ensuring the availability of the requested RIBs to the
experimental users. Indeed, amalfunctioning of the ion source, causes the interruption of
the beam delivery and down-times required for the substitution of the entire Target-Ion
Source unit (Fig. 2), that has to be handled as nuclear waste regardless of the cumulated
operational time reached. Currently, the standard operational timespan of a Target-Ion
Source unit is 15 days, mostly because the ion source performances degrade over time.

Fig. 2. Target and ion source chamber

Among the different types of ion sources, the Forced Electron Beam Induced Arc
Discharge (FEBIAD) ion source is the most used because of its flexibility since it can be
used to potentially ionize any element of the periodic table. Such a device is composed by
several components produced in refractorymetals (e.g.,Molybdenum andTantalum) and
ceramics (Alumina andGraphite) which are represented in Fig. 3. Indeed, the occurrence
of the ionization process requires extreme working conditions: working temperature
levels in the range 1500 °C–2000 °C, achieved by Joule effect heating, and high vacuum
(10–6 mbar) necessary to minimize the presence of contaminants in the produced beam
and prevent components oxidation [2].

From a geometrical point of view, the accurate alignment of the FEBIAD anode
and cathode, namely the two main components of the ion source, strongly affects the
performance repeatability. In particular, the assembly of the anode is critical, since such
component has to be electrically insulated from the rest of the ion source, and it is fixed
through a support system, which foresees three Alumina cylindrical insulators supported
by pins and retainer nuts radially disposed at 120° to each other.

With the aim to ensure acceptable ion source performances, restricted geometric
limitations related to the functional facing surfaces of the anode and the cathode (called
anode grid and cathode front surface) are required [2]:
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Fig. 3. FEBIAD ion source main components

• They should be positioned at a distance (“a” in Fig. 3) between 0.9 and 1.2 mm;
• Their parallelism is desired.

Currently, the SPES FEBIAD ion source is constituted by more than 20 components
that are manually assembled with a complex operator-dependent procedure resulting
in a lack of both accuracy and repeatability of the functional surfaces positioning. The
aim of this work is to propose an alternative anode assembly procedure (AP), capable
of limiting the positioning uncertainty of the two functional ion source surfaces. Such
procedure was identified after a critical analysis of the current assembly method.

2 Materials and Methods

The development of an improved assembly strategy for the FEBIAD ion source, accord-
ing toDesign forAssembly (DFA) approach [3], becamenecessary to reduce the elements
that were considered as a source of uncertainty for the positioning of each part of the
assembly. However, before modifying the current alignment procedure, it was carefully
examined and evaluated by performing a critical analysis.

2.1 Critical Analysis of the Current Alignment Procedure

The current assembly procedure foresees an alignment tool to manually center the anode
within the discharge chamber (Fig. 4), nevertheless the results in terms of the accuracy
of such an operation are dependent on the ability of the operator.

The main issues and sources of uncertainty for the positioning of the ion source
components by performing the current assembly strategy were identified by a critical
analysis:

1. The anode is not properly blocked by the alignment tool allowing its sliding along
the z axis, as represented in Fig. 5;
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2. The clearance fits between the alignment tool and the other components were not
suitable for an accurate positioning of the parts; Because of the small dimensions of
the anode support system components, they were particularly difficult to be manually
handled. Moreover, the fixing of the retainer nuts was problematic as it compromises
the position of the anode since it was not blocked.

Fig. 4. The alignment tool used to perform the current assembly procedure

Fig. 5. Representation of the critical issues identified for the current assembly procedure

The uncertainty propagation due to the several elements of the tolerance stackup,
as a consequence of the unconstrained degrees of freedom of both the anode and its
support system, have a detrimental effect on the assembly repeatability [4]. Therefore, a
control of the position and inclination of the anode grid was not feasible. In addition, the
assembly operations were extremely time consuming, as the entire assembly procedure
required several hours to be completed.

2.2 The Proposed Assembly Procedure

The identified issues were solved without relevant modifications of the ion source parts
geometry since a new assembly procedure based on a custom support toolwas developed.
The assembly tool is constituted by the components represented in Fig. 6.
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The main body (called base tool) foresees a housing to properly constrain the anode
in order to maintain its own correct position during the assembly operation. In addition,
the anode support system components are sustained by the sliding rods that are radially
oriented toward the anode holes. To achieve this, the pin holes were threaded as well as
the end of the sliding rods.

A tolerance stackup analysis [5] allowed to properly design the assembly tool: for
the anode grid position was considered a different tolerance stackup constituted by less
elements with respect to the one related to the current assembly procedure.

Reducing the number of the tolerance stackup elements for the anode allowed to limit
the uncertainty propagation of the anode grid position. In fact, the anode was accurately
blocked as aforementioned, moreover the distance d was controlled by allocating a
symmetric dimensional tolerance of± 0.01 mm to the tool’s dimensions, as highlighted
in Fig. 7.

Fig. 6. The assembly tool designed to improve the anode mounting procedure. The main
component that directly affects the anode grid position is the base tool

Fig. 7. FEBIAD ion source tolerance stackup elements by considering the assembly tool to
perform the mounting strategy
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3 Results and Discussion

A prototype of such a proposed assembly tool was produced at LNL and it was suc-
cessfully tested. The improvement of such an assembly strategy allowed to simplify
the mounting operations of the anode and to reduce the time required to complete the
fixing of the ion source parts to few minutes. Different assemblies were prepared by
performing the different assembly procedures, afterwards the distance d was measured
through CMM (Coordinate Measuring Machine) measurements as shown in Fig. 8.

Fig. 8. CMM strategy to measure the distance d

3.1 Assembly Procedures Comparison

The CMM measures were performed on four different assemblies each one character-
ized by a set of different FEBIAD ion source components (four different sets, one for
each assembly) prepared using the aforementioned mounting strategies. The results are
resumed in Table 1 and Table 2.

Table 1. CMM measures on four assemblies prepared by the current mounting strategy

dnominal [mm] d measured [mm] � [mm]

Average 17,000 16.763 −0.237

Max 17.134 0.134

Min 16.578 −0.422

It has been observed that the assemblies realized by the proposed assembly procedure
were characterized by an average d value closer to the nominal dimension, while the
larger deviation from the nominal value (�) wasmeasured for an assembly performed by
the current assembly strategy. Furthermore, in Table 3 reports the comparison between
the same set of components mounted following the two different assembly procedures.
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Table 2. CMM measures on four assemblies prepared by the proposed mounting strategy

dnominal [mm] d measured [mm] � [mm]

Average 17,000 17.075 0.075

Max 17.247 0.247

Min 16.951 −0.049

Table 3. CCM measures comparison between assemblies having the same FEBIAD ion source
components prepared by the two different assembly procedures

dnominal [mm] d measured [mm] � [mm]

Proposed AP 17.000 16.991 −0.009

Current AP 16.736 −0.264

As a result of the CMM measurements, it was observed that the proposed assembly
procedure ensures a lower deviation for the d distance from the nominal value with
respect to the current assembly procedure.

4 Conclusions

CMM measurements were used to compare the different assembly procedures: the
assemblies prepared through the proposed assembly procedure confirm that the cus-
tom assembly tool prototype ensures a more accurate anode positioning with respect
to the current manual mounting method. This result was achieved by minimizing the
elements of the tolerance stackup of the FEBIAD ion source, which is an approach that
can be extended to all applications that require improvements in the positioning accuracy
of assembled components.

A further enhancement can be reached if a new assembly tool will be designed
allocating the proper tolerances needed to improve the quality of the assembly.Moreover,
additional repeatability test will be necessary to validate the new assembly procedure.
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