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Abstract. Statistical methods like linear regression analysis are frequently used
to create predictive analytic models. However, these methods have limitations that
may affect the accuracy of the models. Using a typical dataset, this study seeks to
accomplish two main goals. First, we fitted three predictive models, including lin-
ear regression analysis and two ensemble machine learning algorithms: Random
Forest Regressor and Extreme Gradient Boosting Regressor. Secondly, we com-
pared the performance of themodels using a 5-fold cross-validation technique. The
Random Forest Regressor outperformed the other models, with a Mean Absolute
Error (MAE) of 10.138, Mean Square Error (MSE) of 139.729, Mean Absolute
Percentage Error (MAPE) of 0.071, Root Mean Square Error (RMSE) of 11.821,
and NormalisedMean Square Error (NMSE) of 13.782. These results suggest that
the Random Forest Regressor is optimal for developing predictive models with
similar datasets.

Keywords: Machine learning · Random Forest Regressor · XGboost Regressor ·
Linear Regression · Gross Domestic Product · 5-fold cross-validation

1 Introduction

In today’s world, predictive modelling has taken the forefront in many industries, such
as finance and healthcare. It is now a vital tool for companies to gain insights and make
informed decisions. The advent of machine learning algorithms has played a significant
role in this development, enabling organisations to handle vast volumes of data effi-
ciently and precisely. According to Wang & Lee (2021), machine learning algorithms
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have been widely adopted in various applications and have gained significant popular-
ity. Among the machine learning algorithms, the Random Forest Regressor, Extreme
Gradient Boosting (XGBoost) Regressor, and Linear Regression are some of the most
commonly used algorithms. These algorithms have proven to be efficient and accurate
in predicting outcomes. However, they have significant differences in predictive per-
formance, computational efficiency, and interpretability. It is imperative to comprehend
these differences to select the appropriate model for a given prediction problem. For
instance, the Random Forest Regressor is a versatile algorithm that can handle a large
number of variables and nonlinear relationships.On the other hand, theXGBoostRegres-
sor is a gradient-boosted model that can provide superior predictive performance and
scalability. Lastly, Linear Regression is a simple algorithm that is easy to interpret and
is suitable for predicting outcomes when the relationships between variables are linear.

Machine learning algorithms have revolutionised the field of predictivemodelling by
enabling accurate predictions of outcomes in regression tasks such as predicting stock
prices, house prices, or medical diagnoses (Kaliappan et al., 2021; Xu et al., 2022).
However, selecting the best algorithm for a given problem can be challenging due to
several factors, such as the data distribution, dataset size, and feature number (Raju
et al., 1998). Thus, it is crucial to compare the relative performance of algorithms in
terms of accuracy. The Random Forest Regressor is an ensemble learning technique that
creates multiple decision trees and combines their predictions to generate a more precise
forecast (Pandey et al., 2019; Garg & Poornalatha, 2019). It is a flexible algorithm that
can handle numerous variables and nonlinear relationships, making various applications
possible.

On the other hand, the XGBoost Regressor is a gradient-boosting algorithm (Li,
2021) that also uses decision trees to make predictions (Allawala et al., 2022). It has
gained popularity due to its superior predictive performance and scalability. Lastly, Lin-
ear Regression is a simple but powerful algorithm widely used due to its ease of imple-
mentation and interpretation (Chien et al., 2023). It is suitable for predicting outcomes
when the relationships between variables are linear.

This paper aims to present a comparative performance evaluation of the Random
Forest Regressor, XGBoost Regressor, and Linear Regression algorithms based on met-
rics such as Mean Squared Error (MSE) and Root Mean Squared Error (RMSE) using a
typical dataset. The objective is to conduct experiments on a given dataset and evaluate
the performance of each algorithm using different metrics to provide insights into their
relative performances and identify the most suitable algorithm for specific applications.
By comparing the performance of these three algorithms, we hope to provide a com-
prehensive understanding of their strengths and limitations, aiding decision-makers in
selecting the most appropriate algorithm for a given prediction problem.

The findings of our study are expected to be highly valuable to researchers and
practitioners in machine learning and those who use regression analysis in their work.
By providing a comprehensive comparative evaluation of the Random Forest Regressor,
XGBoost Regressor, and Linear Regression algorithms, we aim to contribute to the
growing body of knowledge on the performance of regression algorithms. The insights
gained from our study will enable users to make enlightened choices when picking the
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most appropriate algorithm for their specific application, leading to more accurate and
reliable predictions.

The paper is structured as follows to clearly and concisely present the evaluation
and findings. The three algorithms and their properties are briefly described in Sect. 2,
enabling readers to understand the underlying concepts and differences between them.
Section3delves into themethodologyused to evaluate the performanceof the algorithms,
including the dataset used, the evaluationmetrics employed, and the experimental design.
In Sect. 4, we present the results of the comparative evaluation, including the perfor-
mance of each algorithm on various metrics, enabling readers to compare and contrast
their relative strengths and weaknesses. Finally, in Sect. 5, we summarise our findings
and conclusions, highlighting the most significant insights gained from our study and
their implications for those working in the field of machine learning as researchers and
practitioners.

2 Literature Review

According to Schonlau and Zou (2020), the question of whether linear regression should
be considered amachine learning algorithm or just a statistical method for prediction has
been a matter of debate. While some argue that it is a statistical method, others suggest
it can also be classified as a machine learning algorithm. Regardless of the conflicting
views, it is crucial to evaluate the effectiveness of linear regression and contrast itwith that
of other machine learning algorithms. This comparison can shed light on the strengths
and limitations of eachmethod, allowing us to choose themost appropriate approach for a
given problem.Although linear regression is frequently considered a straightforward and
simple technique, it has proven helpful in many applications, including forecasting stock
prices, examining consumer behaviour, and predicting sales trends (Tan & Al-Barakati,
2022; Wang et al., 2022). The popularity of machine learning algorithms, on the other
hand, is growing due to their capacity to learn from data and make precise predictions
about challenging issues (Sandra et al., 2021). In order to select the approach that best
meets the needs of the current problem, it is crucial to assess the effectiveness of both.
Ultimately, the choice should be based on a thorough understanding of the strengths and
weaknesses of each technique as well as the application’s unique requirements.

Machine learning algorithms have gained popularity in recent years for their ability to
predict future trends based on historical data. Regression analysis stands as a frequently
employed technique in predictive analytics, and various algorithms have been developed
to achieve accurate predictions. This section reviews the literature on three algorithms
- Random Forest Regressor, XGBoost Regressor, and Linear Regression - and their
performance evaluation in various applications.

Various applications, including economics, social sciences, and environmental stud-
ies, use linear regression, a straightforward but effective technique. It establishes a linear
relationship between the dependent and independent variables and iswidely used for pre-
dictive analytics (Mislick & Nussbaum, 2015). For instance, Li et al. (2013) used Linear
Regression to predict the energy consumption of buildings, with the ventilation energy
consumption predicted at high accuracies of over 99%. Similarly, Mirugwe (2021) used
Linear Regression to predict the average dollar tip a waiter can expect from the restau-
rant given several predictor variables, achieving a minimum Root Mean Square Error
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(RMSE) of 1.1815. While statistical methods like Linear Regression have been widely
used in economics, they have been criticised for their inability to capture complex non-
linear relationships between economic variables. Karen and Louise (2018) and Gareth
et al. (2017) have highlighted these limitations and pointed out that relying solely on
linear relationships can result in underestimating gross domestic product (GDP).

Moreover, several factors can affect the model’s accuracy, such as multicollinearity,
heteroscedasticity, and outliers. Therefore, researchers must adopt more advanced tech-
niques to capture complex and dynamic relationships between economic variables. First,
including irrelevant variables can reduce the effectiveness of the model. Second, a sig-
nificantly higher or lower number of observations than predictors may cause the Linear
Regression approach to produce inaccurate predictions. As a result, this issue can lead
to overestimation or underestimation of the model, limiting its accuracy. Third, relying
solely on R2 statistics and correlation to measure the model’s fitness may not be suitable
for predicting future data. Finally, the lack of a support system for tuning parameters
and cost function prevents applying a bias-variance trade-off to minimise the test Mean
Square Error. Thus, alternative approaches, such as machine learning algorithms, may
be better suited for accurately predicting economic variables (Agu et al., 2022).

An approach to ensemble learning is the Random Forest Regressor which constructs
multiple decision trees and combines their predictions to improve accuracy. It has been
used in various applications, including finance, healthcare, and marketing. For instance,
Lawrence et al. (2021) used Random Forest Regressor to predict patient survival in
healthcare, achieving an accuracy rate of 86.4%. Random Forest has been identified as
the best technique for prediction for small data sets (Ameer et al., 2019).

XGBoost Regressor is another ensemble learning method that uses a gradient-
boosting algorithm to improve accuracy (Sainikhileaswar & Parthasarathy, 2020). It
has been used in various applications, including remote sensing (Öztürk & Colkesen,
2021), healthcare or medical informatics (Huang et al., 2022). A study by Raheja et al.
(2021) used an XGBoost Regressor to evaluate groundwater indices over a Haryana state
(India) study area. Similarly, Nguyen et al. (2021) used XGBoost Regressor to predict
high-performance concrete’s compressive and tensile strength. Extreme gradient boost-
ing (XGBoost) is a powerful and efficient algorithm that can accurately handle large
datasets (Xu et al., 2022).

In various applications, Random Forest Regressor, XGBoost Regressor, and Lin-
ear Regression are widely used algorithms that have proven effective. However, their
performance varies depending on the application and dataset. Therefore, conducting a
comparative performance evaluation of these algorithms is crucial to identify the most
accurate and efficient algorithm for specific applications.

This study aims to overcome the shortcomings inherent in traditional statisticalmeth-
ods in predicting related projects by utilising two ensemble machine learning models,
namely the Random Forest Regressor and XGBoost Regressor, along with a Linear
Regression statistical model. Our objective is to determine the most effective approach
for prediction and underscore the importance of integrating machine learning techniques
in data science. While we recognise the limitations of machine learning, our approach
aims to highlight its potential in prediction by demonstrating its superiority over tra-
ditional statistical methods. As interest in machine learning for prediction grows, our
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study contributes to the literature emphasising the necessity for data scientists to harness
this technology while comprehending its limitations.

This study aims to develop precise predictive models for Nigeria’s GDP by employ-
ing various relevant economic and non-economic indicators. The data set is carefully
curated and refined to encompass healthcare spending, net migration, population, life
expectancy, electricity access, and internet usage. In order to construct and compare
predictive models, machine learning methods like Random Forest Regressor, XGboost
Regressor, and statistical Linear Regression analysis are employed. The primary objec-
tive is to pinpoint the most efficient approach for forecasting Nigerian GDP, considering
many factors that affect economic growth. Our research has significant implications for
practitioners and scholars in selecting the most suitable algorithm for similar data sets.

3 Methods and Techniques

The relevant dataset consists of 22 instances from 2000 to 2021, has five attributes, and
is focused on economic and non-economic parameters such as Nigeria’s gross domes-
tic product (gdp) in billions of dollars, healthcare spending (hs) in billions of dollars,
population (p), life expectancy (le) in years, and index of economic freedom (ief). The
research utilised a secondary dataset from theWorld Bank (World Bank, 2021) andNige-
ria Corruption Perceptions Index, 2001–2022 - knoema.com, (2023). The experiment
was carried out using the relevant Sklearn Python libraries at https://colab.research.goo
gle.com/. Table 1 shows the first five rows of the sample dataset.

Table 1. First five rows of the sample dataset

Year GDP HS P LE IEF

2021 440.78 11.13 213401323 55.12 58.70

2020 432.29 14.7 208327405 54.81 57.20

2019 448.12 13.58 203304492 54.49 57.30

2018 397.19 12.27 198387623 54.18 58.50

2017 375.75 14.09 193495907 53.73 57.10

Hotz (2023) highlighted the prevalence of the CRoss Industry Standard Process for
Data Mining (CRISP-DM) adopted methodology in data science projects, as evidenced
by Fig. 1. The CRISP-DM approach comprises six key phases, as shown in Fig. 2.
The study followed the six stages of the CRISP-DM methodology, which are crucial in
ensuring the success of any data mining project.

In the initial business understanding stage, our objective was aimed to contrast the
efficacy of the RandomForest Regressor andXGBoost Regressor against Linear Regres-
sion Analysis. In the subsequent data understanding stage, we focused on deeply com-
prehending our data, including pinpointing any quality issues and recognising critical
attributes valuable for the modelling process.

https://colab.research.google.com/
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Our datasets were sourced from theWorld Bank (World Bank, 2021) and the Nigeria
Corruption Perceptions Index, 2001–2022 - knoema.com, (2023) for the data preparation
phase. These datasets encompassed variables such as healthcare spending (hs), popula-
tion (p), life expectancy (le), and the index of economic freedom (ief), paired with GDP
data. After consolidating this information, we identified no missing values, facilitating
the designation of independent and dependent variables. A division into training and
testing subsets followed this.

During the modelling stage, our dataset was trained, and the data was tailored to
fit the three selected algorithms: Random Forest Regressor, XGBoost Regressor, and
Linear Regression Analysis. The evaluation stage saw the application of a 5-fold Cross
Validation method, aiding in determining key metrics like MAE, MAPE, MSE, RMSE,
and NMSE across our modelling strategies. The final deployment phase, intrinsic to the
CRISP-DMmethodology, varied in its approach based on our set objectives. This ranged
from a succinct report of findings to a comprehensive implementation of the developed
models. It’s paramount to note that our research’s initial and final phases were oriented
towards GDP prediction. Our exploration and evaluation of varied predictive models
culminated in detailed findings in the final phase. Section 4 delves deeper into the
nuances of the intermediary phases. Typically, a subset of the data, termed the training
set, is utilised during modelling, while the residual dataset, the test set, is reserved
for performance evaluation during the evaluation phase. A detailed breakdown of the
algorithms employed in our analysis is provided in the following sections.

Fig. 1. Most commonly used process for data science projects. Source: Hotz (2023)



Comparative Performance Evaluation of Random Forest 137

Fig. 2. The Six stages of the CRISP-DM methodology. Source: Hotz (2023)

3.1 Theory/Calculation

This study made use of five features, viz., gross domestic product (gdp), healthcare
spending (hs), population (p), life expectancy (le), and Index of economic freedom (ief),
that made up the study’s conceptual model, with GDP standing in as the dependent vari-
able as shown in Eq. 1 (Gareth et al., 2017). Here, we consider the GDP, which represents
economic growth for this period, as a function of healthcare spending, population, life
expectancy, and index of economic freedom. In this study, we analyse various machine
learning models that take the following variables: healthcare spending, population, life
expectancy, and index of economic freedom as the independent variables and gross
domestic product (gdp) as the target variable. This is done to create accurate parameter
estimates for the models. The research model employed can be described as follows:

gdp = f (hs, p, le, ief ) + e (1)

where the random variable e stands for the error term, independent of the predictors and
has a mean of zero, the fixed but unknown function f represents the information the
predictors provide about the GDP.

3.2 The Linear Regression Model

The Linear Regression method assumes that the function f in Eq. 1 is linear in (hs, p, le,
ief ) as shown in Eq. 2.

gdp = β0 + β1hs + β2p + β3le + β4ief (2)

The Linear Regression method assumes that only five coefficients β0, β1, β2, β3, β4
need to be estimated, instead of having to estimate a completely arbitrary 5-dimensional
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function, making it easier to estimate f (hs, p, le, ief) (Gareth et al., 2017). These coeffi-
cients, represented by β0 to β4, define the relationships between the selected economic
and non-economic variables and the GDP. β0 represents the constant (intercept) of the
equation, while β1 to β4 represent the coefficients of the macroeconomic variables. In
particular, β0 is the expected value of the GDP when all variables are zero. At the same
time, β1 to β4 represent the average effect of a one-unit increase in each of the economic
and non-economic independent variables on the GDP, holding all other predictors fixed.

Estimation of the Coefficients
To ascertain the link between the predictor variables and the GDP, the coefficients of
Eq. 2 must be estimated, as seen in Eq. 3.

gdp
∧

= β̂0 + β̂1hs + β̂2p + β̂3le + β̂4ief (3)

In this equation, gdp
∧

represents the predicted GDP while β̂0, β̂1, and so on, up to β̂4,
represent the estimated coefficients.

Least squares compute the estimated coefficients β̂0, β̂1 . . ., β̂4 in Eq. 3 by utilising
some calculus to diminish the residual Sum of Squares (RSS) given in Eq. 4 (Wikipedia,
2021).

RSS =
n∑

i=1

(
gdpi − gdp

∧

i

)2

=
n∑

i=1

(gdpi − β̂0 − β̂1hs − β̂2p − β̂3le − β̂4ief )
2 (4)

where i denotes a single yearly observation and n denotes the total number of years.

3.3 The Random Forest Regressor Model

Random Forest Regression is a robust supervised learning algorithm that leverages the
ensemble learning approach to perform regression tasks. Combining predictions from
multiple machine learning algorithms can generate highly accurate predictions that out-
perform those from any individual model. The Random Forest model is structured as a
collection of decision trees that operate in parallel, as illustrated in Fig. 3. Each tree is
constructed independently during the training phase, and the predicted value from most
trees is used as the final output (Chaya, 2022). This unique approach ensures that the
model is highly robust, even when dealing with complex and noisy datasets, making it
an excellent choice for various machine learning and data science applications.

The RandomForest Regressor generates predictions by averaging the forecasts made
by the forest’s trees. Averaging is a key factor in the superior performance of the ran-
dom forest over a single decision tree. This increases its accuracy and prevents it from
becoming overly effective at its job. The average of the forecasts made by the forest’s
trees is what the Random Forest Regressor produces (Mwiti, 2022).

Saabas (2014) explained that a decision tree consists of a series of paths from the
tree’s root to the leaf. Each path represents a series of decisions based on specific features
contributing to the final prediction. To define the prediction function of a decision tree,
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the feature space is partitioned into M regions represented by the M leaves of the tree,
denoted as Rmwhere 1≤m≤M. This partitioning is done through a series of decisions
made at each internal node of the tree, based on specific features. According to Saabas
(2014), the prediction function of a decision tree is defined based on the standard criteria
presented in Eqs. 5, 6 and 7:

f (x) =
M∑

m=1

CmI(x,Rm) (5)

In a decision tree, the feature space is divided into M regions, where M is the
number of leaves in the tree. Each region, denoted by Rm, 1 ≤ m ≤ M, is guarded by
a specific feature. The prediction function of the tree is defined as follows: the value of
Cm is established during the tree’s training phase, which corresponds to the mean of the
response variables for samples that fall under region Rm in the case of regression trees
(or the ratio(s) for classification trees). The indicator function I returns 1 if x∈Rm and 0
otherwise. Although this definition provides a clear and concise understanding of a tree,
it ignores the operational aspect of decision trees, including the informative decision
nodes and the path through them. Predictions made by individual trees in a forest are
averaged to form the forest’s overall prediction.

F(x) = 1

J

J∑

j=1

fj(x), (6)

The variable J represents the total number of trees included in the forest. It is clear
from this that the predictions made by individual trees in a forest are averaged to form
the forest’s overall prediction:

1

J

J∑

j=1

cj full +
K∑

k=1

⎛

⎝ 1

J

J∑

j=1

contribj(x, k)

⎞

⎠. (7)

Fig. 3. Random Forest Tree Source: (Chaya, 2022)
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3.4 The XGBoost Regressor Model

According to GeeksforGeeks (2023), XGBoost is an optimised distributed gradient
boosting library designed for rapid and scalable machine learning model training. This
ensemble learning technique combines the predictions from several weak models to
produce a stronger prediction. Due to its capacity to manage massive datasets and pro-
duce ground-breaking results in numerous machine learning tasks like classification
and Regression, XGBoost is one of the most well-known and popular machine learning
algorithms. XGBoost is a Gradient Boosted decision tree implementation. XGBoost is
a powerful machine-learning algorithm that generates decision trees in sequence while
considering the importance of each independent variable. Each variable is assigned a
weight, which is used to predict the output of the decision tree. If a variable is mispre-
dicted, its weight is increased and used as input for the next decision tree. By combining
multiple classifiers/predictors, XGBoost creates a more accurate and robust model that
can handle various problems, including regression, classification, ranking, and user-
defined prediction. For instance, let’s consider a CART that predicts whether an individ-
ual would enjoy a hypothetical computer gameX. The final prediction score is calculated
by adding the prediction scores from each decision tree. Themathematical representation
of the model is detailed in Eqs. 8–24, as cited by GeeksforGeeks (2023):

ŷi =
∑K

k=1
fk(xi), fk ∈ F (8)

The model’s objective function can be expressed mathematically as follows, where
K represents the total number of trees in the model, f represents the functional space of
the set F, and F represents the set of all possible decision trees:

obj(θ) =
∑n

i
l
(
yi, ŷi

) +
∑K

k=1
�(fk) (9)

Instead of attempting to optimise the learning of the tree all at once, which is a
complicated process, an additive strategy is used, where the loss of what has been learned
is minimised, and a new tree is added, as shown below. The first term in the equation
represents the loss function, while the second represents the regularisation parameter.

ŷ(0)
i = 0

ŷ(1)
i = f1(xi) = ŷ(0)

i + f1(xi)

ŷ(2)
i = f1(xi) = f2(xi) + f2(xi)

. . .

ŷ(t)
i = ∑t

k=1 fk(xi) = ŷ(t−1)
i + ft(xi)

(10)

The model described above has the following objective function:

obj(t) =
∑n

i=1
l(yi, ŷ

(t)
i ) +

∑t

i=1
�(ft)

=
∑n

i=1
l(yi, ŷ

(t−1)
i ) + ft(xi)) + �(ft) + constant

obj(t) =
∑n

i=1
(yi − (ŷ(t−1)

i + ft(xi)))
2 +

∑t

i=1
�(fi)
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=
∑n

i=1
[2(ŷ(t−1)

i − yi)ft(xi) + ft(xi)
2] + �(ft) + constant (11)

Now, let’s expand the Taylor series up to the second order:

obj(t) =
∑n

i=1
[l(yi, ŷ(t−1)

i ) + gift(xi) + 1

2
hif

2
t (xi)] + �(ft) + constant (12)

With gi and hi defined as:

gi = ∂
ŷ(t−1)
i

l(yi, ŷ
(t−1)
i ) (13)

hi = ∂2
ŷ(t−1)
i

l(yi, ŷ
(t−1)
i ) (14)

Streamlining and getting rid of the constant:

∑n

i=1
[gifi(xi) + 1

2
hif

2
t (xi)] + �(ft) (15)

The model must first be defined before we can determine the regularisation term:

ft(x) = ωq(x), ω ∈ RT , q : Rd → {1, 2, . . . ,T } (16)

In the XGBoost model, the regularisation term is determined by a combination of
factors, including a function that maps each data point to the corresponding leaf (q), a
vector of scores on tree leaves (w), and the total number of leaves (T). The regularisa-
tion term can be expressed as a function of these components, which helps control the
model’s complexity and reduce the risk of overfitting. The regularisation term is then
mathematically represented by:

�(f ) = γT + 1

2
λ

∑T

j=1
ω2
j (17)

Our objective function is now:

obj(t) ≈
n∑

i=1

[

giwq(xi) + 1

2
hiw

2
q(xi)

]

+ γT + λ

2

T∑

j=1

w2
j

=
T∑

j=1

⎡

⎣(
∑

i∈Ij
gi)wj + 1

2
(
∑

i∈Ij
hi + λ)w2

j

⎤

⎦ + γT (18)

The above expression is now simplified:

obj(t) =
∑T

j=1
[Gjωj + 1

2
(Hj + λ)ω2

j ] + γT (19)

where,

Gj =
∑

i∈Ij
gi (20)
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Hj =
∑

i∈Ij
hi (21)

Given a particular structure of q(x), the best wj in this equation, which is independent
of one another, is the greatest achievable objective reduction:

ω∗
j = − G2

j

Hj + λ
(22)

obj∗ = −1

2

∑T

j=1

G2
j

Hj + λ
+ γT (23)

This algorithm uses a pruning parameter γ , which determines the minimum infor-
mation gain required to perform a split. To measure the effectiveness of the tree, we
optimise one level at a time instead of optimising the entire tree. In this, a leaf is divided
into two leaves, and the score it receives is calculated. The score is then used to determine
if the split should be accepted. The score it gains is:

Gain = 1

2

[
G2
L

HL + λ
+ G2

R

HR + λ
− (GL + GR)2

HL + HR + λ

]

− γ (24)

3.5 Error Costs and Estimation

The goal of the study is to compare the results obtained using each model and identify
which is the most effective. Aftarczuk (2007) highlights several popular error metrics,
as illustrated in Eqs. 25–29, which are frequently incorporated into various machine
learning tools:

Mean Absolute Error (MAE): Eq. 25 is the average of individual errors while
neglecting the signs to diminish the negative effects of outliers.

= 1

n

n∑

i=1

∣
∣yi − ŷi

∣
∣ (25)

Mean Absolute Percentage Error (MAPE) = 1

n

n∑

t=1

∣
∣yt − ŷt

∣
∣

yt
(26)

Mean Square Error(MSE) = 1

n

n∑

t=1

(yt − ŷt)
2 (27)

Root Mean Square Error(RMSE) =
√
√
√
√

n∑

i=1

(
yt − ŷt

)2

n
(28)

Normalised Mean Square Error (NMSE) =

n∑

t=1
(yt − ŷt)2

n∑

t=1
(yt − yt)2

(29)

where yt and yt
∧

are the actual and predicted values yt is the mean value of yt . The smaller
the error values, the nearer the estimated figures align with the true values.
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3.6 5-fold Cross-Validation (5-fold CV) Technique

Since we are considering three prediction models: Random Forest Regressor, XGBoost
Regressor, and Linear Regression, we compare the outcomes of their predictions and
decide which model is more effective by comparing the results. The 5-fold cross-
validation (5-fold CV) method is used for this. The data is split into five randomly
chosen folds in this method, which is advantageous as it aids in preventing overfitting
and provides a more precise estimation of the test error. Every iteration uses the remain-
ing four folds as the model’s training set while treating one-fold as a validation set.
This procedure is repeated five times using a different fold as the validation set in each
iteration. The MAE, MSE, MAPE, RMSE, and NMSE are computed for each fold. The
final 5-fold CV estimate is obtained by averaging the MAEs, MSEs, MAPEs, RMSEs,
and NMSEs. Each metric provides different insights into the model’s performance and
is helpful in different contexts. Thus, it is crucial to consider a diverse set of evaluation
metrics to make informed decisions and comparisons when selecting models. Using the
5-fold cross-validation approach,we assess the performance of themodels across various
data subsets. This provides a more robust gauge of the model’s generalisation capabili-
ties. The equations for this validation, pertaining to each error metric, are presented in
Eqs. 30–34, as adapted from Pandian (2023).

CV(5)mae = 1

5

5∑

i=1

MAEi (30)

CV(5)mse = 1

5

5∑

i=1

MSEi (31)

CV(5)mape = 1

5

5∑

i=1

MAPEi (32)

CV(5)rmse = 1

5

5∑

i=1

RMSEi (33)

CV(5)nmse = 1

5

5∑

i=1

NMSEi (34)

In addition to the benefits of evaluating MAE, MSE, MAPE, RMSE, and NMSE
using a 5-fold CV, it also provides a way to balance between bias and variance in model
selection by allowing us to choose the optimal cost function. Using a 5-fold CV; we can
evaluate various models’ efficacy and choose the most suitable one with the lowest test
error. This helps to avoid overfitting, where a model adheres too tightly to the training
data, compromising its ability to generalise well to new data. In this way, a 5-fold CV
provides a way to optimise model performance and ensure accurate predictions.
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4 Results and Discussion

4.1 Predictive Accuracy

Developing predictive accuracy models to aid data scientists in related research projects
is critical. The study’s contribution is to build predictive models using machine learning
approaches. In this respect, Fig. 4, 5, 6, 7 and Fig. 8 present the 5-fold Cross-Validation
ofMAE,MSE,MAPE, RMSE, andNMSEof the 22 observations fromNigeria’s dataset.
The plotted small squares on the line correspond to theMSE values associated with each
method on the x-axis. According to the plots, the Random Forest Regressor method
resulted in the lowest MAE, MSE, MAPE, RMSE, and NMSE. The last square on the
line indicates Var(e), the irreducible error corresponding to the minimum achievable
MAE, MSE, MAPE, RMSE, and NMSE among all methods. Therefore, the values
obtained from the Random Forest Regressor method are the closest to the optimal value
and are recommended for developing a predictive model for Nigeria’s GDP.

The study implies that a Random Forest Regressor approach to modelling decision-
making in GDP behaviour in this context is more accurate than Linear Regression and
XGboost regressor models. These findings are consistent with Giovanni et al. (2021)
study, which shows that machine learning techniques perform better in predictive accu-
racy than conventional ordinary least squares (OLS). Achieving high accuracy and
high explainability in forecasting is a critical best practice in developing trust between
machine learning models and decision-makers, as Bellotti et al. (2021) highlighted. The
concept is that decision-makers should embrace machine learning as a potent instrument
and utilise it with mindfulness instead of treating it as an opaque “black box”.

Numerous machine learning techniques exist, each with specific applications and
inherent limitations, as noted by experts like Katrina (2021), Shaobo (2021), and Brown-
lee (2019). For this study, we selected algorithms designed for quantitative, continuous
numerical data: Linear Regression, XGBoost Regressor, and Random Forest Regres-
sor. In a comparative analysis of GDP prediction studies presented in Table 2, our
research, employing the Random Forest Regressor, logged an MSE of 139.729. Agu
et al. (2022), with the Principal Component Regression (PCR), reported an MSE of
−7.552007365635066e + 21. Maccarrone et al. (2021) achieved an MSE of 173e-03
using the K-Nearest Neighbour (KNN), while Flannery (2020) documented an MSE of
2946980.9 using the Artificial Neural Network (specifically, the Multilayer Perceptron).
Ourmodel showcased robust performance. However, when interpreting these results, it’s
essential to account for potential dataset discrepancies and recognise that the selection
of independent variables may vary across these research studies.
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Fig. 4. 5-fold Cross validation MAE plot for Linear Regression, XGBoost Regressor, Random
Forest Regressor and e
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Fig. 5. 5-fold Cross validation MSE plot for Linear Regression, XGBoost Regressor, Random
Forest Regressor and e
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Fig. 6. 5-fold Cross validation MAPE plot for Linear Regression, XGBoost Regressor, Random
Forest Regressor and e
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Fig. 7. 5-fold Cross validation RMSE plot for Linear Regression, XGBoost Regressor, Random
Forest Regressor and e
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Fig. 8. 5-fold Cross validation NMSE plot for Linear Regression, XGBoost Regressor, Random
Forest Regressor and e

Table 2. Comparing our best result with other models used to predict GDP

S/N Study Best Model MSE

1 Our Research Random Forest Regressor 139.729

2 Agu et al. (2022) Principal Component
Regression (PCR)

-7.552007365635066e + 21

3 Maccarrone et al. (2021) K-Nearest Neighbour
(KNN)

173e-03

3 Flannery (2020) Artificial Neural Network
(Multilayer Perceptron)

2946980.9
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5 Conclusion

In this paper, we compared and evaluated the performance of three algorithms - Random
Forest Regressor, XGBoost Regressor, and Linear Regression - in predicting the target
variable. Our analysis was based on metrics, including MAE, MSE, MAPE, RMSE,
and NMSE values. Our findings revealed that Random Forest Regressor outperformed
the other two algorithms regarding accuracy. The results showed that Random Forest
Regressor achieved the lowest MAE, MSE, MAPE, RMSE, and NMSE. On the other
hand, Linear Regression was the most straightforward algorithm and performed reason-
ably well, while XGBoost showed high variability in performance. The rigid and high
assumption of linear relationships between predictor variables and response variables,
which are the limitations of the Linear Regression method, have prompted the adoption
of ensemble machine learning techniques. Several models are trained using the Random
Forest Regressor technique using various subsets of the training dataset. Predictions
are made using an average of the predictions made by the forest’s trees. Parameters
must be tuned to achieve the best prediction accuracy when creating these models. Even
when dealing with complex, high-dimensional data that defies linear relationships, more
precise predictions can be made using this technique.

In our research, we explored the comparative performance of three algorithms: The
Random Forest Regressor, XGBoost Regressor, and Linear Regression, especially in
predicting GDP using notable variables like healthcare spending (hs), population (p),
life expectancy (le), and the index of economic freedom (ief). Such a comprehensive
approach offers policymakers detailed insight into societal and economic interrelations
and bears profound practical significance. Through our analysis, we intended to guide
practitioners and researchers in pinpointing the most suitable algorithm for their specific
scenarios. Our findings were inclined favourably towards the Random Forest Regres-
sor, which appeared to be especially adept for datasets characterised by complex inter-
variable relationships and smaller sizes. Nonetheless, it’s vital to underline the caveats
in our study. Our conclusions were based on a single dataset, indicating that different
datasets might yield different outcomes, especially with varied variables and aims.

Furthermore, our study was confined to these three algorithms, not accounting for
potentiallymore apt algorithms for other unique applications. The apparent preeminence
of the Random Forest Regressor within our studied dataset prompts the reference to the
“No Free Lunch” theorem. This theorem emphasises that no singular algorithm is a
definitive best across all conceivable contexts (Sterkenburg & Grünwald, 2021). As
such, while our dataset-driven findings are significant, broad generalisations would be
precipitant. It’s always imperative to weigh various algorithms against distinct datasets
to discern the optimal one, facilitating the creation of more nuanced and evidence-based
economic policies.

Predictivemodels, especially those developed using statisticalmethods such as linear
regression analysis, remain crucial in several fields. While the study presented here
shows promising results for ensemble machine learning algorithms compared to linear
regression analysis with a typical dataset and cross-validation technique, it is important
to recognise their limitations. Traditional statisticalmodels like linear regression analysis
are often simpler and more interpretable while having fewer assumptions than some of
these newer techniques.
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In conclusion, our research offers insightful perspectives into the comparative perfor-
mance evaluation of regression algorithms and demonstrates the importance of selecting
the appropriate algorithm for specific applications. Future research can explore other
algorithms and datasets to advance the field of comparative performance evaluation of
algorithms in predictive analytics further.

5.1 Recommendations

To improve the accuracyof predictions,we suggest that future research explore additional
non-parametric ensemble methods and Artificial Neural Networks (ANN) using related
datasets and compare their predictive abilities to the methods utilised in this study.
Furthermore, including more predictor variables and implementing feature selection
techniques would be beneficial to determine which variables have the most significant
effect on the target variable.

Disclosure of Potential Conflicts of Interest. The authors have stated that any financial or other
conflicts of interest did not influence the results and writing of the paper.
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