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Abstract. Humanity needs to deliberate effectively at scale about highly com-
plex and contentious problems. Current online deliberation tools - such as email,
chatrooms, and forums - are however plagued by levels of discussion toxicity that
deeply undermine their utility for this purpose. This paper describes how a struc-
tured deliberation process can substantially reduce discussion toxicity compared
to current approaches.
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1 Introduction

Deliberation processes have changed little in centuries, perhaps even millennia. Typ-
ically, small groups of powerful stakeholders and designated experts craft solutions
behind closed doors. Most people affected by the decisions have limited input, so
important ideas and perspectives do not get incorporated, and there is often substantial
resistance to implementing the ideas from those who were frozen from the process.

Humanity now however needs to deliberate effectively about highly complex, con-
tentious, and existentially important problems – such as climate change, security, and
poverty – where a small-circle process is no longer adequate. We need to find a way to
effectively integrate the expertise and preferences of tens, hundreds or even thousands
of individuals in our most consequential deliberations.

This paper addresses one important barrier to creating this capability: toxicity1 in
online deliberations. Online technology seems to represent our best hope for scaling up
deliberations, but it has been plagued by debilitating levels of toxic comments. How can
we fix that? As part of that discussion, we will cover:

• Goal: defining deliberation, and why scale is so important
• Challenge: the toxicity trap of existing deliberation technologies

1 We define toxicity as the presence of rude, disrespectful, or unreasonable comments that are
likely to make people leave a discussion.
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• Solution: an introduction to deliberation mapping, a solution to online toxicity:
• Assessment: an evaluation of how well deliberation mapping reduces toxicity
• Conclusions: lessons learned and next steps

2 The Goal: Effective Deliberation at Scale

Let us define deliberation as the activity where groups of people (1) identify possible
solutions for a problem, (2) evaluate these alternatives, and (3) select the solution(s) that
best meet their needs (4).

Research from the field of collective intelligence has shown that engaging crowds
in the way has the potential to unleash such powerful benefits as:

• many hands: the advent of cheap digital communication and ubiquitous personal com-
puting has revealed the existence of a massive cognitive surplus: very large numbers
of people with deep and diverse skill sets are eager to participate in collective tasks,
driven by such non-monetary incentives as contributing to problem or communities
they care about. (20) (22) Wikipedia is an excellent example of this.

• casting a wide net: frequently, solutions for difficult problems can be found by con-
sulting outside of the usual small circle of conventional experts in that field (7).
Innocentive is one example of a company that has been very successful exploiting
this phenomenon.

• idea synergy: out-of-the-box solutions can often be achieved by bringing together
many individuals and engaging them in combining and refining each other’s ideas.
The Matlab Coding Coopetition is a spectacular example of the power of this effect
(12)

• wisdom of crowds: large numbers of suitably diverse, motivated and independent
raters have been shown to produce assessment accuracy - e.g. for prediction and
estimation tasks - that exceeds that of experts (21). Prediction markets are a powerful
example of the value of this phenomenon.

• many eyes: our ability to detect possible problems in solution ideas increases dra-
matically by simply engaging more people in the task. This has been one of the key
reasons for the success of such volunteer-created open-source software tools as Linux
(the dominant operating system for supercomputers), Apache (the most widely-used
web server), MySQL (the most widely-used relational DB) and the web toolkits
used by Chrome, Firefox (the most popular web browsers in the world). These open
source tools have decisively out-competed software developed by massive software
companies with thousands of highly-paid engineers (16).

Engaging the relevant stakeholders in making decisions also has the great advantage
of reducing the resistance and confusion that can occurwhen trying to actually implement
the solutions developed by the deliberation engagement.

3 The Challenge: Limitations of Existing Technologies

While existing collective intelligence tools (i.e. email, wikis, chatrooms, forums, blogs,
micro-blogs, and so on) have become very successful in some domains, they almost
invariably produce poor outcomeswhen applied to large-scale deliberations on com-plex
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and contentious topics. This problem is inherent to the approach they take. These tools
move conversations into the digital world, but they incorporate no model of what kind of
conversations will lead crowds to quickly and efficiently find good solutions for complex
problems. This frequently results in haphazard and highly inefficient de-liberations that
produce large disorganized “comment piles” made up of frequently low-value content
(Klein & Convertino, 2014).

Wewill focus, in the paper, on one piece of this problem. Participants in conversation-
centric tools frequently contribute toxic postings which enormously undercuts the will-
ingness and ability of other participants to engage in thoughtful, meaningful, delibera-
tions (2; 18) (23) (5) (11) (19) (17) (14) (6) (13) (1). All too often, such toxicity makes
online discussions all but useless for deliberation, leading many organizations to either
shut down their forums or invest in expensive and ethically fraught manual moderation
of people’s contributions to their forums. More recently, techniques for automatically
detecting (and potentially filtering out) toxic posts have emerged. Perhaps the leading
example of this is the Google Perspective API, which developed a set of toxicity-as-
sessment rules by applying machine learning to a large corpus of manually-classified
forum posts (8). While this approach represents a substantial advancement, it is far from
perfect. The sarcastic phrase “I can see that you are a quote unquote expert” gets a
very low toxicity score of 4/100, while a genuinely empathic comment like “Wow, it’s
terri-ble that someone called you a big fat jerk” gets a high toxicity score of 76/1000. It
is also a band-aid solution, in the sense that it does nothing to address the underlying
cause of the generation of toxic comments. Can we change the deliberation process in
a way that prevents toxicity from happening in the first place?

4 A Solution to Toxicity: Deliberation Mapping

Deliberation mapping (Shum, Selvin, Sierhuis, Conklin, &Haley, 2006) is an alternative
to unstructured online conversations that engages participants in co-creating logically-
organized knowledge structures rather than conversation transcripts. As we will see
below, the introduction of this structure fundamentally changes the participant incentives
and results in a substantial reduction in toxicity.

Thework reported in this paper uses a formof deliberationmapping called the “Delib-
eratorium” (9). It represents the simplest formof deliberationmap that, in our experience,
enables effective crowd-scale deliberation. Our map schema is built of “QuAACRs”, i.e.
questions to be answered, possible answers for these questions, criteria that describe
the attributes of good answers, arguments that support or rebut an answer or argument,
and ratings that capture the importance of questions and criteria, the value of answers,
and the strength of arguments:

Deliberation maps have many important advantages over conversation-centric
approaches. All the points appear in the part of the map they logically belong, e.g.
all answers to a question are attached to that question in the map. It is therefore easy to
find all the crowd’s input on any given question, since it is collocated in the same branch.
It’s also easy to check if a point has already been contributed, and therefore to avoid
repeating points, radically increasing the signal-to-noise ratio. Detecting and avoiding
redundancy can in fact bemostly automated by the use of semantic similarity assessment
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Fig. 1. An example of a deliberation map.

tools based on text embedding technology (15).Gaps in the deliberation - e.g. questions
without any answers, or answers without any arguments - are easy to identify, so we can
guide crowd members to fill in these gaps and foster more complete coverage. Making
arguments into first-class map entities implicitly encourages participants to express the
evidence and logic for or against competing answers (3), and means that arguments can
be critiqued individually. Users, finally, can easily collaborate to refine proposed solu-
tions. One user can, for example, propose an answer, a second raise a question about
how that answer can achieve a given requirement, and a third propose possible answers
for that sub-question (see Fig. 1).

Why should this approach reduce toxicity? As was pointed out by media theorist
Marshall McLuhan in his 1964 book Understanding Media (10), the nature of the dis-
cussion medium we use can have a profound impact on what we communicate. In a
sense, as he points out, the medium is the message. How, then, do online discussion
media shape what we say? In such tools, one of the key questions for participants is:
how do Iwin the attentionwar as new posts pile on?Our inputs can easily be overlooked
unless we frame them in ways that are likely to gather more attention. One guaranteed
way to do that is to be more extreme/toxic than the others in the discussion. But if most
people follow this individually rational strategy, the result is an upward toxicity spiral
as contributors become more extreme in order to compete with other people using the
same strategy.

Deliberation maps have different rules that in turn change the incentive structures
(and thus typical behaviors) for contributors. Participants no longer need to engage
in extremization in order to make themselves visible. Everybody’s points on a given
topic are co-located, right next to each other, and every unique idea appears just once,
regardless of when or how often they were contributed. Deliberation maps make it
immediately visible whether an individuals’ postings have underlying (PRO or CON)
arguments from the original poster and other crowd members. The “game” therefore
changes from simply trying to get attention in amassive growing comment pile to creating
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points that people find compelling. In this context, less extremized and more carefully-
argued points, we hypothesize, are instead more likely to receive positive evaluations.
Based on this, we hypothesized that toxicity in deliberation maps will be significantly
less than that in conventional (conversation-centric) forums.

5 Experimental Evaluation

We assessed the toxicity of the posts contributed in a random controlled trial consisting
of two demographically matched experimental conditions of over 400 participants each:

• Forum: Participants used a forum (AKA threaded discussion) to submit posts as well
as reply to other posts The posts and subsequentmultiple levels of replieswere viewed
as an indented outline. Since users can contribute any kind of posts at any time, we
considered this the “unstructured” condition.

• Deliberatorium: Participants used the Deliberatorium system, described above, to
post questions answers and arguments in response to the newspaper articles. Since
users are asked to contribute posts in a specific format (i.e. as questions answers
and arguments in a logically-organized “map”), we considered this the “structured”
condition.

Participants in each condition were asked to discuss, using their assigned tools, the
content of the following eight newspaper articles (used with permission from the New
York Times):

• Finding Compassion for ‘Vaccine-Hesitant’ Parents By Wajahat Ali
• We’ve All Just Made Fools of Ourselves—Again By David Brooks
• Why Are Young People Pretending to Love Work? By Erin Griffith
• New Zealand Massacre Highlights Global Reach of White Extremism By Patrick

Kingsley
• The India-Pakistan Conflict Was a Parade of Lies. By Farhad Manjoo
• The West Doesn’t Want ISIS Members to Return. Why Should the Syrians Put Up

With Them? By Abdalaziz Alhamza 3/14/2019 at 10:52:22 pm
• Britain Is Drowning Itself in Nostalgia By Sam Byers 3/24/2019 at 4:34:26 pm
• If Stalin Had a Smartphone. By David Brooks 3/13/2019 at 0:19:42 am

The group participants were recruited using ads on a range of social media platforms
including Facebook and others, and almost exclusively were based in the UK.

Neither of these conditions were moderated: so participants were free to take any
tone they chose in their postings.

We used theGoogle PerspectiveAPI (https://www.perspectiveapi.com/) to assess the
toxicity of the posts from the two conditions on a scale from 0 (non-toxic) to 1 (highly
toxic). While, as noted above, the Perspective API is imperfect, it is the acknowledged
state-of-the-art tool for this purpose and is widely used.

The average toxicity for the posts generated in the two conditions was as follows:

https://www.perspectiveapi.com/
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Platform # posts Average Toxicity

forum 915 0.19

deliberatorium 812 0.14

While the overall toxicity levels were relatively low in our community, the average
toxicity of the forum posts was 30% higher than the deliberation map posts: this dif-
ference was highly significant statistically (p < 1.5 * 10^-10). We also found that high
toxicity posts (i.e. with toxicity scores above 0.3) were twice as common in the forums
than in the deliberation maps (Fig. 2):

Fig. 2. Cumulative probability of posts above the given toxicity threshold, forum vs Deliberato-
rium.

6 Discussion

Toxicity has emerged as one of the major challenges for those who hope to enable useful
crowd-scale online deliberations around complex and contentious topics. Our work has
demonstrated that the level of toxicity in online discussions is deeply affected by the
way in which the discussions take place. The structured nature of deliberation mapping,
we believe, changes the rules of the game in a way that makes toxic comments no longer
part of a winning strategy. Our data provides initial support for this hypothesis based on
a carefully designed randomized control trial experiment involving a total of over 800
participants.

For future work, we would like to reproduce these experiments with communities
and topics where the base toxicity level in the online forums is substantially higher, so we
can assess the power of structuring conversations on reducing toxicity in more severely
challenging contexts.
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