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Preface

It is a great pleasure and honor for us to have your participation in the 15th International
Congress on Agricultural Mechanization and Energy in Agriculture—AnkAgEng’2023
organized between October 29 and November 1, 2023, in Antalya, Türkiye, by Ankara
University Faculty of Agriculture Department of Agricultural Machinery and Technolo-
gies Engineering.We are also honored to hold the 15th of our congress, the first of which
was organized by Ankara University in 1980. Since the First International Congress on
Agricultural Mechanization and Energy in Agriculture, we have continued our congress
on a regular basis every three years. AnkAgEng’2023 congress was of great importance
for us and the Turkish nation as 2023 is the “100th Anniversary of the Republic of
Türkiye” and was held like a feast for the scientific world.

AnkAgEng’2023 offered a magnificent international platform for academics,
researchers, engineers, industry participants, and students from all over the world to
share their research results in the field of agricultural technology engineering. The main
subjects of the congress are: Machinery and Energy Systems, Agriculture Informa-
tion Technologies, Digital-Smart Agriculture, Ergonomics, Health & Safety, System
Engineering, Postharvest Technologies & Process Engineering, Sustainable Agricul-
ture, Natural Resources & Environmental Systems, Plant, Animal & Facility Systems,
Agricultural Engineering Education, and Biosystems Engineering. The congress fea-
tured keynote speakers, oral and poster presentations, special sessions, and real-time
discussions.

A total of 200 researchers from 30 different countries applied to participate in
the congress by submitting abstracts. Participants were from the USA, Canada, Italy,
England, Ireland, Spain, Portugal, Denmark, Belgium, Greece, China, Japan, Nigeria,
Czechia, Pakistan, India, Iran, Russia, Sweden, Brazil, Bulgaria, Oman, Algeria, Poland,
Finland, Malaysia, Romania, Sudan, Tanzania, and Türkiye. At the AnkAgEng’23
congress, 5 invited speakers and 8 online keynote speakers made oral presentations.
In addition, 57 oral and 12 poster presentations were presented by researchers.

Wewould especially like to thank our invited/keynote speakers, session chairs, mem-
bers of the Scientific Committee, authors, and colleagues for making their valuable
contributions. We are thankful to Ankara University, Springer Nature, our main sponsor
Türk Traktör, gold sponsor Ziraat Bankası, European Society for Agricultural Engineers,
American Society of Agricultural and Biological Engineers, and International Commis-
sion of Agricultural and Biosystems Engineering for their kind support that enabled us
to hold this congress.

Sincerely yours

On behalf of the Congress Organizing Committee

Ahmet Çolak
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Reza Ehsani
Sedat Karaman
Selçuk Arslan
Sema Kaplan
Serap Görücü
Thiago Romanelli
T. Göktürk Seyhan
Ufuk Türker
Yunus Emre Şekerli
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Machinery Systems in Agriculture



Definition of Reference Models for Functional
Parameters and Price for Mowers

and Mowerconditioners

Daniele Pinna1(B), Cristina Pornaro2, Giannantonio Armentano3, Stefano Macolino2,
and Francesco Marinello1

1 Department of Land, Environment, Agriculture, and Forestry, University of Padova,
Via dell’Università 16, 35020 Legnaro, Italy
daniele.pinna@phd.unipd.it

2 Department of Agronomy, Food, Natural Resources, Animals and Environment,
University of Padova, Via dell’Università 16, 35020 Legnaro, Italy

3 Edizioni L’Informatore Agrario srl, Via Bencivenga-Biondani 16, 37133 Verona, Italy
g.armentano@informatoreagrario.it

Abstract. At present, the management of different operations in agricultural pro-
duction is rapidly evolving as an effect of increasing attention to the issues of
sustainable development and intensification. The key components of sustainable
agriculture are increased agricultural machinery productivity and efficiency. Dif-
ferent factors must be considered when defining the farm fleet (tractors and imple-
ments), as well as when planning and managing the machinery. Among them, the
cost is important, but also their size, weight, working area, required power etc.

The objective of the current work is to determine the most important factors
that affect the costs and effectiveness of mowing implements. To identify depen-
dencies and extract reference models, the various parameters are analyzed in a
correlation matrix. The study’s methodology is based on linear regression analy-
sis performed on approximately 250 mowers and 240 mowerconditioners, for a
total amount of roughly 490machines, amongwhich both drum and disc apparatus
were considered.

Wewere able to analyze the key significant parameters, calculate their impact,
and develop forecastingmodels for price, power, mass, workingwidth and number
of mowing elements.

Relevant correlations were found between price and all the functional
parameters.

According to these correlations, models have been proposed, which can be
implemented to support the decision-making phases of the market stakeholders.

Keywords: Mowers ·Mowers-conditioners · Price ·Weight ·Working-width ·
Required Power

1 Introduction

The challenges that farmers face managing natural resources while guaranteeing food
production and achieving sustainable agriculture goals are becoming more and more
complicated. Some of the most important management choices regarding farmers are

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2024
E. Cavallo et al. (Eds.): ANKAgEng 2023, LNCE 458, pp. 3–13, 2024.
https://doi.org/10.1007/978-3-031-51579-8_1
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those related to purchasing agricultural machinery units. Even though the importance
of the right machinery sizing is well-known, farmers often do not choose correctly
according to their needs, thus leading to various adverse impacts [1].

In fact, farmers tend to overestimate farm machinery parameters, aiming to achieve
greater efficiency and increase their productivity. But exceeding the dimensional and
functional parameters of farm machinery can have harmful impacts on productive and
economic performances. Among the negative effects that overestimated parameters such
as mass and power can have on the farm [2, 3], some are affecting the environment as
increased soil compaction and CO2 emissions, while others affect the economy of the
farm, raising the costs and requiring bigger investments [4].

To improve the decision-making process related to appropriate and proportionate
choices of agricultural machinery units, there is an urgent need to develop regulatory
mechanisms and measures [5, 6]. Nowadays, many farmers rely on new tools to orga-
nize their fleets, such as prediction models and optimized farm management software,
improving their decision-making process and planning methodology [7, 8]. To sim-
plify the decision-making process and optimize agricultural machinery’ size selection,
forecasting models are economically viable and environmentally sustainable solutions
[9]. According to this concept, a large study has been carried out (5000 models of
machinery included) on the development and implementation of reference models for
main agricultural machinery groups [10–13]. Reference models predicting main func-
tional parameters and price were developed for sowing, spraying, harvesting, and tillage
operations. This study focuses on mowing implements, including mowing conditioners.

Unlike other farming implements, mowers are not of exclusive interest to farmers,
as they are commonly used for riverbanks, roadsides, railways, public parks, and urban
areas. Therefore, public, and private institutions managing green areas and infrastructure
may also benefit from developing this reference model [14]. Even though the abovemen-
tioned use of mowers for non-agricultural activities exists, mower machines are essential
devices for forage harvesting as the first step of the haymaking process.

Currently, mowers are divided into disc mowers, drum mowers, and reciprocating
mowers, all of which can be furnished with a conditioning apparat. Even though recip-
rocating mowers are still present on the market, their number is very limited, thus in this
study, we decided to focus only on disc and drummowers, with andwithout conditioning
apparat.

Disc mowers are mostly driven by a set of v-belts, a gearbox, and a gearcase driving
a set of discs, they cut by rotating discs with attached knives, Fig. 1 shows an example
of this kind of mowing apparat. Drum mowers are mostly driven by a set of v-belts, and
meshing gears driving a set of drums, they are cut by knives attached to a set of drums.

The key elements that influence a mower’s cutting performance are its structure and
operating conditions. Even though the relationship between the functional parameters
andmachinery’s costs has never been discussed, it is important to understand the relations
between the different parameters and the final cost, to help the farmers avoid unnecessary
investments.

The final aim of this study is to investigate how functional parameters such as min-
imum required power (CV), weight (Kg), working width (m), and number of mowing
elements (n) relate among themselves and with the price of mowingmachines among the
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main categories on the market: disc, drum, and disc/drummowers both with and without
conditioning apparat. Together with the other studies carried out in this larger project
[10–13], the path for the development of an innovative decision support system (DSS)
able to consider complex relationships among functional factors and price of agricultural
machinery has been laid.

2 Materials and Methods

The study is based on a statistical analysis of functional parameters and the price of
implements for mowing and mowing-conditioning. To carry out the study, we created
a large database based on machinery specifications and performance-related techni-
cal characteristics of mowing and mowing-conditioning implements available in the
European market. Models from 12 top agricultural machinery manufacturers (BCS,
Deutz-Fahr, Kverneland, CLAAS, Lely, etc.) served as the foundation for the data. In
partnership with Informatore Agrario srl (Verona, Italy), data were gathered from agri-
cultural machinery associations, open-source databases, and any available agricultural
machinery producers. The database populated by 462 models includes mowers (247
machines) and mowerconditioners (215 machines), including discs and drums mowers.
The analysis was centered around the mowing implements’ minimum required power,
weight, working width, number of mowing elements, and price.

Table 1 summarizes the ranges of maximum and minimum values of the func-
tional parameters and price considered in the study. Both within the mowers and the
mowerconditioners datasets, disc machines were the largest group, as shown in Fig. 2.

Tomodel the relationship between variables and assess the applicability of themodel
parameters, linear regression analyses have been utilized to analyze the datasets of
this research. The decision to use linear regression is justified by the desire for more
straightforward models between the price and the predictors.

Fig. 1. Discs mowing apparat.
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Even though other statistical techniques have better-predicting capabilities, linear
models’ ease of use is a critical component for practical decision-making applications,
mainly if the goal is to gather rough preliminary estimations.

Statistical analyses were performed using Python (v. 3.11.3) packages Pandas,
NumPy, matplotlib, seaborn, and scikit learn.

Fig. 2. Count plot of mowers and mowerconditioners by mowing apparat.

Table 1. Ranges of functional parameters and price among mowers and mowerconditioners
grouped by mowing apparat.

Variable Mowers Mowerconditioners

Discs Drums Discs Drums

Minimum Required Power, CV 26-175 25-100 36-228 60-100

Weight, kg 340-2860 190-1290 690-5200 680-1570

N. of mowing elements 4-20 2-4 5-24 4-4

Working width, m 1.60-11.20 1.05-3.26 2.00-10.05 1.85-3.15

Price, VAT excl., ke 4.32-39.7 2.51-20.1 8.95-90.46 9.19-24.4

3 Results

For each category of implements, the relations among the technical parameters and price
are outlined below. Results of linear regression analyses are summarized reporting the
determination coefficient R2, the Root Mean Square Error (RMSE) and the equation
representing the relation between the analyzed variables.
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The corresponding inverted models (e.g., price as a function of working width and
working width as a function of price) do not present the exact correlation (R2 are similar
but not identical). The reason for these differences is that for every regression analysis,
the dataset has been randomly split into training and test set. The evaluation metrics
reported in the tables refer to the performances of the models on the test sets. These
differences are more evident in both groups with drums as mowing apparat, due to their
significantly lower numerosity. In the paragraphs below, whenever commenting on a
correlation between two parameters, the highest determination coefficient R2 among the
inverted models is reported.

Moreover, even if regression were evaluated always on the whole dataset, inverted
models would not correspond to the non-inverted equation, due to the non-symmetrical
behavior of linear regressions. The full collection of models is reported in the following
paragraphs.

3.1 Disc Mowers

The linear analyses conducted on disc mowers (Table 2) showed interesting correlations.
A high correlation is present between the price (ke) and weight (Kg) of the machines
(R2 = 0.86), price is also highly correlated with the number of working elements (R2 =
0.85), minimum required power (R2 = 0.81) and working width (R2 = 0.75). Generally,
the number of working elements shows a good correlation with all the considered func-
tional parameters, since logically raising the of elements has an impact on the weight of
the machine, also, increasing the working weight will generally require more working
elements. Finally, a machine that has a larger working width and a higher number of
working elements will require more power to work. The good correlations of functional
parameters both among themselves and with price, give us the possibility of using these
models in the building of decision-making tools.

Table 2. Linear Regression metrics of Disc Mowers functional parameters and price.

Disc Mowers

Price Models (ke) R2 RMSE Equation

Minimum Required Power (CV) 0.815 3.19 Pr = −2.11 + 0.25 * Pw

Working Width (m) 0.753 3.68 Pr = −1.77 + 4.67 * Ww

Weight (Kg) 0.858 2.79 Pr = −0.48 + 0.02 * Wt

Number of working elements (n) 0.846 2.90 Pr = −5.08 + 2.45 * Ne

Power Models (CV)

Price (ke) 0.808 12.3 Pw = 20.4 + 3.11 * Pr

Working Width (m) 0.764 13.6 Pw = 7.54 + 16.8 * Ww

(continued)
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Table 2. (continued)

Disc Mowers

Price Models (ke) R2 RMSE Equation

Weight (Kg) 0.816 12.0 Pw = 16.1 + 0.82 * Wt

Number of working elements (n) 0.769 13.5 Pw = 1.26 + 8.07 * Ne

Weight Models (kg)

Minimum Required Power (CV) 0.844 139 Wt = 8.30 + 12.37 * Pw

Working Width (m) 0.626 136 Wt = 10.6 + 236 * Ww

Price (ke) 0.861 131 Wt = 154 + 46.4 * Pr

Number of working elements (n) 0.717 187 Wt = −70.2 + 112 * Ne

Working Width Models (m)

Minimum Required Power (CV) 0.769 0.76 Ww = 0.21 + 0.05 * Pw

Weight (kg) 0.825 0.66 Ww = 0.69 + 0.01 * Wt

Price (ke) 0.760 0.77 Ww = 0.98 + 0.17 * Pr

Number of working elements (n) 0.810 0.69 Ww = −0.05 + 0.44 * Ne

N. of Elements Models (n)

Minimum Required Power (CV) 0.763 1.59 Ne = 1.79 + 0.09 * Pw

Working Width (m) 0.802 1.46 Ne = 1.95 + 1.72 * Ww

Price (ke) 0.847 1.28 Ne = 2.85 + 0.35 * Pr

Weight (Kg) 0.704 1.78 Ne = 2.75 + 0.01 * Wt

3.2 Drum Mowers

The linear analyses conducted on drum mowers highlighted some correlations. A high
correlation is present between price and working width (R2 = 0.84), working width is
also highly correlated with weight (R2 = 0.75). Differently from what we have previ-
ously seen on disc mowers, within drum mowers, the number of elements is not a good
predictor, as it shows very low correlations with all the other functional parameters and
prices. The reason for this comes from the very low range on the number of working
elements within the drum mowers group, in fact, these machines can only have 2 or
4 working elements. Generally, the strength of correlation models for drum mowers is
lower than for disc mowers because of the low numerosity of the group. Table 3 shows
the metrics of all the linear regressions performed over the group.

3.3 Disc Mowerconditioners

The analyses performed on disc mowerconditioners revealed high correlations among
the parameters. The most correlated parameters are the number of mowing elements
with working width (R2 = 0.87), but working width is also highly correlated with power
(R2 = 0.89) and price (R2 = 0.71).
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Table 3. Linear Regression metrics of Drum Mowers functional parameters and price.

Drum Mowers

Price Models (ke) R2 RMSE Equation

Minimum Required Power (CV) 0.258 3.24 Pr = −0.67 + 0.17 * Pw

Working Width (m) 0.843 1.49 Pr = −5.79 + 6.76 * Ww

Weight (Kg) 0.627 2.29 Pr = −1.32 + 0.02 * Wt

Number of working elements (n) 0.194 3.37 Pr = −2.45 + 2.29 * Ne

Power Models (CV)

Price (ke) 0.188 13.1 Pw = 28.9 + 3.42 * Pr

Working Width (m) 0.194 15.9 Pw = −1.55 + 27.6 * Ww

Weight (Kg) 0.101 13.8 Pw = 21.2 + 0.06 * Wt

Number of working elements (n) 0.017 14.5 Pw = 14.2 + 14.9 * Ne

Weight Models (kg)

Minimum Required Power (CV) 0.289 216 Wt = 79.6 + 9.85 * Pw

Working Width (m) 0.751 128 Wt = −212 + 392 * Ww

Price (ke) 0.689 143 Wt = 163 + 53.9 * Pr

Number of working elements (n) 0.211 228 Wt = 230 + 143 * Ne

Working Width Models (m)

Minimum Required Power (CV) 0.072 0.55 Ww = 0.82 + 0.02 * Pw

Weight (kg) 0.707 0.31 Ww = 0.89 + 0.01 * Wt

Price (ke) 0.785 0.26 Ww = 1.14 + 0.12 * Pr

Number of working elements (n) 0.163 0.52 Ww = 1.15 + 0.36 * Ne

N. of Elements Models (n)

Minimum Required Power (CV) 0.370 0.75 Ne = 1.11 + 0.03 * Pw

Working Width (m) 0.021 0.65 Ne = 1.06 + 0.94 * Ww

Price (ke) 0.218 0.71 Ne = 2.20 + 0.11 * Pr

Weight (Kg) 0.177 0.69 Ne = 1.86 + 0.02 * Wt

Price shows high correlations with all the functional parameters (R2 always above
0.7), thus suggesting the possibility that price-predictive models may be very accurate
within this group ofmachines. Results of all the performed linear regressions are reported
in Table 4.
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Table 4. Linear Regression metrics of Disc Mowerconditioners functional parameters and price.

Disc Mowerconditioners

Price Models (ke) R2 RMSE Equation

Minimum Required Power (CV) 0.746 8.27 Pr = −2.55 + 0.33 * Pw

Working Width (m) 0.711 8.82 Pr = 2.95 + 6.65 * Ww

Weight (Kg) 0.848 6.39 Pr = −3.15 + 0.02 * Wt

Number of working elements (n) 0.780 7.69 Pr = −6.60 + 4.14 * Ne

Power Models (CV)

Price (ke) 0.742 19.7 Pw = 28.6 + 2.27 * Pr

Working Width (m) 0.860 14.5 Pw = 21.2 + 18.8 * Ww

Weight (Kg) 0.535 26.5 Pw = 22.1 + 0.04 * Wt

Number of working elements (n) 0.772 18.6 Pw = 1.24 + 10.9 * Ne

Weight Models (kg)

Minimum Required Power (CV) 0.564 580 Wt = 297 + 14.9 * Pw

Working Width (m) 0.522 608 Wt = 596 + 284 * Ww

Price (ke) 0.847 343 Wt = 401 + 45.2 * Pr

Number of working elements (n) 0.546 593 Wt = 257 + 169 * Ne

Working Width Models (m)

Minimum Required Power (CV) 0.861 0.69 Ww = −0.46 + 0.05 * Pw

Weight (kg) 0.501 1.31 Ww = 0.50 + 0.01 * Wt

Price (ke) 0.700 1.01 Ww = 0.66 + 0.11 * Pr

Number of working elements (n) 0.873 0.66 Ww = −1.12 + 0.58 * Ne

N. of Elements Models (n)

Minimum Required Power (CV) 0.773 1.41 Ne = 2.49 + 0.06 * Pw

Working Width (m) 0.869 1.08 Ne = 3.06 + 1.41 * Ww

Price (ke) 0.798 1.34 Ne = 3.72 + 0.17 * Pr

Weight (Kg) 0.577 1.94 Ne = 3.71 + 0.01 * Wt

3.4 Drum Mowerconditioners

The results of the analyses on the drummowerconditioners group (Table 5) showed very
variable results. While weight was highly correlated with price (R2 = 0.911), all the
other correlations were weak. The correlations with the number of elements were not
investigated within this group of machines because they all have 4 mowing elements.
Generally, the models were strongly influenced by the very small number of machines
in the group, only 17, and predictive models may need a larger dataset to gain accuracy
and precision.
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Table 5. Linear Regression metrics of Drums Mowerconditioners functional parameters and
price.

Drum Mowerconditioners

Price Models (ke) R2 RMSE Equation

Minimum Required Power (CV) 0.347 4.32 Pr = −3.48 + 0.24 * Pw

Working Width (m) 0.483 3.84 Pr = −4.84 + 7.63 * Ww

Weight (Kg) 0.911 1.59 Pr = 2.55 + 0.01 * Wt

Power Models (CV)

Price (ke) 0.049 11.5 Pw = 40.1 + 2.49 * Pr

Working Width (m) 0.472 8.55 Pw = 16.6 + 23.3 * Ww

Weight (Kg) 0.019 11.7 Pw = 53.4 + 0.02 * Wt

Weight Models (kg)

Minimum Required Power (CV) 0.032 319 Wt = 96.1 + 11.4 * Pw

Working Width (m) 0.259 278 Wt = −127 + 419 * Ww

Price (ke) 0.909 97.3 Wt = 59.9 + 59.9 * Pr

Working Width Models (m)

Minimum Required Power (CV) 0.502 0.32 Ww = 0.37 + 0.03 * Pw

Weight (kg) 0.251 0.40 Ww = 1.49 + 0.01 * Wt

Price (ke) 0.273 0.39 Ww = 1.14 + 0.09 * Pr

4 Discussion and Conclusions

The decision-making process related to the acquisition of agricultural machinery is very
important to reach the goal of sustainable farm management [6]. As well as other kinds
of machinery, grass mowers play an important role for many farms, especially those
working with livestock, being an essential tool for forage harvesting. Furthermore, their
importance and potential for managing important ecosystems as riverbanks has been
assessed [15].

Choosing the right dimension and functional parameters of mowers and mowercon-
ditioners is not always an easy task for farmers and farmmanagers [13]. To help improve
and to make more efficient this decision-making process, we modeled the relationships
between the main functional parameters and the price of this machinery.

We divided the database into mowers and mowerconditioners, then we analyzed the
machines divided by type of mowing apparat: discs and drums. The results we col-
lected from the linear regression analyses we performed showed for disc mowers and
mowerconditioners the correlations between functional parameters and price were good,
revealing the potential of these models for practical applications. Both for mowers and
mowerconditioners with drums asmowing apparat the strength of the correlationmodels
was lower, showing weaker correlation metrics. For both mowers and mowercondition-
ers, the small number of machines in the database has influenced the poor results of the
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analyses, another reason for the low strength of themodels can be related to the relatively
small range within the functional parameters.

Thus, it is important for the models to gain strength that the databases are popu-
lated with high numbers of machines with significant ranges of values both regarding
functional parameters and prices.

In conclusion, with the help of these models, investments may be properly managed
based on actual farm demands and the choice of the best machinery management strat-
egy. Knowing and controlling the resources that are available will improve farm and
production management.
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Abstract. In this study, parameters which affect tractor energy efficiencies, such
as wheel drive types, fuel injection systems, and transmission types were studied.
There is much more data which are relating to tractor energy efficiency in OECD
Code 2 tractor test reports.While the calculation of the total efficiency, specific fuel
consumption, hourly fuel consumption and power data were measured on OECD
Code 2 power take-off and drawbar tests. Results have been evaluated according
to tractor technical specification separately and the effect of those specifications
have been determined. As well as tractor energy efficiency depends on the engine,
wheel drive system, soil type and characteristics, tyres, working pressures, tractor
weight, compatibility between tractor and equipment and driving efficiency; The
effect of the first two parameters was found to be between 60–70%. According to
the results, the average total efficiency of 293 tractors was 28.2%. Among these
tractors, the average total efficiency of 4WD tractors was the lowest at 27.7%,
while the average total efficiency of tractors with CVT and CRD systems was
the highest at 30.8%. While the effect of the CRD injection system on the total
efficiency in tractors was 9.03%, this rate was 1.99% in the CVT transmission
specific to tractors. The effect of both the CRD injection system and the CVT
transmission on the total efficiency of the tractors was determined as 11.2%.

Keywords: tractor · energy efficiency · hourly fuel consumption · tractor
efficiency · tractor testing

1 Introduction

Energy is the most important input of the economy, the thing of orient world politics and
the most efficient determiner of social, economic, and geographic order of the world via
climate change. The procurement of the sustainability and security of energy, efficient
usage, reducing the effects of greenhouse gas, saving the environment, and passing from
fossil fuel to new and renewable energy sources should be the most important topics of
the world [1]. In many countries, during the past decade, there has been an increased
interest in finding ways to save energy in the use of cars, appliances and all types of
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machines including agricultural tractors. The tractor, which, is used as a power machine
in agricultural works, can transmit power to non-self-propelled agricultural machines in
different ways so that they can fulfil their functions. In addition, a significant portion of
mechanization investments belong to the tractor. In the case of agricultural tractors and
machinery, there is a similar interest in finding ways to save energy and this is the reason
why many countries have launched specific programs to achieve this goal [2]. In recent
years, the importance of energy efficiency in the agricultural sector has become increas-
ingly apparent. As the world faces challenges such as climate change, resource scarcity,
and population growth, the need for sustainable and efficient agricultural practices has
intensified. Energy plays a crucial role in agricultural production, frompoweringmachin-
ery and irrigation systems to processing and transportation. Therefore, understanding
the scientific advancements and collaborative efforts in the field of energy efficiency
in agriculture is essential for devising effective strategies, promoting innovation, and
achieving global sustainability goals [3]. There are significant technological advances in
engines regarding the incorporation of electronic control units, in which algorithms and
programs are stored, allowing self-diagnosis, the control of air and fuel feeding systems
based on pollutant emissions under different operating conditions, and data transfer.
Therefore, such advances improved combustion, performance, and thermodynamic effi-
ciency, and reduced pollutant emissions [4]. Many tractor models are now available
with both standard geared transmissions (GTs) and continuously variable transmissions
(CVTs). Unlike traditional geared transmissions that operate using a series of fixed gear
ratios, CVTs have the ability to operate over an infinite number of gear ratios within a
certain range [5]. In addition to transportation, the main function of tractors is to drive
agricultural machinery needed for agricultural production, which needs the transmission
of tractors to provide constantly changing speed and torque to adapt to frequent external
load changes. In this context, the use of a continuously variable transmission (CVT) for
tractors has become a trend. The most common type of CVTs is hydraulic static trans-
mission (HST) which mainly includes hydraulic pumps, hydraulic motors, and control
mechanisms. In order to overcome the above shortcomings, the HST is connected in par-
allel with the mechanical components to form a hydromechanical continuously variable
transmission (HMCVT). HMCVT transmits only part of the power through the HST; the
remaining power is transmitted through the mechanical components, so the efficiency
is much higher than HST. HMCVT can realize step-less speed regulation through the
HST while relying on mechanical components to achieve high-efficiency transmission.
In addition, the HMCVT can control the engine to operate on an optimal power curve
or optimal economic curve, thus achieving optimum power performance or optimum
fuel economy for tractors [6]. Modern common rail fuel systems use electronically con-
trolled fuel injectors and high-pressure pumps to deliver precise volumes of fuel into the
engine at precisely specified times to ensure the engine runs smoothly and efficiently.
In more modern engines, the injectors may be electronically activated, allowing higher
pressures to be reached, and to more accurately meter the amount of fuel injected. These
advances have led to more efficient, more powerful, and also quieter engines [7]. The
ever-stricter emission limits force themanufacturers of combustion engines to constantly
develop more modern equipment in order for the engine to fulfil these criteria. One of
the options, aside from catalytic systems and particle filters, is the use of high-pressure
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injection equipment. As a result, higher pressures are reached, and a higher amount of
heat is released in the cylinder. These two parameters are the basic prerequisite for higher
engine efficiency – higher power output of the engine at lower fuel consumption and
decreased production of harmful emissions [8]. OECD code 2 test reports give the farmer
the only reachable, reliable, and comparable data by means of tractor performance in
the worldwide [9].

2 Methods

The study is derived from the database used in the doctoral thesis and consists of three
parts. First of all, the evaluation method was defined. Then, the operating periods of the
tractor’s Power Take-Off (PTO)work, and drawbarworkswere calculated as percentages
respectively based on the literatures. Finally, tractor test results selected from OECD
Code 2 [10] test reports were analyzed, and the results were evaluated.

2.1 Material

The distribution of the selected tractors according to technical specifications is given
in Table 1. 293 tractors which were tested as per OECD Code 2 test reports between
2011–2014 were selected as material. OECD Code 2 test reports were published by
the Directorate of Testing Centre of Agricultural Equipment and Machine (TAMTEST)
which is the only official OECD Testing Stations in Türkiye. Technical specifications
of the tractors were classified as 2WD, 4WD, type of the injection system and type of
the transmission system. Nominal power tractors were between 9.5 kW and 168.6 kW.
The emission levels of tractors were stage IIIA, stage IIIB and stage IV which had fitted
some aftertreatment systems such as exhaust gas recirculation system (EGR), diesel oxi-
dation system (DOC), and selective catalytic reduction system (SCR). 166 tractors were
imported from 13 different countries, and they were produced by 24 different manufac-
turers. 127 domestic production tractors were produced by 10 different manufacturers in
Türkiye. All the 2WD tractors were driven by geared transmission and had mechanical
injection systems.

Table. 1. Distribution of the tractors according to the technical specifications

Production 2WD 4WD Total

Mechanic* Mechanic CRD* CRD and CVT*

Domestic 42 83 2 – 127

Import 6 117 34 9 166

Total 48 200 36 9 293

*Mechanic: Mechanical injection and geared transmission, CRD: common rail injection, CVT:
Continuously variable transmission
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2.2 Method

Total efficiencies of tractors were calculated as such dividing of the produced maximum
power to the consumed thermal energy. Total efficiency was calculated as given formula
[11].

ηt = Pt

Pf
Pf = BxHu

860

ηt: Total efficiency of tractor (%), measured and calculated
Pt: Maximum tractor power (kW), measured and calculated
Pf: Thermal power of fuel (kW), calculated
B: Hourly fuel consumption of tractor (kg/h), measured
Hu: Lower calorific fuel value, accepted as 10 200 kcal/kg

The OECD Organization for Economic Cooperation and Development Standard
Codes for the Official Testing of Agricultural and Forestry Tractors allow participating
countries to perform tractor tests according to harmonized procedures, and to obtain
OECD official approvals which facilitate international trade [12]. Tractor power (Pt)
and hourly fuel consumption (B) values were measured as per OECD Code 2 and taken
from the OECD Code 2 test reports. In order to calculate the total tractor efficiency (ηt),
related data which were maximum tractor powers (Pt) and hourly fuel consumptions (B)
in the PTO and drawbar tests data were taken from the OECD code 2 test reports of
tractors.

To determine the working percentage of agricultural works in pto works and drawbar
works, two works of literature were considered which were studied by [13, 14]. Average
values of their results were calculated and Kç for towing works accepted as 69%. Kpto
for pto works accepted as 31%.

Ppto and Pç were obtained from the test reports, While Pç was the maximum drawbar
power, and Ppto was the maximum PTO power, Pt was calculated as given formula.

Pç: Maximum drawbar power (kW),
Ppto: Maximum pto power (kW),
Kç: Percentage of drawbar&draught working hours, 0.69
Kpto: Percentage of pto working hours, 0.31
Bç: Hourly fuel consumption at maximum drawbar power (kg/h),
Bpto: Hourly fuel consumption at maximum drawbar power (kg/h),

Themeasurements, and observations in Table 2were considered and accepted during
the calculation of the total efficiency of the tractor.
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Table. 2. Data taken by OECD Code 2 test reports.

Data Unit Measurement/Observation

Bpto, Hourly fuel consumption kg/h Measured maximum pto power test (taken
from OECD code 2 test report)

Ppto, Maximum pto power kW Measured maximum pto power test (taken
from OECD code 2 test report)

Bç, Hourly fuel consumption kg/h Measured maximum drawbar power test
(taken from OECD code 2 test report)

Pç, Maximum drawbar power kW Measured maximum drawbar power test
(taken from OECD code 2 test report)

2WD/4WD – Observation (taken from OECD code 2
test report)

Injection system (CRD or mechanical) – Observation (taken from OECD code 2
test report)

Transmission system (CVT or geared) – Observation (taken from OECD code 2
test report)

3 Results

Total tractor efficiency (ηt) values according to the technical specifications of 293 tractors
were calculated and given in Table 3. According to the results, while the average total
efficiency of 293 tractors was 28.2%, the average total efficiency of 4WD tractors was
the lowest at 27.7%, while the average total efficiency of tractors with CVT and CRD
systems was the highest at 30.8%.

Table. 3. Average ηt values as per technical specifications of tractors

Technical specification of tractors Average ηt values (%)

Whole tractors 28.2

2WD 28.5

4WD 27.7

4WD, CRD 30.2

4WD, CRD and CVT 30.8

There was not any tractor with CRD injection system and CVT transmission system
in 2WD tractors, hence the effects of CRD injection system and CVT transmission
system were studied for only 4WD tractors and including those systems. In Fig. 1, it is
seen that the effect of the CRD injection system on the total efficiency of the tractors
is 9.03%, while this effect is 1.99% for the tractors with only CVT gearboxes. It has
been determined that both the CRD injection system and the CVT have an effect of
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11.99% on the total efficiency of the tractors. According to the researchers [5] results
indicated that the CVT-equipped tractor operated in automatic mode was more fuel
efficient than the standard geared transmission tractor operated at full engine speed (GT:
Geared transmission at FT: Full throttle).

Fig. 1. The effects of CRD, CRD&CVT, and CVT on the total efficiency of tractors

Among the evaluated tractors, the 4WD and 9.5 kW tractor had the lowest efficiency
with 19.93%, while the 4WD and 61.5 kW CRD tractor had the highest efficiency with
32.86%. 2WD tractors were 2.9% more efficient than 4WD tractors. The reason for this
may be; that 4wd tractors havemore friction losses duringmotion transmission than 2wd
tractors, and they also consume more fuel because they produce more traction power.
The average efficiency values of domestic 127 tractors and imported 166 tractors were
28.2% and 28.3% respectively. The power ranges, number of tractors, average powers
and average efficiencies are given in Table 4. Tractors with horsepower higher than
100 kW are 12.7% and 8.7% more efficient than tractors from 50 kW to 100 kW and
less than 50 kW, respectively. All tractors over 100 kw have CRD injection systems so
that the average total efficiencies of those tractors are higher than others.

Table. 4. Average ηt as per power ranges

Power Range
(kW)

Number of tractors Average power (kW) Average ηt (%)

<50 kW 161 37.7 27.6

50–100 kW 118 62.0 28.8

>100 kW 14 126.9 31.1
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4 Conclusion

This paper has highlighted the effect of the engine and wheel drive system of the tractor
on the energy efficiency such as 2WD, 4WD, CRD, and CVT. Apart from the engine and
wheel, other parameters such as drive system, soil type and characteristics, tyres,working
pressures, tractor weight, compatibility between tractor and equipment, and driving
efficiency should be analyzed. Generally speaking, the energy efficiency of a tractor
depends on several factors, amongwhich can be highlighted: 1. Engine. 2. Transmission.
3. Type of soil and characteristics of the working field. 4. Tires and working pressure
used. 5. Ballast of the tractor. 6. Compatibility between tractors and implements. 7.
Efficient driving. The efficiency of the first two factors (engine and transmission) is
assessed by an energy efficiency index, and it would mean between 60–70% of the total
energy efficiency of a tractor. In terms of efficient use of the tractor by a farmer, according
to many authors, this can mean as much as 20–30% of the total energy efficiency [15].
Drivers & farmers should be trained with a special program about efficient driving and
about correct selecting of compatibility between tractors and implement.

The economic life span of the tractor is 12000 h or 12 years. The number of tractor
fleets in Türkiye reached 1.946.806 end of 2020, 49% of them are older than 24 years,
and 500.000 tractors are older than 40 years [14]. If we consider that the stage IIIB
emission standard implemented in 2018 and the stage IV standard implemented in 2019
in Türkiye, most of the emission levels of tractors used in Türkiye are stage IIIA or lower-
level engines and they do not have CRD injection systems. According to the results of
this research, it means that they work with a lower efficiency of 9.3%. According to
the researchers, tractors that have completed their economic life cause to consume an
average of 700 L more fuel and 100–150 h of workforce loss per year [16]. Based on the
average of the exhaust emission measurements made with tractors older than 25, there
is an additional CO2 emission of 1,816 kg for the 250 h/year average operation foreseen
for these old tractors [17]. Engine technologies improve the use of non-renewable fuels
by adjusting the programming of the ECU, which controls the high-pressure injection
system, and reduces pollutant emissions according to legislation [4]. Replacement of
the inefficient and unsafe tractors that have completed their economic life should be
supported by the governments.
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bir sistem geliştirilmesi. Ankara Üniversitesi, Fen Bilimleri Enstitüsü, Tarım Makineleri ve
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araştırma. Doktora Tezi, Çukurova Üniversitesi, Fen Bilimleri Enstitüsü, Tarım Makineleri
Anabilim Dalı, Adana
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Abstract. A small square baler is a piece of machinery used to compact, com-
press, and cut hay and other materials into square-shaped bales. These machines
are usually pulled from the side of the tractor by the tractor and driven from the
tractor PTO. These machines, which move next to the tractor, occupy a larger
area in the field. In this project, a chopper system will be designed for in-line
small square balers that will work center of the tractor track width. Chopper is a
shredding system used to cut stem part of the grass into smaller pieces that has
been harvested and spread on the field. The farmers prefer the bale system with
chopper, stating that the small grass is eaten more easily by the animal. In-line
small square balers with chopper system is used to produce bales with small grain
sizes, while reducing time and labor costs during the feed preparation stage.

At regular small square balers, prong system which sends the grass to the bale
chamber, carries the grass to the bale chamber by dragging it from the side, the
gearbox works slower (output speed = 92 rpm), at in-line small square balers,
the fork system will work faster (102 rpm) as it will work together with the rotor.
This will reduce unit costs by producing approximately 10% more products at the
same power value.

In the developed in-line small square baler, there is a movable counter under
the rotor that can be opened and closed with hydraulic drive when necessary,
enabling working with or without knives, and movable knives that can be removed
and mounted inside the movable counter. The use of the machine with or without
cutting blades is ensured by the up or down position of the blades in the moving
contra. When this system is overloaded and clogged, the system is protected by a
safety clutch to prevent any damage to the system.

In the system we have developed, the chopper system can be disassembled
from the machine with the retracting of the pick-up system, the machine can also
be used without chopper system. With this study, in-line small square baler with
chopper system design will be developed and prototype production will be made
after design verification studies. In-line small square baler with chopper system is
not available in the national or international market. This machine, which will be
developed by Paksan Makina R&D Center, is an innovation for our country and
the world.

Keywords: Square baler · Chopper system
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1 Introduction

Agriculture is one of the important links in the food chain, the other important link in
this chain is animal husbandry. Agriculture and animal husbandry have a very important
place in the adequate and balanced nutrition of people. However, unlike other sectors,
these sectors are also very important for the country’s economy as they include many
sectors from the machinery sector to the software sector (1).

Roughages have an important place in cattle and sheep breeding in our country. One
of the most important storage methods of roughages is baling. Balers collect plants such
as grass, alfalfa, stalks and herbaceous plants from the field, turn them into prismatic or
round bales of the desired size and desired tightness, then tie them with rope or net to
prevent them from dispersing and leave them on the field surface.

Balers can be classified in 4 main groups according to their drive mechanisms, bale
geometry, compression pressure and binding material (2).

In the baling sector, balers are divided into two classes as prismatic and round
according to the geometric shapes of the bales. Prismatic balers are divided into two
groups as large and small balers. Large balers usually make bales of 100 kg and above,
while small balers usually make bales between 15–25 kg. The baler user prefers the
machine that is suitable for their own conditions from the above classification of balers.

Balers can also be classified differently as off-line and in-line (Fig. 1). Off-line balers
move along the side of the tractor and collect the barreled weed piles in the field and
turn them into bales. In-line balers are small square balers that collect and bale the
materials drawn by centering the wheel track of the tractor. Since these machines are
towed on the tractor wheel track, they are highly maneuverable in narrow areas and
between vineyards. In addition, in some forms, it offers the opportunity to collect and
bale without the need to make lines and groups (3).

Since small balers do not have chopper units, they cannot shred and cut the grasses
to be made hay, and they cannot turn them into small pieces. In this study, a chopper
system will be added to the in-line baler that will be developed in order to shred the
straw raw material into hay.

Fig. 1. Baling methods off-line and in-line balers (3)
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2 Chopper System for In-line Small Square Balers

Grass, clover, stalks and herbaceous forage plants and other materials that can be baled
are collected by the pick-up unit of the tractor-drawn baler and transferred to the chopper-
cutter unit (Fig. 2).

Fig. 2. Pick up system

In the chopper unit, they are cut into pieces of 4–10 cm in length and sent to the
section with transfer prongs. From here, with the help of prongs, they are thrown in
front of the plunger moving inside the compression unit above. The plunger, which
operates at 102 strokes per minute, compresses the grass in the bale chamber. When
the compressed materials reach the pre-determined and set bale length, the three-string
tying device moves and the bale is formed (Fig. 3). Each formed bale is pushed out by
the bale behind it.

In the chopper/cutter unit, instead of the existing gear system, there is a rotor (bator)
consisting of four-cornered hypocycloid shaped similar sheets welded on a pipe in heli-
cal form with equal steps and angle difference. Underneath the rotor (bator) there is a
moving contra-actuator, which is actually static only in the working state, which can be
hydraulically opened and closed when necessary, enabling operation with and without
blades. The movable contra and the movable blades can be opened and closed hydrauli-
cally when necessary for changing the movable blades, reducing the movable blades and
removing blockages (Fig. 4).
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Fig. 3. Prong and Plunger system

The pick-up system convey grass, clover, stalks and herbaceous plants etc. to the
rotor (bator). The rotor (bator) shreds grass, clover, stalks, woody and herbaceous plants
and other materials that can be baled etc. into small pieces by passing them through the
blades. The blades in the movable contra are in the up or down position and the machine
is used with or without sizing (Fig. 5).

Fig. 4. Chopper unit
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Fig. 5. Rotor and contra system

In-line machines developed by Paksan R&D Center, moist materials can be baled
with the chopper system, while dry materials can be baled with or without chopper. At
the same time, the machine can also be used without a bale by removing the pick-up
system from the machine and moving the harrow (pick-up) system backwards.

3 System Design and Design Verification Studies

The general viewof the in-line baler is given in Fig. 6. The design studies of the developed
systemwere carried out with SolidWorks software. SolidWorks Simulation softwarewas
also used in design verification studies. The chopper system to be used in the in-line
baler is given in Fig. 7 and the chopper rotor of this system is given in Fig. 8. In this
study, the rotor connection shaft (Fig. 9.) is considered as the critical element of the
system and finite element analysis is applied on this element.

Fig. 6. In-line baler

The rotor connection shaft is driven by a chain gear mounted on it. In-line balers
used in small bale making require tractors up to 70 HP. Assuming that 80% of the
power generated by the tractor is transferred to the PTO, finite element analyses were
performed on the rotor shaft and rotor discs. The moment on the tractor PTO shaft is
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Fig. 7. Chopper System

Fig. 8. Chopper rotor

Fig. 9. Chopper system rotor connection shaft
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730 Nm and this moment value is transferred to the Chopper rotor with a cycle ratio of
i = 5.29. Chopper rotor is driven with a moment of approximately 3800 Nm. The rotor
connection shaft material will be produced from AISI 1040 material and the mechanical
values of the material are given in Table 1.

Table 1. AISI 1040 material mechanical properties (4)

Tensile Strength,Ultimate 620 MPa

Tensile Strength,Yield 415 MPa

Modulus of Elasticity 200 GPa

Bulk Modulus 160 GPa

Poissons Ratio 0,29

The rotor connecting shaft is connected to the rotor disks with bolts. As a boundary
condition, the bolt holes are fixed and the housing is made on the rear side of the drive
gear as shown in Fig. 9. The housing surface is defined as a cylindrical support surface.
Amoment of 3800 Nm is applied on the splined shaft to which the sprocket is connected.
The mesh element was selected as “Solid-mesh - Blended curvature-based” in the mesh
generation process. In the finite element model, the total number of nodes was 314089
and the total number of elements was 219759.

As a result of the analysis, it is seen that 400 Mpa values can be reached locally
(Fig. 10a). In the calculations made by analytical methods, it is seen that the shaft is
subjected to torsional stress of 154 Mpa. In the finite element analysis, it is seen that
the stress distribution is around this value. The amount of strain was found to be within
reasonable values with 0.13 mm (Fig. 10b).
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Fig. 10. (a) Stress distribution finite element analysis of rotor connecting shaft. (b) Amount of
strain finite element analysis of rotor connecting shaft

4 Conclusion

In off-line systems, the gearbox operates slower due to the fact that the prong system,
which sends the grass to the bale chamber, sends the grass to the bale chamber by
dragging it from the side (output speed = 92 rpm.) In the in-line baling system, the
prong system will be able to operate faster (102 rpm) since it will work together with
the rotor. This will reduce unit costs by producing over 10% more product at the same
power value.

With this study, in-line small square baler with chopper system design will be devel-
oped and prototype production will be made after design verification studies. In-line
small square baler with chopper system is not available in the national or international
market. This machine, which will be developed by Paksan Makina R&D Center, is an
innovation for our country and the world.
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Abstract. Pruning shears used for tree canopy management are manufactured in
various sizes and blade curvatures. This paper reports on the selection of suitable
blade curvature of manually-operated pruners for tree branch pruning. Various
shears available on the market were examined and three with the highest, lowest
and medium curvature radii were selected. These were mounted on a material
testing machine and used for shearing tree branches (Morus alba) in a randomized
complete block design experiment. Effects of blade curvature radius at three levels
(42, 45 and 50.5 mm), cutting speed (200, 400 and 600 mm/min) and Mulberry
branch diameter at three levels (thin, medium and thick) on the required cutting
force and energy were studied. Analysis of covariance was used to remove the
effect of branch moisture content. Statistical analysis of the data showed that the
effect of blade-curvature on the required cutting force and energywas significant at
the 1% level. Cutting force and energy, which are important in manual pruning due
to the strain they place on the worker, significantly increased with blade curvature
radius. The best cutting conditions for various branch diameters were found to
be: blade-curvature radius of 45 mm for large branches and 42 mm for thin and
medium branches all at cutting speed of 400 mm/min.

Keywords: Shears · Pruning Process · Cutting Force · Energy consumption

1 Introduction

Pruning is a method of caring for trees and shrubs that helps maintain their health and
improve their quality by removing dead, diseased, or damagedwood. Fruit tree pruning is
a horticultural practice used to regulate tree growth and performance, optimize tree size,
and control branch density. This process helps to achieve a balance between vegetative
and reproductive growth. Preventing damage and preserving the health and aesthetic
appearance of the tree are the most important reasons for pruning. The timing and extent
of pruning depend on the age, species, and growth stage of the tree. Trees should be
pruned properly which requires skill and knowledge of pruning principles. Improper
pruning can cause significant damage to the structure of the tree [15].
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After careful pruning, tree growth will likely be optimal, resulting in higher quality
wood compared to unpruned trees [14]. The effect of pruning onwood quality depends on
several factors, including the pruning season, pruning method, tree species, and branch
diameter. Growth of microorganisms, fungi, and bacteria may occur as a consequence
of improper pruning. Regular pruning strengthens the fruit tree and is the most effective
method for maintaining it. Sometimes, pruning is the best treatment for a diseased tree
or shrub. Pruning at the wrong time can also cause significant damage to a tree and result
in the production of small fruits and delayed fruiting [2]. Morus alba can be used to
produce fodder, fruit, medicine, paper, and gas. Among its other uses, we can mention
protection against fire in arid areas [5]. The Morus alba tree is very important in the silk
industry, and due to its fast growth, it is pruned at least once a year [7]. The intensity of
pruning will have a significant effect on the size and quality of the fruit [11] as well as
the timing of fruit ripening.

In a study by Parish et al. [10], 9 manual pruning shears from 6 different manufac-
turers were tested to determine the manual force required to cut hardwood in different
thicknesses. The test included measuring the force required to cut dry wood in 6 levels
(diameters of 6.4, 7.9, 9.5, 12.7, 15.9, and 19.1mm). The force wasmeasured by a spring
scale that applied force vertically to the end of one scissor handle.While the other handle
was held horizontally by a clip. Statistical analysis showed a significant difference in
the required force of different scissors [10]. From the studies conducted in Sicily and
Lombardy regions, it can be seen that pruning with ordinary scissors was the most used
in vineyards. Romano et al. [12] reported manual cutting force is a function of branch
diameter and tree species. Also, Eliçin et al. [3] evaluated the cutting characteristics of
grape cane using a material testing machine. According to their test results, a significant
difference between the types of blades was observed at the 1% probability level. The
best results were obtained in smooth blade, toothed type 2 and toothed type 1, respec-
tively.While the lowest values of cutting force and strength were obtained for the smooth
blade, so that the maximum values of cutting force, cutting strength, cutting energy and
specific cutting energy for it were 234.5 N, 8.299 MPa, 1.783 J, and 0.06307 J.mm-2,
respectively.

Mechanization of horticulture and agriculture in today’s world is of great interest
due to the importance of ensuring high quality and yield of fruit tree products. This
study is dedicated to examining the impact of blade curvature radius, cutting speed, and
branch diameter on cutting force and energy required which has not been reported for
such shears before. The implications of these findings for optimizing pruning techniques
and improving the efficiency and effectiveness of tree and shrub management will also
be discussed.

2 Research Methodology

Finding the best way to cut branches is an important aspect in the development of
pruning tools [6]. In order to achieve an optimal cut, especially in manual pruning, it
is necessary to find the conditions that require the least amount of force and energy
for cutting. By examining the curvature radius of the available models on the market,
three bypass pruners with the lowest, average, and highest curvature radii were selected.
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A coin with a diameter of 29.3 mm was used to calculate the curvature radius of the
blades. By placing this coin on each of the blades, a vertical photo was taken. Then,
using SolidWorks software, two circles on the coin and blade were matched, and their
diameter values were recorded. As a result, the actual curvature radius of each blade was
obtained by using the proportional ratio (Table 1). The blades were made of SK5 steel,
and their sharpness angle was 12 ± 0.5 degrees. The curvature radii (CR) of the blades
were determined to be 41.92 mm, 45.05 mm, and 50.56 mm which, for convenience,
hereafter will be referred to as 42, 45, and 50.5 mm, respectively.

Table 1. Curvature radii of the pruner blades used in the study

Company/Model Behco /8518 Behco /1 Behco /110–20

Radius of curvature 41.92 mm 45.05 mm 50.56 mm

Morus alba branches of various sizes (diameters) were obtained on November 9,
2020 from the college of agriculture campus of Tarbiat Modares University, Tehran.
Subsequently, cutting tests were performed and moisture calculations were immediately
carried out. The samples were divided into three size groups of: thin (5–7 mm diameter),
medium (10–12 mm diameter), and large (15–17 mm diameter) branches. The experi-
ments were repeated five times at three speed levels (200, 400, and 600 mm/min) and
three blade-curvature levels using a material testing machine. To determine the moisture
content of the samples, 2-cm portions were cut from each sample and subjected to dry-
ing in an oven at a temperature of 104 degrees Celsius for 24 h. It is desirable to obtain
branches with similar moisture content and then eliminate the effect of the confounding
variable through analysis of covariance (ANCOVA). This allows for a comparison of
adjusted averages under a constant moisture content. After drying, the samples were
weighed again, and the moisture content was determined on wet-basis [1].

In order to perform the shear test, the pruning shears were mounted on the material
testing machine (Santam model STM-20) using appropriate fixtures such that before
cutting, the loading speed was adjusted and the upper jaw of the machine was lowered
to the point where the sample came in contact with the two blades. To remove the
measurement error before starting the test, the force and displacement values were set
to zero and the command to start the test was issued by the computer and continued
until the samples were completely cut. The resulting force -displacement diagram was
utilized to determine cutting force and energy (Fig. 1).
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Fig. 1. A sample of force-displacement curve during shearing of Morus alba branch (11.05 mm
diameter)

3 Results and Discussion

Statistical analysis based on a factorial test was conducted in the framework of com-
pletely randomized block design. The effect of moisture content was removed using
covariance analysis. Comparisons of adjusted means at constant humidity of 41.2%
were performed using Bonferroni test. Table 2 shows the results of ANCOVA on factors
affecting Mulberry branch shearing.

Table 2. Analysis of covariance of force and energy (BD – branch diameter, CR – curvature
radius, CS – cutting speed).

Factor MSEforce (KN) MSEenergy (KJ)

BD 209.372* 763.936*

CR 42.888* 107.214*

CS 0.116ns 2.253ns

BD × CR 8.120* 15.727*

BD × CS 0.561ns 1.150ns

CR × CS 0.834ns 0.977ns

BD × CR × CS 0.223ns 0.323ns

Moisture 0.042ns 1.323ns

(continued)
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Table 2. (continued)

Factor MSEforce (KN) MSEenergy (KJ)

Block 5.887* 21.321*

Error 0.626 1.751
ns Non-significant difference at α = 0.01
* Significant difference at α = 0.01

Force and energy requirements for cuttingMulberry branches significantly increased
with diameter. This is due to the fact that with increasing branch diameter, the cross-
sectional area increases and the branch is harder to cut. The average value of cutting
force for thin, medium and large diameter branches had a significant difference at the
probability level of 1% and was determined to be 59.33, 157 and 253.49 N, respectively
(Fig. 2).
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Fig. 2. The effect of mulberry branch diameter on shearing force at constant humidity (41.2%
wb)

Energy consumption values for thin, medium, and thick branches were calculated as
2340.21, 7709 and 13797.88 mJ, respectively. These results are in agreement with those
reported by Esgici et al. [4] in which the maximum cutting force and energy for shearing
the branches of three grape varieties increased significantly with branch diameter. They
furthermore reported a linear relationship. Similar results were also found by Khodaei
and Akhijahani [9] for Rasa variety grapes. It is also consistent with the report by
Ghahraei et al. [8] who showed that the maximum shear force and energy is directly
proportional to the cross-sectional area of the cannabis stem. This information is valuable
in choosing the right equipment to reduce the manual force and energy required for tree
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pruning. This is because choosing the right cutting tool having the proper geometrical
characteristics plays an important role in saving force and energy.

Results of this study indicate that, in general, more force is needed to make a com-
plete cut with the largest radius blade, and the other two pruner blades do not differ
significantly in terms of force requirement. The average values of the cutting force for
the curvature radii of 42, 45 and 50.5 were equal to 139.60, 137.98 and 192.24 N, respec-
tively. By increasing the curvature radius of the blade, the amount of energy consumed
has increased. This result may be due to the fact that with the increase in the blade
curvature radius, more vertical displacement is required for complete cutting, and as a
result, with the increase of this displacement, energy consumption increases. The aver-
age values of this parameter were calculated as 6950.625, 7170.285, and 9727.178 mJ
at the curvature radius of 42, 45, and 50.5, respectively (Fig. 3).
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Fig. 3. The effect of curvature radius on energy consumption at constant humidity of 41.2%.

There is no significant difference between the first two levels of radius (42 and
45 mm) in terms of energy consumption. In a study by Sessiz et al. [13], where three
blades with small teeth, with large teeth and smooth without teeth were used to cut thin
grape branches, there was a significant difference between the three blades in terms of
cutting force and energy at the probability level of 1%. The maximum force and energy
were obtained for the blade with large teeth and the minimum force and energy were
reported for the smooth blade.

The average values of force and energy consumed tomake a complete cut ofmulberry
branches increased linearly with blade curvature radius (Fig. 4.). Force and energy had a
high correlation with the curvature radius with coefficients of determination (R2) equal
to 0.85 and 0.92, respectively. At all three levels of the blade radius, force consumption
increased with branch diameter. In cutting thin branches, the 42 mm blade performed
better in terms of the required force, and its average value was 41.36 Newtons. For
medium-size branches (10–12 mm diameter), the average values of the shearing force
in both 42 mm and 45 mm blades were quite close (138.79 and 138.80 N, respectively).
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Another point is the lower cutting force required by the 45 mm blade pruner for shearing
large branches, the average value of which was 210.64 N. In general, the two mentioned
blades performed better than the blade with the maximum curvature radius (50.5 mm)
in terms of force requirement. The average amount of force used by the 50.5 mm-blade
pruner to cut thin, medium and large diameter branches was equal to 72.16, 193.43 and
311.15 N, respectively. Compared to the other two curvature radii (42 and 45 mm), the
less curved pruner (50.5 mm radius) requires more force to cut mulberry branches of all
diameters. It is thus concluded that, in terms of force, for cutting thin, medium and large
diameter branches, it is suitable to use pruners with curvature radii of 42 or 45 mm.

Fig. 4. Correlation between blade curvature radius and cutting parameters.

In cutting thin and medium branches, the blade with a radius of curvature of 42 mm
performed better in terms of energy consumption with average values of 1661.26 and
6692.88 mJ, respectively. This is while for cutting thick branches, the average energy
requirement is the least with the 45 mm-radius blade (12131.15 mJ). In terms of energy
consumption, the 42- and 45-mm blades have performed better than the blade with the
less curved pruner (50.5 mm). Thus, in terms of energy consumption, the best pruner
is one with the most-curved blades i.e., 42 mm, for cutting thin and medium branches
while the 45-mm-blade is more suitable for large branches.

4 Conclusions

Pruning is an important activity in horticulturalmanagement operations and any improve-
ment in equipment utilization can positively affect performance and productivity. For
cutting thin and medium branches, the most-curved shears (having blades with lower
curvature radius i.e., 42mm) and for cutting large branches, the pruner withmedium cur-
vature radius (45 mm) are more suitable in terms of force and energy requirements. The
least-curved blade pruner (curvature radius of 50.5 mm) is not recommended for prun-
ing mulberry branches. These results are useful in horticultural operations in terms of
worker productivity and welfare by providing guidance for selecting the proper pruning
shears.
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Abstract. In this study, shearing force, energy, strength and specific shearing
energyvalues of the prunedbranches of three local grape (Vitis viniferaL.) varieties
(Öküzgözü, Boğazkere and Şire) were determined and compared. The aim of the
study is to obtain appropriate data for the design of a machine that can be used in
shredding vineyard pruning residues. In accordance with this purpose, the shear
tests were carried out with three different knife shapes, two of them are serrated
type (serrated 1 -knife-edge thick, serrated 2 -knife-edge thin) and flat (knife-
edge flat) with five knife edge angles (50°, 60°, 70°, 80° and 90°). The shear
tests were made by Instron Universal Materials Testing Machine, Lloyd LRX
Plus. According to test results, maximum shearing force, strength and energy
values were obtained at knife of serrated 1 (knife-edge thick) type, the lowest
average value was observed at serrated 2 type knife as 382.77 N. The shearing
force slowly decreased with increasing knife-cutting angle from 0° to 40°. The
maximum shearing force was observed at 0° knife cutting angle as 426.90 N.
The lowest values were obtained at 30° and 40° cutting angle. However, when
all interaction of Duncan test results is considered, maximum shearing force was
observed at serrated 1 knife, 10° shearing angle, and the cane of Öküzgözü grape
variety as 669 N, the lowest value of cutting force was observed at Flat-edge knife
type, 40° cutting angle and the Şire grape variety as 205.50 N.

Keywords: Grapevine cane · Shear test · Shear force · Shearing strength ·
branch shredding

1 Introduction

Turkey is situated between latitudes 36–42° north and longitudes 26–45° east, a favorable
area for viticulture that has a long history in the cradle of civilization. Turkey is one of
the top producers of grape in worldwide. It has 468.792 ha of vineyards and a production
of approximately 4 million t. Over 77 million t of grapes are grown worldwide on more
than 7.1 million ha area. Turkey ranks fifth in terms of growing area, after Spain, France,
China, and Italy, and ranks sixth in production after China, Italy, USA, Spain and France.

Large variations in climatic conditions in Turkey allow for the production of table
grapes, raisins andwinegrapes. In total, 1.200grape cultivars are grown inTurkey,mostly
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belonging to the species Vitis vinifera L. [1]. Over 1.170 Vitis vinifera L. accessions are
maintained at the Tekirdağ National Germplasm Repository Vineyard.

Öküzgözü, Boğazkere and Şire grape (Vitis vinifera L) varieties are widely grown in
the Southestern part of Turkey in Diyarbakir, Elazığ andMardin provinces. Even though
grape has always been a valuable and important product for human diet and economy
in Turkey, pruning and harvesting processes in vineyards are still mainly performed
by manually. Therefore, time-consuming and production costs are very high and labor
efficiency is low in the vineyard pruning operations. Vineyard pruning residues are
usually left in the vineyard and burned, or used of border vineyard. This creates a
basis for both environmental pollution and the formation diseases and pests. Pruning
residues that occur in large quantities as a result of pruning, maintenance and harvesting
processes in vineyards and orchards become a problem for producers [2]. Instead of
doing this, pruning residues can be shred and used as organic residue in the soil the
using anymachine/equipment. Evaluation in this way is important in terms of preventing
environmental pollution and reintroducing the wastes to the soil. Thus, it will be of great
benefit both economically and in terms of the implementation of recycling activities
in agriculture. At the same time, sustainability in agriculture will be achieved by re-
evaluating the vine residues ground in the branch shredder. As a result of the use of
pruned branches as organic waste, the use of chemical fertilizers will also decrease.

To use machines successfully for shoot positioning, pruning, harvesting, and other
grape production operations, trellis systems must be devised, and shoots positioned to
accommodate precise mechanical movement [3, 4]. Pruning is made by worker with
scissors in viticulture. Usually, flat-mouthed scissors are used, and this process is diffi-
cult and tiring. The same scissors are used for all types of vines. Power requirements are
high. However, the cane cutting characteristics of each variety is different each other.
Therefore, the mouth of the used scissors and the cutting angle are important to deter-
mine for reducing the energy requirement. Additionally, branch shredding machines are
needed to avoid recycling the pruning residues. For a new design of shredder machine,
above all, data on shearing and chopping of vineyard pruning canes are needed. The
most important of these characteristics is cutting properties.

Labor requirement, time-consumption and production costs can be decreased by
utilizing a mechanical pruner and shredder machine [5, 6]. The first stage for the design
of an effective new pruner is tomeasure the cutting force and energy. The cutting strength
and energy requirement depending on the species, variety, diameter, maturity, moisture
content, cellular structure and the type of cutting blade used [7–9]. Knife edge angle,
knife approach angle, shear angle, and knife rake angle are the most important knife
angles that can directly influence the cutting force and energy [10].

Until now,many studies have been conducted on themechanical, physical and cutting
properties of canes for different grape varieties. Romano et al. [11] determined the
cutting force such as Cabernet Sauvignon and Chardonnay at different regions in Italy.
Sessiz et al. [5] determined the cutting properties end energy values for some local
and international grape varieties in Turkey. Cutting properties and energy values were
determined by Ozdemir et al. [12] depending on variety, moisture content and diameter
of some local wine grape cultivars. Cutting properties of cutting force, cutting strength,
cutting energy and specific cutting energy were measured in eight different wine grape
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varieties. Canes of Tannat, Merlot, Cot, Chardonnay, Viognier, Cabernet Sauvignon,
Shiraz and Cabernet Franc were profiled for their cutting properties during the dormant
season.The results of data analysis showed that therewas a significant difference between
average values of cutting properties varying based on variety. The results demonstrated
that the maximum cutting force, cutting strength and cutting energy for Cabernet Franc
grape, the minimum cutting force, cutting strength and cutting energy were obtained
at Tannat grape variety. Also, similar engineering properties of the Şire grape were
determined by Esgici et al. [13]. Cutting properties of şire grape cane has been changed
with harvesting time. Shearing force and energy requirement increased with increase
internode diameter of canes. The maximum shearing force and energy requirement were
determined the last harvesting time. Similar results were reported Pekitkan et al. [14] for
cotton stalk. Cutting parameters of some grape varieties subject to the diameter and age
of canes were determined by Esgici et al. [15]. From the above literatures study, there
is limited information about the effect of knife type, knife edge angle and cutting speed
of grape canes. So, we have felt to the need to conduct this study.

2 Methods

Grapevine canes of Boğazkere (wine), Öküzgözü (wine) and Şire (table) (Vitis vinifera
L) grape cultivars (Fig. 1) belonging to the region were used were used for shear tests.
Pruning canes were obtained from the vineyards of the grape producers at Diyarbakır
province located in south-eastern part of Turkey. The test samples were randomly cut by
hand from vineyards. The cut and collected grapevine canes (Fig. 1) were transported
to the laboratory at the Department of Agricultural Machinery and Technologies Engi-
neering. Then, the samples were kept in a 5 °C refrigerator for 2 months until started to
cutting tests. Trial tests were carried out during the spring grape pruning season.

Fig. 1. View of grapevine canes of Öküzgözü, Boğazkere and Şire varieties.

The initial moisture content of grape canes samples was measured according to
ASABE standards [16]. Before tests, four samples of 20 g cane stems were chopped,
weighed and dried in an oven of 103 °C for 24 h which were then reweighed in order
to determine the average moisture content for each variety. The average wet based
moisture contents of canes samples were measured as 50.30% for Öküzgözü, 50.40%
for Boğazkere and 50.90% for Şire grape, respectively. To compare and evaluate shear
characteristics for all varieties, 8 mm diameter canes were used during the tests. The
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cane diameters were measured using a digital caliper with an accuracy of 0.01 mm. The
diameter of the canes (mm) was converted to cross-section area in 50.24 mm2.

Shear force and energy values were measured using an Instron Universal Materials
Testing Machine, Lloyd LRX Plus, as shown in (Fig. 2). The shear force was recorded
as a function of displacement. Experiments were carried out with three various knife
types (Fig. 2), two of them are serrated type (serrated 1 (knife-edge thick), serrated 2
(knife-edge thin) and flat (knife-edge flat) with five knife edge angles (50°, 60°, 70°,
80° and 90°). All cutting test was conducted 5 mms−1 constant loading speed in vertical
loading direction. The cutting energy was calculated by measuring the surface area
under the force-deformation curve bymaterial testingmachine [17–23]. A computer data
acquisition system recorded all force-displacement curves during the cutting process by
using a NEXYGEN computer program for each parameter.

Fig. 2. Materials Testing Machine (a) and the cutting knives used in the experiments (b).

The maximum shearing strength, obtained from the force values by materials testing
machine, was determined by the following equation [21, 22, 24–27]:

σs = Fmax

A

where: σs is the maximum shearing strength in (MPa), Fmax is the maximum shearing
force in (N) and A is the cross-sectional area in (mm2).



Shear Tests of Grapevine (Vitis vinifera L.) Canes 43

Specific shearing energy (Esc) was calculated by:

Esc = Es

A

where: Esc is the specific shearing energy (J mm−2) and Es is the shearing energy (J).
An analysis of variance (ANOVA) of the three-factor randomized complete block

design with five replications was performed to detect significant differences in the obser-
vations due to the effect of grape variety, knife type, and knife edge angle of each factor
using the MSTAT-C software. Means were compared at the 1% and 5% level of signif-
icance using Duncan’s multiple range tests to identify the specific differences among
treatments means.

3 Results

A typical force-deformation is given in (Fig. 3). As you seen in (Fig. 3), the first peak
corresponds to the yield point (lower yield) at which branch damage was initiated. The
second peak (upper yield) corresponds to maximum force (Fig. 3).

Fig. 3. Typical force-deformation curve.

The effect of knife type, knife cutting angle, and grape cane variety on shearing force
are shown in (Fig. 4). The shear force was affected significantly (P < 0.01) by knife
type, angle, and cane grape variety. The test results showed that the significant differences
were found between the knife types at 1% probability level. While the maximum shear
force values were measured at knife of serrated 1 (knife-edge thick) type as 429.14 N,
there were no found significant differences between serrated 2 and flat-edge type knives.
However, the lowest average value was observed at serrated 2 type knife as 382.77 N.

The effect of cutting angle also was found significant on the cutting force (P< 0.01).
The cutting force slowly decreased with increasing knife-cutting angle from 0° to 40°.
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Fig. 4. The change of cutting force depend on knife type, knife cutting angle and grape variety.

The maximum cutting force was observed at 0° knife cutting angle as 426.90 N. The
lowest values were obtained at 30° and 40° cutting angle. No significant differences were
found among 20°, 30° and 40° cutting angle. The lowest values of cutting forces were
obtained at 40° cutting angle as 353.30 N (Fig. 4). The similar results were observed
by Kronbergs et al. [28], showing that the suitable knives bevel angle change between
25° and 45°.The decrease of cutting force and cutting energy depend on knife edge
angle allows proper design of the cutting unit and cutting machine for grape cane and
predicting the power requirements [9, 12, 13]. Our results consistent with result of
Suryanto et al. [29], the knife edge angle has a significant effect on the cutting force and
energy. Dowgiallo [30] also reported that besides the cutting edge, knife edge sharpness
and knife speed are effect on cutting properties. Based on our results, the best results
were obtained at 40° cutting angle. As a result, it can recommend and consider these
values for a new design of shredding and construct a shear knife. This information is very
valuable for selecting a suitable equipment design for reducing the energy requirement
and consumption. Because, the selection of suitable cutting apparatuses and equipment
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are playing an important role in economizing on cutting force and energy requirement
[27].

In addition to these parameters, one of the important cutting parameters is the variety
of biologicalmaterials.As seen in (Fig. 4),while therewasnot found adifferencebetween
Öküzgözü and Boğazkere variety, there was found significant differences between Şire
variety and the other two varieties, Öküzgözü and Boğazkere. The highest cutting force
requirement was obtained for Öküzgözü variety as 426 N at 50.24 mm2 cross-section
area and 50.30% moisture content, followed by Boğazkere and Şire variety.

When all interaction of Duncan test results is evaluated separately, the peak values
of cutting force was observed at serrated 1 knife, 10° shearing angle and the cane of
Öküzgözü grape variety as 669 N, the lowest value of cutting force was observed at
flat-edge knife type, 40° cutting angle and the Şire grape variety as 205.50 N.

The values of the shearing strength are given in (Fig. 5) depending knife type, the
cutting angle and varieties. As shown in the (Fig. 5), the effect of knife type, the cutting
angle and variety were found significant on the cutting strength of grapevine canes (P
< 0.01). The maximum cutting strength was obtained at serrated type 1 as 8.50 MPa.
However, there was not found significant differences between the other knife types
(Fig. 5). The cutting strength decreased with increasing knife-cutting angle from 0°
to 40°. There were not found significant different statistically among 0°, 10° and 20°

Fig. 5. The change of cutting strength depend on knife type, knife cutting angle and grape.
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cutting angle. The maximum cutting strength were observed at 0°, 10° and 20° cutting
angle as 8.45, 8.88 and 8.30 MPa, respectively. The lowest values were obtained at 30°
and 40° cutting angle as 7.13 and 7.02 MPa, respectively (Fig. 5). When all interactions
of statistical test results are evaluated together, the peak values of cutting strength were
observed at serrated 1 knife, 10° cutting angle and the cane of Öküzgözü grape variety
as 13.30 MPa, the lowest value of cutting force was observed at flat-edge knife type, 40°
cutting angle and the Şire grape variety as 4.09 MPa.

Like the force values, while the maximum cutting strength dates was found the same
at Öküzgözü and Boğazkere grape variety more than 8.00 MPa (Fig. 5), the lowest
cutting strength values were obtained Şire variety as 7.00MPa. As shown in the (Fig. 6),
contrary to shearing force and shearing strength, when knife types are compared with
each other in terms of cutting energy, the lowest energy values were obtained at serrated
1 type. However, there were not significant difference between serrated 1 and flat-edge
type. The values were statistically the same. In terms of energy requirement, flat–edge
type knife and serrated 2 (knife edge thin) knife type are more suitable than the serrated 1
(knife-edge thick) type. When the knife types are compared according to cutting energy,
the flat edge type knife (shears) can be recommended than serrated type knife for a new
design of pruning shears and pruning waste shredding machine for all variety grape

Fig. 6. The change of cutting energy depend on knife type, knife cutting angle and grape variety.
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cane. The similar results were observed by Eliçin et al. [31], Sessiz and Ongoren [6].
Researchers have reported that blades with flat blades have lower energy consumption.
In addition, they stated that energy consumption varies depending on the grape type
and branch diameter. Besides that, the effect of cutting angle was found insignificant on
cutting energy. The effect of all cutting angles was statistically the same.

When the specific energy requirement is compared according to variety, while the
lowest specific energy value was obtained 2.50 J, there were not found differences
between Öküzgözü and Boğazkere grape variety.

When all interactions ofDuncan test results are considered, the peak values of cutting
force were observed at serrated 1 knife, 10° shearing angle, and the cane of Öküzgözü
grape variety as 669 N, the lowest value of cutting force was observed at Flat-edge knife
type, 40° cutting angle and the Şire grape variety as 205.50 N.

The change of specific cutting energy depending on knife type, cutting angle and
variety are shown in the (Fig. 7). As can be seen from figure, the lowest specific cutting
energy value was observed at serrated types. The maximum specific cutting energy was
obtained at flat-edge knife type. There were not found significant difference between

Fig. 7. The change of specific cutting energy depending on knife type, knife cutting angle and
grape variety.
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serrated 2 and flat-edge type knives. Also, the effect of cutting anglewas not found signif-
icant on specific cutting energy. There were not found significant differences statistically
among the all cutting angles. Also, there were not found significant differences between
Öküzgözü and Boğazkere grape variety. While the lowest energy value was obtained
0.050 Nmm−2 at Şire grape, there were not found differences between Öküzgözü and
Boğazkere grape.

According to all interaction of Duncan test results, the peak values of shearing force
were observed at serrated 1 knife, 10° shearing angle, and the cane of Öküzgözü grape
variety as 669 N, the lowest value of cutting force was observed at flat-edge knife type,
40° cutting angle and the Şire grape variety as 205.50 N.

4 Conclusion

The test results showed that there were significant differences between the knife types
at 1% probability level. The maximum cutting force and strength values were obtained
at knife of serrated 1 (knife-edge thick) type as 429.14 N and 8.50 MPa, respectively.
The cutting force and strength decreased with increasing knife-cutting angle from 0°
to 40°. The lowest values were obtained at 30° and 40° cutting angle. There were not
found significant different statistically among 20°, 30° and 40° cutting angle. The high-
est force, strength, energy and specific energy requirement were obtained Öküzgözü
variety, followed by Boğazkere and Şire variety. However, when all parameters were
evaluated together, although there were some differences in terms of shear properties
for all three varieties, similar results were obtained depending on selected parameters.
Considering these data, it has been concluded that a suitable branch shredding machine
can be designed for small-scale farmers and used for this purpose.
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Abstract. Conventional tillage; it is an application where most of the plant
residues are buried or burned under the ground, and the plant residues on the
soil surface are less than 15% after planting. With the environmental awareness
that developed after the 1970s, alternativemethods have been developed that mini-
mize the field traffic and soil tillagewithout overturning it. In this method, which is
defined as conservation tillage, themain criterion is that the field surface is covered
with at least 30% plant residue. Reduced tillage forms the subgroup of conser-
vation tillage. In this system, chisel or disc tools are generally used for primary
tillage, harrow disc or cultivators are used for secondary tillage and seedbed prepa-
ration. In tillage application, no-tillage is done before planting after the previous
crop harvest. Sowing is done directly on the previous crop stubble without seedbed
preparation. In this research; no-tillage (direct seeder), reduced tillage (rototiller)
and conventional (moldboard plow + disc harrow + roller) tillage methods were
tested in terms of plant distribution and plant emergence uniformity. The mean
emergence date, emergence rate index and percentage of emergence values were
calculated for that. In the research, the best mean emergence time value was deter-
mined in the reduced tillage method with 15.18 days, the highest emergence rate
index and percentage of emergence value were determined in the conventional
tillage method with 20.7 plants/day m2 and 70.4%, respectively.

Keywords: Conventional tillage · Conservation tillage · Sustainable
agriculture · No-tillage

1 Introduction

From past to present, the losses and problems of soil and water resources caused by
human factors based on agriculture have led researchers to new searches all over the
world. Many studies have been carried out by researchers for many years to protect and
ensure the sustainability of these resources, which are of vital importance for future
generations. [1–3]. Although there are different classifications in the world today, tillage
methods are generally evaluated under two main headings: conventional tillage and
conservation tillage, according to the previous crop plant residues left on the soil surface.

Conventional tillage: it is the soil tillage method with the highest field traffic. It
is a tillage method in which a large part of the plant residues are buried underground

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2024
E. Cavallo et al. (Eds.): ANKAgEng 2023, LNCE 458, pp. 51–59, 2024.
https://doi.org/10.1007/978-3-031-51579-8_6

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-51579-8_6&domain=pdf
https://doi.org/10.1007/978-3-031-51579-8_6


52 Z. B. Barut and S. Ozdemir

and the plow is often used (Fig. 1). Processing the soil by conventional methods by
creating intense field traffic greatly triggers soil compaction and erosion [4]. Our soils are
damaged by significant degradation in the short and long term. It is of great importance
to develop and disseminate a conventional method instead of this unsustainable method,
which consumes more time, labor and energy. Methods that minimize field traffic and
tillage the soil without turning it over have been developed in this application [5–7]. The
conservation tillage method is examined under five headings; strip tillage, plant-tillage,
mulch-tillage, reduce-tillage and no-tillage are the methods.

Fig. 1. Conventional tillage application (all plant residues on the soil surface after sowing are
buried)

Reduced tillage, which is a subgroup of conservation tillage; in this method, chisel
or disc tools are generally used for primary tillage and disc tools or cultivators are used
for secondary tilalge and seed bed preparation. It provides significant fuel and energy
savings compared to conventional tillage due to less machine traffic (Fig. 2).

Fig. 2. Reduce tillage application (superficial is processed and the stubble remains on the soil
surface)

No-tillage method, which will be compared as an alternative to conventional tillage
in the research; In planting, after the harvest of the previous crop, no soil tillage is
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done before planting. In other words, planting is done directly on the previous crop
stubble without any seed bed preparation. No-tillage improves the structure of the soil
and maintains soil moisture (Fig. 3). Plant residues on the soil surface are of great
importance in terms of soil protection [8]. It largely prevents wind and water erosion
even if there are very few plant residues on the soil surface.

Fig. 3. No-tillage application (plant residues on the soil surface after sowing are more than 80%)

Research was conducted to compare technically and economically the conservation
tillage and planting systems applied in wheat agriculture in the Çukurova Region. As
a result of the evaluations, the highest wheat yield was obtained in the reduced tillage
method, while the lowest yield was obtained in the two-row sowing method. The lowest
value in terms of time and fuel consumption among the methods; Additionally, the
highest value in terms of work efficiency was obtained in the no-tillage method. The no-
tillage method provides savings of approximately 81–86% compared to other methods
in terms of time consumption, fuel consumption and work efficiency [9].

A study was conducted to compare the technical and economic aspects of conven-
tional tillage and conservation tillage and planting practices for second crop silage corn
in the Çukurova Region. In this research, the fuel consumption and work efficiency of
the machines, percentage of emerge, emergence rate index and mean emerge date were
tested. The best results in terms of emergence rate index (1.63 day/m2) were observed
with conventional tillage. The best results in terms of percentage of emerge (%100) were
observed with conventional tillage. As a result, the highest corn green grass yield was
obtained in the stubble tillagemethod. Among the applications, the lowest fuel consump-
tion and highest work efficiency were obtained in the no-tillage method. The no-tillage
method provides savings of approximately 85–92% in terms of fuel consumption and
work efficiency compared to other methods [10].

No-tillage and conventional tillage methods have been investigated in second crop
sunflower agriculture. As a result of the research, the shortest average germination time
was 6.55 days in no-tillage, while the longest germination time was 7.87 days in the
conventional method. While germination was lowest in the conventional method with
88.63%, it was highest in no-tillage with 96.29% [11].

In a study comparing reduced tillage and direct sowing techniques with conventional
tillage methods in wheat (Tritucum aestivum L.) production. In order to determine the
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effect of tillage systems on the soil, their effects on bulk denstiy, penetration resistance
and organic matter were also determined. The results found that the effects of tillage
methods on soil bulk weight, penetration resistance and organic matter content were
significant [12].

In a study, three different applications were used in wheat production. These are con-
ventional tillage, reduced tillage and no-tillage practice. The effects of the applications
on the penetration resistance of the soil, total fuel consumption, plant output values and
yield were evaluated. The highest total fuel consumption (5.15 l/da) was obtained in the
conventional tillage application and the lowest (0.91 l/da) was obtained in the no-tillage
application [13].

Six different tillage systems, including conventional tillage and conservation tillage,
were tested in this research. Bulk density, aggregate stability, organic matter content and
soil penetration resistance were evaluated as indicators of soil quality in this study.
Accord¬ing to the results of the research, conservation tillage systems (no-tillage)
improved soil organic carbon content and aggregation stability. Different tillage sys-
tems showed a significant effect on the amount of organic matter and aggregate stability
in the soil. Organic matter values were lower (49–60%) in conventional applications and
residue burning accelerated the loss of organic carbon content. The highest aggregate
stability values were found for no-tillage (38%). Penetration resistance and bulk den-
sity of plowed soils were lower than that of uncultivated plots, while heap density was
1.26–1.32 g at all soil depths in conventional tillage. As a result of their experiments, it
has been shown that conservation tillage practices can provide better soil characteristic
values than conventional practices in soils of the Adana region [14].

In the studies reviewed, the advantages of reduced tillage and no-tillage compared
to conventional tillage can be listed as follows;

• Prevents wind and water erosion
• Protects and increases the amount of organic matter
• Reduces moisture loss in the soil
• Field traffic is minimized
• Sustainable yield
• It saves time
• Less fuel consumption occurs and saves energy
• Better plant emergence parameters
• It prevents the fatal damage caused by burning stubble to living things [15].

The studies examined show that; global warming, which means the continuous
increase in the Earth’s temperature due to the greenhouse effect, has disrupted the agri-
cultural ecosystem and caused unexpected changes in agricultural climate elements such
as drought, temperature, precipitation, weather events and sunlight. In terms of agricul-
tural production, these negative changes lead to a decrease in product yield and quality, a
decrease in soil fertility, an increase in soil erosion due to heavy rainfall, and an increase
in diseases and pests. It is an important known problem of today that climate change
increases the fluctuation in agricultural production and harms agricultural production
in general. Therefore, considering the food security of the ever-increasing world pop-
ulation, it is extremely important to create sustainable agricultural production systems
that will reduce greenhouse gas emissions, are resistant and sensitive to climate change,
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and develop technological and innovative agricultural production methods. The advan-
tages of conservation tillage methods are quite obvious. Conservation tillage methods
are essential to maintain sustainability.

In this research, the conventional tillagemethod, reduced tillage and no-tillagemeth-
ods applied in wheat agriculture were compared in terms of emergence uniformity
parameters.

2 Methods

A field study was performed at the Çukurova üniversity, in the Mediterranean coastal
plain of Turkey between 2019 and 2020. The site is located near Adana. The Mediter-
ranean region has hot and arid summers and mild, rainy winters. The average annual
rainfall was 625 mm; average annual temperature, 19 °C and average annual humidity,
67% (from 46% in October to 80% in August). The experiment was carried out on a
clay soil, which was classified as a Typic Haploxerert. The soil consisted of 47% clay,
30% silt and 23% sand. Winter wheat (Triticum aestivum L.) were planted in 12× 40 m
trial plots using a completely randomized block design with three replications. In the
study, three different tillage methods consisting of conventional tillage, reduce tillage,
no-tillage (Fig. 4). Equipment used in conventional tillage; moldboard plow, disc harrow
(two times), roller (two times) and seeder. Equipment used in reduce tillage; rotatiller
with roller and seeder. Equipment used in no-tillage; direct seeder.

Fig. 4. Trial plots

In field trials, daily plant emergence after wheat planting and the distance between
successive plants in the same rowweremeasuredwhen emergencewas fixed. Emergence
uniformity was determined using a 1m2 iron circle in measurements made on random
sample rows after planting (Fig. 5).

Plant counts started with the first plant emergence and continued at the same time
every day until plant emergence stabilized.With these counts, mean emerge date (MED),
emergence rate index (ERI) and percentage of emerge (PE) valueswere calculated.Mean
emerge date is the average emergence time of emerging plants until plant emergence
stabilizes. Emergence rate index is the number of plants emerging per day per unit length.
Percentage of emerge is the ratio of the number of plants germinating per day per unit
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Fig. 5. Taking samples for emergence uniformity

length to the number of seeds planted per unit length. These parameters were calculated
with the following equations [16].

MED = G1B1 + G2B2 + · · · + GnBn

B1 + B2 + . . .+ Bn
, PE = Nb

N
, ERİ = Nb

MED

MED: Mean emerge date (day)
ERI: Emergence rate index (plant/day)
PE: Percentage of emerge (%)
B: Number of young plants emerging since the previous census.
G: Number of days after planting
Nb: Number of plants per unit length (plant/m2)
N: Number of seeds planted per unit length (seed/m2).

3 Results

In the field trials of the research, the best mean emerge date (15.18 day) was observed
in reduced tillage. The longest mean emerge date (16.53 day) was determined in the
conventional tillage method with (Fig. 6). Since conservation tillage methods have more
plant residue on the field surface than conventional tillage methods, they provide higher
soil moisture and plant emergence is observed in a better time. These results agreed with
those obtained by Bayhan [11].
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Fig. 6. Mean emerge date values (day)

The best results in terms of emergence rate index (20.7 day/m2) were observed with
conventional tillage (Fig. 7). Similar results were obtained with the research conducted
by Karaağaç and Barut [10].
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Fig. 7. Emerge rate index values (day/m2)

When the percentage of emerge (70.4%) were examined in the research, the best
results were determined in conventional tillage (Fig. 8). In conventional tillage, the field
is tilled many times to prepare a good seed bed. This provides better plant emergence.
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In the conservation tillage method, field traffic is minimal. Therefore, lower short-term
outputs are achieved. In addition, intensive field traffic in conventional tillage increases
input costs significantly, so the conservation tillage method is thought to be a more
profitable application. Similar results were obtained with the research conducted by
Karaağaç and Barut [10].
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Fig. 8. Percentage of emerge values (%)

4 Conclusion

In this research, conventional tillage method, no-tillage and reduced tillage were tested
in terms of emergence uniformity parameters. As a result of this trial, different tillage
methods were compared by calculating the mean emerge date, emergence rate index and
percentage of emerge values. In the research, the best mean emerge date was determined
in the reduced tillage method, while the highest emergence rate index and percentage
of emerge value were determined in the conventional tillage method. Soils damaged
by intensive tillage applied in conventional tillage, reduce tillage can be an alternative
treatment method compared to other tillage methods in wheat production, in terms of
uniformity parameters and input costs. It is recommended to develop and investigate an
efficient method that can be applied in reduced tillage method.
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Ziraat Fakültesi Tarım Makineleri Anabilim Dalı Adana. 3(1):33–40
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doğrudan ekim sistemleri. Bitkisel Araştırma Dergisi. 2:8–16
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Abstract. All over the world and in our country, the increasing awareness on the
conservation of soil and water resources, together with the demands of reducing
production costs, made it necessary for researchers to turn to alternative produc-
tion ways in agriculture. As a result of these searches, it has been revealed that
conservation tillage methods should become widespread as an alternative to tra-
ditional tillage method, where field traffic and fuel consumption are high, and
environmental effects such as carbon emissions, soil degradation and air pollu-
tion. Despite years of research and government support, no-tillage, which is one
of the sustainable agricultural practices and applied on an area of approximately
200 million hectares in the world, has unfortunately not been sufficiently adopted
in Türkiye. Strip-tillage, which creates a soil environment that enhances seed ger-
mination, is a new alternative to no-tillage in areas where poorly drained soils are
dominant. In this context, the strip tillage and sowing method is a combination of
traditional and no-tillage methods and provides both environmental and economic
benefits by saving time, labour and fuel as an alternative to the traditional method.
Where soil moisture conditions are suitable, strip-tillage creates narrow-width
tilled strips, traditionally in the fall, to increase early spring soil evaporation and
soil temperature in the top 5 cm of the soil. When the previous studies on sowing
with strip tillage are examined, it is seen that it is frequently applied in countries
where agriculture is developed in the world, but there is not enough research and
application area in Türkiye. In countries where agriculture is developed, it is seen
that the strip tillage and sowingmethod is applied as a combination of two separate
machines in a one-pass (tillage and sowing). In the studies carried out in Türkiye
(strip tillage and sowing), it is applied separately in two stages. Both sowing appli-
cation and strip-tillage can be performed in one-pass. The basic requirements for
strip-tillage to be effective are accuracy in matching tillage equipment on the tool
bar with the planter and placement of seeds in the tilled zones. In this study, an
in-row of pneumatic spacing drill, mounted on a single chassis that can reduce the
field traffic to a one-pass, is designed and simulated.

Keywords: Strip tillage · Conservation tillage · Sustainable agriculture
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1 Introduction

Global warming, which means the continuous increase in the Earth’s temperature due to
the greenhouse effect, has disrupted the agricultural ecosystem and caused unexpected
changes in agricultural climate elements such as drought, temperature, precipitation,
weather events and sunlight. In terms of agricultural production, these negative changes
lead to a decrease in product yield and quality, a decrease in soil fertility, an increase in
soil erosion due to heavy rainfall, and an increase in diseases and pests. It is an important
known problem of today that climate change increases the fluctuation in agricultural pro-
duction and harms agricultural production in general. Therefore, considering the food
security of the ever-increasing world population, it is extremely important to create
sustainable agricultural production systems that will reduce greenhouse gas emissions,
resistant and sensitive to climate change, and develop technological and innovative agri-
cultural mechanization tools and machines. Moreover, the search for new sustainable
production systems that protect natural resources such as soil, water and air in agricul-
tural production has accelerated. As a result of these searches, alternative conservation
tillage to traditional tillage and the development of new tools and machines to be used in
this process come to the fore. Conservation tillage is a practice inwhich the soil surface is
coveredwith at least 30% of the pre-plant residues after planting, in order to reducewater
and wind erosion along with soil moisture loss [1, 2]. The main purpose of conservation
tillage is to keep pre-crop residues on the field surface and reduce tillage intensity. The
main problems of today’s world are drought and limited water resources, so it is impor-
tant to ensure the preservation of in-soil water and moisture. Since plant residues cover
the soil surface and block sunlight, humidity rates are higher than in parcels without
plant residues [3, 4]. In areas where the soil is intensively and continuously cultivated,
soil degradation caused by soil preparation is clearly visible.

Strip tillage method is a conservation tillage method in which 30%-40% of the field
surface is allowed to be cultivated before planting for seed bed preparation. In this
practice, soil tillage is mostly done together with planting, but it is also known to be
done before planting. A 10 to 40 cm wide band that overlaps the sowing row line is
processed (Fig. 1). Apart from this, the remaining rows are left unprocessed, covered
with stubble. Therefore, the method can be perceived as a mixture of reduced tillage and
no tillage method [5].

In multi-year field experiment, the soil properties after application of one-pass strip
tillage technology for 8 years were compared to those of soil under conventional tillage
with the use of a moldboard plough to a depth of 20 cm, and equally deep loosened
and reduced tillage. A field experiment of these three treatments was performed. A
total of 44 features were examined that described the physical, chemical, biological,
and biochemical soil properties in the 0–20 cm layer, and penetration resistance, bulk
density and soilmoisture in the 25–30 cm layer. The influence of the one-pass strip tillage
technology on the yield of crops was also determined. Multivariate analysis shows that
the one-pass strip tillage technology method, in terms of affecting the soil properties,
differs considerably from reduce tillage and conventional tillage treatments. The soil
after the one-pass strip tillage technology method contained two- to four-fold more
earthworms, with a mass 2- to fivefold higher, than those in the soil following reduce
tillage and conventional tillage respectively [6].
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Fig. 1 Strip tillage system

In the study, Mzuri Pro-Til, a combined strip tillage planting machine, was tested.
They made an evaluation of the effect of the strip tillage method on soil properties
and the effects of crop cultivation. Scientific observations and field trials were carried
out in Poland, Ukraine, Lithuania, the Czech Republic, Slovakia, the eastern states of
Germany, Belarus, Serbia and Romania. Compared to traditional tillage, soil moisture,
organic carbon content, infiltration, number of microorganisms and worms, and organic
activity were found to be higher, especially during periods of lack of rainfall. It has been
shown that the strip tillage method provides fuel savings of 20–30 L/ha compared to
reduced and conventional tillage methods, respectively, and is successful in terms of
plant emergence and product yield. Increasing tillage intensity increased soil CO2-C
fluxes and bacterial populations, but decreased fungal populations. In the research, they
stated that strip tillage will be the key element in conservation agriculture [7].

It compared one-pass strip tillage (combined strip tillage plus seeder), conventional
tillage and reduced tillage methods in an 8-year field trial. In this research, a total of
44 properties describing the physical, chemical, biological and biochemical properties
of the soil in the 0–20 cm layer and the penetration resistance, bulk density and soil
moisture in the 25–30 cm layer were examined. Statistically, significant differences
were detected in the strip tillage method compared to the reduced and conventional
method. In the strip tillage method, the phosphorus and available potassium content,
the total number of bacteria, cellulolytic microorganisms and fungi, and the activity of
phosphatases were significantly higher. It reduced and found two to four times more
earthworms than conventional tillage. The yield of winter rapeseed and wheat grown
with strip tillage was found to be higher than the conventional and reduced method [8].

Strip tillage applied in sugar beet (Beta vulgaris L.) production compares conven-
tional tillage and dirno tillage methods. It was determined that strip tillage caused less
soil erosion and retained more moisture than conventional tillage. Compared to the no
tillage method, it has been shown that there is better seedbed preparation, optimum
fertilizer placement, more carbon sequestration and less fuel consumption. It has been
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stated that the strip tillage method is a more profitable alternative method compared to
no tillage and the conventional method, considering efficiency and input costs [9].

In the research, three different strip widths were created by changing the connection
of three different milling (rotor) blades on the flanges and were tested comparatively
with the conventional tillage method. They compared three strip tillage methods and
one conventional method with strip widths of 22.5, 30.0 and 37.5 cm on CO2-C flux,
bacterial and fungal populations during sunflower growth. They identified significant
differences in CO2-C fluxes, microbial populations, soil bulk weight and total porosity
between different tillage systems. The highest CO2-C fluxes during the flowering and
harvest periods were in the conventional method, and the lowest values were observed
in the 22.5 cm strip spacing [10].

When the studies on strip tillage are examined, the main reasons why strip tillage
method is gaining more and more importance in agricultural production are as follows:
It can be listed as providing a good seed bed preparation on stubble soil, providing in-
soil water and moisture conservation, soil protection against erosion, reducing carbon
dioxide emissions into nature, saving fuel consumption by limiting the number of tractor
passes in the field, low cost and high yield potential [11–13]. It is seen that it is frequently
applied in developed countries, but in our country, this method is not applied sufficiently
on a producer basis and sufficient research has not been done. With this research, it is
aimed to design and develop a lightweight one-pass strip tillage planting machine unit
that can be applied under Türkiyeconditions.

2 Methods

The study was articulated in two parts. The first step consisted of reviewing the literature
about strip tillage method, comparing one-pass and two-pass. Literature about one-
pass strip tillage technology has been revised through a targeted search on scientific
journals databases, such as Science Direct, Applied Engineering in Agriculture, Soil
and Tillage Research, and Asabe. A keyword-based search was used to identify articles,
using the following keywords: Strip tillage* OR one-pass technology* OR conservation
tillage*OR reduce tillage*. In the second step of the research, the designs and simulation
studies of the one-pass strip tillage planting machine unit planned to be developed were
carried out at Çukurova University Faculty of Agriculture, Department of Agricultural
Machinery and Technologies Engineering.

3 Results

Nowadays, strip tillage and planting practices are carried out in two different ways:
one-pass and two-pass. In two-pass; first, strip tillage cultivation (Fig. 2) is carried out,
and then the processed strips are planted with a normal planting machine (Fig. 3).
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Fig. 2 Strip tillage machine Fig. 3 Spacing drill

There are two types of strip tillagemachines commonly used in two-pass strip tillage.
These consist of different unit combinations that process the band on the planting line
before planting. The strip tillage machine with chisel tines, which works by tearing the
soil and forming a narrow band, is one of the most commonly used combinations of this
combination (Fig. 4). Soil processor elements consist of stubble cutting disc, scratch
cleaners, chisel tines and roller units.

Fig. 4 Strip tillage machine with Chisel tines unit

Another commonly used type of strip tillage is the machine that processes the soil
by creating a wider band with the rototiller unit, the active parts of which consist of the
soil milling machine (Fig. 5).

It is seen that in countries where agriculture is developed, strip-tillage and planting
method is applied as a combination of two separate machines in a one-pass (tillage and
planting) (Fig. 6 and Fig. 7). Compared to the two-passmethod, field traffic isminimized,
providing less fuel consumption and less soil compaction [6].
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Fig. 5 Strip tillage machine with rototiller unit

Fig. 6 One-pass strip tillage machine combination

Fig. 7 Another one-pass strip tillage machine combination

Combined strip tillage machines used in a one-pass are very heavy types, have
high production costs and require high traction power. A one-pass strip tillage planting
machine unit suitable for use by farmers and producers in our country’s conditions was
designed in this research (Fig. 8). The designed unit consists of planter arrangement and
soil processing organs (stubble cutting disc, chisel tines and roller) mounted on a single
chassis.
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Fig. 8 Preliminary work of the designed one-pass strip tillage planting machine unit

Designed one-pass strip tillage planting machine unit may have toothed discs at the
front that loosen the soil strip and break up the stubble on the surface. These discs can
also be equipped with scratch removers. Chisel type tines, capable of deep processing,
placed behind the stalk shredder and soil loosening discs, cut long plant residues after
harvest and push them between the rows. Chisel tines with replaceable wings at the
bottom prevent moist soil from drying out quickly, clumping and crusting by deeply
loosening a narrow strip of soil without raising it to the field surface. Mineral fertilizer
applicator can be mounted behind the chisel tines.

4 Conclusion

Research on conservation tillage methods shows that strip tillage methods are becoming
increasingly important in agricultural production. In this research, one-pass and two-pass
methods applied in strip tillagemethods were examined. Although two-passmethods are
common, tillage and planting in a one-pass will minimize field traffic. With this study,
a strip tillage planting machine unit was designed to be applied in a one-pass, which
will provide environmental, economic and social benefits to farmers, who are the end
users within the scope of sustainable agricultural practices. As a result, the one-pass strip
tillage unit will directly contribute to agriculture and the environment, and will benefit
the country’s economy with reduced fuel consumption, reduced input costs and reduced
time consumption. It is estimated that this study will reduce the carbon footprint and
prevent stubble burning, which is one of the important problems of the country. In the
continuation of the research, it is recommended to evaluate, design and develop the strip
tillage planting machine as a whole.
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Abstract. The design of storage and handling systems for bulk materials requires
an understanding of their frictional properties. While these properties are well-
studied for many agricultural commodities, they need to be better defined for
pelletized biomass, which present unique challenges due to their particle sizes
and nontypical aspect ratios. This study evaluated the coefficient of dynamic wall
friction for hardwood fuel pellets against two common handling surfaces (ultra-
high molecular weight polyethylene (UHMW-PE) and galvanized steel). Effects
of confining pressure and shear displacement were investigated using a direct
shear wall friction tester, which allowed for up to 20 cm of displacement. Three
confining pressures (5 kPa, 10 kPa, and 15 kPa), and two loading methods were
evaluated. Fuel pellets against UHMWwere most impacted by displacement, with
friction decreasing up to 9.5% over the length of the test. Additionally, sequen-
tially increasing the confining pressure over the length of a single test resulted
in shear stress differences of up to 14.2%, compared to independent tests. The
lowest confining pressure was most affected by these trends and showed higher
friction values, relative to the higher confining stresses. Linear functions for stress-
dependent friction were estimated, and the overall wall friction angle across meth-
ods was 13.2° for UHMW and 11° for steel. Overall, this study explored several
factors that influence wall friction test methods, and the results can help improve
the design of pellet storage and handling systems.

Keywords: Coefficient of friction ·Wood fuel pellets · Physical properties ·
Direct shear testing

1 Introduction

The design of storage and handling systems for bulk materials requires an understanding
of both their physical properties and handling characteristics. While frictional proper-
ties are well-studied for many bulk commodities, there is a need to better define these
values for many pelletized biomass products, which present unique challenges because
of their large particle sizes and nontypical aspect ratios [1]. Mandates to increase energy
production from renewable sources, along with an overall trend of increasing fuel pellet
production [1–3], show a need to better define these properties so facilities can operate
reliably and efficiently.
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Of specific interest to this study is the coefficient of dynamic (sliding) friction against
wall surfaces commonly encountered in pellet handling systems. Sometimes presented
as the wall friction angle, this value has practical applications in silo design, for both
strength and flow [4, 5]. These values also have an impact on power requirements for
handling equipment, and influence flowability. For bulk materials with relatively small
particle sizes and uniform distributions, wall friction is commonly estimated from direct
shear tests using a shear box (i.e., Jenike tester). However, test procedures for bulk
agricultural commodities and biomass products need to be adapted to accommodate
their large particle sizes and varying aspect ratios [6–8].

Due to their simplicity, direct shear tests are commonly used to estimate both internal
and wall friction for bulk materials [8]. In the case of wall friction, a sample of the bulk
material is sheared against a fixed surface and friction is estimated from the steady-state
force required to slide the sample and the applied load or confining stress. Wall friction
in general, and particularly values measured from direct shear tests can be influenced
by several factors including shear displacement, wall surface, confining stress, wear-in
period, and shear velocity.Wall friction values are estimated large enough displacements
to assume the test has reached steady state [4, 5]; however, someworks have shown shear
displacement has an effect on friction and advocate for using longer displacements for
more representative friction estimations [9].

The are fewworkswhich have evaluatedwall friction for pelletized biomassmaterials
often utilize a direct shear tester with increased displacement and/or surface contact area,
relative to those commonly used for soils [2, 3, 10]. Wu et al. [10] evaluated three sizes
of Canadian wood fuel pellets under confining pressure ranging from 0.1–4.2 kPa, and
found wall friction angles that ranged from 11°-19° for common handling surfaces,
however values for concrete ranged from 30° to 33°. Craven et al. [2] evaluated wall
friction for wood pellets and showed the wall friction angle was relatively consistent for
confining stresses between approximately 2–14 kPa.Wall friction angle valuesmeasured
by Craven et al. [2] were similar to Wu et al. [10] for TIVAR 88 (a low friction lining
material), but values for steel were higher (approximate range of 26° to 34°, depending
on type). Stasiak et al. [3] evaluated pine pellets against steel and aluminum using
confining stresses of 15 kPa & 30 kPa. The average coefficient of friction was 0.45,
which is equivalent to a wall friction angle of approximately 24°. Following a different
approach, Mattsson & Erik [11] measured the coefficient of static friction directly using
a tilting table.

1.1 Objectives

In this study, dynamic wall friction was measured for hardwood fuel pellets using a
direct shear wall friction tester. The stability of the friction values over a range of shear
displacements (i.e. sliding path length) was evaluated, as were two loading methods.
Specific objectives were to:

1. Determine the coefficient of dynamic wall friction and wall friction angle for hard-
wood fuel pellets using three confining pressures (5 kPa, 10 kPa, and 15 kPa), across
two common handling surfaces (galvanized steel and UHMW).

2. Evaluate the effect of shear displacement on the measured friction value, specifically
as related to the stability of the response and test procedure.
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2 Methods

2.1 Pellet Properties

An example of the wood fuel pellets used in this study are shown in Fig. 1. These
were premium hardwood fuel pellets (American Wood Fibers, Columbia, MD), which
were designed for heating applications. Descriptive physical properties of the pellets are
shown in Table 1. Bulk density was measured in triplicate using the Winchester test cup
method [12], and particle geometry was estimated by measuring the length and diameter
of a random sample of 20 pellets using calipers with a resolution of 0.001 mm (Mitutoyo
CD-6”CSX,MitutoyoAmericaCorp. Aurora, IL). Themoisture contentwas determined
following ASABE Standard S269.5 [13]. Approximately 36 kg of fuel pellets were used
in this study, and they were stored under lab conditions (approximately 21 °C and 65%
relative humidity), in their original packaging.

Fig. 1 Example hardwood fuel pellets

Table 1 Pellet Physical Properties[a]

Moisture Content Bulk Density Average Diameter Average Length

(% w.b.) (kg m−3) (mm) (mm)

7.3 625 ± 3 6.8 ± 0.2 16.1 ± 5.1

[a] Values shown are means ± one standard deviation. n = 20 for pellet length and n = 3 for
bulk density and n = 2 for moisture content.

2.2 Direct Shear Tester Specifications

The coefficient of dynamic wall friction was measured using the direct-shear test fixture
shown schematically in Fig. 2. Samples of bulk pellets were placed against the target
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surface within a High-Density Polyethylene (HDPE) container with a sample chamber
25.4 cm in diameter and 10.2 cm deep. Known confining pressures were provided by
the varying normal loads placed on top of the sample, and shearing action was provided
by a linear actuator with a 109 kg capacity and a 30 cm stroke length (Model FA-PO-
240–12-12, Firgelli Automation, Ferndale, WA). The shear force was recorded using
an in-line 226.8 kg S-beam load cell (LC103B-500, Omega Engineering Inc., Norwalk,
CT), connected to load cell amplifier (model HX711, SparkFun Electronics, Niwot CO).
Control of the actuator and data recording were handled by a microcontroller (Arduino
Mega 2560 Rev3, Arduino, Monza Italy), and force and position data were recorded at
a nominal 10 Hz using the Data Streamer Add-In in Microsoft Excel. The fixture could
accommodate a maximum size surface sample of 51 cm X 30 cm, and the maximum
useable stroke length was approximately 22 cm.

Fig. 2 Schematic of the developed direct shear test fixture

2.3 Test Procedure

Each test began with the linear actuator fully extended, and the sample container placed
on cardboard shims. A funnel was used to add a consistent mass of 0.45 kg of pellets to
the container, which were leveled with a brush before the appropriate amount of weight
was added to reach the target confining stress (5 kPa, 10 kPa, or 15 kPa). Prior to testing,
the shims were removed, and the lateral pressure exerted on the sample container by
the pellets held the container slightly above the surface, ensuring no contact between
sample container and wall surface during testing.

Two sample load procedures were evaluated as part of this work. The independent
loading procedure was conducted by shearing thematerial over the full length of the wall
sample (approximately 22 cm) with a single confining pressure. The fixture was then
reset, and a new sample was loaded for each wall material/confining stress combination.
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For sequential loading tests all three confining stresses were evaluated in a single test
by progressively increasing the load after stopping every 7 cm. A minimum of three
replications were performed for each test method/confining stress combination.

Before testing, the fixture was leveled, and the wall surface and linear actuator were
confirmed to be within one degree of zero utilizing a digital angle finder with a resolution
of 0.1° (Model 1886–0100, JohnsonLevel&ToolMfg.Co. Inc,Mequon,WI). Testswere
conducted at a nominal velocity of 0.152 cm/s, which is a sufficient speed to overcome
stick–slip, similar to Wu et al. [10]. Initial testing showed the actual velocity remained
within 11.8% of this value, even at the highest nominal load. To prevent differences in
the friction attributed tomaterial wear-in [14], wall surfaces were subjected to a breaking
consisting of forty “shears” under a 10 kPa normal stress prior to testing.

2.4 Analysis

The changes in the coefficient of friction (COF) and shear stress over different dis-
placement ranges and loading methods were used to evaluate the stability of the friction
values. The instantaneous shear stress was determined from the force required to pull
the pellets against the wall surface and the cross-sectional area of the pellet sample
(Eq. (1)). The effective coefficient of friction at each point was also determined as the
ratio of the shear force to the normal force applied (Eq. (2)). At low displacements, slack
is taken out of the system, static friction is overcome, and the particles realign. These
points were removed by trimming the first 0.95 cm from the data. Similarly, the final
displacement was trimmed to reduce variation in where the test ended. This resulted in
20 cm of usable data for the independent loading method and 5 cm for each segment
of the sequential loading tests. For the independent loading method, the response was
compared using the overall average (1 cm – 20 cm), near average (3.8 cm – 5.1 cm), and
far average (18.7 cm – 20 cm). Because of the shorter displacements, the overall average
of the entire duration was taken for the sequential loading method.

τ = F

A
(1)

where:
τ= Shear stress (kPa).
F = force required to slide the material (kN).
A = Area (m2)

μ = τ

σ
(2)

where:
μ= Coefficient of wall friction (unitless).
σ = Normal or confining stress (kPa).
Wall yield loci were produced using the overall average shear and confining stress

pairs for eachwall surface and loadingmethod combination.A linear regressionwas used
to evaluate the shear stress as a function of confining stress, the slope of the regression
linewas set equal to the tangent of the angle ofwall friction (Eq. 3) [4, 10]. The regression
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line was also combined with Eq. 2 to estimate friction as a function of confining stress
[15]. All analysis was conducted using MATLAB (MATLAB 2019b, The MathWorks
Inc. Natick, M.A., USA).

ϕwall = tan−1
( τ

σ

)
(3)

where:
ϕwall =Wall friction angle (degrees).

3 Results and Discussion

Typical curves of shear stress versus displacement for the independent loading procedure
and sequential loading procedure can be seen in Fig. 3a and Fig. 3b, respectively. At low
displacements, a rapid increase in shear stress is observed when slack is removed from
the system. This increase corresponds to overcoming static friction and “hardening” as
the particles reorient and increase contact with the wall surface [16]. The approximately
horizontal portion at larger displacement represents the residual shear force required to
overcome dynamic friction [5]. Changes in this range indicate that displacement influ-
enced the coefficient of friction. The data was segmented into subsections, as indicated
on Fig. 3, to evaluate this effect.

3.1 Response Stability

Figure 4a shows the coefficient of friction as a function of displacement against UHMW.
There was a general trend of decreasing friction observed for all confining stresses. The
trend was most pronounced at 5 kPa, which also exhibited the highest overall values.
This decrease indicates either friction is changing, or the material is yet to reach steady
state. Fuel pellets against the steel surface (Fig. 4b) showed gradually increasing values
which peaked and then began to decrease. Again, friction was notably higher for the
lowest confining pressure, indicating friction is not independent of the load, at least at
low confining stresses. Preliminary tests using other bulk materials and a solid surface
confirmed the response was not an effect of the test fixture [17].

Table 2 shows the wall friction coefficient and precent changes in friction obtained
when sub-sampling different displacement distances. The values are expressed using the
overall average (1 cm – 20 cm), near range (3.8 cm – 5.1 cm), and far range (18.7 cm –
20.0 cm) of displacement. For UHMW, the overall coefficient of friction was highest
at the lowest confining pressure (0.27) and decreased to 0.22 at the highest confining
pressure. The same trend was observed for steel, where the coefficient decreased from
0.25 to 0.19 as confining stress increased. In both cases, the largest changes occurred
between 5 and 10 kPa, while the values at 10 kPa and 15 kPa were comparable. Other
bulk materials have been shown to produce varying responses, especially at lower con-
fining pressures [15]. However, this was inconsistent with Craven et al. [2] who showed
relatively stable friction values for wood pellets for confining stresses between approx-
imately 2–14 kPa. Thompson & Ross [14] observed similar trends to this study in grain
(using notably higher loads), and suggested this behavior was consistent how contact
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(a)

 (b)

Fig. 3 Example shear stress versus displacement results for fuel pellets against UHMW using
5 kPa, 10 kPa, 15 kPa confining stresses. Includes data from all replications. (a) Independent
loading method (b) sequential loading method

stresses are transferred in bulk materials. Another plausible explanation for this trend is
an increase in contact points/area between the pellets and the surface. When the load is
applied, the bulk density of the material increases as void space is removed and particles
rearrange to support the load. This effect is most pronounced at low confining pressures,
which would help explain why the largest differences occurred at low confining stress.

In terms of response stability, UHMW showed a general trend of decreasing friction
with displacement. The coefficient of friction decreasing between 6.53% and 7.88%
between the near and far sub-sampling range, depending on confining stress (Table 2,
Fig. 4a). The response for steel was more consistent, with less pronounced differences.
In this case, friction at the near sub-sampling range tended be lower, while the far sub-
sampling range tended to be slightly higher compared to the average (Fig. 4b). The largest
differences were observed between near and far sub-sampling ranges, where friction
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(a)

(b)

Fig. 4 Instantaneous coefficient of friction for fuel pellets using the independent loading method.
Includes data for all replications. (a) UHMW, (b) steel

Table 2 Effects of confining stress and displacement on friction [a]

Coefficient of friction (-) Percent differences (%)[b]

Material Confining
stress
(kPa)

Overall Near range Far range Near to
Overall

Far to
Overall

Near to Far

UHMW 5 0.27 0.28 0.26 3.60 -4.57 -7.88

UHMW 10 0.23 0.24 0.22 2.90 -4.49 -7.18

UHMW 15 0.22 0.23 0.22 2.38 -4.31 -6.53

(continued)
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Table 2 (continued)

Coefficient of friction (-) Percent differences (%)[b]

Material Confining
stress
(kPa)

Overall Near range Far range Near to
Overall

Far to
Overall

Near to Far

Steel 5 0.25 0.24 0.25 -3.27 1.46 4.88

Steel 10 0.20 0.20 0.20 -2.71 0.87 3.68

Steel 15 0.19 0.19 0.19 -2.80 0.70 3.60

[a] Friction values are based on n=3 per treatment.
[b] Precent differences calculated relative to the overall estimate. Near & far refer to the

sub-sampling ranges

increased from 3.6% to 4.88% over the length of the test. The trend was not consistent
between the two surfaces, but at least some cases, larger displacements may be needed
to produce realistic friction estimates. Bradley & Berry [9] showed several meters of
sliding were required before steady state was reached for soda ash, when starting from
a clean surface. In this study, the wall surface was preconditioned, but there could be a
wear-in effect on the pellets themselves. Additionally, particle realignment could change
contact area, which would produce results similar to what was described above.

3.2 Comparison with the Sequential Loading Procedure

The coefficient of friction over the range of displacements for sequential loading method
are shown in Fig. 5a for UHMW and Fig. 5b for steel. The general trends observed
here were consistent with the independent loading procedure (Fig. 4a and Fig. 4b).
Utilizing the sequential loading method, testing time was sustainably reduced, but the
impacts of displacement were much harder to investigate due to the shorter displacement
range. The overall coefficient of friction for sequential tests and a comparison to results
obtained using the independent method are shown in Table 3. The coefficient of friction
values obtained using sequential loading were higher than those obtained using the
independent loading method, regardless of confining stress, wall material, and sub-
sampling range. The largest differences were observed for UHWM, which was the more
variable of the two materials in the independent tests. In terms of confining stress,
the lowest confining stress was most impacted, with differences of 9.5% and 6.8%
for UHMW and steel respectively, when compared to the overall estimate from the
independent loading method. The differences were even larger (up to 14.2%) when
compared to the far sub-sampling range of the full-length test. This further supports that
particle wear-in or realignment occurs over longer displacement, especially under lower
confining stresses.
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Table 3 Coefficient of friction for the sequential loading and comparison to independent loading
method[a]

Percent differences (%)[b]

Material Confining
stress (kPa)

Coefficient of
friction (-)

Sequential to
Overall

Sequential to
Near

Sequential to
Far

UHMW 5 0.30 9.49 5.96 14.15

UHMW 10 0.25 6.59 3.74 11.18

UHWM 15 0.23 2.28 0.07 6.69

Steel 5 0.23 6.77 3.45 8.21

Steel 10 0.20 0.03 2.71 0.90

Steel 15 0.18 4.14 1.31 4.84

[a] Friction values are based on n=3 per treatment.
[b] Precent differences were calculated relative to the independent loading method. Overall,

near, and far refer to the sub-sampling ranges from the independent tests.

3.3 Overall Wall Friction Angles

An example wall yield locus diagram obtained for galvanized steel using the indepen-
dent loading method is shown in Fig. 6. If wall friction is independent of confining
stress, the slope of the regression line is equal to the tangent of the wall friction angle,
otherwise confining stress-dependent fiction values need to be determined [4]. In the
stress dependent case, the intercept represents adhesion between the surface and the
pellets. There was no clear reason to assume there was meaningful adhesion between
the pellets and the wall surface, however the differences in friction observed between the
lowest confining stress and the other two make the confining stress independence less
clear (Table 2 and Table 3). Initial investigation into the statistical significance of the
intercept showed mixed results and given the mixed results both and overall wall friction
angle and stress-dependent function for friction are presented Table 4. Additional test-
ing at other confining stress levels is needed to clarify which representation is the most
appropriate [5]. The linear regression equation obtained from the wall yield loci were
used to express friction as a function of confining stress as indicated in Table 4. The
wall friction angles presented in Table 4 were determined based on a linear fit passing
through the origin. These values were based on the overall average from the independent
tests. The differences observed between loading methods did not translate to the overall
wall friction angle, with the results for the two methods being within a degree of each
other. The average wall friction angle observed for UHMW was 13.2°, which is similar
to previously reported values for TIVAR 88, a formulation of UHMW-PE [10]. Both
of which were lower than those reported by Craven et al. [2]. The average wall friction
angle for galvanized steel was 11° and was lower than the previously reported values for
both mild and stainless steel [2, 10].



Coefficient of Dynamic Wall Friction for Hardwood Fuel Pellets 81

(a)

(b)

Fig. 5 Instantaneous coefficient of friction for fuel pellets using the sequential loading method
and 5 kPa, 10 kPa, 15 kPa normal loads. Includes results for all replications. (a) UHMW, (b) steel

Table 4 Estimated wall friction angles and coefficient of friction equations

Material Loading Method Wall friction
angle (°)[a]

Equation R2

UHMW Independent 13.0 μ = 0.2030 + 0.3219/σ 0.9999

UHMW Sequential 13.5 μ = 0.1974 + 0.5016/σ 0.9996

Steel Independent 11.2 μ = 0.1646 + 0.3932/σ 0.9994

Steel Sequential 10.9 μ = 0.1610 + 0.3636/σ 0.9979

[a] Estimated from regression without intercept, assuming independent of stress.
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Fig. 6 Example wall yield locus using the independent loading method on a galvanized steel
surface. Error bars represent standard deviations

4 Conclusions

The frictional properties of bulk materials are directly related to the handling character-
istics and design of storage and handling systems. This study evaluated the coefficient
of dynamic friction for hardwood fuel pellets against two common handling surfaces
and examined several factors that influence the results of these tests. Shear displacement
was shown to change friction, with UHMW being most impacted, resulting in friction
changes of up to 9.5% over the length of the same test method. Variations of over 14.2%
were observed between methods. The lowest confining stress was most affected by these
trends, and showed higher friction values, relative to the higher levels. This highlights the
need to use representative conditions when evaluating types of materials. Further investi-
gation is needed to evaluate the required sliding distance before friction stabilizes, and to
evaluate the dependence of friction on confining pressure, especially at lower levels. The
effects discussed here were shown influence test results and actual friction, but practical
applications should utilize conservative friction estimates to ensure reliability. Equations
for the coefficient of friction as a function of confining stress were presented, and the
overall wall friction angles for hardwood pellets against UHMW and galvanized steel
were 13.2° and 11°, respectively. These values tended to be slightly lower than those
reported for other pellet types against similar surfaces. Overall, these hardwood-specific
friction estimates help to increase the robustness of the limited data available for wood
fuel pellets and can help improve the design of pellet storage and handling systems.

Conflict of Interest. The authors have no conflict of interest to disclose.
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Abstract. Tanzania, like many countries in sub-Saharan Africa, faces significant
challenges in meeting its growing energy demands while simultaneously promot-
ing sustainable development. Biomass energy, derived from agricultural residues,
has emerged as a promising alternative to fossil fuels, offering a range of economic,
social, and environmental benefits. This paper presents a comprehensive assess-
ment of the biomass energy potential from agricultural residues in Tanzania. The
analysis incorporates data on crop production and residue generation to estimate
the potential contribution of agricultural residues to the national energy mix. GIS
was utilized to map the spatial distribution of the biomass energy potential. The
data were obtained frommultiple sources, including national surveys and existing
literature. Thirteen mostly grown crops in Tanzania (maize, paddy, sorghum, cas-
sava, groundnut, sunflower, sesame, banana, cotton, tobacco, coffee, sugarcane,
and coconut) were selected for this study. The results of the study indicate that
Tanzania has significant untapped potential for biomass energy from agricultural
residues of about 135PJ/year only from the selected crops. The highest potential
is in the central and southern regions of the country. The study concludes with
policy recommendations for promoting the sustainable utilization of agricultural
residues for energy production. These include the development of appropriate
technologies for small-scale farmers, the establishment of incentives for biomass
production, and the promotion of public-private partnerships for the development
of biomass energy projects. The research contributes to the growing body of lit-
erature on renewable energy in Africa and provides valuable insights for poli-
cymakers, researchers, and practitioners working in the energy and agricultural
sectors.
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1 Introduction

As the global demands for sustainable and renewable energy sources skyrocket, biomass
has emerged as a significant contender in the quest for cleaner andmore environmentally
friendly alternatives [1]. In particular, agricultural residues present a promising resource
for biomass energy production due to their abundant availability and potential tomitigate
waste management challenges [2, 3]. Tanzania, a country gifted with ample agricultural
lands and a diverse agricultural sector, stands to benefit greatly from the exploration and
utilization of biomass energy emanating from agricultural residues [4]. In recent years,
Tanzania has glimpsed impressive economic growth and rapid urbanization, resulting
in a surge in energy consumption. However, this increased demand for energy has been
predominantly met by fossil fuels, which not only contribute to greenhouse gas emis-
sions but also make the nation heavily reliant on costly and non-renewable resources
[5]. A study by [6] estimated that for every 1% increase in the level of urbanization, an
estimated increase of 12%, 14%, and 14% would be expected in electricity, petroleum,
and charcoal consumption respectively. Conceding the need for a sustainable energy
transition, Tanzania has embraced the potential of biomass energy as an important solu-
tion to address these pressing challenges [7]. Agricultural residues encompass a broad
range of byproducts generated from various agricultural activities, such as crop residues,
agro-industrial residues, and animal waste [8]. Leaving these residues unused or treated
just as waste leads to environmental problems and missing the opportunity for energy
generation.

Harnessing the biomass energy potential from agricultural residues in Tanzania holds
immense promise for several reasons. Firstly, Tanzania boasts a favourably diverse agri-
cultural sector that encompasses staple crops, cash crops, agro-industrial activities, and
livestock farming [9]. As a result, a noteworthy volume of agricultural residues is gener-
ated across the country. By mapping and quantifying these residues, researchers, policy-
makers, and energy stakeholders can identify the most viable sources of biomass energy,
optimize resource utilization, and design suitable energy generation and distribution
strategies.

Secondly, biomass energy from agricultural residues offers a sustainable alternative
to fossil fuels, lessening the carbon footprint and fostering the transition towards a
low-carbon economy [10]. It not only aids in mitigating greenhouse gas emissions but
also promotes rural development by equipping energy access to remote areas, thereby
improving the livelihoods of local communities.

Furthermore, the utilization of agricultural residues for biomass energy can con-
tribute to waste management and environmental sustainability [11, 8]. Proper manage-
ment of these residues can help reduce pollution, prevent the release of harmful gases
during decomposition, and minimize the pressure on landfills [12].

[13] conducted a study to assess the potential of energy generation from biomass
wastes in Tanzania, where four types of wastes were examined, which are agricul-
tural residues, livestock wastes, forestry residues, and urban human waste. Agricultural
residues were found to have the highest energy potential of all four wastes, accounting
formore than 87%of the total energy potential. Another study by [14], demonstrated that
the proper utilization of agricultural residue for energy generation can improve energy
access in rural and urban areas and significantly reduce the consumption of fossil fuels.
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[15] assessed the energy potential of agricultural residues from commercial crops grown
in Tanzania and the study revealed that the use of these residues would improve and
secure energy supply as well as enhance the sustainability of the land-use practices.

As summarized above, many studies have been done to explore the potential of
biomass energy from agricultural residues in Tanzania. However, none of these studies
explored the potential of biomass energy at the regional level inTanzania andvisually pre-
sented that potential distribution. In this article, we aim to explore and map the biomass
energy potential from agricultural residues in Tanzania. By analyzing available data and
utilizing advanced geospatial techniques, we identified and evaluated the key biomass
energy sources and their geographical distribution. Ultimately, this research will con-
tribute to the formulation of evidence-based strategies for biomass energy development
in Tanzania, promoting sustainable and clean energy generation, rural development,
and environmental conservation. By unlocking the untapped potential of agricultural
residues, Tanzania can position itself as a regional leader in the biomass energy sector,
paving the way for a more sustainable and resilient future.

2 Materials and Methods

2.1 Study Location

The study location, Tanzania, was carefully selected to probe the untapped potential of
agricultural residues for biomass energy production. Situated in East Africa within the
Great Lakes region and bordered by a mosaic of nations, including Kenya, Uganda, and
Rwanda Re (Fig. 1). Its distinguishable regions, each marked by distinctive landscapes
and cultural nuances, present a microcosm of diversity and complexity for agricultural
activities. In the northern highlands, regions like Arusha and Kilimanjaro showcase
fertile soils and temperate climates conducive to coffee, tea, and horticultural crops.
Moving towards the coastal plains and valleys, Tanga andMorogoro experience a tropical
climate, supporting a variety of crops including cashews, coconuts, and fruits. The central
regions, including Dodoma and Singida, present a semi-arid climate, which has led
to the cultivation of drought-resistant crops such as millet, sorghum, and pulses. The
western regions, bordering Lake Victoria, are known for their rice and fish production.
The semi-autonomous archipelago of Zanzibar, off the coast of Tanzania, focuses on
spices like cloves and tropical fruits, leveraging its unique climate and historical trade
connections. Lastly, the southern regions of Mbeya and Ruvuma exhibit agro ecological
diversity, ranging from highlands to lowlands enabling farmers to engage in a mix of
subsistence and cash crop agriculture, cultivating everything from maize and beans
to tobacco and sugarcane. Tanzania’s diverse agricultural landscape provides an ideal
setting for investigating the viability of utilizing crop residues as a renewable energy
source.
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Fig. 1. Location of the study area (Tanzania) in the African map

2.2 Agricultural Residue Biomass Potential Assessment

In this study, 13 commonly grown crops grown in Tanzania were selected. The data of the
yield of the selected crops for each region in the 2019/20 cultivating seasonwas retrieved
from the Tanzania National Bureau of Statistics (NBS) database in the National Sample
Census of Agriculture 2019/20 report. From the yearly production for every crop, the
amount of agricultural residues was estimated by using the residue-to-product ration
(RPR) [16]. The RPR used in this study were average of different RPR values from
different literatures Re (Table 1). The gross agricultural residues of the ith crop in tons
per year was calculated using Eq. (1). Where ARG(i) is the gross amount of residue for
the ith crop in tons per year, RPRi is the residue product ratio of the ith crop, and TPi is
the total production of crop ith in tons per year.

ARG(i) = RPRi × TPi (1)

Since agricultural residues have competitive uses including animal feed usage and
fuel for cooking in rural areas [17], not all can be available for biomass energy produc-
tion. Hence, the surplus availability factor was used to estimate the surplus agricultural
residues available that can be used for energy production as shown in Eq. (2). Where
ARS(i) is the surplus amount of residue for the ith crop in tons per year, and SFi is the
surplus residue availability factor. Table 1 shows the surplus factors for each crops.

ARS(i) = ARG(i) × SFi (2)

Furthermore, Table 1 shows the lower heating values retrieved from different lit-
eratures that were used to calculate the energy potential from agricultural residues as
shown in Eq. (3). Where, BE(i) is the technical biomass energy potential for the ith crop
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in MJ/year, and LHV(i) is the lower heating value of the ith crop in MJ/Kg.

BE = ARS(i) × LHV (i) (3)

2.3 Mapping the Biomass Energy Potential

Geographic Information Systems (GIS) were employed as a fundamental tool to ana-
lyze and visualize the potential of biomass energy derived from agricultural residues.
After the technical biomass energy potential from agricultural residue for each region
of Tanzania was evaluated and complied together, they were integrated with geospatial
dataset including land use to create a comprehensive map that visually represents the
spatial distribution of biomass potential.

Table 1. Residue type, residue-to-product ratio, surplus availability factor, and low heating value
for the crops used in the study.

No Crop Residue type RPR SF LHV (MJ/Kg)

1 Maize Stalk *1.65 a,b 0.6 5.25 b

Cob *0.24 a,c 0.8 *15.46 a,c

Husks 0.2 a 0.8 1.5 a

2 Paddy Straw *1.19 a,b,c 0.43 *14 a,b,c

Husk *0.26 a,c,d 0.8 *15.77 a,c,d

3 Sorghum Straw 1.25 c 0.6 12.38 c

4 Cassava Stalks 0.062 c 0.6 17.50 c

5 Groundnut Husks/Shells 0.477 c 0.8 15.66 c

Straw 2.28 a 0.4 17.58 a

6 Sunflower Stalk 3 f 0.3 *14.47 f,g

7 Sesame Stalk 1.2 f 0.6 14.35 f

8 Banana Peel 0.28 e 0.6 18.89 e

9 Cotton Stalk *3.14 a,c 0.6 *16.21 a,c

10 Tobacco Stalk 2 h 0.4 15.5 i

11 Coffee Husk 2.1 c 0.6 12.38 c

12 Sugarcane Bagasse *0.59 a,b,c 0.6 *11.69 a,b,c

Tops/Leaves 0.18 a 0.6 16.61 a

13 Coconut Husk 0.419 c 0.8 18.62 c

Shell 0.12 c 0.8 18.09 c, j

* An average of different values obtained from various literatures a [16], b [18], c [19], d [20],
e [21], f [22], g [23], h [15], i [24], j [25].
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3 Results and Discussion

3.1 Agricultural Production and Residue Availability Status in Tanzania

The total agricultural production for the specific selected crops across all regions was
almost 16million tons, according to theNational Sample Census ofAgriculture 2019/20.
Among these regions, Kagera emerged as the leading producer, contributing approxi-
mately 1.4 million tons, with a predominant production of banana. Dodoma followed
closely with a production level of 1 million tons. Notably, there were substantial regional
differences in agricultural output, with the Unguja Kusini Region recording the lowest
output with only roughly 35,291 tons of the selected crops produced. These discrepan-
cies are due to the issue of crop preference in different regions that can be attributable
to regional differences in climate, soil types and farming methods.

3.2 Biomass Energy Potential

A thorough assessment of the biomass potential from agricultural residues was made
using Eq. (3) and data gathered for each region. The findings show Tanzania’s biomass
resources to be a diversified environment. Tanzania’s total biomass potential from agri-
cultural residues of the selected crops was estimated to be around 135 PJ/year in
th2019/20 farming season. This is a sizable renewable energy source that has the potential
to considerably improve the country’s sustainability and energy security.

The analysis shows that some areas have a very high potential for biomass than others.
Notably, Dodoma emerged as a leader in biomass energy potential, with an estimated
capacity of about 11 PJ/year, despite being behindKagera Region in terms of agricultural
production. This is attributed by the type of crops grown in these areas. About 70% of
the total production in Kagera is banana, which has a RPR of 0.28, a surplus residue
availability factor (SF) of 0.6, and a lower heating value (LHV) of 18.89 MJ/Kg. On
the contrary, the production in Dodoma was not only distributed throughout a variety
of crops, but Dodoma also held the top spot for producing a number of different crops
including sorghum, sunflowers, and groundnuts. It may be understood why Dodoma, as
opposed to Kagera, came up with the largest biomass energy potential by referring to
the RPR, SF, and LHV of these crops from (Table 1). With projected values of almost 10
PJ/year, 8.7PJ/year, 8.6 PJ/year, and 8.2PJ/year, respectively, Tabora, Simiyu,Morogoro,
and Mbeya regions also rated well in terms of biomass energy potential. Likewise, the
diversity of their agricultural practices and high levels of productivity benefit these
areas. Geita, Shinyanga, Mwanza and Kagera regions also exhibit significant biomass
energy potential, with estimated values of approximately 7.9 PJ/year, 7.9 PJ/year, 7.2
PJ/year and 6.8 PJ/year, respectively. Conversely, Unguja Kusini, Unguja Kaskazini,
and Pemba Kaskazini regions show relatively limited biomass energy potential, with
estimated values of about 0.1 PJ/year, 0.15 PJ/year, and 0.23 PJ/year, respectively.
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3.3 Implications for Energy and Sustainability

The substantial biomass energy potential identified in different parts of the country
holds significant promise for Tanzania’s energy security and sustainability and reducing
the country’s dependence on non-renewable energy sources. The estimated 135 PJ/year
of biomass energy is equivalent to 37,500 GWh, which would have a very significant
contribution to the national grid, according to the national energy demand. The utilization
of this potentialwould help to reduce the energy crisis in the country hence, improving
the livelihood of the people especially in rural area (Fig. 2).

Fig. 2. Region wise biomass energy potential from agricultural residues in Tanzania.
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Fig. 3. Biomass energy potential from agricultural residues distribution in Tanzania.

4 Conclusion

In conclusion, this study successfully demonstrated the potential of biomass energy
potential from agricultural residues in Tanzania. By leveraging the power of geospatial
analysis, we have been able to visualize areas with significant potential for biomass
energy production, thereby contributing to the country’s renewable energy goals and
sustainable development targets. The comprehensive map created through this method-
ology serves as a valuable resource for policymakers, investors, and local communities,
offering insights into optimal locations for biomass energy projects while considering
ecological, economic, and logistical factors (Fig. 3).

Moving forward, several recommendations emerge from this research. First and
foremost, it is essential to continuously update and refine the dataset regarding agricul-
tural activities, incorporating the latest land use changes, crop yields, and technological
advancements. More research should be done to develop appropriate technologies to
help small scale farmers in rural areas utilize biomass energy in a more sustainable way.
Collaborative efforts between government agencies, research institutions, and private
enterprises are crucial for sharing data, expertise, and resources to further refine the
assessment of biomass energy potential.

Furthermore, a comprehensive cost-benefit analysis should be undertaken to assess
the economic feasibility of biomass energy projects in the identified zones. This will aid
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in attracting investments and ensuring the long-term viability of such ventures. Local
capacity building and awareness campaigns are also recommended to engage local com-
munities and stakeholders in the sustainable management of agricultural residues for
energy production.

In conclusion, this study not only contributes valuable insights into Tanzania’s
biomass energy potential but also serves as a blueprint for other regions aiming to har-
ness renewable energy from agricultural residues. By combining advanced geospatial
techniques with on-ground efforts, the vision of a greener and more energy-independent
Tanzania can be realized, fostering both environmental conservation and socio-economic
growth.

Conflict of Interest Statement. The authors declare no conflict of interest.
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Abstract. Since the harvest period of acorns comes to rainy periods, it has a very
high initial moisture content. For this reason, its nutrient content decreases dur-
ing storage, and deterioration occurs. To prevent losses, it is necessary to ensure
the preservation of the products with the drying process immediately after the
harvest. The aim of present study is to determine and compare the effects of grad-
ually increasing drying temperatures on CO2 emissions related to specific energy
consumption in acorn drying. Drying processes were performed in a convective
dryer at 40, 60, 80, 100 and 120 °C. The CO2 emissions of these temperatures
were calculated for wind, solar, hydroelectric, and geothermal power plants. As a
result, while the lowest CO2 emissions were obtained from the wind power plant,
the greatest CO2 emissions were obtained from the geothermal power plant. In
addition, it was observed that as the drying temperature and drying time increased,
the amount of CO2 emissions also increased

Keywords: Acorn · CO2 emission · Air-convective Drying · Energy

1 Introduction

Acorns are a type of forage that is high in carbohydrates, vitamins, and minerals and
plays a significant role in animal nutrition [1, 2]. The carbohydrates found in acorns are
in the form of starch, and the starch content varies between about 58% and the crude
protein content varies between 1.17 and 8.72% [3]. It has the ability to multiply rapidly
due to its high crude protein content [4]. Besides providing animal nutrition, oak trees are
commonly used in the furniture sector [5]. Besides, because of their bioactive qualities,
which include antioxidant, antitumor, and antibacterial capabilities, eating acorns as a
functional food has gained popularity recently [6].

Drying is the best method for keeping acorns fresh for an extended period of time
[7]. Drying is the process of reducing microbial growth by reducing the dense moisture
present in the structure of products [8]. Biochemical and structural deformations occur
in products that are exposed to high temperatures for a long time during drying [9].
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Shortening the drying time increases the nutritional value of the dried final product [10].
The convective drying technique is widely used because it is cheap and easy to use [11].
However, this method, which is widely used in drying agricultural products, has a large
share of greenhouse gas emissions [12].

One of the most comprehensive operations in the consumption of energy is the dry-
ing process 13]. Electrical energy is the main input for post-harvest processing and
drying [14]. Dryers used for drying agricultural products cause greenhouse gas emis-
sions as well as high energy consumption [15]. Climate change is caused by pollutants
released by power plants [16]. The consumption of fossil fuels produces pollution that
causes greenhouse gases in the atmosphere of the earth [17]. High energy consumption
spent during drying of agricultural products leads to greenhouse gas emissions [18].
The increase in greenhouse gas emissions from the energy consumed by dryers also
increases fossil fuel consumption, causing negativities effects such as climate change,
global warming, increased desertification, acid rain, and increased water levels [15–19].
This endangers human health [20]. For this reason, energy analysis and greenhouse gas
emission calculations consumed during drying are important for sustainability [13].

The number of studies in the literature on the effect of agricultural drying systems on
greenhouse gas emissions is very limited. In this study, greenhouse emission values for
wind, solar, hydroelectric, and geothermal power plants based on the total energy use of
different temperature applications in the convective drying method were determined and
the results were compared. Present study is the first report in the literature to calculate
greenhouse gas emissions from the convective drying of acorns.

2 Material and Method

2.1 Material

The study made use of Quercus Robur acorns that were procured from Kayseri. Acorns
were collected during the ripening period, and the healthy ones were selected. Acorns
were stored in a lab fridge at + 4 °C during the drying process. To finding the initial
moisture content of the acorns, 100 gr samples were kept in an oven (Memmert UN55,
Germany) for 24 h at 70 °C in 3 replicates. The acorn samples initial and post-oven
weights were used to calculate the average moisture content [21].

2.2 Drying Method

Acorns used in the study were weighed at 115 ± 3 g for each trial, and they were dried
at 40, 60, 80, 100 and 120 °C using the convective drying method. The products were
dried until they reached moisture equilibrium. The acorns were dried in a vacuum oven
(Miprolab Mve30, Turkey). The vacuum drying oven can operate at all temperatures
between 40 °C and 280 °C. The oven has two trays and a perforated polyamide platform.
All drying procedureswere repeated three times.Until the drying processwas completed,
the weight reduction of the products was recorded at regular periods with the help of a
precision scale (Ohaus Adventurer AX224, Australia) with an accuracy of 0.0001 g.
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2.3 Energy and Greenhouse Gas Emission Calculations

The energy consumption values of the dryers were determined using a digital wattmeter
(Tt Technic PM-001, Turkey) during the drying process [22]. Specific energy consump-
tion was calculated following Eq. (1).

SEC = Ec

mw
(1)

Here, Ec refers to the amount of energy consumed by the system, and mw refers to the
weight of water loss from the crop (kg).

The energy required by distinct dryers was quantified using the total energy con-
sumption equation. Electrical energy is provided by the transmission network, from
power plants to consumption points. It should be remembered that in power supply net-
works and substations, a portion of the power generated is lost as heat. It is possible to
determine the primary energy (fossil fuel) needed in a power plant to generate 1 kW of
electricity by factoring in the entire share of losses in power consumption. The total share
of losses in the network and substations is 14.2%. Furthermore, power plants typically
have an internal consumption of about 3.5% [20]. The following formula can be used to
determine the total power plant production needed for dryer applications. For all dryers
combined, the value of η was determined to be 1.22 [14–20].

Total Energy = SEC

ηtotal
= SEC

ηpowerhouse + ηdistribution
(1)

Greenhouse gas emissions per 1 kg of electricity generatedwere identified for various
systems utilizing the greenhouse gas production factors determined by Kaveh et al. [15].
It should be noted that the indirect method of calculating greenhouse gas emissions
is used, and the amount of electricity used in the drying process is used. To calculate
the energy required for each experimental process, one must first ascertain the amount
of energy required in various power plants to remove one kilogram of water during
the drying of acorn grains. The energy requirements of the experimental procedures
and the mechanical and thermal pre-treatments for drying were ascertained, and then the
electrical transmission factor from the power plant to the consumption point was chosen.
The total amount of electricity produced was calculated using the power plants’ internal
consumption factor. Next, it was applied to the computation of emissions of pollutants
per 1 kWh of electricity used. Turkey is one of the nations with large greenhouse gas
emissions, and power plants are generally of the wind, solar, hydroelectric cycle and
geothermal types, and the average greenhouse gas emission values in the electricity
generation systems of these sources are 10, 23, 26 and 38 gCO2e kWh-1, respectively [15,
23]. Therefore, these values were considered in GHG emission estimates. Convective,
area capacity is 0.12 m2.

3 Results and Discussion

The specific energy consumption of the convective drying methods using different tem-
perature applications in the drying of acorns are given in Fig. 1, and the drying times
are given in Fig. 2. Accordingly, the highest energy value was obtained in convective
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drying at 60 °C (63.07), followed by convective drying at 100 °C (62.06). However,
the lowest energy values were obtained at an air temperature of 120 °C (27.85) and an
air temperature of 40°C (40.52). According to Fig. 2, the convective drying process of
acorn at 40, 60, 80, 100 and 120 °C, in the specified order, took 5760, 4800, 1170, 1170,
and 480 min. It has been determined that the drying time is significantly shortened by
increasing the ambient air temperature of the convective dryer. In this context, the drying
time at 120°C, which is the highest drying air temperature, was 12 times shorter than
at 40°C, where drying occurs the slowest. El-Mesery [25] reported that the drying time
was shortened by raising the dryer temperature in convective drying of tomatoes at air
temperatures of 40, 50 and 60 °C. Chasiotis et al. [25] dried jute using the convective
drying technique at 40, 50 and 60 °C and noted that by increasing the heat level, the
drying time was shortened and, accordingly, energy consumption decreased.

In the study, CO2 emissions of convective dryers for wind and solar power plants,
where different temperature applications were used to dry 1 kg of acorn, are given in
Table 1. The greatest rate for the wind power plant was 630.75 g kg−1 at 60 °C air
temperature. In addition, the lowest emission level of CO2 for the wind power plant was
recorded at 120 °C air temperature, with 278.51 g kg−1. Within the scope of the study,
the CO2 emission value were obtained at 60°C air temperature for the wind power plant
was found to be 2.26 times higher than the CO2 emission value were obtained at 120°C.
In other words, the CO2 emission values for the wind power plant because of drying the
acorn with the convective drying method at air temperatures of 40°C, 80°C and 100°C
were determined as 405.21 g kg−1, 442.08 g kg−1 and 620.59 g kg−1. Similarly, the
highest CO2 emission value for the solar power plant was determined as 1450.72 g kg−1

in the convective drying method at 60°C, while the lowest CO2 emission value was
640.56 g kg−1 at 120°C air temperature.

Fig. 1. Specific energy consumption for all drying methods
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Fig. 2. Drying times for all drying methods

Table 1. Greenhouse gas emissions of the wind and solar power plants per kg of product (g kg−1)

Drying Method Wind Sun

40 °C 405.21 931.99

60 °C 630.75 1450.72

80 °C 442.08 1016.78

100 °C 620.59 1427.36

120 °C 278.51 640.56

In the study, the highest and lowest CO2 emissions of the convective dryer for
hydroelectric and geothermal power plants, where different air temperatures are applied
to dry 1 kg of acorn, are given in Table 2. Accordingly, the highest CO2 emission value
for the hydroelectric power plant in acorn drying was obtained at a 60 °C air temperature
with 1639.95 g kg−1, followed by 1613.54 g kg−1, 1149.40 g kg−1, 1053.55 g. kg−1,
respectively. Convective drying was followed at air temperatures of 100, 80 and 40°C.
The lowest CO2 emission value for the hydroelectric power plant was determined as
724.11 g kg−1 at 120°C drying temperatures. Similarly, for the geothermal power plant,
the greatest CO2 emission level was recorded at 60°C with 2396.85 g kg−1, whereas
the lowest CO2 emission value was found to be 1058.32 g kg−1 at 120°C. It was noted
that as the convective dryer air temperature increased, the drying time shortened and,
accordingly, CO2 emissions decreased. This situation is explained by the greater SEC
score obtained during drying at low temperatures [20]. When all systems were evaluated
in our study, the highest CO2 emission value in the geothermal power plant was found
to be 8.60 times higher than the lowest CO2 emission value measured in the wind power
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Table 2. Greenhouse gas emissions of the hydroelectric and geothermal power plants per kg of
product (g kg−1)

Drying Method Hydroelectric Geothermal

40 °C 1053.55 1539.81

60 °C 1639.95 2396.85

80 °C 1149.40 1679.89

100 °C 1613.54 2358.25

120 °C 724.11 1058.32

plant. According to our findings, increasing the convective dryer air temperature in acorn
drying reduced CO2 emissions. In this regard, increasing the oven air temperature in
convective drying may shorten the drying time and cause less greenhouse gas emissions.
Our findings are similar to some studies in the literature. Kaveh et al. [26] found that
in hot air drying of green peas at air temperatures of 35 and 50 °C, the CO2 emission
value decreased by higher the drying air temperature. Gökalp and Çetin [20] examined
the CO2 emissions for different power plants in the convective drying of orange slices at
50, 55 and 60 °C and reported that the lowest greenhouse gas emissions were obtained
in wind power plants. Kaveh et al. [15] dried atlas gum convectively at 40, 55 and
70 °C stated that greenhouse gas emissions decreased by increasing the temperature
level. Darvishi et al. [24] dried carrot slices with an initial moisture content of 89.5
± 1.2% using microwave, convective, and hybrid drying methods and reported that
the highest greenhouse gas emission values (CO2, NOx, and SO2) were measured in the
convective dryingmethod. Taghinezhad et al. [26] emphasized that in drying blackberries
with ultrasound pretreatment (50, 60 and 70 °C infrared temperatures), CO2 and NOx
emission values decreased significantly because of increasing pretreatment application
time and drying air temperature.

4 Conclusions

In the present study, CO2 emission values for convective drying conditions where dif-
ferent temperature applications were used for drying acorn were determined. It was
observed that the drying timewas significantly shortened by increasing the dryer air tem-
perature. However, according to our findings, it has been determined that CO2 emissions
decrease as the convective dryer air temperature increases. This situation is thought to be
related to the high SEC value measured due to the long drying time in low temperature
applications. It has been shown that high temperature applications give more reasonable
results in terms of greenhouse gas emissions. The applications and analyses carried out
in this study will contribute to the food processing sector, which produces high energy
consumption in terms of greenhouse gas emissions, and to the possible studies of relevant
researchers. For future studies, it may be recommended to try different drying systems
and different power plants to determine the effect of drying techniques on greenhouse
gas emissions. Present study is a preliminary study for large-scale forage crops drying
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facilities. It is thought that the drying processes will be carried out more carefully and in
an environmentally friendly manner, considering the greenhouse gas emissions caused
by different temperature applications in the convective drying method. In addition, it is
anticipated that studies on the design of different drying techniques and dryer systems
that minimize greenhouse gas emissions will increase.
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4 Faculty of Engineering, Department of Environmental Engineering, Bursa Uludağ University,
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Abstract. The aim of this study is to determine the effect of the use of goat
excrement, which has not been used much in biogas research, and the use of maize
silage on biogas production. The maize silage used does not contain cobs and
maize kernels. It was studied under mesophilic conditions in a batch fermentation
system with a hydraulic retention time (HRT) of 40 days. In the experiments,
anaerobic fermenters with a total volume of 3 L each, with a heating and automatic
mixing systemwere used. The amount of biogas producedwasmeasured using the
water displacement principle and the biogas content was measured with a biogas
analyzer. Trials were carried out using two different mixing ratios at the same (0.5
grVS/l day) organic loading rate (OLR) and using the same mixing ratio at two
different OLR values. The highest biogas production (approximately 40 L) was
measured at an OLR value of 0.8 gVS/l d using 65% goat manure and 35% silage
in the mixture. Also, the highest methane content was obtained in this application.
Although increasing the amount of silage with a constant OLR resulted in a small
increase in the biogas generation, themethane content decreased. It was concluded
that goat excrement can be used to generate biogas as a substrate.

Keywords: Biogas · Goat dung · Maize silage · OLR · Mixture ratio ·
Renewable energy

1 Introduction

Biogas is an important renewable energy source in terms of today’s energy needs, sustain-
ability and clean production principles. The use of biogas reduces greenhouse gas emis-
sions, one of the most important responsible for global warming. In addition, increasing
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the use of biogas as a renewable energy source is an important part of the develop-
ment of energy agriculture. Anaerobic fermentation must be environmentally friendly,
environmentally beneficial, and economically efficient. Raw materials that can be used
in biogas production, their effects on biogas yield, and the determination of optimum
working conditions are important issues to be emphasized. The supply of high-quality
raw materials is an indispensable prerequisite for obtaining optimum gas efficiency.

Agriculture and animal production are of utmost importance for the economy of
Turkey. Nonetheless, the energy need is met by primary energy sources for agricultural
enterprises. Thus, environmentally friendly energies, such as biogas, gain importance for
these enterprises so as to reduce production inputs. This will both increase the efficiency
of the enterprise and reduce the damage to the environment by reducing greenhouse gas
emissions. Agricultural wastes, manure, and energy crops may be utilized as a source
of biogas in agricultural enterprises [1–12].

Although agricultural wastes with lignocellulose content are low in nutritional and
thermal value, they are used in animal nutrition, as fuel, and as animal bedding on farms.
Some of them are left in the fields or burned. This causes nitrate loss, air pollution, and
an increase in greenhouse gas emissions. In addition, animal wastes can be used as fuel
in the form of dung, stored in vacant lots, or discharged to the nearest water source. It is
stored in the manure pits in the enterprises under the best conditions. However, it is seen
that these tanks do not have the sealing properties in the standards. These traditional
ways of use and disposal cause many environmental pollutions such as water, air, image,
and energy loss.

The raw materials used in biogas production and their properties have a significant
effect on biogas yield. The production of methane from organic materials depends on
substances that can decompose into methane (CH4) and carbon dioxide (CO2). The
composition and decomposition of animal manure and plant wastes are key factors in
methane yield. Crude protein, crude oil, fiber, cellulose, hemicellulose, starch, and sugar
are significantly effective in methane formation [4].

OLR is the amount of organic matter that is supplied to the digester per unit volume
of the digester, and is mostly related to anaerobic digestion determinants. The microbial
population is influenced directly by OLR which stimulates the AD process. Organic
loading matter may have a positive or adverse effect in biogas production [13].

The nutritional composition of anaerobic digestion substrates can be different due to
the varying properties of biodigestible OM. If not managed appropriately, the discrep-
ancies in the nutritional composition can pose hazards causing process instability and
can vary the critical OLR point for each substrate as a result of microbial processes [13].

Co-digestion requires combining different raw materials having different nutritional
compositions and the resultant mixture is used as the substrate in a digester. Co-digestion
is necessary either to enable the dilution of the toxic substances in certain materials or,
generally, to obtain the appropriate Carbon:Nitrogen (C:N) ratio in the mixture [13].

The biodegradable organic compounds such as proteins, fats, and carbohydrates
determine the biogas yield under anaerobic conditions. For instance, biogas yields for
proteins, fats, and carbohydrates were found to be 0.38, 0.53, and 1.0 m3/kg VS, respec-
tively for biogas compositions (CH4:CO2) of 60:40, 70:30, and 50:50. Furthermore,
high amounts of heavy metals (Ca, Li, Mg) are present in goat and chicken dung. In an
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anaerobic digestion process for the wastes, cationic elements are needed for microbial
growth, however, in high concentrations, microbial activity can be inhibitory [14].

OM content of the biomass and the total biogas production are also associated with
DM and ODM [14]. Furthermore, water provides hydrogen ions to bond with carbon
ions resulting in methane, implying that water contributes to biogas production as well
[15].

It can be deduced from the previous studies that the characteristics of the crude
materials and the operational factors need to be taken into account appropriately for
biogas production under anaerobic fermentation.

According to Turkish Statistics Institution (TUIK) data, the area planted in maize
was approximately 1.44 million ha in 2022 resulting in a total yield of 37.2 million
tons. Turkey’s total number of goats was approximately 11.6 million in 2022 [16]. It
may be suggested that both the maize and goat are important entities in the countries’
agricultural economy. The previous research has not focused much on the use of goat
excrement in biogas studies.

The aimof this study is to determine the effect of the use of goat excrement, which has
not been usedmuch in biogas research, and the use of maize silage on biogas production.
Unlike the corn silages used in most of the previous studies, materials other than the
grain and cobs were used to make the silage for biogas production in this study, which
differs from most of the previous studies. Silage from sweet corn residues was prepared
using the corn husks and stalks. In addition to raw material availability, the effect of
mixing ratio and OLR on biogas yield was also examined.

2 Methods

As the plant material, sugar corn plant (merit variety, MayAgro Seed Co.) was used.
Merit variety is known to be a high-yielding and early emerging plant.

In the biogas trials, the plant wastes, remaining after the cobs were threshed, were
used. The maize silage did not contain cobs and maize kernels. In order to reduce the
particle size, the plant material was chopped with a laboratory blender. The material to
be used as silage was filled into 1-L glass jars that were labeled and tared beforehand,
allowing only gas escape, and the silage production process was carried out by closing
the mouths. No additives were used in the silage production. The prepared silage jars
were subjected to fermentation for 60 days in the darkroom and at the end of this period,
the jars were opened and the silage material was subjected to biogas tests. Corn waste
to be used as silage and goat manure was stored in a deep freezer at -20 °C in order to
prevent any deterioration until the start of the trial.

Goat manure was used as animal waste in the research. Goat manure was supplied
from2–3-year-old Saanen cross goats raised inBursaUludağ University Faculty ofAgri-
culture Agricultural Application and Research Center Farm. Goats are kept in shelters
at night and taken to pasture during the day. During their stay in the shelter, the goats are
given a ration prepared in the enterprise containing a mixture of wheat, corn, sunflower
meal, vitamins, and minerals. There is always water and licking stones in front of them.
Goat dung was collected and packed in air-tight plastic bags.

Prior to the analyses, an electrical blender was used to reduce the particle sizes of
the goat manure and the maize silage. Then the samples were mixed thoroughly. Prior to
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analysis, the specimens were kept at 4 ◦ C to prevent bacterial decomposition. Industrial
inoculum was provided by a private biogas plant and was used as a catalyst for the
anaerobic digestion process.

Prior to the experiment, substrates were analyzed for dry matter (DM), volatile solid
(VS), ash (XA), and C:N ratio with standard analysis procedures [17]. pH measurement
was made with a desktop pH meter.

At the beginning of the experiment, the C:N ratio of the mixtures was calculated and
the initial pH was measured. While the carbon-nitrogen value of corn silage was higher
than the limit value for biogas production, the value of goat feces was low, although it
was within the limit values. By subjecting them to fermentation together, the optimum
carbon-nitrogen value for anaerobic fermentation was obtained.

Experiments were carried out at mesophilic conditions in a laboratory-scale batch
process. In the batch reactors, there were different sets of experiments carried out with
two different compositions of feeding materials and two different OLRs. The details of
the experimental design are shown in Table 1.

Table 1. The experimental design.

Reactor Mixture Rate
(M:S, %)*

Inoculum (L) Hydraulic Retention Time (d) OLR
(gr VS/L*d)

R1 65:35 1.6 40 0.5

R2 65:35 1.6 40 0.8

R3 55:45 1.6 40 0.5
* M: Manure, S: Silage; OLR: Organic Loading Rate

In this study, two factors were examined to investigate their effects on biogas yield.
The first factor was the mixing ratio of goat feces (M) and corn silage (S).M/S rates were
65% manure + 35% silage and 55% manure + 45% silage, respectively. The second
factor was OLR with a mixture of %65 manure + %35 silage at 0.5 and 0.8 gr VS/L*d.
Hydraulic Retention Time (HRT) was chosen as 40 days due to the presence of cellulosic
structure.

Anaerobic fermenters were used in the experiment, which were specially designed
and manufactured. Feed pipe, gas outlet line and mixer are placed on the upper flange of
anaerobic fermenters with a total volume of 3 L and themain bodymade of heat-resistant
glass material based on borosilicate. The leakage and ingress of air were prevented by
using tight caps so as to create and maintain anaerobic conditions. There is a discharge
port and thermocouple on the flange under the bottle. The temperatures of the bottles
were automatically controlled using a heating system consisting of a temperature sensor
insulated and inserted into the mixing chamber. The amount of biogas was measured
daily according to the water displacement principle.

The gas outlet line was used for gas sampling from the digester for biogas analysis.
The biogas was gathered in plastic gas bags to check the biogas composition. Biogas
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quality (CH4, CO2, H2S, O2, other) was analyzed with a biogas analyzer (Model Bio-
gas 5000, Geotechnical Instrument Ltd., England). Methane and carbon dioxide are
measured by infrared absorption and oxygen and H2S are measured by a chemical cell.

To examine gas production more closely during the 40-day hydraulic retention
period, the process was divided into 10-day periods (P1, P2, P3, P4).

3 Results

The results of the preliminary analyses are given in Table 2, presenting some character-
istic features of goat feces, waste corn silage, and inoculum at the beginning of the trial.
Raw material properties in the current study were similar to the findings in other studies
[18–22]. According to Schattauer and Weiland [23], a C:N range of 10–30 is required
during anaerobic digestion, otherwise carbon conversion to CH4 is not optimal, i.e.,
the potential to generate CH4 is not maximized. In Table 2, while the carbon-nitrogen
value of corn silage was higher (39.75) than the acceptable range (10–30) for biogas
production, the value of goat feces was low, although it was within the limit values.

Table 2. The characteristics of the substrates.

Parameters Goat Dung Maize Silage Inoculumn

DM 39.26 26.43 7.73

VS 72.23 76.58 53.48

XA 24.60 27.76 29.26

C:N 18.94 39.75 3.74

pH 8.57

Biogas production and methane efficiency are affected by the animal diet. It was
reported that, during anaerobic digestion, higher methane levels could be obtained from
manures containing higher levels of crude protein [4].

The presence of lignin in the crude materials is not preferred since lignin is known
to be vigorously recalcitrant in AD process. Additionally, lignin prevents some nutrients
from accessing themicroorganisms. Therefore, to promote the release of biodegradables,
further steps become necessary during the digestion of materials containing high levels
of lignin [13]. According to Amon et al. [4], methane efficiency and biogas production
are influenced by the type of maize, time of harvest, harvesting method, and ensilage
operation. Themethane yield, for instance, reducedwhen the cropwas near full maturity.

In the current study, the maize was harvested at about maturity and had a C:N ratio
lying outside the optimum range. Thus, the raw material did not have the potential to
maximize methane production. Since a narrower C:N range was necessary to enhance
biogas production [4, 23, 24], additional substrates were used to increase fermentation
efficiency. In this study, the plant material was chopped to obtain the silage, and the
shredding generated chemicals such as lactic and acetic acids,methanol, alcohols, formic
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acid,H+, andCO2,whichwere reported to be significant precursors inmethane formation
[25]. Finally, the decomposition of the raw fibers during ensiling makes the nutrients
available for methanogenic metabolism. As a result of utilizing substrates and ensiling
the plant material in the current study, the C:N range was within the recommended limits
to optimize biogas production.

Although the limits for C:N ratios of the raw materials were improper for biogas
generation at the beginning of the experiment, the C:N ratios were brought to the accept-
able limits for the mixtures, as shown in Table 3. The value of pH ranged from 9.48 to
8.63 in the six fermenters whereas C:N values were 23.19 in R1-R2 and 24.78 in R3.

Table 3. pH and C:N rate of the mixtures.

Treatments R1 R2 R3

pH 8.62 8.57 8.63

C:N 23.19 24.78

The measured daily biogas volumes for the 40-day experiment are shown in Fig. 1.
Fermenters R1 and R2 had the same mixing ratio while R2 had high OLR and had a
significant increase in gas production. R2 produced 40.29 L biogas in batch assay for a
period of 40 days. R1’s methane percentage was 64% whereas R2’s methane percentage
was 65.8%. Itwas concluded thatR2 had better biogas efficiency in terms of both quantity
and gas quality. Sowunmi et al. [26] also found that higher loading concentrations of
goat dung resulted in greater amounts of bio methane production.

Fig. 1. Daily biogas production

The different mixtures of R1 and R3, with a higher amount of silage, produced some
excess gas, but seems insignificant since R1 and R3 produced similar amounts of total
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gases with 22.96 and 23.07 L, respectively. Methane percentages of R1 and R3 were
measured to be 64% and 60%, respectively. In other words, although R3 produced more
gas, its methane rate was lower. A similar result was found by Sowunmi et al. [26] using
goat dung, stating that increasing the loading concentrations prevented from generating
the highest methane gas. Pan-in and Sukasem [19] used a dry co-digestion method with
goat dung and corn husks and obtained 46.13% methane, which was lower than the
current study.

Daily gas measurements in Fig. 1 show that gas production fluctuated throughout the
course of the experiment in all fermenters. The gas generation significantly increased in
the second week of the HRT in the fermenters R1 and R2, still depicting large variations
with time. R3, however, showed a tendency to reduce the gas generation. After day
seven, R3 showed a general declining or low gas-yielding behavior until the end of the
experiment.

The amount of biogas produced in 10-day periods was determined and depicted
in Fig. 2. In P2, the gas production increased notably in fermenters R1 and R2 while
R3 showed a large drop in biogas production. Figure 3 All fermenters yielded low and
similar amounts of gas volumes in P3 and P4 compared to the first two periods.

Fig. 2. Biogas production according to periods

In P2, the highest gas production was 23.15 L in R2. This value was approximately
25%higher than the total gas production of R1 andR3 in the first 20 days. It is understood
that this result is related to the high OLR value. It was explained in other studies that high
OLR value results in high gas production, however, the OLR value varies depending on
the raw material properties used in anaerobic fermentation, HRT, etc., and hence the
efficiency in biogas production may drop depending on the affecting factors [13–15,
27]. Hanafiah et al. [20] measured the biogas production in a mesophilic condition for
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20 days and produced 2.141 L of biogas from the goat’s dung, which was significantly
low compared to the current study.

While the total gas production of R1 and R2 increased in P2, the gas production of
R3 decreased (Fig. 2). When looking at the total of the first 20 days, these two mixtures
with different mixture ratios, at a value of 0.5 g VS/L d OLR, produced approximately
the same amount of gas (18.5 L).

In P4, the gas production of all fermenters decreased. Although the highest gas
production was in R2 with 2.35 L of gas production, there was a decrease of approxi-
mately 69% compared to the previous period. For fermenters R1 and R3, the % decrease
in the amount of gas compared to the previous period was approximately 64 and 68,
respectively.

Figure 3 shows the cumulative volume of gas produced up to each period for each
treatment. Itwas calculated that approximately 80, 86, and81%of the total biogas volume
was already produced at the end of P2 whereas 92, 94, and 92% were accumulated up to
P3, respectively for R1, R2, and R3. At the end of the 20 days of fermentation, R1 and
R3 treatments reached the same total volume of biogas production, but the cumulative
gas production of R1 and R3 was much lower than that of R2. Longer HRT increased
the total volume of biogas to be harvested, however at a much lower rate, especially in
periods 3 and 4. As a result, the last period corresponding to 25% of the total time of
HRT had a gas production of about 7–8%.

Fig. 3. Cumulative biogas volumes obtained from different treatments

4 Conclusion

This study focused on the effect of corn silage and goat dunk at different OLR values
and mixture ratios (Manure:Silage, %) on biogas and methane productions for an HRT
of 40 days. The treatments were 65:35% with 0.5 g VS/L*d in reactor R1, 65:35%
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with 0.8 g VS/L*d in reactor R2, and 55:45% with 0.5 g VS/L*d in reactor R3. The
biogas production fluctuated with time in all reactors throughout the experiments. The
biogas yield was the greatest in P2 (the second period from 10th to 20th days of the
experiment), followed by P1, P3, and P4. More than 80% of the total biogas production
was accomplished at the end of P2. The biogas production continued until the end of the
HRT with about 93% gas production at the end of P3. R2 produced the greatest amount
of biogas (40.25 L) whereas R1 and R3 resulted in about 23 L of biogas, suggesting that a
high OLR value promotes the gas production significantly. The effect of the mixture rate
was less pronounced in the biogas production. Methane percentages in the gases were
65, 65.8, and 60%, respectively for R1, R2, and R3, implying that the methane rate was
positively affected by the high OLR value in fermenter R2. By increasing the amount of
silage in the mixture ratio, the increase in lignocellulosic structure must have resulted
in a decrease in the methane value. Also, the silage containing a high mixture ratio of
sweet corn should have contributed to the performance in biogas production, due to the
lignin content of corn silage, which reduces microbial productivity. This study provided
new data on biogas production using a mixture of goat dung and corn silage that was
prepared without materials other than the grain and cobs. It can be concluded that, high
OLR values can be used in order to increase the biogas production and methane rates
when goat dung and corn silage are used in the mixture.
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Abstract. This paper presents a novel concept about an integrated, nearly-zero
carbon agricultural and horticultural and animal farm complex, attached to a slow
city. ARational ExergyManagementModel-based design concept has been devel-
oped to maximize land use effectiveness and minimize carbon dioxide emissions
responsibility. The system involves a circular hydrogen approach and comprises
the following primary features. 1- Deep wells, 2-Above-the-ground photo-voltaic-
thermal solar collectors, 3-Artifical water basin/pool, 4-Water electrolysis system,
5- Hydrogen production and storage facility, 6- Closed water circuit between the
pool and fuel cells that generate power and then return water, 7- Hydrogen cogen-
eration system, 8-Heat pumps and absorption cooling systems, 8-Thermal storage
system, 8-Partial coverage of the lake surface with solar photo-voltaic-thermal
panels with careful balance between marine life, surface evaporation, and power
and heat generation, 9-Wind Turbines, 10-Geothermal energy system, 11-District
Energy System, 12-Fishery, Agriculture and animal farm, 13-Light industry, 14-
Advanced greenhouse system, 15-Irrigation system, 16-Hydrogen mobility and
agricultural mechanization with electric and hydrogen fuel, 17-Food drying and
cold warehouse complexes, 18-Dwellings and city infrastructure, 19-Biogas sys-
tem, 20-Irrigation system, 21-Educational and agricultural research laboratories,
22-Milk industry. Sample calculations show that the net result will be nearly zero
carbon complex with 100% renewables, such that nearly-avoidable carbon diox-
ide emissions responsibility is less than separate photo-voltaic and wind turbine
systems by asmuch as seven times. A novel greenhouse concept and wind turbine-
integrated solar photo-voltaic-thermal panel system are also introduced. The paper
gives detailed information about this design and proves that a circular hydrogen
economy is possible and economical.

Keywords: Circular hydrogen · Agriculture · Horticulture · Renewable energy ·
Slow-city and farm · Rational exergy management model

1 Introduction

Agricultural activities, covering crops and livestock, contribute to emissions in several
aspects. Management of agricultural soils is one of them, which accounts for about 50%
of the greenhouse gas emissions from the agriculture sector [1]. As a second example,
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nitrous oxide emissions are the results of the application of fertilizers including organic
ones, nitrogen-fixing crops, organic soil drainage, and irrigation methods. These few
examples show that agricultural emissions are too complex to analyze, interrelated,
often conflicting, and related to the level and type of mechanization. Therefore, agricul-
tural mechanization may not be simply indexed to the number of tractors or the energy
intensity per acre of land. Agricultural mechanization has two prongs, namely the CO2
emissions due to the use of electromechanical systems and components, using fossil
fuels or electricity, like electric tractors, and the potential decrease of emissions per
agricultural yield due to increased productivity. The second prong is related to the trend
of using more electric power over fossil fuels must be handled carefully because the
added battery weight and the original source of electricity are important factors. The
contradictory nature of these two prongs was explained by Kim, and et al. [2, 3]. See
Fig. 1.

The annual contribution of hydro, solar, and wind energy to the energy budget of
Turkey is around 30% as an actual figure. The installed capacity of renewables by 2022
in Turkey is 54%, which should not be confused with the actual annual contribution [4].
Furthermore, farmmobility like electric tractors needs to convert AC from the grid to DC
first to charge their batteries and then re-convert to AC by inverters to run their electric
motors for driving. Therefore, the share of on-site renewables, including solar, biogas,
wind, and geothermal with the optimally available mix is an important issue, rather
than relying on the central power plants, even if they are green to a certain extent. In
addition, solar andwind energy systems comewith their nearly avoidable CO2 emissions
responsibility, so-called �CO2 due to their inherent exergy destructions. This concept
is explained in the Appendix.

According to 2013 data shown in Fig. 2, by 11% share, the agricultural sector is the
second emitter, following the energy sector concerning human-made greenhouse gas
(GHG) emissions, excluding land-use change and forestry (LUCF) [5]. This share has
risen to 12.72% (5.87 GtCO2eq) by the year 2020 [6]. This marginal increase may be
attributed to increased mechanization, especially the trend for total electrification in all
sectors of the European Union.

Fig. 1. Potential Impact of Farming on Global Warming [2]
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Fig. 2. Global Human-made Greenhouse Gas Emissions by Sector, 2013 [5]

Another trend is the smart farming concept, which must be grossly re-defined [7].
Figure 3 shows that the current understanding is simply computerization and electri-
fication of the farming processes using big data, the cloud, and the internet of things
as management and control tools with a main emphasis on the economy. Instead, a
smart farming concept should focus on the environment, emissions, productivity, energy
efficiency, exergy rationality, and water. Despite this fact, current metrics regarding agri-
cultural mechanization are simply related to economics and productivity. Olaoye and
Rotimi (2020) have measured the mechanization index and analyzed agricultural mech-
anization in Nigeria [8]. Their results in two states of southwestern Nigeria were such
that the mechanization index was 31.3% and 28.6%, respectively and the total produc-
tivity ranged between 0.0115 ha/kWh and 0.0951 ha/kWh. This set of results confirms
Fig. 4, such that productivity is somewhat proportional to mechanization. Yang and
et. al. (2022) established dynamic linkages among climate change, mechanization, and
agricultural carbon emissions in China [9]. They found a bidirectional causality rela-
tionship between rainfall, sunlight, agricultural mechanization, and carbon emissions.
They found that rainfall and sunlight are Granger causes of agricultural mechaniza-
tion. The method measures the ability to predict the future values of a time series using
prior values of another time series. Yang and et. al. employed rainfall and sunlight data
as Granger causes to predict the relationship among rainfall, sunlight, mechanization,
and CO2 emissions. They concluded that mechanization reduces emissions, which con-
tradicts Fig. 4, while Fig. 1 indicates that mechanization may have both positive and
negative impacts, such that the net impact depends on individual cases and causes.

Bagher and Almassi (2011) have reviewed parameters and indices affecting the
decision-making process and concluded that sustainable development of agriculture can
either be achieved by using simple manual farming or high technologies affected by
parameters governing each case [10]. Bagher and Almassi defined theoretical and actual
machine capacities in terms of machine speed and width (Theoretical), and field effi-
ciency to determine the actual capacity. Their theoretical capacity approach resembles
the method devised earlier by Kilkis, B. (1970), who correlated machine speed, harvest-
ing efficiency, the width of single-pass harvesting, and geometry of the farmland [11].
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Fig. 3. The Current Understanding About Smart Farming [7]

Obaia and Ghazy (2017) reviewed different mechanization indices and applied them to
farms in certain regions of Libya [12]. Obaia and Ghazy used the degree of mechaniza-
tion index (kW/ha) or (kW/1000ha), which is defined as a ratio of the total power of
tractors (kW) multiplied by a factor representing waste and useful equipment (less than
one), and divided by the total cultivated area (ha). This definition and other definitions
like ha/kW, which a reciprocal of the (kW/ha) definition, or the number of tractors per
farmland area falls short of describing the degree of mechanization and their impact on
the environment and global warming versus productivity and quality of production. For
example, the type of fuel or the origin of the electric power, the type of tractor (like elec-
tric or hydrogen), utilization of wastes, and energy storage options are not considered.
In addition, they used the definition, namely effective field capacity(ha/hour) as another
index of mechanization Their mechanization definitions show another major gap in the
literature, theory, and practice because these definitions do not refer to environment and
emissions directly. In a similar approach, Akdemir [13] has related the mechanization
index solely to the number of tractors per hectare cultivation (ha), and kW of mechanical
power per ha, ha/tractor. Water use is not included in these definitions. Irrigation and
water supply are also energy intensive and vaporization has an additional greenhouse
effect.

This section concludes that there are gaps in theory and practice to lead agriculture
to a truly environment-friendly nature, while productivity, economy, sustainability, and
product resilience andquality are improved. The fundamentalmissing point is the Second
Lawof thermodynamics,which dealswith the quality of energy, called exergy,EX , which
may be simply defined by the ideal Carnot cycle, as given in Eq. 1.

EX =
(
1 − Tref

Tf

)
× E (1)
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Tref is the reference environment temperature, Tf is the energy source temperature.
The term (E) is the amount of energy. For non-thermal energy sources like solar or wind
energy, a Carnot cycle-based equivalent (virtual) temperature definition, Tf ‘ is available:

T
′
f = Tref(

1 − In×0.95
TSI

) {Solar energy} (2)

T ′
f = Tref

(1 − 0.95 × ηIWT )
{Wind turbine} (3)

0.95 kW-h/kW-h is the unit exergy of electric power. TSI is the total solar irradiation.
For further details see the Appendix.

2 Exergy-Based Model

To encompass all factors related to the environment and agricultural machinery, both
laws of thermodynamicsmust be applied. Figure 4 relates the agricultural mechanization
index to productivity, P, total CO2 emissions responsibility, �CO2 (Appendix 1), water
consumption, W, and the new mechanization factor, MF given by Eq. 4. LUEX is the
exergy-based land use efficiency [14]. Water consumption is converted to CO2 emission
effect by considering irrigation and water supply ancillaries plus the greenhouse effect
of water vaporization to the atmosphere. Therefore the unit of MFis ton of product/(kg
CO2/ton product). Figure 4 shows that in general, MF by definition decreases with the
mechanization index, which is not desirable. To avoid this, sustainable measures must
be collectively implemented and sustained, as given on the right-hand side of the figure.
This requires novel designs with a wide horizon of thinking and creativity to minimize
the emissions. It must be noted that the economy is not present in this analysis, because
the economy has to come behind the actually sustainable and environmentally friendly
agricultural activities requiring novel designs.

MF = P × LUEX∑
CO2 + W (CO2)

(4)

Fig. 4. Variation of Productivity, Emissions, Water Consumption, and the New Index
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3 Novel Designs

This paper presents two novel designs, as given in Fig. 5 and Fig. 7. Figure 5 is a
combined, renewable energy utilizing, hydrogen cycle, integrated farm with several
components [15]. It starts with irrigation wells, driven by electric pumps, which are
activated with raised solar PVT systems. The PV side generates electric power while the
well water first passes through the thermal power generation side of the PV panel, which
cools PV cells to maintain their rated efficiency during hot climatic conditions. The cold
well water becomes a little warmer. The water flow rate is adjusted such that evaporation
losses due to warmer air are minimized during irrigation. Part of the irrigation water
goes to the electrolyzer unit first to generate hydrogen and oxygen. Hydrogen is stored
and following the demand, electric power is re-generated in the fuel cell compartment.
Water output is fed back to the water loop. Wind turbines are also employed on-site.
Oxygen is stored and utilized in several applications on the farm. Greenhouses, farmer
houses, light food industry, and husbandry follow the system in an integrated manner.
Biogas is another source of energy. For cooling purposes, adsorption units (ADS) are
used. Heat pumps with highCOP values in two heat pumps in tandem are options.Water
is also linked to an artificial pond of sufficient capacity for storing water and at the same
time serving as a water collector during heavy rain and storms, to avoid flood. The pond
also serves for fishery and aquaculture. Part of the pond may be devoted to additional PV
panels. Hydrogen mobility for tractors and other farmmobility and industries completes
the hydrogen cycle. Figure 6 shows how solar PVT panels and wind turbines may be
integrated into a novel design [16, 17]. This arrangement utilizes the lower part of the
wind turbine towers, which otherwise remain redundant. PVT panels are sun-tracking
type in two axes. This system is thewind turbine PVT system shown inFig. 5. If available,
geothermal energy is appended to the system. Supplementary hydrogen production is
possible.

POND

Fig. 5. Hydrogen Economy Based Integrated Farm [15].
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Fig. 6. Meeting of Wind and Solar on the Ground [16]

Fig. 7. Advanced Solar Greenhouse [18]

Figure 7 is an expanded view of the greenhouses indicated in Fig. 5. This system
has earth-to-air heat exchanger (EAHE) designed with special care for negative carbon
emissions (See the appendix). Electric power comes from the strategically positioned
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PVT panels on the proper side of the greenhouse. An air-source heat pump system
supplements heat or cold for the greenhouse. Root zone heating is applied with heat
pipes. Heating radiators and cooling fan coils have low-enthalpy demand like 35 °C in
heating and 19 °C in cooling. From agricultural waste, a mini biogas plant runs a micro-
combined heat and power system (CHP). The greenhouse shown in Fig. 7 is heated by
heat-piped radiators [16, 18]. Cooling and soil heating are also accomplished by heat
pipes. The air-source heat pump (AHP) uses CO2 for refrigeration gas, with a minimum
ozone-depleting index (ODI), which is a combination of the ozone-depleting potential
and global warming potential of a given refrigerant.

4 Conclusions

This paper presents a new approach to rate and compare agricultural mechanization by a
combination of several factors, all based on the second law of thermodynamics. This new
approach links mechanization with CO2 emissions on different fronts, including exergy
destruction-related nearly-avoidable emissions, land use effectiveness, direct emissions
responsibility of the electricity used, and fuel spending. Most importantly, it permits
to design and rate complex farms as shown in Fig. 5, and enhance creative thinking.
For example, Fig. 5 shows that a standard way of utilizing solar and wind energy from
separate PV panels and wind turbines has a rational exergy management efficiency,
(ψR) of 0.65, where the integrated farm concept has a value of 0.95. Therefore, this
novel system has about seven times less �CO2 emissions responsibility than today‘s
PV and wind turbine systems. This example shows the sustainable and proper way of
decarbonization against global warming. The term ψR is a metric, which rates how
rational any exergy source is utilized with minimum exergy destructions. At the same
time, this metric is an indicator for nearly-avoidable CO2 emissions responsibility (See
Appendix). Other exergy-based metrics like COPEX, �CO2, and MF are introduced,
which collectively show the shortcomings of current mechanization indexes and provide
ways of improving exergy-smart farms, interconnected with slow cities. In turn, a slow
city when integrated with exergy-smart farms and horticulture, overall decarbonization
efforts become positive.

This quadrilemma is non-linear and the Carnot cycle-based equivalence of the Pareto
principle to a virtual temperature scale is only 110 °C, indicating that above this temper-
ature today‘s green economy will not work. To avoid this drawback, the economy must
first be separated from the other three components of the quadrilemma, those three solved
first independently, and then the economy is transferred by Carnot cycle equivalence to
a common temperature scale, and re-connected to the quadrilemma in a non-linearized
format. By such an approach humanity will be able to find sustainable solutions and
implement them for decarbonization to minimize global warming such that nature will
be able again to manage the carbon balance of the globe. The application of this model
to agriculture will be a role model to all other sectors related to energy, environment,
and economy towards better human welfare and probably an ultimate peace.

Conflict of Interest. The Author and this paper content has no conflict of interest.
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Nomenclature

Symbols

ck Unit carbon dioxide content (of fuel, kg CO2/kW-h)
CO2 Carbon dioxide emissions, kg
COP Coefficient of performance (of a heat pump)
COPEX Exergy-based coefficient of performance
E Energy, kW-h or electric (See Fig. 8 in Appendix)
EX Exergy, kW-h
In Solar insolation, W/m2

LUEX Exergy-based Land use efficiency
MF Mechanization factor, ton of product/(kg CO2/ton product)
ODI Ozone depleting index (For heat pump refrigerant)
P Productivity, ton/acre
Q Thermal power, kW
S Solar power, kW
T Temperature, K
Tf Source temperature, K
Tf “ Virtual source temperature, K
Tref Reference temperature, K
TSI Total solar irradiation, 1361 kW/m2

W Water consumption (CO2 equivalent), kg CO2/ton product

Greek Symbols

ηI First law efficiency
ηII Second law efficiency
ψR Rational Exergy Management Model efficiency
ψWT Wind Turbine efficiency (Limited by the Betz Law)
�CO2 Nearly-avoidable emission due to exergy destruction
� CO2 Total CO2 emissions, kg

Subscripts

a Air
B Biogas (reactor and tank)
c Cooling
dem Demand (Exergy)
des Destruction (Exergy)
eq Equipment
g Ground
in Input (Energy or exergy)
o Outdoor
PV Solar photo-voltaic (panel)
r Return
sup Supply
WT Wind turbine
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Acronyms

AC Alternating current
ADS Adsorption cooling machine
ASHP Air-source heat pump
CCS Carbon capture and storage
CHP Combined heat and power
DC Direct current
E Exhaust or leaving temperature
EAHE Earth-air heat exchanger (Ground labyrinth)
GHG Greenhouse gas
LUCF Land use change and forestry
REMM Rational Exergy Management Model
PVT Solar-photovoltaic-thermal panel
TES Thermal energy storage
µCHP Micro CHP (Less than 50 kW capacity of power generation)

Appendix

Exergy Efficiency and Exergy Rationality.
Exergy efficiency and exergy rationality are two different concepts. The conventional

definition of exergy efficiency is similar to the First Law efficiency, except the energy
term is replaced by the exergy term.

ηII = Inyput Exergy Utilized in UsefulWork(s)

Input Exergy
(5)

This term does not distinguish between how and where the exergy is utilized down-
stream. Neither does it distinguish where and how the input exergy is derived. In the
contrary, the Rational Exergy Management Model efficiency,ψR not only concerns with
how rational the exergy is utilized but at the same time concerns with the upstream and
downstream of the system or process, or equipment. The definition has two levels:

1- System level, concerning mainly the primary energy conversion system, like a solar
PVT or a gas boiler,
2- Equipment level, concerning about how the exergy is utilized downstream the system
level, like a heat pump.

Example
A greenhouse utilizes the solar power directly converted from the solar energy,

on site, by using photo-voltaic panels (PV). In the summer season the green house is
precooled by directing the hot outdoor air through an underground labyrinth type of
earth-to-air heat exchanger (EAHE) by forcing the air to the green house and exhausting
it by electrically operated fan(s). The PV electric power generation capacity equals the
fan power demand by its electric motor. See Fig. 8. In this example the PV panel array
converts solar energy to electric powerwith a summer time (hot environment andwithout
cooling) net conversion efficiency of ηIPV = 0.15. Let Q be 10 kW, T1 = 305 K, T2 =
295 K, E = 1.2 kW. S = 8 kW.

The two levels are mentioned below.
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T T

Q

Outdoor

EAHE

Greenhouse

PV

Fan

E

S

Fig. 8. Solar PV Panels and a Greenhouse Precooled by EAHE with a Fan

1- Energy Conversion System Level.
This is the PV array, which converts solar power, S, (Primary energy source) to

electric power, E, consumed by the fan. PV panels do not recover the heat and release
the thermal energy absorbed from the sun to the ambient, leading to local heat island.
Outdoor air is precooled at a cooling power of Qc. Figure 9 shows that this thermal
energy loss means irreversible exergy destruction resulting in DCO2-system (Eq. 6). The
REMM efficiency of the same system is noted in Eq. 7. In Eq. 6 the multiplier (1.1)
is the proportionality constant linking the exergy destruction directly to in DCO2-system
when major exergy destruction occurs downstream. The multiplier is (2.1) if the major
exergy destruction is upstream like a flat plate solar collector or a gas boiler, both ofwhich
converts fuel to heatwithout generating powerfirst. Figure 9 shows that although there are
not any direct emissions from the PV array (except embodiments), it responsible for the
offsetting of the thermal energy potential destroyed by someone, somewhere, sometime,
possibly using somemix of fossil fuels. For example, an onsite gas boiler may be used, or
solar flat-plate collectors, which this time misses the opportunity of generating electric
power upstream its thermal power generation step. TE is the temperature of the PV
frame. In Eq. 7, the term 0.56 is the unit exergy of solar energy at an isolation level of
0.8 kW/m2 on the PV panel surface.

�CO2system = 1.1 × S × (1 − ηIPV ) ×
(
1 − Tref

TE

)
= 1.65 kg CO2/kW-hex (6)

ψRsystem = 1 − S × (1 − ηIPV ) × εdes

S × εsolar
= 1 − (1 − ηIPV ) × εdes

εsolar

= 1 − (1 − 0.15) × (
1 − 283 K

363 K

)
0.56

= 0.66 (7)

�CO2eq = 2.1 ×
[
0.95 × E − Qc ×

(
1 − T2

T1

)]
= 1.7 kg CO2/kW-hex (8)

ψReq = Qc × εdem

E × 0.95
= 0.29 (9)
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Therma power (Pre-cooling), Qc

εdes

T2=

T1=

Electric power, ηIPV=0.15

εdes

TE=

Tref=

E

Exergy Flow Bar of the PV Panel

Fig. 9. Exergy Flow Bar of the UAHE System (Equipment) with Electric Fan

2- Energy Utilization (Equipment) Level.
This level comprises the UAHE and the green house. UAHE fan uses the electric

power generated by the PV array (Fig. 9). The unit exergy of electric power is 0.95
(Fig. 9).

On the overall, emission responsibility terms are additive for calculating the total
emission responsibility:∑

�CO2 = �CO2system + �CO2eq = (1.65 + 1.75) Kg CO2/KW-hex (10)

and the overall ψR is a multiple of individual efficiencies, while they are in series:

ψR = ψRsystem × ψReq = 0.19 (11)

For more than one different input exergy and more than one different equipment exergy,
the general equation is:

ψR =

s∑
i=1

ψRsystemi

s∑
i=1

Si

×

e∑
j=1

ψReqj

e∑
j=1

Ej

(12)

An approximate relation between overall DCO2 and ψR is obtained:

�CO2 =
(
Ein × ck

ηI

)
× (

1 − ψR
)

(13)
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Furthermore, for the UAHE and the greenhouse system. Note that although COP
in its conventional format may be greater than one, but the exergy-based COP, named
COPEX is less than one.

COP = Qc

E
= 10 kW

1.2 kW
= 8.3 (14)

COPEX =
Qc ×

(
1 − T2

T1

)
E

= COP ×
(
1 − 295 K

305 K

)
0.95

= 0.29 (15)
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16. Kılkış B, Çağlar M, Şengül M (2021) Energy benefits of heat pipe technology for achieving
100% renewable heating and cooling for fifth-generation, Low-temperature district heating
systems. Energies 14(17):5398. https://doi.org/10.3390/en14175398

17. Kilkis B (2022) Exergy-rational utilization of solar energy with advanced PVT systems and
heat pipe technology in 100% renewable cities. IOP Conf Ser Earth Environ Sci 1085:12029.
https://doi.org/10.1088/1755-1315/1085/1/012029

18. Kilkis B (2022) Lessons learned from labyrinth type of air preconditioning in exergy-aware
solar greenhouses. J Sustain Dev Energy Water Environ Syst 10(4):1100434. https://doi.org/
10.13044/j.sdewes.d10.0434

https://doi.org/10.3390/en14175398
https://doi.org/10.1088/1755-1315/1085/1/012029
https://doi.org/10.13044/j.sdewes.d10.0434


Post-Harvest Technologies and Process
Engineering



Optical Techniques for Automated Evaluation
of Seed Damage

Mohammad Nadimi and Jitendra Paliwal(B)

Department of Biosystems Engineering, University of Manitoba, Winnipeg, MB, Canada
j.paliwal@umanitoba.ca

Abstract. Cereal grains and oilseeds, fundamental components of global diets,
face significant vulnerability to mechanical damage during various stages, includ-
ing harvesting, transportation, and storage. Beyond immediate physical degra-
dation, the repercussions of such damage extend to seed viability and conse-
quent economic implications. Traditional assessment techniques, predominantly
reliant on external visual inspections, face challenges of subjectivity and ineffi-
ciency, restricting evaluations to superficial seed alterations. To circumvent these
shortcomings, this study presents a fusion of optical techniques, namely two-
dimensional (2D) X-ray imaging and hyperspectral imaging (HSI) – all under-
pinned by machine learning and deep learning frameworks – targeting an auto-
mated, holistic assessment of flaxseed damages. Leveraging an expansive dataset
of 3,600 flaxseed samples spanning varied moisture contents and impact energies,
the findings underscore the amplified susceptibility of seeds to damage under
heightened impact stress at minimal moisture levels. Remarkably, through the
integrated approach, the study achieved classification accuracies surpassing 87%
for all techniques.WhileX-ray imaging presented throughput limitations,Vis-NIR
HSI can be considered an effective alternative. In summation, the study accentu-
ates the profound potential harboured by optical techniques in seed damage assess-
ments, advocating their capacity to replace conventional methods. By seamlessly
integrating advanced imaging with computational intelligence, the study not only
streamlines damage detection but also amplifies the possibility of curbing damage,
promising heightened yields and minimized economic setbacks. Future endeavors
should channel this foundational research towards broader crop varieties to ensure
universal applicability and validation.

Keywords: Optical techniques · Flaxseeds · X-ray imaging ·Mechanical
damage

1 Introduction

As a cornerstone of global nutrition, cereal grains and oilseeds play a pivotal role in
dietary sustenance.However, the journeyof these crops, fromfield to consumer, is fraught
with mechanical challenges. In particular, operations like harvesting, transportation, and
storage have been recognized as key stages where these grains face potential damage
[1]. This damage not only reduces the aesthetic appeal of the grain but also impinges
upon its nutritional quality, viability, and overall market value.
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E. Cavallo et al. (Eds.): ANKAgEng 2023, LNCE 458, pp. 129–136, 2024.
https://doi.org/10.1007/978-3-031-51579-8_13

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-51579-8_13&domain=pdf
https://doi.org/10.1007/978-3-031-51579-8_13


130 M. Nadimi and J. Paliwal

Conventional methods to assess these damages have traditionally centred on visual
examinations. While seemingly straightforward, such methods are inherently flawed.
They are subjective, labor-intensive, and perhaps most critically, restricted in scope –
capturing only the external damages while turning a blind eye to the nuanced, internal
damages that could have long-term implications on the grain’s shelf life, susceptibility
to pests, and nutritional quality.

In an age where technology and agriculture are becoming inextricably linked,
clinging to outdated methods feels like a squandered opportunity. Consequently, many
researchers are delving into innovative tools andmathematicalmodels to forecast the sus-
ceptibility of seeds to mechanical damage under varying moisture contents and impact
energies [2–13]. Among the emerging techniques, optical methodologies, especially
imaging and spectroscopy, have garnered significant attention, marking a paradigm shift
in the research landscape [14, 15]. Riding this wave of innovation, our research pivots
its focus on the comparative strengths and nuances of 2D X-ray imaging and hyper-
spectral imaging (HSI) in gauging seed damage, spotlighting flaxseeds for their global
economic and nutritional footprint. Through this endeavor, we envision a confluence of
state-of-the-art technology and agronomic expertise to craft a comprehensive, efficient,
and robust system, capable of mapping both the seen and unseen damages in seeds,
ensuring no facet of damage goes undetected.

2 Methods

Flaxseed samples were sourced from Arborg, Manitoba, Canada, and conditioned to
moisture contents (MCs) of 6, 8, and 11.5%on awet basis as described in detail elsewhere
[16]. The seeds were then subjected to varying mechanical forces, using a drop weight
impactor, at three distinct energy levels of 2, 4, and 6mJ [17, 18]. These energy intensities
were selected from preliminary tests to induce low, medium, and high levels of kernel
damage to the flaxseed. In addition to the impacted samples, a set of control samples
for each moisture content was incorporated, which were unexposed to any mechanical
impact. The comprehensive experiment encompassed a total of 3600 seeds, spanning
over 100 seeds for each of the 4 impact energies, three moisture contents, and with each
combination replicated three times.

To ascertain the internal damages incurred by the seeds, a 2D X-ray imaging system
(Model: MX-20, Faxitron Bioptics, LLC, Tucson, AZ) was utilized to render an internal
view of the seeds. Furthermore, to garner hyperspectral imaging (HSI) data ranging from
400–1000 nm, a visible-near-infrared (Vis-NIR) HSI system from SPECIM Spectral
Imaging Ltd., Oulu, Finland, was employed.

The X-ray data procured underwent rigorous analysis using the Matlab software
suite (Mathworks Inc., Waltham, MA). Gray-level percentile scores provided an initial
assessment [17], which was supplemented by the efficientNet-B0 model, a variant of
convolutional neural network (CNN) [18]. Lastly, to classify seeds as sound or damaged
based on theHSI data, a partial least squares discriminant analysis (PLS-DA)was carried
out.
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3 Results and Discussions

Figure 1 shows the digital imageofflaxseedswith 8%MCunder different impact stresses.
It is apparent that inducing impact stress increases mechanical damage to seeds. Similar
patterns were observed for other combinations of moisture contents and impact stress,
as detailed in our earlier publications [17, 18]. The 2D X-ray images (Fig. 2) offer a
more nuanced perspective, particularly highlighting the internal seed damages that are
not always externally visible. In our preceding studies, we delved into the analysis of
these 2D X-ray images. Leveraging gray-level percentile scores and the Support vector
machine (SVM) classifier, flaxseeds were categorized into two primary groups: nil/low
and medium/high damage with a classification accuracy of 87% [17]. Amplifying this
process with convolutional neural networks (CNN) and transfer learning methodolo-
gies, particularly the EfficientNet-B0 model, catapulted the classification accuracy to a
commendable 95% [18]. The confusion matrix of a test set (30% of the entire data),
delineating the classification of seeds using CNN into the aforementioned groups, is
outlined in Table 1.

a)

b)                               c)                               d)

2mJ 4 mJ 6 mJ

Fig. 1. Visuals of flaxseed with 8%moisture content, captured using a digital camera (model S20,
Samsung Corp., Seoul, Korea) post-exposure to varied impact stresses: a) 0 mJ, b) 2 mJ, c) 4 mJ,
d) 6 mJ.

Despite the undeniable prowess of X-ray systems in revealing detailed internal dam-
ages, their practical application in large-scale seed assessments is not without chal-
lenges. The first major obstacle is their constrained throughput performance; the time
and resources required to scan extensive seed batches can be substantial. Secondly, the
use of X-ray systems invariably introduces concerns regarding safety, especially in set-
tings where continuous or prolonged use is necessitated. These inherent limitations of
X-ray technology prompted us to seek out alternatives that could maintain a high level
of accuracy while addressing these challenges.
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a)

b)

Fig. 2. 2D X-ray images of flaxseeds with 8% moisture content, subjected to a series of impact
energies: a) none (0 mJ); b) low (2 mJ); c) medium (4 mJ); d) high (6 mJ) (unpublished images
from the following studies [17, 18]).
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c)

d)

Fig. 2. (continued)
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Table 1. Classification outcomes using ANN classifiers [adapted from [18]]

Actual class/Predicted Nil/low Medium/high

Nil/low 707 6

Medium/high 44 274

In our quest for a suitable substitute, we turned our attention to the Vis-NIR HSI
technique. This technology, renowned for its non-destructive and rapid analytical capa-
bilities, emerged as a promising candidate. Our initial forays into Vis-NIR HSI involved
processing the gathered data throughmean centering, which aims to eliminate systematic
biases. To further refine our data interpretation, PLS-DA model was tailored for super-
vised classification. Encouragingly, this approach yielded a classification accuracy of
89% under 5-fold cross-validation, positioning it competitively with the results achieved
through X-ray systems.

While these preliminary findings showcase the potential of Vis-NIR HSI as a robust
alternative to traditional X-ray imaging, they represent just the tip of the iceberg. The vast
and intricate realm of possibilities proffered by Vis-NIR HSI beckons for more rigorous
and comprehensive explorations to genuinely leverage its expansive capabilities in seed
damage evaluations.

One should note that a challenge in implementing both the 2DX-ray andHSI systems
lies in the complexity of analyzing large HSI datasets and the need for automating X-ray
analysis for diverse seeds. While HSI systems typically come with a higher price tag
compared to traditional spectroscopy systems, identifying key wavelengths can signifi-
cantly minimize computational demands. This paves the way for multi-spectral systems,
which are more cost-effective than full-fledged hyperspectral setups, streamlining anal-
ysis and reducing costs. As for X-ray imaging, automation would not only expedite the
evaluation but also enhance its accuracy by mitigating human error and subjectivity.
Exploring these areas further can potentially redefine seed evaluation, making it both
more precise and economically viable.

In forthcoming research, we intend to delve into a meticulous analysis, prioritize
wavelength selection, and undertake principle component analysis to further refine our
approach and insights.

4 Conclusion

Overall, this study highlights the untapped potential of optical techniques in evaluating
mechanical damage to seeds. The results suggest that implementing machine learning
tools with optical techniques such as 2D X-ray imaging and HSI can provide a rapid and
reliable alternative to the subjective and time-consuming visual inspection method. The
outcomes of this research can contribute to developing new technologies for detecting
and/or preventing damage, resulting in increased crop yields and reduced economic
losses for stakeholders. However, to validate these findings, further testing should be
performed on a wider range of crops.
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51240 Niğde, Turkey
zeynepunal@ohu.edu.tr

3 Glocal School of Science and Technology, Glocal University, Delhi-Yamunotri Marg (State
Highway 57), Mirzapur Pole, Dist - Saharanpur , U.P. 247121, India

4 Department of Computer Science and Information Technology, Jazan University, Jazan 45142,
Saudi Arabia

Abstract. Seed classification plays a crucial role in various agricultural and indus-
trial applications, such as crop breeding, seed quality assessment, and plant disease
identification. This study presents a novel deep-learning model for seed classifi-
cation. In this study, a dataset of 15 seeds has been created, containing around
3018 RGB images, with the objective of developing an accurate and efficient deep
learning-based model capable of classifying seeds with high precision. In this
study, we explore the effectiveness of two distinct approaches for seed classifica-
tion: training the Xception model from scratch and leveraging transfer learning
with the Pre-trained Xception model. The experimental results offer a comprehen-
sive comparative analysis of training, validation, and testing outcomes. Notably,
the Pre-trained Xception model showcases superior performance across various
metrics. It achieves remarkable accuracy, attaining a perfect 1.0000 on both vali-
dation and test sets. Additionally, this model demonstrates significantly lower loss
values throughout the trainingphases, highlighting its enhancedpredictive capabil-
ities. Impressively, convergence is reached with fewer epochs and in shorter train-
ing duration, further underlining the efficiency and effectiveness of the Pre-trained
Xception model.

Keywords: Seed Classification · Deep Learning · CNN

1 Introduction

Seeds, the silent architects of biodiversity, hold within them the promise of life that spans
across every corner of our planet. From the sun-soaked savannas of Africa to the misty
rainforests of South America, seeds are nature’s couriers of resilience and continuity.
They carry with them the genetic blueprints of countless species, adapting and evolving
to the unique challenges presented by each environment [1].
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Seed classification is a vital aspect of plant science and agriculture, serving as a
foundational framework for understanding plant diversity, evolution, and ecosystem
dynamics [2]. It enables researchers, botanists, and farmers to categorize and organize
seeds based on their characteristics, facilitating efficient study, conservation, and utiliza-
tion of plant species. The classification process often involves assessing factors such as
seed size, shape, color, texture, and germination mechanisms, leading to a deeper com-
prehension of plant relationships and ecological roles [2]. Seed classification provides
insights into the evolutionary relationships among plant species, allowing scientists to
reconstruct the evolutionary history of plants through their seed traits [3]. This aids in
the development of accurate phylogenetic trees and contributes to our understanding of
how various plant lineages have diverged and adapted over time.

Furthermore, seed classification is essential for conservation efforts. By identifying
and categorizing seeds of rare, endangered, or economically valuable plant species, con-
servationists can prioritize their protection and preservation, ensuring that their genetic
diversity is safeguarded for future generations[4]. In agriculture, seed classification plays
a pivotal role in crop improvement and breeding programs. By understanding the genetic
traits carried by different seed varieties, breeders can select and crossbreed plants to
enhance desirable traits like yield, disease resistance, and nutritional content. This app-
roach has led to the development of high-yielding crop varieties that contribute to global
food security.

Recent advancements in artificial intelligence (AI) have reshaped industries, includ-
ing personalized learning in education [5, 6], data analysis for finance [7, 8], precision
farming in agriculture [9], and improved patient care in healthcare [10–14]. Particularly,
deep learning, a subset of AI, has revolutionized seed classification using neural net-
works to identify diverse plant species accurately, offering the potential for advancing
biodiversity studies and ecological understanding.

The literature shows that numerous scholars have endeavored to employ deep-
learning techniques for seed sorting. As an illustration, a study by Hamid et al. [15]
introduced a deep learning model aimed at classifying fourteen distinct seed species.
The model demonstrated impressive testing accuracy, reaching 99%.

Hoai et al. [3] addressed essential rice seed classification. They evaluate hand-crafted
descriptors, and CNNs, achieving 99.04% accuracy using the DenNet21 framework on
theVNRICEdataset. Bao et al. [16] explored computer image analysis formorphological
seed information. Deep learning, SVM, and random forest are tested on 150 aquatic
plant seeds, achieving high accuracy: SVM 97.91%, random forest 97.08%, and deep
learning 92.5%. This study enhances seed classification accuracy, favoring SVM and
random forest for aquatic plant seed recognition. Kurtulmuş [17] developed a computer
vision system using deep learning for sunflower seed identification. They test three
architectures (AlexNet, GoogleNet, ResNet) on 4800 sunflower seeds, achieving 95%
accuracy with GoogleNet. [18] addressed the challenge of plant species recognition via
seed image analysis. They proposed SeedNet, a novel CNN, achieving promising results
with accuracy values of 95.65% and 97.47% on two datasets. Xu et al. [19] addressed
efficient maize seed sorting. Their method combined machine vision and deep learning
using P-ResNet architecture. With 8080 seeds of five varieties, their model achieved
97.91% to 99.80% accuracy across different networks, excelling with P-ResNet.
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Haung et al. [20] tackled precise soybean seed sorting using a pipeline combin-
ing Mask R-CNN for image segmentation and their lightweight network, SNet, with
mixed feature recalibration modules for classification. SNet achieved 96.2% accuracy
with 1.29M parameters, surpassing previous models. Ünal et al. [21] applied deep learn-
ing to distinguish hazelnut classes. Industrial dataset with 2094 images per class. Effi-
cientNetB3 achieved 99.28% accuracy, excelling in “whole kernel” discrimination and
economic loss reduction. Gulzar [22] exploits AI advancements for fruit classification.
CNNs like MobileNetV2, and TL-MobileNetV2 (customized head), with transfer learn-
ing, achieve 99% accuracy, surpassing other models. The dropout technique minimizes
overfitting. Sabanci K. [23] proposed a deep learning method to distinguish tomato seed
cultivars. Images were taken, cropped, and augmented. MobileNetv2 achieved 93.44%
accuracy in CNN classification, while BiLSTM reached 96.09%. The study innovatively
enables accurate and rapid tomato seed cultivar classification.

Luo et al. [24] investigated weed seed classification using nondestructive image
recognition. They compared six CNN models on a dataset of 47,696 samples from
140 weed species. AlexNet and GoogLeNet excelled, with AlexNet offering accuracy
and efficiency, and GoogLeNet achieving the highest accuracy. Díaz-Martínez et al.
[25] integrated hyperspectral imaging and deep learning for rice seed classification.
Seed-based 3D-CNN achieved 91.33%, and pixel-based DNN achieved 94.83% accu-
racy, surpassing previous results. Wang et al. [26] used hyperspectral imaging and deep
learning to identify sweet maize seed varieties. Various models were compared, with
CNN-LSTM performing slightly better, achieving over 95% accuracy. The study high-
lights deep learning’s potential for accurate seed variety identification. Zhang et al. [27]
introduced an end-to-end trainable incremental learning (IL) framework for rapid and
non-destructive maize seed variety classification. They employed one-class classifiers
based on hyperspectral data, achieving over 91% accuracy in recognizing known vari-
eties and rejecting unknowns. This method holds potential for both incremental learning
and open-set recognition.

This paper highlights seed classification’s importance in agriculture and industry,
introducing a novel deep-learning model. It uses a dataset of 3018 RGB images con-
taining 15 seed species to create a precise classification model. The contribution of the
work is mentioned as follows:

• A new dataset has been created containing images of 15 distinct seed species.
• Thoroughly compareing the training of Xception model from scratch and using trans-

fer learningwith the Pre-trainedXceptionmodel, shedding light on transfer learning’s
advantages in seed classification applications.

• Demonstrating the Pre-trained Xception model’s superiority through rigorous exper-
iments.

2 Material and Methods

The methodology for creating a seed classification system is visually outlined in Fig. 1.
The process encompasses several key steps, beginning with sample collection, followed
by image acquisition. Subsequently, images are subjected to Image Rescaling to ensure
uniformity. The dataset is then divided into training, validation, and testing subsets in a
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ratio of 70/15/15, respectively [28, 29]. The core of the methodology involves training a
selected model from scratch. Additionally, the model was selected but this time transfer
learning was incorporated during training. The trained models are subjected to rigorous
testing, and the results are systematically compared and evaluated to determine their
performance characteristics and relative merits. This comprehensive approach ensures
the robust development and assessment of the seed classification system.

Fig. 1. Research Flow diagram

2.1 Dataset Description

In the initial phase, a diverse set of 15 distinct seed species, including black pepper, black-
eyed peas, corn, white beans, jumbo red beans, lupin, coffee beans, oat seeds, wheat
seeds, soya bean, pearl millet, red chori, lentil brown, black beans, and green peas, were
meticulously gathered for the training of the seed classification model. These samples
were methodically stored at room temperature, ensuring their integrity for subsequent
image acquisition. To prevent any potential cross-contamination, each class of seeds was
thoughtfully segregated into dedicated, well-organized containers. The containers, each
with a one-liter capacity, accommodated varying seed quantities based on the seed type.

To facilitate the image acquisition process, a systematic approach was adopted. Each
container was processed sequentially, with the seeds from the container being gently
dispensed in measured portions onto a pristine white tray, meticulously positioned to
optimize imaging. To capture a range of possible seed orientations, each portion of
seedswasmeticulouslymixed and then photographedmultiple times using a smartphone,
capturing scenarios of diverse seed placements on the classification tray. The smartphone
used offered a resolution of 4032 × 3024 pixels [29–31].

Maintaining consistency and accuracy during image capture was crucial. A tripod
was employed to securely affix the smartphone at a fixed distance from the samples,
minimizing any potential camera shake and ensuring uniformity across captured images.
This strategic solution not only maintained a consistent distance but also eliminated the
risk of image blurring due to inadvertent movement. A visual representation of captured
image samples can be observed in Fig. 2, showcasing themeticulous approach employed
in the seed classification project.

Captured images were labeled and saved in a dedicated folder for each class. Later
saved images were rescaled according to model requirements which in our study was
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Fig. 2. Samples of captured images

299× 299. The resulting collection contains 3018 images, 70% of which were randomly
selected and saved training folder. The remaining images were distributed equally and
saved in validation and testing folders. The samples of images, and the number of images
saved in the training, validation, and test folders are given in Table 1. The training was
performed on 2108 images, validation was performed on 452 images and the test was
performed on 458 images.

Table 1. Details of the obtained dataset

Class Training Validation Test Total

Black Pepper 148 32 32 212

Black-Eyed Peas 133 28 29 190

Corn 151 32 33 216

White Beans 135 29 30 194

Jumbo Red Beans 137 30 30 197

Lupin 141 30 31 202

Coffee Beans 140 30 30 200

Oat Seeds 141 30 31 202

(continued)



142 Y. Gulzar et al.

Table 1. (continued)

Class Training Validation Test Total

Wheat Seeds 140 30 30 200

Soya Bean 140 30 30 200

Pearl Millet 140 30 30 200

Red Chori 140 30 30 200

Lentil Brown 139 30 30 199

Black Beans 140 30 31 201

Green Peas 143 31 31 205

Total 2108 452 458 3018

2.2 Model Configurations and Experimental Settings

Themodel training processwas conducted on aWindows 10 Pro operating system, utiliz-
ing hardware components including an Intel i5 processor, GeForce GTX 1660 Graphics
Card, and 16 GB RAM. Python, along with essential libraries such as OpenCV and
Keras, formed the core environment for constructing the models. Initially, the Xcep-
tion model was trained from the ground up. To ascertain optimal parameters within this
architecture, meticulous hyperparameter tuning was undertaken. The search for the opti-
mal initial learning rate involved a systematic reduction by a factor of 10 for each trial,
spanning from 0.1 down to 0.000001. From the results tabulated, the ideal learning rate
emerged as 0.0001. The subsequent step involved pinpointing the optimal batch size;
options 8, 16, 32, and 64 were explored, coupled with the established learning rate of
0.0001. Following thorough analysis, a batch size of 8 was determined to be optimal. A
consistent epoch count of 100 was set, alongside the implementation of early stopping
with a patience parameter of 20.

Given the balanced nature of the dataset, evaluation metrics like precision, recall,
and F1-score closely mirrored accuracy. Consequently, the focus was placed solely
on accuracy – the ratio of correctly predicted values to all values – as the reported
metric. Beyond accuracy, model losses were pivotal for evaluation, denoting the extent
to which the model’s predictions aligned with actual data. Calculated as the deviation
between actual and predicted classes, the loss value illuminated the model’s predictive
performance. These identical hyperparameterswere seamlessly applied to the pre-trained
model, ensuring consistency and rigor across the training regimen.

3 Results and Discussion

Figure 3a offers a visual insight into the evolving training and validation accuracy over
the course of multiple epochs, while Fig. 3b delves into the corresponding training and
validation loss trends. Analyzing Fig. 3a, it becomes evident that the accuracy trajectory
of theXceptionmodel,when trained fromscratch on the seed dataset, embarked at around
60% and exhibited a gradual ascent, ultimately surging to an impressive 99% by the 15th
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iteration, which it steadfastly maintained till the conclusion of the training regimen. In
stark contrast, the journey of validation accuracy was less straightforward. Commencing
at a modest 5%, it exhibited a wavering progression marked by fluctuations through sub-
sequent iterations, highlighting the struggle of the Xception model’s validation accuracy
when built from the ground up. Transitioning to the discourse on training and validation
loss, both aspects mirror the earlier trends. Training loss, relatively restrained, attested
to the model’s gradual learning, whereas validation loss exhibited a more volatile behav-
ior, oscillating as training progressed. This intricately depicted similarity between the
training and validation loss in Fig. 3b serves to corroborate the challenge observed in the
model’s validation accuracy. Collectively, Fig. 3 provides a comprehensive understand-
ing that the Xception model encountered substantial loss variations during validation,
underscoring limited learning and a shortfall in themodel’s grasp of the intricate nuances
present within the seed dataset.

Fig. 3. Convergence curves of Xception Trained from Scratch a. Accuracy, b. Loss.

The insights garnered from Fig. 3 highlight a distinct pattern: training the Xception
model from scratch incurred significant loss during the training phase. This observation
led us to pivot towards the utilization of transfer learning. Acknowledging this pivotal
shift, we transitioned to the subsequent phase, leveraging the pre-existing weights of
the Xception model, originally trained on the expansive ImageNet dataset, and fine-
tuning it on our specialized seed dataset. Figure 4 provides a comprehensive view of
the Convergence curves of the Pre-trained Xception model, painting a vivid picture of
its performance. In Fig. 4a, we examine the trajectories of both training and validation
accuracy.

Figure 4a illustrates that the Pre-trained Xception model commenced its journey
with an impressive 85% accuracy, which rapidly escalated to achieve full accuracy of
100% within the initial iterations. Remarkably, the validation accuracy exhibited an
equally robust performance, beginning at 98% and swiftly converging to 100% over
the ensuing two iterations, subsequently maintaining this peak accuracy throughout the
training process.

Shifting our attention to Fig. 4b, the intricacies of training and validation loss are
unveiled. In the case of the pre-trained Xception model, the training loss experienced
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a higher magnitude at the outset, as the model initially encountered the novel nuances
of the seed dataset. However, with a progressive decline, this loss diminished signifi-
cantly, reaching less than 3 by the tenth iteration. Impressively, the trajectory continued
its descent, ultimately reaching a state of minimal loss. Conversely, validation loss, as
portrayed in Fig. 4b, embarked at 7% and exhibited a rapid decline, reaching an aston-
ishingly low value of 0.0002 by the tenth iteration. This exceptional level persisted
consistently until the validation phase concluded.

Cumulatively, the insights drawn from Fig. 4 underscore a resounding outcome:
the Xception model showcased its zenith performance when underpinned by transfer
learning. The model harnessed the richness of pre-existing knowledge while effectively
adapting it to the intricacies of the seed dataset, yielding superior resultswhen juxtaposed
with the challenges associated with training from scratch on the specialized seed dataset.

Fig. 4. Convergence curves of Pre-trained Xception a. Accuracy, b. Loss.

Table 2 provides a concise overview of the training, validation, and test Results
for both the Xception model trained from scratch and the Pre-trained Xception model.
Notably, theXception Scratchmodel exhibited an impressive training accuracy of 0.9986
with a corresponding training loss of 0.0063. For validation, it achieved an accuracy of
0.9867 with a slightly higher validation loss of 0.0786. During the testing phase, this
model maintained a strong accuracy of 0.9847, accompanied by a test loss of 0.0396.
The training process for this model took approximately 1 h and 39 min, while the testing
duration was notably brief at 5 s. The model underwent 56 epochs to reach these results.

On the other hand, the Pre-trained Xception model exhibited comparable perfor-
mance. It achieved a training accuracy of 0.9943 with a training loss of 0.0273. This
model’s validation accuracy was a perfect 1.0000, coupled with an exceptionally low
validation loss of 0.0002. During testing, the Pre-trained Xception model also demon-
strated a flawless accuracy of 1.0000, accompanied by the same minimal test loss of
0.0002. The training duration for this model was notably shorter at 52 min, and the
testing duration remained consistent at 5 s. The model converged to these results over
29 epochs.
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Table 2. Training, Validation, and Test Results of Models

Values Xception Scratch Pre-Trained Xception

Training Accuracy 0.9986 0.9943

Training Loss 0.0063 0.0273

Validation Accuracy 0.9867 1.0000

Validation Loss 0.0786 0.0002

Test Accuracy 0.9847 1.0000

Test Loss 0.0396 0.0002

Training Duration 1 h 39 m 52 m

Test Duration 5 s 5 s

Epochs 56 29

4 Conclusion

The conducted study delved into the task of seed classification, employing two distinct
approaches: training theXceptionmodel from scratch and utilizing transfer learningwith
the Pre-trained Xception model. The results underscore a clear advantage in favor of the
Pre-trainedXceptionmodel [32]. Thismodel not only achieved remarkable accuracy lev-
els but also demonstrated significantly lower loss values across the training, validation,
and testing phases. Notably, the Pre-trained Xception model exhibited impeccable accu-
racy, achieving a perfect 1.0000 on both validation and test sets. Additionally, themodel’s
convergence was achieved with a substantially reduced number of epochs and a shorter
training duration, underscoring its efficiency and effectiveness. Given its promising per-
formance, it is feasible to develop a mobile application intended for everyday users,
enabling them to classify various seed species. While the Pre-trained Xception model
has yielded impressive results, several avenues for further exploration and refinement
exist:

1. Ensemble Approaches: Investigating ensemble methods that combine predictions
from multiple models could potentially enhance classification performance even
further.

2. Fine-tuningStrategies: Experimentingwith different fine-tuning strategies for transfer
learning, such as adjusting learning rates for specific layers, could lead to enhanced
results.

3. Augmentation Techniques: Exploring advanced data augmentation techniques could
contribute to a more robust model that generalizes better to unseen data.

Domain-Specific Pre-training: Considering domain-specific pre-training on related
datasets could potentially yield models with an even greater understanding of seed-
specific features.
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21. Ünal Z, Aktaş H (2023) Classification of hazelnut kernels with deep learning. Postharvest
Biol Technol 197:112225. https://doi.org/10.1016/J.POSTHARVBIO.2022.112225

22. Gulzar Y (1906) Fruit image classification model based on MobileNetV2 with deep transfer
learning technique. Sustainability 2023:15

23. Sabanci K (2023) Benchmarking of CNN models and MobileNet-BiLSTM approach to clas-
sification of tomato seed cultivars. Sustainability (Switzerland) 15. https://doi.org/10.3390/
su15054443

24. Luo T et al (2023) Classification of weed seeds based on visual images and deep learning.
Inf Process Agric 10:40–51. https://doi.org/10.1016/j.inpa.2021.10.002

25. Díaz-Martínez V, Orozco-Sandoval J, Manian V, Dhatt BK, Walia H (2023) A deep learning
framework for processing and classification of hyperspectral rice seed images grown under
high day and night temperatures. Sensors 23. https://doi.org/10.3390/s23094370

26. Wang Y, Song S (2023) Variety identification of sweet maize seeds based on hyperspectral
imaging combined with deep learning. Infrared Phys Technol 130. https://doi.org/10.1016/j.
infrared.2023.104611

27. Zhang L, Huang J, Wei Y, Liu J, An D,Wu J (2023) Open set maize seed variety classification
using hyperspectral imaging coupled with a dual deep SVDD-based incremental learning
framework. Expert Syst Appl 234. https://doi.org/10.1016/j.eswa.2023.121043
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Abstract. Pistachio is a vital agricultural product native to the Middle East and
Central Asia. The world’s major pistachio producers, Iran, the USA, Turkey, and
Syria, contribute close to 90% of the total production worldwide. In Turkey, there
are eight primary domestic pistachio varieties, alongside five foreign varieties.
Each produced kind has its unique market and pricing point for consumers to
purchase. However, the existing method used to separate pistachio nuts is still
carried out with basic knowledge, leading to a significant potential for errors in the
classification process due to the virtually identical appearance of each pistachio
variety. To address this challenge and enhance the efficiency of the packaging
process, innovative technologies are required in the pistachio industry. This study
focuses on the classification of three distinct pistachio varieties—Siirt, Tekin, and
Uzun—using pre-trainedVGG16 and Inception-V3models, alongwith a proposed
Convolutional Neural Network (CNN) model. The dataset used in the study was
divided into three subsets, with 70% allocated for training, 15% for validation,
and 15% for testing. Specifically, 1575 images were used for training, and 672
images were allocated for both validation and testing purposes. As a result of the
performed classifications, test classification accuracies of 94.05%, 96.13%, and
97.02% were obtained from the pre-trained VGG16, Inception-V3 models, and
the proposed CNN model, respectively. The pre-trained models and the proposed
CNN model displayed impressive performance, but the proposed CNN model
demonstrated a slight advantage with its higher test accuracy score. This suggests
that it is more suitable and effective for the classification of the different varieties
of pistachio compared to the pre-trained models.
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1 Introduction

Pistachio (Pistacia vera L.) is an agricultural product originally from the Middle East
and Central Asia. Iran, the USA, Turkey, and Syria are the primary contributors, account-
ing for nearly 90% of global pistachio production. In Turkey, there are eight primary
domestic pistachio types: Uzun, Kırmızı, Halebi, Siirt, Beyazben, Sultani, Değirmi,
and Keten Gömleği. Additionally, five foreign varieties are cultivated: Ohadi, Bilgen,
Vahidi, Sefidi, and Mümtaz [1]. Among these domestic and foreign pistachio varieties,
the most preferred ones are Kırmızı, Siirt, and Halabi [2]. Pistachios rank second only to
hazelnuts in terms of fat content. They are also abundant in essential minerals and vita-
mins, encompassing phosphorus, potassium, calcium, magnesium, and iron. Moreover,
pistachios boast a vitamin-rich profile, including vitamins E, C, B1, and B2 [3].

Pistachio varieties exhibit considerable diversity, each catering to distinct markets
and consumer preferences. Take, for example, the Kırmızı and Siirt varieties. Kırmızı
stands out with its deep green hue, distinct flavor, and aromatic qualities, making it a
favored choice in the confectionery and sweet pastry industries. On the other hand, Siirt’s
round shape and excellent cracking ratemake it a popular snackoption amongconsumers.
[4]. Nonetheless, the method employed to differentiate between pistachio nuts continues
to rely on fundamental techniques. Consequently, there exists a significant likelihood of
errors during the classification procedure due to the nearly identical appearance of each
pistachio variety. The introduction of innovative solutions is imperative to accurately
identify the type of pistachio nuts, ensuring precise packaging for sales purposes [5].

In recent times, numerous research studies within the literature have focused on the
classification of agricultural products by employing deep learning and machine learn-
ing methodologies. Nonetheless, the volume of research dedicated to the categorization
of various pistachio types remains notably restricted. Specifically, there is a scarcity
of investigations that leverage deep learning methodologies to address this concern. A
study was conducted by Lisad et al. (2023) to classify two types of pistachio nuts using
the transfer learning approach, namely AlexNet, VGG16, and VGG19. In this study,
they used 2148 photos, 916 of the Siirt type and 1232 of the Kırmızı type. The dataset
was split into training and testing sets with an 80:20 ratio. By applying transfer learning
techniques using the AlexNet, VGG 16, and VGG 19 models, the classification results
achieved were 94.42%, 98.84%, and 98.14%, respectively [5]. Ozkan et al. (2021) used
an improved k-NN Classifier to classify open and closed pistachio nuts. In this study,
shape and morphological features were extracted from images. These features were then
used as inputs to train and test the machine learning algorithm. The results of the study
showed that the proposed technique achieved a classification accuracy of 94.18% [4].
In their study, Farazi et al. (2017) utilized a combination of deep learning and machine
learning approaches to distinguish between open-shelled pistachios and other types of
pistachios with signs of deterioration. They initiated their work with an initial dataset
containing 1000 images derived from both pistachio kernels and their shells. Employing
data augmentation techniques, they subsequently enlarged this dataset to encompass a
total of 20,000 images. The researchers then proceeded to extract relevant features from
these images, employing the architectural frameworks ofAlexNet andGoogleNet. Using
Principal Component Analysis (PCA), they identified the 300 most influential features
for subsequent analysis and classification purposes. Among these extracted features,
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the top 300 were chosen using Principal Component Analysis (PCA). Subsequently,
these selected features were used as input for a Support Vector Machine (SVM) classi-
fier to carry out the classification tasks. Remarkably, the highest accuracy of 99% was
achieved when utilizing features derived from the GoogleNet architecture [6]. Omid
(2011) introduced an expert system that relied on an acoustic emission signal coupled
with a fuzzy logic classifier to classify open and closed pistachio nuts. The evaluation of
the sorting system using testing datasets yielded an impressive overall accuracy rate of
95.56% [7]. Abbaszadeh et al. (2019) employed deep auto-encoder neural networks to
undertake the classification of pistachios into categories of defective and flawless. The
results of their research yielded a classification accuracy of 80.3% in accurately iden-
tifying defective pistachios. [8]. Rahimzadeh and Attar (2022) introduced a computer
vision system designed to differentiate between open and closed pistachios of various
types. Their methodology encompassed the utilization of CNN-based models, including
ResNet50, ResNet152, and VGG16, to extract pertinent features from pistachio images
and perform classification. The average classification accuracies achieved through these
models were 85.28%, 85.19%, and 83.32%, respectively [9]. In a study conducted by
Dheir et al. (2020), CNNalgorithmswere employed for the classification of various types
of nuts. The study encompassed the classification of five distinct nut types: chestnut,
hazelnut, forest nut, pecan nut, and walnut. This classification was carried out utilizing a
dataset consisting of 2868 images. The outcome of their work demonstrated an impres-
sive accuracy rate of 98% achieved through the utilization of a pre-trained CNN [10].
Ataş and Doğan (2015) employed various classification techniques, including J48 Deci-
sion Tree, Naïve Bayes, and Multi-Layer Perceptron (MLP), to differentiate between
open and closed pistachio nuts. Notably, the J48 decision tree was the primary classi-
fier used in this study. The performance of the J48 decision tree was also compared to
that of other classifiers such as Naïve Bayes and Multi-Layer Perceptron (MLP).The
results of the study revealed that the proposed system utilizing the J48 decision tree not
only provided a straightforward and easily interpretable classification model but also
achieved a commendable classification accuracy rate of 94.5% [11]. In another study
on the classification of defective and perfect pistachios, Dini et al. (2020) utilized pre-
trained CNN algorithms. The outcomes derived from examining 958 images revealed
that the GoogleNet, ResNet, and VGG16 models achieved classification accuracies of
95.8%, 97.2%, and 95.83% respectively [12].

Many studies have been conducted to improve the accuracy in categorizing various
types of pistachio varieties and distinguishing between open and closed pistachio nuts
by employing machine learning and deep learning techniques. However, most previous
studies have concentrated on the classification of only two pistachio varieties, specifi-
cally Kırmızı and Sirrt. Furthermore, these studies primarily focused on differentiating
between open and closed pistachio nuts, often employing traditional machine-learning
techniques. This study aims to use pre-trained VGG16, inception-V3 models, and a pro-
posed CNN model to classify three different pistachio varieties, including Siirt, Tekin,
and Uzun. Then, we will compare the obtained results from the proposed CNN model
with the pre-trained model.
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2 Materials and Methods

2.1 Image Acquisition

This researchwas conducted at the laboratory of theDepartment of AgriculturalMachin-
ery and Technologies Engineering in the Faculty of Agriculture at Ondokuz Mayis Uni-
versity in Samsun. A total of 1911 samples from various pistachio varieties, namely Siirt,
Tekin, and Uzun, were acquired from the Pistachio Research Institute of the Ministry
of Agriculture and Forest in Gaziantep. These samples were examined and stored at
room temperature. To ensure optimal image quality, a white surface was utilized as the
background during the experiment. Adequate lighting is essential for capturing high-
quality images; thus, two 8-W fluorescent lamps were employed as the light source
within the image acquisition chamber. The images of the three different pistachio vari-
eties were captured under identical conditions, including the same camera, position, and

Fig. 1. Image capturing system.

Fig. 2. Pistachio Siirt Type
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background. The image capture system utilized in this study is depicted in Fig. 1, which
consists of a camera connected to a computer equipped with an image capture card.
Figure 2, Fig. 3, and Fig. 4 show samples of the various pistachio varieties used in this
study.

Fig. 3. Pistachio Tekin Type

Fig. 4. Pistachio Uzun Type

2.2 Image Pre-processing

The pre-processing stage is essential to prepare the acquired dataset for utilization in pre-
trained models such as VGG16, Inception-V3, and the proposed CNNmodel. This stage
involves several operations to be performed on the dataset. These operations include
image scaling, image array conversion, and dataset division, which will facilitate future
classification processes. More detailed information about the pre-processing procedure
that will be followed can be found in Fig. 5.
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Fig. 5. Pre-processing Stages

2.2.1 Image Resize

Resizing involves adjusting the dimensions of an image to make it compatible with the
model’s input requirements. In the context of this study, image sizes were standardized
to facilitate model processing. Specifically, the dimensions used were 150 × 150 pixels
for the Inception-V3 model and 224× 224 pixels for the VGG16 model. Consequently,
during the subsequent training phase, images will be resized to these specific dimensions
to match the input specifications of each respective model.

2.2.2 Dataset Allocation

During this phase, a random selection method is employed to split the existing dataset
into two distinct subsets: training data and testing data. This process involves partitioning
a designated library folder, allocating 75% of the data for training, and distributing 15%
each for validation and testing purposes. The detailed distribution of the dataset is shown
in Table 1.

2.3 Convolutional Neural Network-Based Model

Deep learning, a subset of machine learning, has gained significant attention and has
been widely applied in various fields in recent years. In engineering applications, there is
a growing emphasis on addressing complex object recognition problems, and CNN) has
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Table 1. Allocation dataset

Pistachio Type Allocation Dataset

Train (70%) Validation (15%) Testing (15%)

Siirt 525 112 112

Tekin 525 112 112

Uzun 525 112 112

Total 1575 336 336

emerged as the go-to deep learning algorithm for such tasks. TheCNNarchitecture serves
as the fundamental framework for deep learning, consisting of convolution, pooling, fully
connected, dropout, and classification layers.

2.3.1 Convolution Layer

The convolutional layer plays a crucial role in extracting features from input data. It
operates by convolving input vectors with filters, which involves performing a locally
weighted sumaggregation. This process transforms the data into a feature space, allowing
for the identification of significant patterns. In the context of image analysis, the initial
convolutional layer primarily focuses on capturing fundamental attributes such as colors
and edges [13].

2.3.2 Pooling Layer

The pooling layer is a crucial elementwithin theCNNarchitecture, primarily serving two
functions: diminishing processing load and reducing the number of parameters within
the network [14].

2.3.3 Fully Connected Layer

In the fully connected layer, all the nodes or neurons are connected to the nodes of the
preceding layer. Each node in this layer receives input from all the nodes of the previous
layer. The number of nodes in the fully connected layer can vary between different
network architectures. In this layer, the features extracted from the previous layers are
preserved, and the learning process takes place by adjusting the weights and biases
associated with each node. These weights and biases are updated during the training
process using optimization algorithms like gradient descent to minimize the network’s
loss function [15].

2.3.4 Dropout Layer

During the training process, this layer employs a technique called selective connection
removal to enhance the learning performance of the network. This technique involves
selectively eliminating connections within the network. This process helps prevent over-
fitting and improves the network’s generalization capabilities. Once the input data is fed
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into the CNN, the training process commences. Through multiple iterations and adjust-
ments to the network’s weights and parameters, the CNN gradually learns to recognize
relevant patterns and features in the input data. The network’sweights and parameters are
updated to optimize its performance and improve its ability to make accurate predictions
or classifications the CNN learns to identify relevant patterns and features [16].

In this study, pre-trained VGG16, Inception-V3, and a proposed CNN model were
used to classify three different pistachio varieties, including Siirt, Tekin, and Uzun.

2.4 Pre-trained CNN Models

The literature encompasses a diverse range of CNN architectures. The selection of an
appropriate architecture takes into account factors such as classification accuracy, model
size, and computational speed. In this study, the choice of CNN models was made after
conducting several experiments to assess their performance against these criteria.

2.4.1 VGG16 Model

VGG16 is a CNN architecture created by the Visual Geometry Group (VGG). It is an
improvement over its predecessor, AlexNet, and is known for its high accuracy in image
classification tasks. VGG16 focuses on using smaller filter sizes and strides in the first
convolutional layer. While it achieves better accuracy compared to AlexNet, it requires
a larger amount of memory due to its increased number of parameters. Unlike AlexNet,
VGG16 employs smaller 3 × 3 dimensional filters in all convolution layers, with vari-
able numbers of 64, 128, and 256 filters. VGG16 is a relatively straightforward CNN
model with support for GPU acceleration. It consists of a total of 16 layers, including
13 convolutional layers, three fully connected layers, pooling layers, ReLU activation
layers, dropout layers, and a softmax layer for classification. The input layer of VGG16
accepts images of size 224× 224× 3 pixels, and the final layer is the classification layer
that outputs the predicted class probabilities. The architectural structure of VGG16 is
illustrated in Fig. 6 [17].

Fig. 6. VGG16 architecture
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2.4.2 Inception-V3 Model

The Inception architecture typically consists of three different sizes of convolution layers,
with the smallest one known as the unification layer. This architecture incorporates
multiple layers, including the convolution layer, which divides the input into smaller
subsets. This partitioning operation facilitates the processing of different features present
in the input data, thereby improving computational efficiency and mitigating overfitting
[18]. The concatenation layer serves as a link between the preceding module and the
subsequent module. In the architecture, the fully connected layer includes all the neurons
connecting themodule layer to the fully connected layer. The activation function utilized
in this Layer is SoftMax activation, which assists in addressing class categorization. The
architecture of the Inception-V3 model is seen in Fig. 7.

Fig. 7. Architecture of Inception-V3

2.5 The Proposed CNN Model

The proposed CNNmodel comprises five convolutional layers, MaxPooling, Batch Nor-
malization, 2 Dense layers, and Dropout. Each CNN output estimate is activated using
ReLU activation, while the output of the final sequential estimation model is activated
using Softmax activation. Softmax activation is commonly employed at the end of a net-
work for label estimation, particularly in multi-class classification tasks, as it enhances
effectiveness and accuracy. The Adam model, a popular optimization algorithm, along
with the Keras optimizer, was utilized in the training process with a learning rate of
0.0001. Themodel parameters and their corresponding values are summarized in Table 2.



Classification of Pistachio Varieties Using Pre-trained Architectures 157

Table 2. Proposed CNN model parameter

1. Conv2D
Layer

2. Conv2D
Layer

3. Conv2D
Layer

4. Conv2D
Layer

5. Conv2D
Layer

Flatten
Layer

output shape output shape output shape output shape output shape output shape

248, 248, 32 122, 122, 64 59, 59, 128 27, 27, 128 11,11,128 21,632

MaxPooling2D MaxPooling2D MaxPooling2D MaxPooling2D MaxPooling2D 1. Dense
and
Dropout

124, 124, 32 61, 61, 64 29,29, 128 13, 13, 128 5, 5, 128 512

Activation
function

Activation
function

Activation
function

Activation
function

Activation
function

Activation
function

ReLu ReLu ReLu ReLu ReLu Softmax

Total Total
parameters:

Trainable
parameters:

Non-trainable
parameters:

2,028,867 2,029,867 0

In the first convolutional layer, the input dimensions are 32 × 32 × 3. This is
followed by the second convolutional layer with dimensions 64× 64× 3, the third with
dimensions 128 × 128 × 3, the fourth with dimensions 128 × 128 × 3, and finally, the
fifth with dimensions 128× 128× 3.The flatten layer is succeeded by two dense layers
and a dropout layer.

2.6 Training- Validation-Testing Data and Model Evaluation

In this study, the dataset was split into three parts: 70% for training, 15% for validation,
and 15% for testing. Specifically, 1575 images were used for training, and 672 images
were allocated for both validation and testing. The model’s performance was evaluated
usingmetrics like true positive, false positive, false negative, and true negative, determin-
ing its accuracy. Besides accuracy, metrics such as precision, recall, and F1-score were
employed to assess the CNN model. Precision measures correctly classified positive
outcomes, showing the model’s ability to identify positives accurately. Recall evaluates
the correct identification of actual positive samples. The F1-score, derived from preci-
sion and recall, gives a balanced performance assessment. By using these metrics, the
model’s performance can be comprehensively evaluated [19]. There have been chosen
particular parameters for the proposed CNN model (Table 3).
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Table 3. Proposed CNN training parameter

Parameter Value

Batch size 64

Epoch 20

Momentum 0.9

Learning rate 0.0001

Metric Categorical cross-entropy

Optimization method Adam

3 Result and Discussion

In this study, we employed three distinct models: a pre-trained VGG16, Inception-V3,
and a CNN model proposed by us. The aim was to classify three different pistachio
varieties, namely Siirt, Tekin, and Uzun. To ensure a robust and generalized model,
we adopted hold-out cross-validation. This technique involves partitioning the data into
training, validation, and test subsets. Specifically, 70% of the total data was allocated
for training, 15% for validating the accuracy, and the remaining 15% for the test set.
Given our utilization of the transfer learning approach, the model was initiated with
pre-existing training weights. As the training progressed, these weights were updated
with newly acquired features tailored to the specific classification task at hand. This
methodology allowed us to build a model that can leverage the knowledge learned
from previous tasks and adapt it for the accurate classification of the different pistachio
varieties.

Fig. 8. Training and Validation Accuracy of proposed CNN model

The generalization of the model can be assessed by comparing the validation accu-
racy and training accuracy. Figure 8 shows that the validation accuracy is higher than
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Fig. 9. Training and Validation Loss of CNN

the training accuracy. The training accuracy assesses the model’s recognition capability
with training samples after each training epoch. Subsequently, the model’s performance
on the validation set is evaluated during the training process. When the validation accu-
racy exceeds the training accuracy, it indicates that the model isn’t overfitting and is
performing effectively on previously unseen data. Figure 9 demonstrates that as training
epochs increase, both training and validation loss decrease. The validation loss, in this
case, is consistently lower than the training loss. This indicates that the proposed model
is effectively learning from the training data and is able to generalize well to the valida-
tion data. Table 4 provides insights into the performance of the proposed model for the
classification task at hand. It likely showcases metrics such as accuracy, precision, recall,
or F1-score, which evaluate the model’s performance in classifying the data accurately.

In this study, we employed pre-trained VGG16, Inception-V3 models, and a pro-
posed CNN model to classify three distinct varieties of pistachios, namely Siirt, Tekin,
and Uzun. The pre-trained VGG16 model achieved an impressive validation accuracy
of 95.5% and a test accuracy of 94.05%. Similarly, the pre-trained Inception-V3 model
achieved a validation accuracy of 98.21% and a test accuracy of 96.13%. These results
highlight the effectiveness of the VGG16 and Inception-V3 models in accurately clas-
sifying the different pistachio varieties. Moreover, the proposed CNN model achieved
even higher accuracy scores, with a validation accuracy of 98.8% and a test accuracy of
97.02%. These results indicate that the architecture, layers, and hyperparameters of the
proposed CNN model were likely optimized for this specific classification task, leading
to improved performance compared to the pre-trained models.

In Table 4, the proposed CNN model’s performance on the test data was evaluated
using precision, recall, and F1-score metrics, which were calculated for each individ-
ual class. The results demonstrate that the model achieved a high level of accuracy in
classifying the data, as indicated by the average precision value of 98.07%. This implies
that the model made a low number of false positive predictions. Furthermore, the model
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Fig.10. The confusion matrix of the classification task for the proposed CNN model

Table 4. Precision, recall, and f1-score for pistachio classification using the proposedCNNmodel

Precision Recall F1-score

Siirt 0.9636 0.9464 0.9550

Tekin 0.9474 0.9643 0.9558

Uzun 1.000 1.000 1.000

Macro avg 0.9703 0.9702 0.9702

Weighted avg 0.9703 0.9702 0.9702

demonstrated a strong ability to correctly identify positive instances, as reflected by
the average recall value of 98.05%. This indicates that the model had a low number
of false negative predictions. The F1-score, which takes into account both precision
and recall, also yielded impressive results with an average value of 98.05%. The high
F1-score suggests that the model achieved a balanced performance between precision
and recall. Overall, these results indicate that the proposed CNN model performed well
in accurately classifying the test data across multiple classes, achieving high accuracy,
precision, recall, and F1-score values.

Many studies have been conducted to improve the accuracy of classifying vari-
ous types of pistachio varieties using machine learning and deep learning algorithms.



Classification of Pistachio Varieties Using Pre-trained Architectures 161

Table 5, provides a detailed summary of research specifically dedicated to classify-
ing both open-closed pistachio nuts and distinguishing different pistachio varieties. It
includes information such as the dataset size, classified varieties, employed models, and
their corresponding accuracy rates.

Table 5. Comparison of accuracy rates of classifying open-closed pistachio nuts and different
types of pistachio varieties using traditional machine learning and deep learning models.

Author/authors Model architecture Images
numbers

Varieties Accuracy

Hosseinpour-Zarnaq
et al., (2022)

CNN model 1600 Akbari and Ahmad
Aghaei (open or
closed)

98.75%

Singh, Taspinar et al.
(2022)

AlexNet, VGG16
and VGG19

2.148 Kırmıziı and Siirt 94.42%,
98.84%, and
98.14%

Lisad, kusrini et al.
(2023)

Inception-V3 and
ResNet50

2.148 Kırmızı and Siirt 96% and 86%

Rahimzadeh and
Attar (2022)

ResNet50,
ResNet152, and
VGG16

3.927 different pistachio
types (open-mouth
or closed-mouth)

85.28%,
85.19%, and
83.32%

Ozkan, Koklu et al.
(2021)

Improved k-NN 2.148 Kırmızı and Siirt
(open or closed)

94.18%

Ataş and Doğan
(2015)

J48 Decision Tree,
Naïve Bayes, and
Multi-Layer
Perceptron (MLP)

200 different pistachio
types (open
– closed)

95.5%, 94.5%
and 94.5%

Our study VGG16,
Inception-V3, and a
proposed CNN

2.247 Siirt, Tekin, and
Uzun

94.5%,
96.13%, and
97.02%

From the previous studies presented in Table 5, we have noticed that the highest
classification accuracy for classifying different varieties of pistachios using deep learning
algorithms was attained by Singh, Taspinar et al. (2022), who accomplished a high
accuracy rate of 98.84%, which is close to the result that we have achieved with the
proposed CNN model (97.02%) as presented in Fig. 10. Our proposed model was able
to classify all Uzun variety correctly, and only four samples from the Tekin variety was
misclassified as Siirt, and only six samples from the Siirt variety was misclassified as
Tekin. These results indicate that the architecture, layers, and hyperparameters of the
proposed CNN model effectively captured the distinctive patterns between the different
classes, resulting in improving the performance of the classification. It’s important to
highlight that in comparison to previous studies, only the research conducted by Singh,
Taspinar et al. (2022) attained higher accuracy rates than the CNNmodel proposed in this
study. This underscores the effectiveness of the proposed CNN model in distinguishing
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different pistachio varieties, making it a valuable tool for farmers and companies to
classify various types of pistachios accurately.

From the previous studies, we have noticed that many studies focused only on classi-
fying two or three distinct pistachio varieties. Further study should focus on classifying
many varieties to test the capability of these models to classify them accurately.

4 Conclusion

The objective of this study was to classify three distinct pistachio varieties using two
pre-trained models, VGG16 and Inception-V3, as well as a proposed CNN model. The
dataset of the study includes a total of 2247 images of Siirt, Tekin, and Uzun pista-
chio types. The dataset was divided into segments: 70% of the entire data for training,
15% for validation to assess accuracy, and the remaining 15% reserved for the test set.
The classification outcomes revealed that the pre-trained VGG16 model achieved a test
accuracy of 94.05%, the Inception-V3 model obtained 96.13%, and the proposed CNN
model exhibited the highest accuracy of 97.02%. These results indicate that the proposed
model, fine-tuned for the classification of the different varieties of pistachio, successfully
captured the unique patterns and characteristics associated with these classes. Overall,
the pre-trainedmodels and the proposed CNNmodel displayed impressive performance,
but the proposed CNN model demonstrated a slight advantage with its higher accuracy
scores. This suggests that it is more suitable and effective for the classification of the
different varieties of pistachio compared to the pre-trained models. By implementing
innovative technologies, such as the proposed CNN model, in the pistachio industry,
the study emphasizes the potential to revolutionize the classification process. Precisely
identifying the type of pistachio nuts will enable targeted packaging for sales, reducing
errors and meeting consumer expectations. Moreover, maximizing yield productivity
through improved classification methods will contribute to the well-being of farmers,
ensuring their economic sustainability and prosperity.
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Abstract. Water in intermediate-moisture foods can be broadly classified into
bound water, which is strongly bound to components, and free water, which can
easily move or evaporate due to changes in surrounding environmental conditions.
Free water is essential for the growth of microorganisms that can cause spoilage of
foods. Glycerol, a humectant with high water retention capacity, has been used as
an additive to reduce the free water content in processed foods because it is easily
hydrated to form stable hydrogen bonds with water and has been thought to reduce
the free water percentage in foods. Our research group used microwave dielectric
spectroscopy anddifferential scanning calorimetry (DSC) to evaluate the hydration
state around glycerol in comparison with several polyols with different water-
holding capacity. Microwave dielectric spectroscopy showed that the dielectric
spectra of the polyol aqueous solutions exhibited different molecular dynamics.
Quantitative estimation of free water content for 10 mol% concentration aqueous
solutions based onDSC results indicated that glycerol had significantly higher free
water content. These results were consistent, suggesting that humectants with high
water retention properties may not exhibit strong hydration. It was also suggested
that the hydration state around the solute, with low hydration water content, may
be a unique property of glycerol. In any case, the results overturn the conventional
interpretation that hydration plays an important role in the water-holding capacity
of humectants.

Keywords: Food additives · Humectants · Glycerol · Polyol · Hydration water

1 Introduction

Intermediate-moisture foods are attracting attention as foods with a long shelf life that
can be stored without refrigeration while retaining the same nutritional content as fresh
foods [1]. They are also considered new foods that require less energy for production
and distribution due to new production technologies. Dried foods can be stored for
long periods of time, but often lose their nutritional and sensory properties when water
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is removed in conventional industrial dehydration processes that require long hours at
high temperatures [2]. For this reason, intermediate-moisture foods have emerged as one
of the effective solutions to the pressing future challenges of a growing world population
and food supply needs [3].

In intermediate-moisture foods, food additives are used to extend shelf life by appro-
priately adjusting andmaintaining themoisture content in foods [2, 4, 5]. The importance
of the role of water in food preservation and food quality control in producing and storing
of intermediate-moisture foods was recognized early in history [6]. Water in foods can
be broadly classified into bound water, which is strongly bound to components such as
proteins and starch, and free water, which can be easily transferred or evaporated by
changes in surrounding environmental conditions. Free water is essential for the growth
of microorganisms that can cause spoilage of agricultural products. Therefore, there is
a need for additives that can reduce the amount of free water in foods and improve their
storability.

Glycerol is used as an additive that can reduce the free water content in processed
foods [7]. Glycerol is a highly water-holding capacity humectant, and is believed to
reduce the free water content in processed foods. It is conventionally believed that
hydration is related to the hygroscopicity of humectants, and it is assumed that the more
hygroscopic a humectant is, the stronger its hydration effect is. In other words, highly
hygroscopic humectants such as glycerol tend to hydrate by forming stable hydrogen
bonds with water, and are used because they are thought to reduce the free water content
by binding with water molecules in food products. Indeed, there have been many studies
that have modelled and explained these phenomena based on these phenomena [8–10]
(Fig. 1).

Fig. 1. The diagramof the conventional interpretation of the state ofwatermolecules in purewater
and those around glycerol, a highly hygroscopic humectant. The dotted lines represent hydrogen
bonds.

In recent years, microwave dielectric spectroscopy has emerged as a technique to
evaluatewater dynamics.Microwave dielectric spectroscopy allows us to observe the ori-
ented polarization of water under an alternating electric field. With this technique, water
with a delayed orientation of water molecules compared to pure water due to hydrogen
bonding with solutes can be distinguished from normal water (free water) as hydration
water. In the microwave region, information about the hydration state can be read quanti-
tatively due to dielectric relaxation caused by the orientation of water molecules. Hydra-
tion water is defined as a water molecule that is perturbed by the presence of a solute and
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differs from free water in its properties. Hydration water dynamically bound by solutes
has a significantly longer relaxation time than free water. Therefore, by using microwave
dielectric spectroscopy, hydration water and free water can be observed separately based
on the difference in their relaxation response, and the amount and dynamics of hydra-
tion water can be determined. If hydration water and free water also exhibit different
relaxation times for humectants, it will be possible to separately observe each relaxation
component of hydration water and free water in aqueous solutions of humectants.

We have performed microwave dielectric spectroscopy, which has not previously
been used to study hydration water in aqueous solutions of humectants, on aqueous
glycerol solutions and reported the possibility of observing the hydration state around
glycerol [11]. Furthermore, our research group evaluated the hydration state around
glycerol, which is known as a highly water-holding capacity humectant, and suggested
that water-holding capacity humectants may not exhibit strong hydration. This result
challenges the conventional interpretation that hydration plays an important role in the
water-holding capacity of humectants. We have investigated the hydration state of water
molecules surrounding glycerol.

Based on these findings, the objective is to develop a systematic understanding
of the characteristics related to the water-holding mechanisms of glycerol and other
humectants to clarify the relationship between water-holding capacity and hydration.
We will compare glycerol with other humectants and verify whether this is a property
unique to glycerol. If we can evaluate the dynamics of water molecules around glycerol
and humectants, wemay be able to determine the growth environment ofmicroorganisms
more accurately in processed foods. This is expected to become a new indicator of food
safety and security.

In order to understand the characteristics of water-holding capacity humectants,
low-molecular-weight alcohols are used as humectants. We used diglycerol (DiGL) and
glycerol (GL), which are considered to have particularly high water-holding capacity, as
well as propylene glycol (PG) and butylene glycol (BG), which also have water-holding
capacity but less than DiGL and GL, as samples [12–14]. Dielectric spectra of each
polyol are obtained. The dielectric spectra of each polyol are obtained and qualitatively
discussed. Differential scanning calorimetry (DSC) is also performed to understand the
state of water molecules around the polyol in more detail.

2 Methods

2.1 Sample Preparation

PG (99.5% purity; FujifilmWako Pure Chemicals Co., Ltd.), BG 99.5% purity; Fujifilm
Wako Pure Chemicals Co., Ltd.), GL (99.5% purity; Fujifilm Wako Pure Chemicals
Co., Ltd.) and DiGL (99.5% purity; FujifilmWako Pure Chemicals Co., Ltd.) were used
as samples. The polyols/water mixtures were prepared by mixing deionized distilled
water purified with WG250B (Yamato Scientific Co., Ltd.). We obtained a final polyol
concentration of 0–60 mol % in 10 mol % intervals and 60–100 mol% in 20 mol%
intervals.
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2.2 Microwave Dielectric Spectroscopy

Among several methods for studying the hydration water around a solute, we performed
dielectric spectroscopy in the microwave band. This technique observes the orienta-
tion relaxation of a material with respect to an electric field. The complex permittivity
obtained from the measurement represents the dielectric loss in the imaginary part [15].

A vector network analyzer (VNA, Agilent Technologies, P5008B) with a coax-
ial reflection probe (N1501A) and an electronic calibration module (N4693-60001)
mounted in a launch configuration as shown in Fig. 2 was used to measure the sam-
ple dielectric loss ε” in the frequency range 30 MHz ~ 20 GHz. The dielectric loss ε” of
the sample was measured in the frequency range of 10 MHz ~ 20 GHz. Calibration was
performed at three points with air, diethyl ketone, and pure water. 150μL of sample was
measured with a micropipette and placed in the measuring unit and each measurement
was performed twice. The measurement intensity was −10 dBm, the intermediate fre-
quency bandwidth was 30 Hz, and the temperature control Peltier (VICS, VPE-35) was
set to 25.0 °C. The data were equally spaced on the frequency domain log scale.

Fig. 2. The set up of the VNA experiment. The aqueous solution in the measuring section is
temperature-controlled by a water-cooled Peltier with an error of ±0.04 °C.

2.3 Differential Scanning Calorimetry (DSC)

DSC is a powerful tool for exploring the microstructure and thermal behavior of a liquid
humectant solution sample [16–18]. According to the criterion of freezing temperature,
themicrostructure of water in humectants can be classified into three types: nonfreezable
water, intermediate water, and free water. Intermediate water and free water are also
called freezable water because they can exhibit a phase transition [18]. In relation to
microwave dielectric spectroscopy, nonfreezablewater and intermediatewater are bound
waters that can be readily bound to the humectant by hydrogen bonding. The intermediate
water and free water are called freezingwater because they can exhibit a phase transition.
In relation to microwave dielectric spectroscopy, nonfreezable water and intermediate
water are bound waters that can be easily combined with the humectant by hydrogen
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bonding.The intermediatewater and freewater are called freezingwater because they can
exhibit a phase transition. In relation to microwave dielectric spectroscopy, nonfreezable
water and intermediate water are hydration water, which can be easily combined with
the humectant by hydrogen bonding.

DSC measurements were performed by NEXTA DSC200 (Hitachi High-Tech). The
melting process was observed after quenching from room temperature to -50 °C at
20 °C/min increasing the temperature to 15 °C at 5 °C/min. A blank aluminum pan was
used as a reference temperature. Each polyol concentration was 10 mol% and measured
twice.

3 Results

3.1 Microwave Dielectric Spectroscopy

As shown in Fig. 3, the dielectric loss spectrum of pure water exhibits a single broad peak
at about 20 GHz. The dielectric loss spectrum of pure water showed a relaxation time of
about 8.2 ps at 25.0 °C. The dielectric loss spectra of pure polyols are similar in that they
have a single, broad peak, but the peak frequency is clearly lower than that of pure water.
This indicates that the dielectric relaxation of pure polyols is slower than that of pure
water, and the spectral shapes of PG, BG, and GL are in good agreement with previous
studies [19–21]. Although the dielectric relaxation of DiGL has not been investigated in
this range, the result that the relaxation peak is shifted to the lower frequency side than
that of GL is consistent with the fact that the viscosity and molecular weight of DiGL
are larger than those of GL.

Fig. 3. Imaginary part of dielectric relaxation spectra of pure water and aqueous solution (mol%)
of polyols. (a) GL solution, (b) DiGL solution, (c) PG solution, (d) BG solution.

Here, we want to see how much the peak frequency of the dielectric relaxation spec-
trum changes with concentration; by taking the difference between the peak frequency
at 100 mol% and the peak frequency (� peak frequency) at each concentration, we can
see in Fig. 4 how the amount of change varies among the samples.
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Fig. 4. The comparison of � peak frequency at each concentration when the peak frequency at
100 mol% polyol concentration is set to 0.

The peak frequency change with respect to the 100 mol% concentration showed a
linear decrease at low concentrations and a gradual change toward higher concentra-
tions for all samples. Roughly up to the 20–30 mol% boundary, the respective relaxation
spectra were expected to be increasingly affected by the solute. The largest change was
observed for GL. Given that the peak of pure water is around 20 GHz, this suggests that
the free water effect of GL is greater at low concentrations than for other humectants.
In other words, the discussion of the concentration dependence of the peak frequency
transition suggests that GL is more affected by molecular dynamics due to free water
than other polyols. On the other hand, the relaxation spectrum of DiGL, which is said to
have more water-holding capacity than GL, shows that the molecular dynamics of the
aqueous solution seems to be less affected by free water than that of the other polyols.
Based on conventional understanding, the dynamics of aqueous polyol solutions should
be significantly affected by the solute even at low concentrations because the higher
the water-holding capacity, the more the polyol is hydrated with the surrounding water
molecules. Here, however, GL did not follow this understanding. These results sug-
gest that the water-holding capacity of not all humectants correlates with the molecular
dynamics of water in the aqueous solution, and that GL has special properties. In other
words, the results suggest that the water retention of GL is not due to hydration of the
solute and its surrounding water molecules, different from the conventional perception.

3.2 Differential Scanning Calorimetry (DSC)

The characteristics of molecular dynamics in hydration were interpreted from the relax-
ation spectra obtained by microwave dielectric spectroscopy. Here, we would like to
further evaluate the hydration status by quantitatively evaluating the specific amount of
hydration water in aqueous polyol solutions. The heat flow of polyols during the melting
process is shown in Fig. 5. Below the phase transition temperature, the temperature of
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the sample increases at a constant rate [22]. When the phase transition temperature is
reached, thermal energy is consumed by the phase transition and endothermy occurs.
In other words, more energy is used for freezing for those with greater heat absorption,
indicating more freezable water per gram of aqueous solution. In fact, if we take a base-
line and integrate to obtain the enthalpy of aqueous solution, we obtain that the amount
of freezable water per gram of solution is GL > BG > PG > DiGL.

Fig. 5. The heat flow of 10 mol% polyol solution during melting process.

In addition, to evaluate the hydration state around the polyol in detail, the number of
unfreezable and freezable water molecules per solute molecule was calculated (Fig. 6).
Compared to other polyols, GL has a particularly low number of unfreezable water
molecules per solutemolecule and a high number of freezablewatermolecules per solute
molecule. This result is consistent with the microwave dielectric spectroscopy results;
the molecular dynamics of GL aqueous solutions are less affected by solute dynamics
at low concentrations compared to other polyol aqueous solutions. These two results
indicate that GL has a particularly low hydration water content and a high free water
content, which is a property unique to GL, regardless of the water-holding capacity of the
humectant, since DiGL does not show any outstanding characteristics when compared
to other polyol aqueous solutions.
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Fig. 6. The number of water molecules per solute molecule in the melting process of polyols. (a)
Nnf: Number of nonfreezable water molecules per solute molecule, (b) Nf: Number of freezable
water molecules per solute molecule.

4 Conclusion

The results of microwave dielectric spectroscopy and DSC, respectively, reveal the het-
erogeneous nature of GL among humectants.Microwave dielectric spectroscopy showed
that the dielectric relaxation spectra were different between humectants with at least dif-
ferent water-holding capacities. These differences were not only in the spectral shape
at 100 mol% solute, but also in the spectral change with concentration. It is suggested
that it may be possible to distinguish the state of water molecules around the solute.
The number of freezable and nonfreezable water molecules per solute molecule was
estimated from the endothermic reaction during the melting process of a 10 mol% aque-
ous humectant solution obtained from DSC. These results indicate that at least GL has
less antifreeze water per solute molecule than the other three humectants. This result
supports the microwave dielectric spectroscopy results, which show the specificity of
GL.

More detailed analysis of these results in the future may provide a detailed under-
standing of the water-holding mechanism of the GL and humectants at the molecular
level. Elucidating the mechanism of GL’s water retention could be used to better manage
the water content in intermediate-moisture foods.

References

1. Liu X, Zhou P, TranA, Labuza PT (2009) Effects of polyols on the stcapacity of whey proteins
in intermediate-moisture food model systems. J Agric Food Chem 57(6):2339–2345

2. Qiu L, Zhang M, Tang J, Adhikari B, Cao P (2019) Innovative technologies for producing
and preserving intermediate moisture foods: a review. Food Res Int 116:90–102

3. Carocho M, Barreiro M, Morales P, Frreira I (2014) Adding molecules to food, pros and
cons: a review on synthetic and natural food additives. Compr. Rev. Food Sci. Food Safety
13(4):377–399

4. Finn S et al (2015) Exposure of Salmonella enterica Serovar Typhimurium to three humectants
used in the food industry induces different osmoadaptation systems. Appl Environ Microbiol
81(19):6800–6811



172 N. Takeuchi et al.

5. Schmidt FC, Carciofi BAM, Laurindo JB (2008) Salting operational diagrams for chicken
breast cuts: hydration–dehydration. J Food Eng 88(1):36–44

6. Taoikis P, Richardson M (2020). Principles of Intermediate-Moisture Foods and Related
Technology. John Wiley & Sons, Ltd.

7. Troller JA, Christian JHB (1981). [Food and Water Activity] Syokuhin to suibun kassei (in
Japanese). Gakkai Publishing Center

8. Hayashi Y, Puzenko A, Ryabov I, Feldman Y (2005) Relaxation dynamics in glycerol–water
mixtures. 2. mesoscopic feature in water rich mixtures. J Phys Chem B 109:9174–9177

9. Kataoka Y, Kitadai N, Hisatomi O, Nakashima S (2011) Nature of hydrogen bonding of
water molecules in aqueous solutions of glycerol by attenuated total reflection (ATR) infrared
spectroscopy. Appl Specectrosc 65:436–441

10. Towey JJ, Dougan L (2012) Structural examination of the impact of glycerol on water
structure. J Phys Chem B 116:1633–1641

11. Morita M, Fmatsumura TS, Ogawa Y, Kondo N, Shiraga K (2022) Hydrogen-bond configu-
rations of hydration water around glycerol investigated by HOH bending and OH stretching
analysis. J Phys Chem B 126(47):9871–9880

12. Umare SS, Chandure AS, Pandey RA (2007) Synthesis, characterization and biodegradable
studies of 1,3-propanediol based polyesters. Polym Degrad Stcapacity 92(3):464–479

13. Steele JR (1987) Use of polyols to measure equilibrium relative humidity. Int J Food Sci
Technol 22(4):377–384

14. Crowther M (2021) Understanding humectant behaviour through their water-holding proper-
ties. Int J Cosmet Sci 43(5):601–609

15. Grant HE, Sheppard JR, Shouth PG (1987). Dielectric Behaviour of Biological Molecules in
Solution. Oxford University Press

16. Chen HJ et al (2022) Moisture retention of glycerin solutions with various concentrations: a
comparative study. Sci Rep 12(1):10232

17. Sambale A, Kurkowski M, Stommel M (2019) Determination of moisture gradients in
polyamide 6 using StepScan DSC. Thermochim Acta 672:150–156

18. Lin CP, Tsai SY (2019) Differences in the moisture capacity and thermal stability of Tremella
fuciformis polysaccharides obtained by various drying processes. Molecules 24:2856

19. Hayashi Y, Puzeko A, Feldman Y (2006) Slow and fast dynamics in glycerol–water mixtures.
J Non-Cryst Solids 354(42):4696–4703

20. Lux A, Stockhausen M (1993) A dielectric relaxation study of some liquid dihydric alcohols
and their mixtures with water. Phys Chem Liq 26(1):67–83

21. Köhler M, Lunkenheimer P, Goncharov Y, When R, Loidl A (2010) Glassy dynamics in
mono-, di- and tri-propylene glycol: from the α- to the fast β-relaxation. J Non-Cryst Solids
356(11):529–534

22. Saito K, Morikawa J (2012). [Practical Series in Analytical Chemistry Instrumental Analysis
Part 13: Thermal Analysis] Bunsekikagaku jitsugi kiki bunseki hen 13 netsu bunseki (in
Japanese). The Japan Society for Analytical Chemistry



Natural Resources and Enviromental
Systems in Agriculture



Development of Fertigation System for Hose
Reel Irrigation Machines

Turgay Polat1(B) and Ahmet Çolak2

1 Central Research Institute of Field Crops, 06170 Ankara, Turkey
turgayplt71@gmail.com.tr

2 Department of Agricultural Machinery and Technologies Engineering, Faculty of Agriculture,
Ankara University, 06110 Ankara, Turkey

Abstract. Hose reel irrigation machines irrigate with linear motion and sprin-
kler method. In this study, an integrated fertigation system was developed for a
110 mm × 400 m hose reel irrigation machine manufactured by SEZERMAC. In
the developed system, together with an hose reel irrigation machine, a volumet-
ric dosing pump with a microprocessor, a fertilizer tank manufactured in special
dimensions, a pair of symmetrical consoles for the fertilizer tank and solar system
components were used. In order to determine the working performance of the
developed system, pH, EC, TDS values were measured in irrigation water mixed
with liquid chemical fertilizer. At the same time, necessary analyzes were made
to determine the total nitrogen and total phosphorus values. The Christiansen uni-
formity coefficient (CUC) was calculated to determine the working performance
of the system developed using the values obtained as a result of measurement and
analysis. CUC values calculated for pH, EC and TDS parameters were determined
to be between 95.0% and 99.9%. The CUC values calculated for the total nitrogen
and total phosphorus amounts were found to be between 83.79% and 96.42%. The
developed fertigation system could be used successfully with hose reel irrigation
machines.

Keywords: Dosing pump · Fertigation · Hose reel irrigation machine · Solar
system components

1 Introduction

With the use of advanced technology systems in agriculture, savings can be achieved
in inputs such as energy, biological materials, labor, spare parts, fertilizer, feed, various
chemicals and irrigation water required for production. Due to global warming and
climate changes seen in recent years, efficient use of inputs and circular economy are
prominent paradigms. One of the important stages of plant production in field agriculture
is irrigation and the other is fertilization. A researcher reported that the systems to be
designed in the near future will be advanced equipment that mixes plant nutrients into
irrigation water according to the need in order to increase product yield, called the
fertigation technique [1]. Farmers dealing with field agriculture make fertilization at

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2024
E. Cavallo et al. (Eds.): ANKAgEng 2023, LNCE 458, pp. 175–185, 2024.
https://doi.org/10.1007/978-3-031-51579-8_18

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-51579-8_18&domain=pdf
https://doi.org/10.1007/978-3-031-51579-8_18


176 T. Polat and A. Çolak

least twice inmany plants, especially in the cultivation of cool climate cereals. Combined
sowing machines are generally used for the first fertilization. The second fertilization in
the spring is done with rotary plate fertilizer spreaders used by hanging on the tractor or
with trailed type universal fertilizer spreaders.

Miller et al. revealed in their study that the efficiency of fertilizer use is higher in
nitrogen applications made by mixing fertilizer into the irrigation water with the drip
irrigation method than nitrogen applications made by adding fertilizer to the plant row
with the furrow irrigation method [2]. One of the modern irrigation equipment used in
recent years is hose reel irrigation machines. Hose reel irrigation machines have high
water usage efficiency. Also, it is quite easy to use. The machines make irrigation in the
form of sprinkler using pressurized water.

The basic principle in agricultural production is to obtain the maximum amount
of product from the unit area by using optimum inputs and protecting the agricultural
environment. Optimum use of inputs and protection of the agricultural environment
is possible by using technological innovations in agriculture. In addition, the use of
technological innovations in agriculture reduces the unit product cost and enables the
producer to compete in domestic and foreign markets. For these reasons, various studies
have been realized to design a fertigation system that mixes fertilizer into irrigationwater
for hose reel irrigation machines. Bortolini and Bisol compared traditional fertilizer
distribution systems and fertigation systems used with hose reel irrigation machines in
the distribution of cattle manure used for corn plant production [3]. They pointed out
that nitrogen losses in the form of nitrate were less in the water and air samples taken
from the area where the fertigation application was made.

The lack of access to the electricity grid everywhere, especially in field conditions, is
an obstacle to the use of electrically powered dosing pumps during irrigation. Recently,
renewable energy sources such as solar or wind are used in many agricultural areas
where there is no electricity grid. Solar and wind energy from these sources is con-
verted into electrical energy with photovoltaic batteries and wind turbines and used for
charging accumulators. The accumulators, which store the electricity produced from
renewable sources, enable the devices that need electrical energy to be used integrated
with agricultural machinery in agricultural areas where there is no electricity network.
Another important point is that the tank to be used to store the liquid chemical fertilizers
required to be mixed into the irrigation water is integrated into the hose reel irrigation
machine. Otherwise, another trailer or carrier vehicle should be used for the tank that
will carry the liquid chemical fertilizers. In this study, a fertigation system that will mix
fertilizer into the irrigation water during irrigation using hose reel irrigation machines
has been designed and its prototype has been manufactured. Before this study, images
of fertigation systems designed for hose reel irrigation machines are given in Fig. 1 [4,
5]. A trailer is needed for these systems. In addition, there are no norm setting units. In
one of the systems, an electrically powered pump-motor couple is used. Therefore, it is
dependent on the electricity grid. In the other system, a proportional dosing pump was
used to mix the fertilizer. Therefore, the fertilizer norm cannot be adjusted precisely.

The innovative aspect of our work is the development of a fertigation system that is
integrated into hose reel irrigation machines, has a norm adjustment unit and produces
its own electrical energy.
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Fig. 1. Images of fertigation systems designed for hose reel irrigation machines.

2 Material and Method

In our study, an hose reel irrigation machine with 10 atm * 110 mm * 400 m pipe man-
ufactured by SEZERMAC was used together with the boom. One of the most important
components of fertigation systems is the fertilizer tank. The fertilizer tank has been
sized considering the maximum work area of the hose reel irrigation machine and the
maximum amount of fertilizer that should be applied to this work area in one irrigation.
At the same time, attention was paid that the sized fertilizer tank volume should not be
more than the reserve space volume on the machine. Another component that is sized
according to the reserve volume on themachine is the console that will carry the fertilizer
tank. By using the added constructions, the basic geometric dimensions of the hose reel
irrigation machine have not changed. At the same time, after the addition of the console
that will carry the fertilizer tank, “maneuver tests” were carried out by pulling it with a
tractor.

Liquid chemical fertilizers with nitrogen (UAN-32) and phosphorus (Cleanphos)
were used in fertigation experiments. Therefore, there is no need to prepare any solution
for the fertilizer to be mixed with the irrigation water. The feeding of the hose reel
irrigation machine was used by pressurizing the water supplied from the pond with a
high-tech irrigation system working with the principle of constant pressure and variable
flow. The measurement of the working performance of the developed fertigation system
was carried out on a field with barley stubble on it without slope and large enough for
hose reel irrigation machine trials. The manufacturing images of the construction of the
developed machine are given in Fig. 2.

Kramer et al. stated in their study that electromagnetically driven dosing pumps are
suitable for sensitively measuring and pumping any liquid in motor vehicles [6]. A 25
W Nova-D model electromagnetic dosing pump manufactured by “ENELSA-AnTech”
has been supplied to apply fertilizer to the water inlet pipe of the hose reel irrigation
machine. The LCD screen, touch buttons and suction pipe air release valve on the
supplied dosing pump provide comfort. In addition, with its solenoid drive technology,
it can automatically adapt to networks with different voltages between 95–260 V. The
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Fig. 2. The manufacturing images of the construction of the developed machine

flow rate of the dosing pump changes according to the pressure in the water inlet pipe.
The amount of fluid (L/h) pumped by the dosing pump with a stroke volume of 0.555 ml
per unit time can also be expressed as the number of pulses (frequency) per unit time
due to its intermittent operation [7]. The image of the dosing pump used in the study
and the nomogram of its characteristics are given in Fig. 3.

Fig. 3. Image of the dosing pump and nomogram of its characteristics

An accumulator (d) that can provide 12 V voltage and 65 Ah current was used to
provide the electrical energy required for the dosing pump and lighting tools used in the
study. Solar power system componentswere used to charge the accumulators used in field
conditions. One of these solar power system components is a 190 Wp monocrystalline
photovoltaic panel (a), which produces electrical energy with 24% efficiency. In order
to charge the accumulator, a 130 W charge controller (b) and an inverter (c) with 300 W
output power that produces the voltage required to operate the dosing pump were used.
The images of the solar power system components used in the study are given in Fig. 4.
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Fig. 4. Images of the solar power system components

The dosing pump used in the study, the charge controller, the inverter and the group
socket controlled by automatic fusewere installed in an IP 65 board since it is not possible
to operate them in atmospheric conditions. The solar panel and the accumulator, which
cannot fit into the board, are placed in a cabinet made of metal material. However, the
photovoltaic panel was the cover of the cabinet, which was manufactured by fitting it
into a frame made of metal material. The images of the cabinet (a) and the board (b)
used in the study are given in Fig. 5.

Fig. 5. Images of cabinet and board

3 Results

After the components were installed on the hose real irrigation machine, field trials
were carried out in the “randomized plots trial and factorial order” to measure the work-
ing performance of the designed fertigation system. In order to determine the working
performance of the hose reel irrigation machine equipped with a fertigation system,
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measurements were made for pH, EC and TDS parameters in irrigation water mixed
with liquid chemical fertilizers. The specified measurements were carried out immedi-
ately under field conditions with a HANNA brand HI 9811-5 model portable device.
The amounts of total nitrogen and total phosphorus mixed with irrigation water were
determined by analyzing in Ankara University laboratories. The mixture of fertilizer
and irrigation water used for measurement and analysis was obtained with plastic con-
tainers placed under the boom during irrigation. The images of the water collection and
sampling containers are given in Fig. 6.

Fig. 6. Images of water collection and sampling containers

Hribik reported that the nutrient distribution uniformity mixed with the irrigation
water is at the same rate as the water distribution uniformity [8]. He explained that water
distribution uniformity is a unique and special value that determines the work quality of
hose reel irrigationmachines. Jobbagy et al. reported that themost commonmethod used
to determine the water distribution uniformity in sprinkler irrigation is to calculate the
CUC coefficient [9]. In the fertigation application carried out in this study, Christiansen’s
uniformity coefficientwas used to calculate the homogeneity of the fertilizersmixedwith
the irrigation water. The equation used in the calculation of the Christiansen’s uniformity
coefficient is given below [10, 11].

CUC: Christiansen uniformity coefficient (%).
�q0: The average of the absolute deviations from the average of the fertilizer amount

in the water collection containers (ppm)
q0: Average amount of fertilizer in water collection containers (ppm)
The trialswere carried out at twodifferent irrigationwater pressures, 5 bar and2.5 bar.

Similarly, the dosing pumpwas operated at two different frequencies, 150 pulse/min and
300 pulse/min. The pH, EC (µS/cm) and TDS (ppm) values measured in the samples
taken from the irrigation water mixed with fertilizer in the 4 combinations of fertigation



Development of Fertigation System 181

Table 1. pH, EC, TDS, average and CUC values in fertigation with nitrogen

Parameters 5 bar
150 Pulse/min

5 bar
300 Pulse/min

2.5 bar
150 Pulse/min

2.5 bar
300 Pulse/min

avg CUC avg CUC avg CUC avg CUC

pH 8.58 99.9 8.58 99.6 8.59 99.7 8.40 99.9

EC 602 97.3 690 98.7 694 95 915 99.5

TDS 294 97 339 98.8 341 95.1 451 99.6

application with nitrogen liquid chemical fertilizer (UAN-32) and the mean (avg) and
CUC (%) values calculated by using these values are given in Table 1.

The pH, EC (µS/cm) and TDS (ppm) values measured in the samples taken from
the irrigation water mixed with fertilizer in the 4 combinations of fertigation application
with phosphorous liquid chemical fertilizer (CLEANPHOS), and the average (avg) and
CUC (%) values calculated by using these values are given in Table 2.

Table 2. pH, EC, TDS, average and CUC values in fertigation with phosphorous

Parameters 5 bar
150 Pulse/min

5 bar
300 Pulse/min

2.5 bar
150 Pulse/min

2.5 bar
300 Pulse/min

avg CUC avg CUC avg CUC avg CUC

pH 8.03 96 7.53 99.1 7.58 98.2 7.13 99.1

EC 519 96.8 503 98.6 504 97.6 485 98.1

TDS 252 96.7 244 97.7 244 97.6 236 97.7

The average amount of nitrogen and uniformity coefficient were calculated by ana-
lyzing of the samples taken from irrigation water in four combinations of fertigation
application with nitrogen liquid chemical fertilizer (UAN-32). Calculated values are
given in Table 3.

Table 3. The average nitrogen and uniformity coefficient

5*
150**

Total
Nitrogen
%

5*
300**

Total
Nitrogen
%

2.5*
150**

Total
Nitrogen
%

2.5*
300**

Total
Nitrogen
%

avg 0.0031 avg 0.0049 avg 0.0058 avg 0.0090

CUC 83.79 CUC 90.03 CUC 91.8 CUC 91.19
* bar ** pulse/min



182 T. Polat and A. Çolak

The average amount of phosphorus and the coefficient of uniformity were calculated
by analyzing the samples taken from the irrigation water in four combinations of ferti-
gation application with phosphorus liquid chemical fertilizer (P2O5). Calculated values
are given in Table 4.

Table 4. The average phosphorus and uniformity coefficient

5*
150**

Total
P2O5
%

5*
300**

Total
P2O5
%

2.5*
150**

Total
P2O5
%

2.5*
300**

Total
P2O5
%

avg 584 avg 471 avg 445 avg 439

CUC 89.81 CUC 96.42 CUC 95.30 CUC 94.83
* bar ** pulse/min

The average and CUC values calculated for the amount of nitrogenous water
(AONW) collected in the containers placed under the boom in the 4 combinations of
fertigation application made with nitrogen liquid chemical fertilizer (UAN-32) are given
in Table 5.

Table 5. The average and CUC values calculated for the amount of nitrogenous water

5**
150*

AONW
(kg)

5**
300*

AONW
(kg)

2,5**
150*

AONW
(kg)

2,5**
300*

AONW
(kg)

avg 5.40 avg 5.39 avg 4.35 avg 4.27

CUC 88.91 CUC 85.30 CUC 83.88 CUC 84.95
* bar ** pulse/min

The avg and CUC values calculated for the amount of phosphorus water (AOPW)
collected in the containers placed under the boom in the 4 combinations of fertigation
application with phosphorus liquid chemical fertilizer (P2O5) are given in Table 6.

Table 6. The average and CUC values calculated for the amount of phosphorus water

5**
150*

AOPW
(kg)

5**
300*

AOPW
(kg)

2,5**
150*

AOPW
(kg)

2,5**
300*

AOPW
(kg)

avg 5.75 avg 5.69 avg 4.41 avg 4.43

CUC 85.35 CUC 88.38 CUC 86.69 CUC 80.06
* bar ** pulse/min

As a result of the calculations made to determine the working performance of the
developed fertigation system, theminimumandmaximumCUCvalues of the parameters
measured and analyzed in all combinations are summarized in Table 7.
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Table 7. The minimum and maximum CUC values of the parameters

CUC % pH EC (µS/cm) TDS (mg/L) Total Nitrogenous
(mg/L)

Total Phosphorus
(mg/L)

Minimum 96 95 95.1 83.79 89.81

Maximum 99.9 99.5 99.6 91.80 96.42

When Table 7 is examined, it is seen that the CUC values, which are an indicator
of the working performance of the developed fertigation system, were at least 83.79%
and at most 99.9% in all combinations in the trial. Although no mixer mechanism is
used in the system that ensures homogeneous mixing of liquid chemical fertilizers with
the irrigation water, the reason for obtaining a high level of homogeneity is that the
integrated turbine-gearbox mechanism, which moves the drum of the machine, has a
mixing effect.

4 Conclusion

In this study, an integrated fertigation system (TURPO CLK FS) for hose reel irriga-
tion machines was designed and prototype was manufactured. In order to determine
the working performance of the developed fertigation system, field trials were carried
out independent of vegetation. Measurements, analyzes and calculations were made
using fertilizer mixed water samples obtained from the field trials. Two different liquid
chemical fertilizers were used in the experiments. These fertilizers were mixed into the
irrigation water with two different dosage pump frequencies at two different irrigation
water pressures.

The following objectives have been achieved with the fertigation system developed
in this study.

1. A fertigation system that mixes fertilizer with irrigation water with high uniformity
has been obtained.

2. The advantages of fertigation, which is mostly applied in horticultural agriculture,
are also transferred in field agriculture.

3. Compared to conventional fertilizer applications, field traffic has also been reduced.
4. An effective and synergistic application was realized by using water and fertilizer

together.
5. Combined Hose Reel IrrigationMachine was obtained by integrating the fertigation

system.
6. There is no need to use another trailer for the tank that will carry the liquid chemical

fertilizers and the other components used in the fertigation system.
7. By using an irrigation machine with a fertigation system, there is no need to apply

fertilizer with conventional machines, especially in grains in the spring. In other
words, field traffic has also been reduced.

8. Just like liquid chemical fertilizers, liquid pesticides can also be applied with the
developed system.
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9. A platform that can be used for variable rate fertilizer applications has been obtained.
10. There is a boom behind the standard hose reel irrigation machines and a gearbox on

the left side. There is no hardware on the front and right side of the machine. The
fertilizer tank in the fertigation system is replaced in the front of the machine, and
the solar system components are installed on the right side. Therefore, the balance
of hose reel irrigation machines with fertigation system is higher than standard
machines.

Cavero et al. investigated the effects of day and night irrigation on plant growth and
yield using sprinkler heads on corn plants [12]. They explained that the evaporation
losses seen in daytime irrigation are twice the evaporation losses seen in night irrigation.
Another issue they reported was that corn grain yield was 10% less in daylight irrigation
due to the decrease in biomass production. Biswas stated that 20–60% increase in yield is
achievedwith fertigation inmany plants, while 20–70% savings can be achieved inwater
usage [13]. He explained that the fertigation application is the most suitable method for
wetting the root zone of the plant, and it increases the efficiency of fertilizer use at least
twofold. For this reason, he recommended the farmers to do fertilization and irrigation
effectively, in other words, to meet with fertigation.

Wind turbines should be used to charge the accumulators used in the fertigation
system developed in this study, even during night irrigation. The fertigation system
developed for hose reel irrigation machines in this study has high working performance.
It will enable farmers to save time and energy.
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Abstract. Drought andwater shortage aremajor concerns in California andmany
parts of the world, and efficient water use is critical for growers.Water stress refers
to the condition where the water demand exceeds the available water for a plant.
The immediate goal of this research was to enhance existing water stress monitor-
ing systems and develop a better irrigation scheduling system for pistachio trees
in California. Currently, existing strategies for detecting water stress are either
model-based or sensor-based, and each approach has limitations. In this project,
we developed a data-driven model that combines model-based and sensor-based
approaches and a system that takes advantage of both techniques. The test site was
a pistachio orchard in Central California. During the growing season, extensive
amounts of data were collected. Local environmental data such as ambient tem-
perature, relative humidity, and pressure, were collected using sensors. Besides
these, other collected data included multi-spectral aerial images, thermal images,
sap flow, stemwater potential data, and local. Aerial images were used to construct
several vegetative indexes. A feature selection method was used to determine the
most relevant input data. All the selected data was fed into different AI mod-
els. This paper discusses the results and shows the best approach for water stress
detection in a pistachio orchard.

Keywords: Sensor · Irrigation scheduling · AI model

1 Introduction

Due to major issues of increasing water scarcity and drought, efficient water use is
crucial for growers in California and many other parts of the world [1]. In response
to these challenges, farmers are gradually adopting innovative irrigation practices and
technologies tomaximizewater efficiency [2]. These include precision irrigation systems
that supplywater directly to the roots of plants [3], aswell as the use ofmeasuring devices
and data analytics to optimize irrigation schedules based on crop needs and real-time
climate conditions [4].

To detect water stress, model-based approaches use mathematical models [5, 6] to
simulate how plants respond to water availability [7]. Although generating, analyzing,
and understandingmodel-based or sensor-based techniques are simple, these approaches
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are currently the most common methods for detecting water stress, and each has its
drawbacks [8]. Therefore, improved techniques are continually in demand.

On the other hand, inputting precise and reliable data is crucial to ensure accurate
modeling. It also needs to be considered that the models may not work correctly in
all real-world complexities. The quality of the data utilized for modeling significantly
influences the accuracy of the forecasts and results [9]. To eliminate biases or mistakes
that might reduce the dependability of the results, it is critical to carefully test and clean
the data before feeding it into the models [10].

Nowadays, machine learning (ML) and artificial intelligence (AI) are widely used
in data analysis in many sectors, including agriculture [11, 12]. In a study, using deep
learning and digital images to classify different levels of water stress with high accuracy
was proposed [13]. An AI-based approach was utilized to automatically detect water
on the Earth’s surface using GNSS-R sensors onboard UAVs [14]. Using the AI tech-
nique in this study diminished the calibration limitation of a threshold setting for water
detection. This approach indicated that the demonstrated unsupervised ML algorithm
improved the traditional manual-based threshold-setting technique for water detection.
These computer science-based methods have transformed the way data is collected, pro-
cessed, and used in agriculture [11]. Based on these technologies, farmers can nowmake
better decisions about crop yield prediction, pest control, and irrigationmanagement [15,
16].

Basedon thefindings, neithermodel-basednor sensor-based approaches canproperly
predict water stress in trees. Therefore, other alternative procedures should be investi-
gated to improve bothmethods.Apotential strategywould be to useAI andML, changing
them depending on the features acquired from these models.

The objective of this study was to develop a data-driven model that combines both
model-based and sensor-based approaches, as well as a system that takes advantage of
both techniques.

2 Methods

In 2022, during the pistachio kernel development season in California, which is normally
betweenMay andAugust [17, 18], large amounts of datawere collected fromaPistachios
orchard located in the Central Valley in California (37°15′58.9′′N, 120°25′16.4′′W). The
pistachio shell and kernel growth stages in Central Valley, California, are shown in Fig. 1.
These data were collected from the field using several types of sensors and equipment.
Localweather stations collected the ambient temperature, relative humidity, and pressure
as the local environmental data. Besides these, thermal images, multispectral aerial
images, sap flow, and stem water potential data were also gathered.

Several ultra-low power, low-cost, and small weather sensor nodes were installed in
different rows of the pistachio orchard. These sensor nodes included a BME680 (Bosch
Sensortec GmbH, USA) and were equipped with ESP8266 (Espressif Systems, China)
for wireless sending weather data to the server.

Leaf surface temperatures were measured using a Melexis infrared thermometer
for the non-contact temperature sensor. These sensors recorded the canopy’s internal
temperature every 15 min. Data was saved on the device’s MicroSD card.
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Fig. 1. Pistachio shell and kernel growth stages in Central Valley, California right at the beginning
of (a) June, (b) July, (c) August, and (d) September [17, 18].

A DJI P4 drone with a multiband camera module was used for collecting aerial
images. This module consists of 1 RGB and a multispectral camera array. The multi-
spectral array with five cameras covers two megapixels of Red, Blue, Green, Red Edge,
and Near Infrared bands. The spectral peaks of Red, Blue, Green, Red Edge, and Near
Infrared camera lenses are 650, 450, 560, 730, and 840 nm, respectively. The spec-
tral accuracy of each camera is ±16 nm. Aerial images were taken from an altitude of
76.2 m using DJI Phantom 4 Pro drone. The total data flight time for each aerial orchard
photograph was about 10 min.

The sap flow sensor system [8] was equipped with a wireless module that allowed
measured raw information to be sent to an internet-connected cloud. The ESP8266
(ESP-01) module was used as a low-cost Wi-Fi module. Thermocouples’ temperature
differences were measured every ten minutes. To improve the quality of data before
modeling [9], the following steps were applied to the raw sap flow sensor data. First, the
values of the sap flowdensity every 10minwere extracted from the values of the recorded
temperature difference (�T ) and the average temperature difference between midnight
and 7:00 morning (�Tm) using the improved Granier’s sap flow density equation [19].
The daily peaks of calculated sap flow density as analytical features were statistically
analyzed.

The stem water potential of 18 selected pistachio trees was measured manually in
the field with a typical PMS Instrument pressure bomb (Model 615). Sap flow and trunk
moisture sensors were installed on 6 of these 18 trees. At about noon, several leaves on
different sides of a pistachio tree were covered using dark and reflective zipped plastic
bags for a duration of approximately 30 min. The covered leaf stems were then cut with
a sharp blade and inserted into the pressure chamber according to instructions in the
device handbook. Pressurized air was gradually introduced into the chamber until the
sap was visible to the naked eye. At this moment, the air pressure gauge’s value was
recorded.

The stochastic decision tree (SDT) was used as an ML method for a site-specific
calibration of aerial images based on the massive time series data collected from ground
sensors. In addition, the support vector machines (SVM) and k-nearest neighbors (KNN)
algorithms were used beside SDT for this purpose. The achieved prediction accuracy
was used for comparison and evaluate the result of these AI and ML-based methods.
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3 Results

The local weather station recorded a massive amount of ambient data of temperature
(Fig. 2), relative humidity (Fig. 3), and barometric pressure (Fig. 4) every 15 min during
the growing season. The collected data covered four important pistachio shell and kernel
growth months. Based on data from June, the difference in temperature between the
minimum temperature in the morning and the maximum in the warmest time in the
afternoon was changing very much. In July, this fluctuation reduced, and it was almost
constant. During August, just a few days less temperature difference was observed, and
the other days were almost like the previous month. In the first ten days of September,
the temperature difference was like July and August. But it significantly reduced during
the second ten days and returned to the amount that was observed in the first ten days in
the last ten days of September.

Fig. 2. Temperature changes in the pistachio field during (a) June, (b) July, (c) August, and (d)
September.

It was observed that the minimum relative humidity always occurred when the tem-
perature was at maximum level in the afternoon. The peak of the relative humidity also
happened around 6:00 AM when the temperature was at its daily minimum value. Rel-
ative humidity fluctuations were observed on all days during the pistachio nut growth
season. However, the average humidity increased significantly in the second half of
September.

The barometric pressure was behaving the same between June andAugust. A notable
drop was observed on September 9th. After this drop, the pressure increased to a level
higher than what it was in the last three months.

Several aerial multispectral images were recorded from the pistachio field. Sample
aerial NDVI images during the growth season are shown in Fig. 5. It was observed that
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Fig. 3. Relative humidity changes in the pistachio field during (a) June, (b) July, (c) August, and
(d) September.

Fig. 4. Barometric pressure changes in the pistachio field during (a) June, (b) July, (c) August,
and (d) September.

the ground vegetation index level decreased as time passed. However, the vegetation
index slightly increased over the tree area from the beginning of June until mid-July.
It almost remains at the same level in August and a little bit decreased in September.
Some error was in analyzing the aerial NDVI images due to the undesirable increase in
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vegetarians under the tree canopy. It was found that the cause of this issue was the fault
in the irrigation system that made data uneven for precise analysis.

Fig. 5. NDVIchanges in the pistachiofield during (a) June, (b) July, (c)August, and (d) September.

The sap flow data during the four important pistachio growth months is shown in
Fig. 6. Simply examining this time streaming data does not uncover what happened
during these months. However, as this is obvious, the sap flow density patterns were not
similar every day. Therefore, a feature of daily sap flow density peaks was chosen as the
input of the statistical analysis algorithm.

Figure 7 shows the daily peak values of the sap flow density during the four important
pistachio growth months. The peak values were also varying every day. It was found that
following the peak values pattern was still complicated and could not be directly related
to the growth stages of the pistachio shell and kernel.

On the other hand, the result of statistical analysis for the peaks of sap flow density
is shown in Table 1. Based on these results, the maximum value of the daily sap flow
density peaks increasing from 36.15 in June to 43.70 mL

m2s
in September. The rate of this

growth was slow during June and July. Between July and August, this rate became about
ten times faster. And finally, between August and September, this rate became one-third
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Fig. 6. Changes of the sap flow density of a pistachio tree during (a) June, (b) July, (c) August,
and (d) September.

Fig. 7. Daily peaks of the sap flow density of a pistachio tree during (a) June, (b) July, (c) August,
and (d) September.

of what it was during the last month. The same phenomena occurred for the median and
mean values of the daily sap flow density peaks.

An interesting correlation was found between the histogram for daily peaks of the
sap flow density of a pistachio tree during the growing season which is shown in Fig. 8.
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Table 1. Statistical values for the daily peaks of sap flow density

Month Peak values of the sap flow density ( mL
m2s

)

Minimum Mean Median Maximum Standard Deviation

June 13.61 22.28 21.60 36.15 5.84

July 13.74 21.51 21.62 35.64 4.81

August 11.35 25.25 25.01 41.49 5.68

September 7.04 25.99 27.84 43.70 7.86

The number of days that the peak of the sap flow density was greater than 25 mL
m2s

was
13 days in June. This number remained the same in the month of July. It became 21 and
22 days in August and September, respectively. This clearly indicates that a sap flow
sensor can be used to monitor the developing stages of the shell and kernel of pistachios.
In the early stages, less sap was transmitted from the root system toward the young
pistachio nut. However, the rate of sap flow increased when the kernel started to grow
larger during the months of August and September.

Fig. 8. Histogram for daily peaks of the sap flow density of a pistachio tree during (a) June, (b)
July, (c) August, and (d) September.

In another study, the pistachio trunk’s relative moisture was monitored. The changes
in the pistachio trunk’s relative moisture between the months of June and September are
shown in Fig. 9. It was observed that the relative moisture increased by about 6% during
the month of June. It was raised approximately 2% in July. It remains the same during
the first two weeks of August but slightly decreased in the last two weeks of this month.
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This reduction continued during the next month. The relative moisture content declined
by nearly 5% during September.

Fig. 9. Changes of the trunk’s relative moisture of a pistachio tree during (a) June, (b) July, (c)
August, and (d) September.

The result of reading pressure values andmeasured canopy temperature are shown in
Fig. 10. At the beginning of June, the leaves were young and wetter in comparison with
the situation of leaves at the end of September. At the beginning of June, the water in
the stem was extracted using lower pressure, unlike in September when higher-pressure
Nitrogen gas was injected into the chamber to be able to observe water coming out
of the leaf’s stem. The canopy temperature over time behaved in the same pattern as
the stem water potential did. Correlating the variation of average pressure with canopy
temperature remains complex and more data needs to be analyzed.

Based on the findings, it was discovered that statistical analysis of sap flow density
daily peaks had a stronger link with each stage of pistachio nutshell and kernel develop-
ment. As a result of this research, sap flow sensors could be utilized in future studies to
monitor pistachio nut growth and determine the best time to harvest the yield. However,
it was discovered that the changing rate of the stemwater potential and aerial NDVIwere
the same. Due to the high standard deviation, it did not exhibit as strong an association
with kernel growth as the sap flow density daily peaks did. During the pistachio growing
season, a similar relationship was seen between the tree canopy temperature and the stem
water potential increase. The trunk relative moisture is a helpful indication for detecting
the need for tree irrigating significantly sooner than the stress being noticed from the
stem water potential data.

The SDT results indicate that the applied model was able to provide about 90%
accuracy in estimating the stem water potential even feeding the vegetation indices and
sap flow data to the AI algorithm. Using only ambient temperature, relative humidity,
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Fig. 10. Graphs related to leaf stem water potential based on chamber pressure reading and
recorded canopy temperature on different sides of a pistachio tree.

barometric pressure, and thermal image data was enough for this ML-based prediction.
Moreover, in separate trials, SDT found that can perform at least 8%more precisely than
SVM and 20% more accurately than the K-NN technique for predicting stress.

4 Conclusion

This research integrated model-based and sensor-based methods, as well as AI and ML
that use both approaches. A massive quantity of data was collected, processed, and
evaluated from the beginning of June to the end of September, which were key months
for the growth of the shell and kernel of pistachio nuts. Ambient temperature, relative
humidity, barometric pressure, canopy thermal image, aerial hyperspectral images, sap
flow, tree trunk relative moisture content, and stem water potential were the collected
data. Based on the acquired data, the data behavior was modeled. These data were
cleaned before being given into the AI andML-based SDT, SVM, andK-NN algorithms.
SDT, SVM, and K-NN techniques obtained prediction accuracy of 90%, 82%, and 70%,
respectively.
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Abstract. Due to climate change and increasing energy prices worldwide, it has
become necessary to use greenhouses more efficiently and to spread production
throughout the year. The aim of this study is to investigate the possibilities of
using semi-enclosed or fully enclosed greenhouse technologies that can replace
traditional modern greenhouses. In line with this goal, greenhouse technologies
that could provide a solution between traditional greenhouses and semi-closed
greenhouse concepts are being explored in Turkey. Given that Turkey’s climatic
conditions aremuchmore favorable compared tomany other countries, controlling
traditional modern greenhouses using semi-closed techniques is seen as a viable
solution under desired conditions. This technique, especially applicable to plastic
greenhouses, could extend the production process in greenhouses to 345 days. In
addition to designing greenhouses with a semi-enclosed technology during the
installation phase, it is also important to adapt existing greenhouses to meet this
concept. Data related to the creation of necessary parameters and the determination
of transition phases to formulate control algorithms for domestically developed
systems with multi-climate or poly-climate techniques in Turkey are being eval-
uated within the scope of this study. The effects of energy efficiency and product
quality of the greenhouse operating with the Multi climate technique, which was
installed in the province ofMersin (covering an area of 5000m2), have been evalu-
ated under both classical greenhouse and semi-closed greenhouse conditions. The
establishment of an appropriate climate for plant growth anddevelopment in green-
houses is achieved by controlling variables such as temperature, relative humidity,
and sunlight within the greenhouse. In traditional greenhouses, the climate is con-
stantly changing due to external factors like sunlight, temperature, humidity, rain,
and more. Excess energy accumulation is managed to a limited extent through
strategic activation of ventilation or cooling systems. Semi-closed greenhouses
exhibit significant differences in control methods and operational techniques. Par-
ticularly, the positive pressure within the greenhouse is the most distinctive fea-
ture that alters the control approach. Positive pressure inside the greenhouse is
achieved using electronically controlled fans. Additionally, heating-cooling coils
coupled with these fans allow for climate control within the greenhouse. Another
key distinction of semi-closed greenhouses is that they require a smaller area
for roof ventilation windows compared to traditional greenhouses. These signifi-
cant differences also offer important advantages in greenhouse control techniques.
Controlled air exchange between the interior of the greenhouse and the climate
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corridor also facilitates energy savings. Controlled air inlet and outlet allow for
homogeneous profiles of horizontal and vertical temperature, humidity, and CO2
concentration to be obtained.

Keywords: Semi-closed greenhouse · Climate control · Coolers · Chiller · AHU

1 Introduction

The main objective of greenhouse cultivation, in its simplest sense, is to provide a
homogeneous temperature higher than the average temperature of the region and to
protect the plants from environmental influences such as wind, rain, hail, etc. To this
aim, in order to be able to grow plants successfully, it is necessary to regulate the climate
in the greenhouse in a way that is close to natural. When adjusting climate control, it is
important to avoid high temperatures that can stress the plants, while at the same time
preventing the humidity level in the greenhouse from fluctuating between maximum
and minimum limits, adjusting the carbon dioxide level and thus controlling the risk of
diseases that can jeopardize production. In this sense, an industrial greenhouse should
aim to find the appropriate value point between the ergonomic capacity of greenhouse
production systems, investment and operating costs, including climate control, and the
capital resources of the grower. In the greenhouse, temperature is the most important
variable to control. The majority of the plants grown are temperate climate plants and
their general temperature requirements are between 17–27 °C on average. The lower
upper limit temperature values are 10–35 °C. In general, greenhouses should be heated
when the average outside temperature is below 12–13 °C. When the average outside
temperature is below 27 °C, natural ventilation will prevent the temperature inside the
greenhouse from reaching extremes. When the temperature rises above this value, it is
important to use artificial coolingmethods (fog, fan-pad, shading, and chiller) tomaintain
product quality. The temperature inside the greenhouse should not reach 30–35 °C in
the long term.

The second parameter to be controlled in the greenhouse is relative humidity. Gen-
erally, a change in relative humidity between 60–85% does not have a great effect on
plants. However, humidity levels below 60% can cause water stress on the fresh leaves
of young plants, especially when ventilation is also done. On the other side, if the rel-
ative humidity in the greenhouse exceeds 95% in the long term, fungal diseases spread
rapidly, especially at night. Adjusting the vapor pressure balance in the greenhouse
regulates transpiration and reduces disease problems.

At night, if the greenhouses are not heated, the inside and outside temperature is
almost equal and it is not easy to reduce the humidity inside the greenhouse if the
outside humidity is high. Light, or more specifically PAR (Photosynthetically active
radiation) is another important parameter for production in greenhouses. But this need
can only be supplied by solar radiation [1]. A shading system, on the other side, is used
when the light intensity outside the greenhouse is too high or when it is desirable to slow
down the growth process by reducing the light intensity.

Another parameter that needs to be controlled in the greenhouse and directly affects
the amount of production is the CO2 concentration. Although natural ventilation during
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the day provides CO2 transfer into the greenhouse, the rate inside the greenhouse is
always lower than outside due to the plants’ constant need for CO2 for photosynthesis.
In a well-insulated greenhouse, the highest concentration is around 200 µmol mol-1,
while in the outside atmosphere it is 360 µmol mol-1. Due to the high plant density in
greenhouses, the CO2 ratio should be 2–3 times that of the atmosphere [1].

In an industrial greenhouse, the aim should be to find the appropriate value point
between the agronomic capacity of the production systems, the investment and operating
costs, including climate control, and the capital resources of the grower. Today, 95% of
greenhouse areas are located in regions such as Antalya, Adana,Mersin and Izmir, which
have very hot summers. In these regions, production stops until the end of August due
to the increasing temperature and rising humidity as of the end of June and greenhouses
remain empty for 60–80 days. The fact that greenhouses remain empty during this period
when solar radiation is intense creates great economic losses for the producer and the
country’s economy. Therefore, there is a need for new technologies that can include the
summer months in production. Within the scope of this study, the control parameters
and algorithm will be developed by testing the semi-closed greenhouse technologies,
which can be used in the local and international market, different from the classical type
greenhouses, which are accepted as the new generation in the world, under humid region
conditions. Although the new generation of closed and semi-closed greenhouse systems
require higher initial investment and technological know-how, in the long term, up to
30% reduction in energy use, 80% reduction in chemical use, 50% reduction in irrigation
water use and a 2-fold increase in crop yield compared to conventional greenhouses can
be achieved [3]. The greenhouse climate with the positive pressure obtained through the
closed system provides significant advantages in terms of energy use and cultivation. In
this type of greenhouses, energy, climate and nutrient management can be carried out
more effectively.

In addition, while fuel economy benefits can be achieved in the winter months,
production, which is terminated due to high temperatures in the summer period, can
be extended to the whole year thanks to the controlled and economical cooling. In
greenhouse cultivation, the most important obstacle to production in the summer months
is that the temperature inside the greenhouse cannot be controlled under night conditions,
and it rises higher than the limits required by the plant. In the semi-closed greenhouse
technique, the cooling process that starts in the daytime will continue at night and it will
be possible to create suitable climatic conditions. In these conditions, the most important
success criterion is to ensure the continuation of production in the greenhouse, which
is left empty in the summer months, and to ensure that the product to be obtained
during the periods when the field crop has not yet emerged and greenhouse production
is significantly reduced, is given to the market with a price above the market averages
or exports are realized. On the other side, by ensuring that the plant enters the fall
with its healthy, strong and adult structure, it will be possible to catch the increasing
prices and increase profitability during the period when the field crop is over and the
general greenhouse crop does not come out. For this purpose, it is extremely important
to determine the parameters that will ensure the transition between the classical and
semi-closed technique of the greenhouse (Fig. 1).
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Fig. 1. Equipment of the Semi-Closed Greenhouse Climate Corridor.

Today, 95% of the greenhouse areas in Turkey are located in regions such as Antalya,
Adana, Mersin and Izmir, where the summer months are very hot. In these regions,
production stops until the end of August due to the increasing temperature and rising
humidity as of the end of June and greenhouses remain empty for 60–80 days. In this
period when the solar radiation is high, empty greenhouses cause great losses for the
producer and the country’s economy. Therefore, there is a need for new technologies that
can include the summermonths in production. Semi-closed greenhouses can bemanaged
according to the outside climate [4]. With a decision mechanism that works according to
the temperatures inside and outside the greenhouse, the greenhouse can switch between
a classic and a semi-closed greenhouse. Thus, the outdoor climate is utilized in the
most appropriate way. In this type of greenhouses, control is realized as a result of
the interaction of all factors such as outdoor relative humidity and temperature, indoor
relative humidity, temperature, wind direction and speed, solar radiation, evaporation,
etc. with each other. In these respects, the automation system is extremely important [5].
The system should be able to perceive and evaluate this interactionwell and should have a
structure that can draw a correct conclusion. The air temperature inside the greenhouse,
which rises with the effect of the sun in the summer months, can be kept within the
desired limits in different ways with automation systems.

2 Materials and Methods

In a 5000m2 semi-closed greenhouse established inMersin province, tomato production
was carried out in soilless agriculture using the system known by the trade name POLY-
CLIMA. As is known, the climate of Mersin is very hot in summer and the humidity is
high. The high temperature problem in the greenhouse was solved with a cooling sys-
tem (chiller+Cooling-pad). However, when the heat was avoided, the relative humidity
increased. In the semi-closed (POLYCLIMA) system, both temperature and humidity
could be controlled according to the outside climate [6]. The temperature and humidity
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values could be reduced by using the ventilation system together with the cooling sys-
tem. When the outside climate changes, the ventilation window and interior windows
are opened and closed proportionally. Conditioned water is used in the chillers used in
the cooling of the greenhouse. The system consists of chiller unit, compressors, electri-
cal control unit, pumps, buffer tank, normal - solenoid valves, strainers, gas and water
pipelines. Coal is used to heat the water. It works in the same pipeline with the chiller.
After the water is heated, it is sent to the climate corridor with the pump group, sent
into the greenhouse and Air Handling Units (AHU) as in the chiller system, and returns
to the boiler again after the task is completed. AHU and air ducts are used to send the
air returning from outside or from the greenhouse into the greenhouse using the climate
corridor. Air Handling Units (AHU) consists of fan and coil. The fan pushes the air from
the climate corridor inside.

At the same time, as the air passes through the coil, it is conditioned, heated or cooled
according to the situation. After the AHU, the air is homogeneously distributed inside
the greenhouse with the help of the holes on the ducts. When the design of the AHUs
was finished and before they were put in place, they were tested and the results of the
test are shown below. A cooling by fogging system was used when the humidity was
low. A heat curtain was used to break the sunlight in the greenhouse and to save energy,
especially at night. Fans were provided to circulate the air inside the greenhouse. All
devices are under control using the climate control system (Fig. 2).

Fig. 2. AHU (Air Handling Unit) and Air Distribution system.

3 Results

The basic design parameters of theAirHandlingUnits (AHU) system include the number
of greenhouse air changes and the energy values required for cooling and heating. At
this point, the cooling capacity of the coil in the AHU is determined by considering the
climatic data of the region and the critical temperatures to be reached in the greenhouse
(Figs. 3, 4, 5, 6, 7, 8 and Tables 1, 2, 3, 4, 5, 6).
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Table 1. AHU, duct is not connected.

Frequency
Hz

velocity m/s Current
A

Voltage
V

diameter
mm

Area m2 Flow rate
m3/h

Power (W)

50 20 3.9 395 500 0.19625 14130 2132.052

45 16 3.7 361 500 0.19625 11304 1848.609

40 15 3.5 322 500 0.19625 10598 1559.768

35 13 3.3 283 500 0.19625 9185 1292.518

30 11 3.2 244 500 0.19625 7772 1080.627

25 9 3 205 500 0.19625 6359 851.16

20 167

15 128

10 90

AHU FLOW RATE

Fig. 3. AHU values, duct is not connected.

Table 2. AHU, duct connected - no holes.

Frequency
Hz

Velocity
m/s

Current
A

Voltage
V

Diameter
mm

Area m2 Flow
rate
m3/h

Power
(W)

Speed
(min-1)

50 9.5 3.9 395 630 0.311567 10656 2132.05 1500

45 8.5 3.7 361 630 0.311567 9534 1848.61 1350

40 8 3.5 322 630 0.311567 8973 1559.77 1200

(continued)
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Table 2. (continued)

Frequency
Hz

Velocity
m/s

Current
A

Voltage
V

Diameter
mm

Area m2 Flow
rate
m3/h

Power
(W)

Speed
(min-1)

35 6.5 3.3 283 630 0.311567 7291 1292.52 1050

30 5.5 3.2 244 630 0.311567 6169 1080.63 900

25 5 3.1 205 630 0.311567 5608 879.53 750

20 3.5 3.1 167 630 0.311567 3926 716.50 600

15 2 3.2 128 630 0.311567 2243 566.89 450

10 1 3.5 90 630 0.311567 1122 435.96 300

AHU FLOW RATE

Fig. 4. AHU values, duct connected - no holes.

Table 3. AHU, duct connected - 2 holes every 5 MT 36 holes

Frequency Hz Air velocity m/s Diameter
mm

Area m2 Flow rate
m3/h

50 10 630 0.311567 11216

45 9 630 0.311567 10095

40 8.5 630 0.311567 9534

35 7.5 630 0.311567 8412

30 6.5 630 0.311567 7291

25 5.7 630 0.311567 6393

(continued)
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Table 3. (continued)

Frequency Hz Air velocity m/s Diameter
mm

Area m2 Flow rate
m3/h

20 4.5 630 0.311567 5047

15 3 630 0.311567 3365

10 1.5 630 0.311567 1682

AHU FLOW RATE

Fig. 5. AHU values, duct connected - 2 holes every 5 MT 36 holes.

Table 4. AHU, duct connected - 2 holes every 1 MT.

Frequency Hz Air velocity m/s Diameter
mm

Area m2 Flow rate
m3/h

50 9 630 0.311567 10095

45 8 630 0.311567 8973

40 7 630 0.311567 7851

35 6 630 0.311567 6730

30 5 630 0.311567 5608

25 4 630 0.311567 4487

20 3 630 0.311567 3365

15 2 630 0.311567 2243

10 0.5 630 0.311567 561
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AHU FLOW RATE

Fig. 6. AHU values, duct connected - 2 holes every 1 MT.

Table 5. AHU, duct connected - 4 holes every 1 m total number of holes 107x4.

Frequency Hz Air velocity m/s Diameter
mm

Area m2 Flow rate
m3/h

50 8 630 0.311567 8973

45 7 630 0.311567 7851

40 6.25 630 0.311567 7010

35 5.25 630 0.311567 5889

30 4.25 630 0.311567 4767

25 3.5 630 0.311567 3926

20 2.2 630 0.311567 2468

15 1.5 630 0.311567 1682

10 0.5 630 0.311567 561

AHU FLOW RATE

Fig. 7. AHU data, channel connected - 4 holes every 1 m.
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Table 6. AHU, duct connected - 8 holes every 1 MT 107x8.

Frequency Hz Air velocity m/s Current
A

Diameter
mm

Area m2 Flow rate
m3/h

50 7 3,8 630 0.311567 7851

45 6.25 630 0.311567 7010

40 5.25 630 0.311567 5889

35 4.75 630 0.311567 5328

30 4 630 0.311567 4487

25 3.5 630 0.311567 3926

20 3 630 0.311567 3365

15 1 630 0.311567 1122

10 0.5 630 0.311567 561

Fig. 8. AHU data, channel connected - with 8 holes every 1 m.

In the tables above, the results of the tests carried out to determine the appropriate
number of holes are given. With 105 m duct, fan current and power values for different
air flow rates obtained at different speeds and different frequency values were observed
(Fig. 9 and Table 7).
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Table 7. 01.08.2016 Climatic Data.

Time T out T in RH
out

RH in T
Duct

T
Corridor

RH
Corridor

T Pad Frequency
Hz

10:00:00 35.00 31.00 68.00 64.00 23.20 30.50 77.00 25.00

11:00:00 37.00 31.00 68.00 59.00 24.50 32.20 77.00 30.00

12:00:00 38.00 32.00 70.00 58.00 25.10 31.50 77.00 28.00 30.00

13:00:00 38.00 32.00 70.00 58.00 26.10 31.00 78.00 27.90 30.00

14:00:00 38.00 32.70 70.00 58.00 26.20 31.20 73.00 28.00 35.00

15:00:00 37.00 32.00 66.00 55.00 26.50 31.30 72.00 28.20 35.00

16:00:00 36.00 30.00 66.00 59.00 26.20 30.60 72.00 27.60 35.00

17:00:00 35.00 28.00 70.00 64.00 26.00 30.00 71.00 27.00 35.00

18:00:00 35.00 26.00 72.00 64.00 25.20 29.30 74.00 27.00 35.00

01.08.2016 Climatic Data

Fig. 9. 01.08.2016 Greenhouse climatic data; due to cooling and heating, the temperature
difference between outside and inside is always approximately constant.
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The system started with chillers and Air Handling Units (AHU) at 10 am in the
morning. As the temperature increased over time, the temperature was reduced by oper-
ating the cooling pad system, and when the outside temperature dropped in the evening,
the cooling pad system and chiller were turned off and continued with AHUs until the
humidity decreased (Fig. 10 and Table 8).

Table 8. 09.08.2016 Climatic Data.

Time T out T in RH
out

RH in T
Duct

T
Corridor

RH
Corridor

T Pad Frequency
Hz

09:00:00 34.00 30.70 71.00 76.00 28.70 30.70 66.00 5.00

10:00:00 34.00 31.70 71.00 75.00 28.70 31.30 65.00 35.00

11:00:00 36.00 32.50 69.00 70.00 28.60 30.50 72.00 27.00 35.00

12:00:00 37.00 32.50 69.00 69.00 28.60 30.50 69.00 26.90 35.00

13:00:00 35.00 32.70 66.00 67.00 28.70 31.20 68.00 26.80 35.00

14:00:00 33.50 32.90 72.00 67.00 28.40 32.00 66.00 26.80 35.00

15:00:00 33.00 32.50 72.00 67.00 28.00 32.00 67.00 27.20 35.00

16:00:00 35.00 32.20 73.00 69.00 27.80 31.20 74.00 27.20 35.00

17:00:00 35.00 29.60 73.00 78.00 27.60 30.60 76.00 26.40 35.00

When the day started with Air Handling Units (AHU) and the temperature started to
rise, chillers were turned on. During the day, the temperature was reduced by opening the
Cooling Pad and increasing the speed of the AHUs, the circulation fan and ventilation
window were opened to reduce humidity. In the evening, when the interior window was
opened and the pad window and ventilation window were closed, the air was returned
from the greenhouse to the climate corridor and then back to the greenhouse with the
help of AHUs (Fig. 11 and Table 9).

Since the temperature was low in the morning, only AHUs were turned on and air
was sent to the greenhouse, when the temperature started to rise, both the chiller and
Cooling Padwere turned onwhile the heat curtain was closed and the ventilationwindow
was proportionally open by controlling the humidity. In the evening, the humidity and
temperature were kept under control by rotating the air inside the greenhouse without
taking it from the outside air (Fig. 12 and Table 10).

Since the outside temperature did not differ from the values of the previous days, the
temperature and humidity were kept below the desired values using the same method
(AHUs in the morning, chiller and cooling pad during the day). As mentioned in the
semi-closed greenhouses, all climate parameters (temperature, humidity, CO2 and light)
are automatically controlled by the automation system together with the cooling, heating
and ventilation system. Therefore, the greenhouse can produce throughout the year (both
in summer and winter when the temperature and humidity are high).
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09.08.2016 Climatic Data

Fig. 10. 09.08.2016 Greenhouse climatic data.

Table 9. 20.08.2016 Climatic Data.

Time T out T in RH
out

RH in T Duct T
Corridor

RH
Corridor

T Pad Frequency
Hz

09:00 33.00 28.40 68.00 73.00 24.50 29.90 72.00 25.00

10:00 35.00 29.20 68.00 72.00 25.70 32.00 63.00 25.00

11:00 35.00 31.20 70.00 68.00 26.50 31.00 69.00 27.40 35.00

12:00 36.00 31.50 69.00 67.00 26.50 30.00 78.00 28.60 35.00

13:00 37.00 32.70 68.00 66.00 26.70 30.80 73.00 28.20 35.00

14:00 37.00 32.80 64.00 64.00 27.20 30.60 69.00 27.90 35.00

15:00 36.00 31.50 79.00 66.00 26.50 30.00 72.00 27.80 35.00

16:00 36.00 31.00 71.00 68.00 26.70 29.60 78.00 27.80 30.00

17:00 34.00 29.00 73.00 70.00 26.40 28.70 81.00 27.40 30.00

18:00 33.00 28.50 74.00 72.00 25.20 30.00 84.00 27.20 30.00
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20.08.2016 Climatic Data

Fig. 11. 20.08.2016 Greenhouse climatic data.

Table 10. 22.08.2016 Climatic Data.

Time T out T in RH
out

RH in T
Duct

T
Corridor

RH
Corridor

T Pad Frequency
Hz

09:00:00 32.00 26.10 65.00 68.00 22.00 30.90 47.00 25.00

10:00:00 34.00 27.70 65.00 70.00 23.80 32.90 56.00 30.00

11:00:00 35.00 30.20 68.00 69.00 25.30 28.70 80.00 26.20 30.00

12:00:00 36.00 31.20 69.00 63.00 25.40 29.60 69.00 25.80 35.00

13:00:00 36.00 32.00 70.00 63.00 26.50 31.20 59.00 27.10 35.00

14:00:00 37.00 32.50 64.00 61.00 26.50 31.90 64.00 27.40 35.00

15:00:00 37.00 31.30 68.00 66.00 26.70 31.40 65.00 27.40 35.00

16:00:00 36.00 30.20 70.00 68.00 26.40 31.10 68.00 27.50 35.00

17:00:00 35.00 29.80 70.00 70.00 26.00 30.70 69.00 27.40 35.00

18:00:00 33.00 28.20 72.00 73.00 25.10 29.80 72.00 26.90 30.00

The aim of the greenhouse is not only to produce in summer but also to increase
yields. For the evaluation of chillers and fan-pad, the difference between the outside
temperature and the inside temperature of the greenhouse is calculated (Fig. 13).
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009.08.2016 Climatic Data

Fig. 12. 22.08.2016 Greenhouse climatic data.

Fig. 13. Outside, pad and duct temperature.

The difference between the outside temperature and the pad temperature shows how
much the pad reduces the temperature. The difference between pad temperature and
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duct temperature shows how much the chiller+AHU system reduces the temperature
(Figs. 14 and 15).

Fig. 14. Outside and inside temperature.

In the figure, the difference between the outside temperature and the inside
temperature shows the efficiency of the system.

Fig. 15. Outside and inside humidity.

In summer, the aim of the system is not only to reduce humidity but also to keep it at
the desired level. Therefore, when the outside humidity is high, it is lowered and when
it is low, it is raised.
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T out = Outside Temperature °C T In = Inside Temperature °C RH out = Outside
Humidity RH In = Internal Humidity.
T Duct = Duct Temperature °C T corridor = Corridor Temperature °C
RH corridor = Corridor humidity T Pad = Pad Temperature °C

4 Conclusion

On normal days, the highest air temperature was 38 °C and the highest humidity was
90%. Inside the greenhouse, the temperature was kept between 24–28 °C and humidity
between 60–85%. The number of holes in one meter of channel was determined as 12
pieces (Ø 16 mm). It was determined that 6 channels (Ø 600 mm) were suitable in each
tunnel. AHU speed was started with 25 Hz and activated as 50 Hz.

Although new generation closed and semi-closed greenhouse systems require higher
initial investment and technology knowledge, in the long term, up to 30% reduction in
energy use, 80% reduction in chemical use, 50% reduction in irrigation water use and a
two times increase in crop yield compared to conventional greenhouses can be achieved.
Thanks to the positive pressure obtained through the closed system, the climate inside
the greenhouse provides significant advantages in terms of energy use and cultivation.
In this type of greenhouses, energy, climate and nutrient management can be carried out
more effectively.

Even in a country like Turkey where energy costs are high, it is very suitable for
investment in terms of feasibility. Because it is a system that can amortize itself in a
few years. It is also very suitable for countries where energy is cheap and tomato prices
are high (such as Azerbaijan, Turkmenistan, Kazakhstan, Russia, Ukraine, Iran, Saudi
Arabia, Kuwait, Qatar).

A modern greenhouse has to meet many requirements. The first requirement for a
grower is to have a greenhouse that is mostly energy efficient.With PolyClima, advances
have been made towards the greenhouse of the future. It is a greenhouse that combines
all the needs of modern growers: higher yields, maximum food safety, minimum energy
and water consumption, minimum CO2 emissions and better returns.

PolyClima improves the greenhouse climate by providing full control over climatic
conditions. The greenhouse can, for example, be ventilated from the inside and outside,
or a combination of the two, allowing more sunlight in and significantly increasing CO2
levels. In short, a favorable value is the best growing environment for photosynthesis.
PolyClima has the potential for higher returns compared to other greenhouses.

The PolyClima concept is based on semi-enclosed cultivation using positive pressure
and filtered air inlet and outlet. This ensures effective pest control, lower disease levels
and residue-free cultivation. The result is maximum food safety.
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Abstract. The article is suggestion on cheap and effective monitoring of agricul-
tural systems under modern ecological state. Article include both mathematical
algorithm for assay quality of agrocenosis and example of its use basing on indi-
cating species. The current global environmental situation leads to significant
environmental disturbances in agricultural systems. Quantitative and qualitative
assessment of the state of agrocenosis is necessary to ensure efficient agricultural
production and ensure environmental cleanliness of products. There is a need for
effective and inexpensive methods of regular monitoring of agricultural systems.
Suchmethods canbe based on the achievements of fundamental science, especially
ecology. These methods were developed for a number of years by the ecological
scientific schools of Russia. The methods of assessing the state and forecasting
are static and dynamic. Dynamic methods are based on the assessment of trends
in the development of the system using methods of applied mathematics. In static
approaches, the method of phenogenetic indication based on the measured param-
eters of the population, such as sex ratio, sexual dimorphism, quantitative and
qualitative variability, is important. At the same time, the types of indicators of
the quality of the ecological situation are determined, the populations of which are
subject to assessment and survey. Biological species that may be used as indicator
are proposed. The species must be wide spread and useful for phenogenic study.
Such tree as a Betula is proposed.

Keywords: Ecological control · Phenogenic indication

1 Introduction

Article deals with express control of state of agricultural systems. Some innovate meth-
ods founded on records of theoretical ecology and genetics are proposed. Humanity
is currently producing more agricultural products than in the past. At the same time
agrarian area per person is minimal during history. This is due to scientific and tech-
nological progress and intensification of agrarian producing adding by biotechnology.
Accordingly, reports and ideology of agrarian crisis and overpopulation of the planet
are groundless. But social progress is taking place against the backdrop of accumulated
environmental problems [8]. Pests are attacking agrocenoses [5]. In the beginning of
20th century, pests eat and destroyed about 10 percent of crops. Now this value has
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increased to 15%. There is an accumulation of a large number of environmental prob-
lems. The current global environmental situation is characterized by: 1. The increase of
anthropogenic pressure. Applied chemistry if perspective part of world industry and it
produces millions of new chemical compounds every year, and some of them has toxic
and mutagenic effect. 2. The growth of climate instability due to unknown reasons. The
number of natural catastrophes and extremal ecological disasters from begin of XXI
increased 2 times [8]. Human effect is not so big as natural disasters. But progress of
chemical technology got new form of pollutions. This leads to significant environmental
disturbances in agricultural systems. Quantitative and qualitative assessment of the state
of agrarian ecological systems is necessary to ensure efficient agricultural production
and ensure environmental cleanliness of products. There is a need for effective and inex-
pensive methods of regular monitoring of agricultural systems. Such methods can be
based on the achievements of fundamental science, especially ecology. The correspond-
ing approaches described below have been worked out on the assessment of agricultural
systems in the North-Western region of Russia and can be applied to other regions of
the globe, in particular, to the Mediterranean Sea region. The most significant projected
trends are the growth of specific agricultural production in conditions of population sta-
bilization and increased instability of the ecological situation. This suggests needful of
permanent control and monitoring basing on records of fundamental science such as
ecology and genetics [3, 4 etc.].

2 Ecological Monitoring of Agricultural Area

Present work has aim to develop methods of ecological monitoring. That is a system of
regular repeated observations and assessments of the biotic components of the natural
environment. Like any scientific research, monitoring has two main goals: 1. The ability
to predict the development of environmental processes, 2. More importantly, the ability
to control environmental processes. Nowadays, the importance of regular monitoring for
science and the national economy was increased. Monitoring of agricultural objects is
of particular importance among all forms of monitoring. Monitoring allows to create a
database on the basis of which you can build predictive models. The latter can be divided
into dynamic and static. Dynamic ones are based on the analysis of tempo and mode
of ecological systems development, a time series of observations with the identification
of the direction of further development of the process. Static ones are based on a one-
time assessment of the state of the object and a forecast of the further path of the
system development. Static ones are less accurate and require more science-intensive
processingmethods.But the lackof data on thedynamics of systems in somecases and the
serious groundwork achieved in the field of fundamental ecology leads to the necessity
and possibility of the active use of static models [1, 5]. This is becoming especially
relevant today due to insufficient funding for monitoring work. This paper analyzes the
perspective use of the suggested methods of phenogenetic monitoring carried out under
conditions of lack of information and synthesizes several approaches.
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3 Phenogenetic Indication as Effective Variant of Monitoring

Author of the article used hard methods of monitoring based on both genetic and ecolog-
ical data. Let us consider the method of static analysis of the state of agrarian ecological
systems. The method of phenogenetic indication has been developed since the last cen-
tury [3, 7] and is used in the study of terrestrial and aquatic ecological systems [2]. The
practical application of most mathematical models of natural populations requires the
knowledge of many variables that can only be measured through long and expensive
studies in nature. Such observations are not always possible and have not been made for
most species and ecosystems. Compensation for the lack of initial data can be carried out
on the basis of a knowledge-intensive approach, taking into account the achievements
of environmental science. Is it possible, on the basis of a short-term or even one-time
analysis of the state of populations, to determine which of the possible categories it
belongs to, what is its further fate, and what is the minimum information required to
predict the fate of a population and ecological system? An ecological system includes
interacting populations and their environment. The population is characterized by the
following features. Number dynamics. It is difficult to draw conclusions based on its
absolute value. A more significant characteristic is the law of change in the number (Nt)
over time (t). Unlimited population growth is described by the equation:

Nt = N0e
kt

where N0 is the initial number, k is the coefficient reflecting the reproductive potential
of the population. Periodic fluctuations in the number are possible, described by the
dependence.

Nt = ksin t

In this case, the population can be considered as relatively stable.
Variation in Quantitative Characteristics. It is usually estimated using the standard

deviation, the coefficient of variation. The issue of a comprehensive assessment of vari-
ability for a number of quantitative traits has already been considered in the literature
[3, 6]. However, to date, all available algorithms are cumbersome and require the use of
high-speed computers. We propose the following simple algorithm. For each feature, all
organisms are divided into three groups. In the first one, the quantitative measure of the
trait (let’s denote x) is less than 0.9 µ. The second group includes organisms in which
the trait is within µ (1 ± 0.1), in the third “x” is more than I, I µ. Then the quantitative
variability in terms of a set of features is described by the formula:

WQn =
[∑n

i=1

(√
Pi1 + √

Pi2 + √
Pi3

)]2

n
(1)

where:

pi1 = p(x < 0.9µ), pi2 = p(0.9µ ≤ x ≤ 1.1µ),

pia = p(x > 1.1µ)
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QualitativeVariability canbe assessed in twoways. If onewild typepredominates and
anomalous forms occur as an exception, the proportion of such forms in the population
can be estimated:

Paf = naf
N

(2)

where naf is the number of abnormal specimen. If the wild type is not so clearly distin-
guished in the population and there is polymorphism, then the intrapopulation diversity
can be estimated by the formula:

WQL =
(∑m

i=1

√
pi

)2
(3)

The next characteristic is asymmetry according to bilateral signs. On its basis, the
state of the population is traditionally assessed [3]. Asymmetry is characterized by the
indicator:

Sd2 =
∑

(ar − al)2

N − 1
(4)

wherear andal are the feature values on the right and left sides, respectively.Thequestion
of the evolutionary role of sexual dimorphism was considered in detail by Geodakyan
[2]. He found that the male-female line corresponds to the direction of the evolutionary
process. The degree of sexual dimorphism can be estimated using the coefficient:

(5)

A positive value of the coefficient indicates the tendency of the attribute to increase,
a negative value indicates a decrease. The sex ratio is an easily measured and informative
indicator. It is estimated as the proportion of individuals of one, more often male:

(6)

wherein N = n| + n~. Sexual dimorphism in terms of the degree of quantitative vari-
ability, which is important for adaptation at the population level [2, 6]. With the use
of all these parameters, it is possible to characterize the population and approximately
estimate its fate in the future. The most favorable case is when there is at least a limited
number of consecutive observations. However, it is possible that there is only a single
sample of animals. How can the results of this analysis be interpreted? Data on the
absolute size of the population, if available, are usually not very informative, but they
allow some conclusions to be drawn. If for dioecious species the number is reduced by
150–200 individuals, it can be concluded that the population is “near death” because of
genetic inbreeding.

An essential characteristic is variability in quantitative characteristics. When con-
trolling the population analysis data for quantitative variability, one can proceed from
the fact that in the norm, for most morphological traits, the coefficient of variation is
within 0.1 [6–8]. A significant excess of this value may indicate a genetic imbalance. If
we are talking about a set of features (formula 1), then for the threshold value we can
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take the figure obtained on the basis of the previous figure 2.67. Exceeding this value
suggests that the population is destabilized.

The proportion of anomaly forms is within 5% in most cases under favorite condi-
tions. It is no coincidence that biological statistics are based on an empirically found
significance level of 0.95. 0.05 individuals are atypical. It is this proportion of anomalous
forms that is observed in many biological populations [3, 6]. Based on this, it can be said
that the appearance in the population of atypical forms with frequencies greater than 5%
indicates that the state of the population is unfavorable.

When analyzing population polymorphism (formula 2, 3), we will assume that atyp-
ical forms are rare with recorded deviations from the wild type. As a threshold value
for the indicator of intrapopulation diversity, one can take the value I.4 (formula 3).
Morphological asymmetry and the degree of sexual dimorphism are important not only
in comparison with the species norm. Sexual dimorphism in variability (formula 5, 6) in
a stable population is close to I, at the initial stage of adaptation it significantly increases
[2].

As for the sex ratio, despite some deviations, it is usually close to I:I, i.e. the propor-
tion of males is 0.5. The shift towards females indicates the limiting stabilization and
conservation of the gene pool, while towards males it indicates the adaptation of the
population to unfavorable conditions. The excessive predominance of males indicates
that the adaptive potencies have been exhausted, and the population is on the verge of
extinction. Those species where females are rare can be considered as evolutionarily
conserved. Such are aphids, stick insects. In progressive species there is some predomi-
nance of males. This is the majority of mammals, including humans. The predominance
of males several times indicates that the species is toward dying out.

To make it more obvious, methods for assessing the state of the population, based
on a small number of quantitative and qualitative assessments, they are summarized in
Table 2. It is clear that it is difficult to draw conclusions about the state of the population
based on one parameter. A comprehensive study of a possibly large number of the listed
parameters is required. But in practice, sometimes you have to limit yourself to only a
small number of them. All the mentioned characteristics are correlated with each other.
However, the degree of correlation can vary widely depending on what specific features
are being studied, the biology of the object, and environmental conditions. The degree
of connection between all characteristics is also a sign subject to individual variability.
Therefore, the algorithm-formula should describe the parameters in total, based on the
following considerations.

1. The formula should take into account all 6 characteristics, but at the same time, it
should work even if there are only a part of the characteristics.

2. Theproportion of functions that reflect eachof their variables should be approximately
the same.

The data are summarized in Table 1.
As noted above, in populations under unfavorable conditions, variability increases,

primarily in males, and the proportion of males increases. For most species, the degree
of change in these characteristics is close in order of magnitude. Here are the threshold
values, the excess of which indicates an unfavorable condition:
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Table 1. Population character and sense

Character Mean Sence

1. Quantitative variability WQn < 2.67 Ecological stability

WQn > 2.67 Genetic disbalance

2. Mode of distribution Symmetrical Stable or under stress

Assymetrical Adaptation for new environment

Extremal assymetry Adaptive resources are over

Bimodal Disruptive selection

3. Quality diversity WQL < 1.4 Stable population

WQL > 1.4 Destabilisation

4. Ratio of males P|= 0.5 Stability

P|< 0.5 Super stability

P|> 0.5 Adaptive progress

P|>> 0.5 Close to suffocation

5. Quota of atypical forms Paf < 0.05 Stability

Paf > > 0.05 Destabilisation

WQn = 2.67. Wq1 = 1.4, = 1. Sr = 0.5. Paf = 0.05

4 From Theory to Practice. Folia Variability of Tree Betula
as Ecological Indication

The innovative part of modern work is suggestion of perspective method for monitoring
available for both Russia and Mediterranean Sea area keeping in mind fact that ecolog-
ical and genetical processes have the same basis within all the world. The growth of the
anthropogenic load and the permanent pollution of the natural and agrarian environment
require the availability of effectivemethods formonitoring the ecological quality of terri-
tories. Priority should be given to simple, cheap andknowledge-intensivemethods. These
are the methods of phenogenetic indication and assessment of morphological variability
of widespread plants, considered above [7]. Pollutants can be divided into 4 categories:
toxins, teratogens, carcinogens and mutagens. Toxins inhibit the development of organ-
isms, but do not affect their genetic program. Teratogens disrupt the implementation
of the genetic program. Mutagens and carcinogens disrupt the very genetic program,
and these disruptions can be passed on to the next generation. A convenient object of
express monitoring is the tree Betula pubescens (alba) L, widespread in Eurasia both
in Russia and Turkey. Toxic emissions inhibit its growth. This increases the variability
in the linear parameters of the leaves. Teratogens increase the proportion of trees with
dichotomy and trichotomy [2, 3].
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This paper presents estimates of the indicators of morphological variability of birch
leaves in different places of the Leningrad region. The methodological basis was an
express method for assessing the variability of a white birch or warty birch leaf. Pre-
vious work has shown that the level of morphological variability can be a criterion for
the ecological burden on a population [3]. Of particular importance may be such an
indicator as fluctuating asymmetry, which can be correlated not only with the general
level of environmental load, but specifically with mutagenic pollution. The geometrical
parameters of the leaf and their variability were measured, see Fig. 1. Data on width
(L) and asymmetry at the widest point were processed in detail. The mean value, the
standard deviation, the coefficient of variation and the nature of the distribution were
determined. The latter approached normal or Gaussian in most cases. Correlation coef-
ficients between the considered parameters were estimated. The fluctuating asymmetry
coefficient was determined by formula (4), where l1 and l2 are linear asymmetry indices.

Fig. 1. Check of folia.

Estimates and measurements were made in a number of districts of the Leningrad
region, the coordinates of which are indicated in the table. Places were taken for which
there were estimated environmental data on the degree of pollution, as well as places
where there is a possible increase in radiation - near the Leningrad Nuclear Power Plant,
on the trail of the Chernobyl disaster of 1986, [5], on the Karelian Isthmus in the area
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of exits granites, which create a certain radiation background (up to 50 micro roentgen
per hour).

5 Results

The main purpose of the work is suggestion of theoretical approach toward biological
indication of agrarian ecological systems. Let us make some example of use such a
method. A certain level of variability is always maintained in a population as material
for natural selection and for adaptation at the population level. Variability indicators in
this case corresponded to those for other species [6]. With increasing pressure from the
environment, they increased. In other words, there was a population stress that activated
adaptation. The correlation between the level of fluctuating asymmetry and the general
indicators of variability is average and amounts to 0.6. Consequently, these values to
a certain extent reflect different processes in the environment. Fluctuating asymmetry
is associated with mutagenic pollution of the environment. General variability - with
pollution by toxins and teratogens. The greatest morphological variability is in large
leaves that have been exposed to environmental factors for a longer time. The closer to
the freeway, the stronger the overall variability index became. The correlation coeffi-
cient between distance from the freeway and morphological variability was 0.75. Those.
There was a high correlation. Therefore, this parameter can be used as an indicator of
teratogenic and toxic pollution.

The variability of the morphological parameters of white birch leaves can be used,
alongwith other methods, as ameans of rapid assessment of the state of the environment.

The obtained data are presented in Table 2. The correlation between the general level
of variability and fluctuating asymmetry is within 0.5–0.6. Those. we are talking about
the average means of biological traits, these indications can reflect both general and
different characteristics of the environment.

Table 2. Dependence of CV and Ka on distance from trace

Distance, m CV Ka

10 0.32 0.17

100 0.15 0.24

200 0.22 0.06

300 0.22 0.08

500 0.20 0.01

1 000 0.07 0.20

4 000 0.08 0.16
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6 Conclusions

1. The correlation between the level of fluctuating asymmetry and general indicators of
variability is small and amounts to 0.25. Consequently, these values reflect different
processes in the environment.

2. Fluctuating asymmetry is associated with mutagenic pollution of the environment.
General variability - with pollution by toxins and teratogens.

3. The greatest morphological variability in large leaves that have been exposed to
environmental factors for longer.

4. The variability of morphological parameters of white birch leaves can be used along
with other methods as a means of rapid assessment of the state of the environment.

7 General Conclusions

The development of agricultural territories and the intensification of agriculture require
constant monitoring of the ecological quality of agrocenoses. The differences and coin-
cidence of local ecological satiation must be kept in mind [9, 10]. The coincidences
are more significant. Biological indication is a promising monitoring method that does
not require large expenditures and is supported by mathematical algorithms. For each
territory, it is possible to select indicator species available for study and evaluation by
agricultural and environmental control workers. As example for Turkish ecology may
be recommended palms and other big folia plants that are wide spread at north bench
of Mediterranean Sea. Future is development of green economy in accordance with UN
policy of sustainable development basing on fundamental sciences records.
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Abstract. The purpose of this study was to empirically determine discharge coef-
ficients (Cd) for inlets with an adjustable baffle and to compare the results with
published Cd values and equations for airflow per m of slot length. Two types of
baffled inlet were included in the study. One was built so as to direct the air jet
across the ceiling, and the other was oriented to direct the air jet down the wall.
Experiments were conducted using a model ventilation system that contained the
two inlets and several fans to vary the airflow rate. The inlet velocity wasmeasured
with a hot wire anemometer and the pressure drop across the inlet was measured
using a manometer. The airflow per m (Q/L) was calculated from the data and
compared with published equations. In addition, the discharge coefficients were
determined for 20 inlets with aspect ratios (w/L) ranging from 0.008 to 0.030. It
was found that jet orientation did not influence values of Q/L or Cd as has been
accepted for many years. The average discharge coefficient for the baffled inlets
was 0.50 for aspect ratios of 0.018 or less and was not significantly different from
the literature. For aspect ratios between 0.018 to 0.030 the value of Cd increased
from 0.50 to 0.62 based on regression analysis. The results of this study will pro-
vide better discharge coefficient estimates for inlet sizing for new buildings and
to develop better recommendations for retrofitting existing buildings.

Keywords: Mechanical Ventilation · Inlets · Air Velocity · Animal
Environment · Energy

1 Introduction

A well-designed ventilation system for an animal production building requires energy
efficient fans to provide the required ventilation rates, and properly sized inlets to provide
the desired inlet velocity and airflow rate for each stage of ventilation [1–3]. The required
airflow rates vary by the season of the year (winter vs summer), and the number and
stage of growth of the animals.

For a ventilation system to function properly the inlet area must be controlled to
match the airflow rate of the fans while providing a velocity high enough to provide
proper air distribution and mixing. In general, slot inlets work best for inlet velocities
in the range of 2.5 to 5 m/s depending on the season of the year and inlet orientation
[1–3]. If inlet velocities are too low during winter, the heavy cold air will quickly fall
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to animal level with detrimental impacts on animal health and performance. Provision
of sufficiently high inlet velocities near the ceiling will promote turbulent mixing of the
warm air in the building with the cold fresh air to prevent cold air from reaching the
animals. The general recommendation is to provide well distributed inlets that are sized
to provide the required airflow rate with ceiling inlet velocities in the range of 4 to 5 m/s
[1–3]. During hot weather, ventilation rates are often 10 to 12 times greater than the
minimum ventilation rate used during winter [1–3] and air movement past animals is
desirable to promote animal cooling. Larger inlet areas are needed and inlet velocities
in the range of 2.5 to 4 m/s can be used and will often reduce the total static pressure
difference (�P) across the inlets and the fans. Operating at a lower�P typically increases
the airflow delivered by the fans (Q).

The adjustable baffled slot inlet was first developed by Millier [4], and the most
recent detailed treatment of ventilation has been provided in a monograph by Albright
[2]. Adjustable baffled inlets were originally built into animal housing structures to bring
fresh air into the building from a screened opening below the eaves [1, 5]. The most
common type of baffled inlet was constructed so as to cause the air jet to form along the
ceiling as shown in Fig. 1a. Such an inlet was called a ceiling jet inlet and it provided the
best method to ventilate animal structures during cold weather because warm building
air was drawn into the cold air jet reducing the possibility of chilling animals with cold
drafts. The second type of inlet studied by Albright [2, 5] was installed to direct the air
jet down the wall and it was called a wall jet inlet (Fig. 1b). A wall jet inlet was only a
viable option during winter if animals were not kept along the outside walls of the barn
and the recommended range of inlet velocities was 2.5 to 4 m/s [2]. As a result, wall jet
inlets were typically used in dairy or beef cattle barns with layouts that allowed air to
be directed toward an alley along the outside walls. A common recommendation was to
install a continuous ceiling or wall inlet along both sidewalls of a building [1–3]. Such a
configuration provided excellent air distribution and mixing within the ventilated space
[1, 2]. Baffled inlets are typically not installed along the end walls since they would
interfere with the air jets of the sidewall inlets.

(a)                  (b)

Fig. 1. Sketches of ceiling jet (a) and wall jet (b) inlets

Manufactured baffled inlets are readily available that are most often installed along
the sidewall or in the ceiling and they and work under the same principles of fluid
mechanics as the inlets shown in Fig. 1.Many of the available ceiling inlets are composed
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of one or two baffled inlets, similar to Fig. 1a, with a slot length (L) in the range of 0.3
to 1.5 m. However, the original baffled inlet design is still widely used.

One of the recommended ways to determine the airflow rate for baffled ceiling and
wall jet inlets was the use of empirical correlations for the airflow per meter of slot length
(L) developed by Albright [2, 5]. The prediction equation for Q/L for a ceiling jet inlet
was:

Q/Lceiling = 0.00071 w0.98�P0.49, and (1)

the corresponding correlation for a wall jet inlet was:

Q/Lwall = 0.0012 w0.98�P0.49. (2)

The units for the slot opening width, w, in the Eqs. (1) and (2) are in mm and not
m and the conversion factor was included in the coefficients. The units for the static
pressure drop across the inlet (�P) were Pa, and the units for Q/L were m3/s/m. The
larger coefficient in Eq. (2) indicated that the wall jet inlet used to develop the equation
provided more airflow than the ceiling jet inlet at the same inlet opening width (w) and
�P. Information concerning the dimensions and aspect ratio of the wall jet inlet used by
Albright [5] was not presented in the original publication, thus the aspect ratio (w/L) of
the inlet used was unknown.

The more fundamental approach is to predict the inlet velocity (Vinlet) by application
of Bernoulli’s energy equation to the airflow through the inlet assuming that air behaves
as an ideal fluid, and the air velocity outside the building is zero. The results indicated
that the ideal inlet velocity (Videal) was a function of the static pressure drop across the
inlet and the density of the air flowing through the inlet, ρ, and was given as:

Videal = (2 �P/ρ)0.5. (3)

The details of the derivation were given by Chastain and Massey [6] and are also
provided by Hellickson and Walker [1], Albright [2], and most textbooks on fluid
mechanics.

The actual inlet velocity has been observed to be lower than the ideal velocity due
to the effects of fluid friction and restrictions related to inlet geometry [1, 5–7]. The
resistance associated with the flow of a real fluid was represented by an empirically
determined discharge coefficient, Cd, which yields the following equation for the inlet
velocity:

Vinlet = Cd(2 �P/ρ)0.5. (4)

The total length of the baffled inlets used in an agricultural building (L) will vary
depending on the length of the building or the length of the manufactured inlet. As a
result, comparison of the airflow rates between two slot inlets has often been made on
an airflow per unit length basis. The relationship for airflow per meter of slot length, L,
(Q/L) using the relationship for the inlet velocity was:

Q/L = w Cd(2 �P/ρ)0.5. (5)
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Previous experimental work has shown that the average Cd for a ceiling jet inlet
(Fig. 1a) was 0.50 for very long slim inlets that are commonly used in animal facilities
[1, 5]. The value of Cd for the wall jet inlet (Fig. 1b) was observed to vary from 0.72 to
0.86 with an average of 0.78 [5]. The most commonly recommended value of Cd for the
wall jetwas 0.80 [1, 5]. Several ventilation design texts suggest that aCd of 0.60 should be
used for general inlet design [1–3]. However, a simple sensitivity analysis on Eqs. (4) and
(5) indicated that small errors in the value of Cd resulted in large errors in the prediction
of the inlet velocities that could lead to poor ventilation system performance. Therefore,
a better method to predict the Cd for the actual type of inlet used in a building will allow
more precise sizing of inlet openings which would be expected to improve ventilation
system performance and has the potential to reduce electrical energy requirements [8].

In modern, mechanically ventilated swine and dairy barns a common inlet system
combines baffled ceiling inlets and long sidewall inlets that are formed by lowering the
top of a wall curtain to form a long rectangular slot along the sidewalls. The ceiling
inlets are used during the late fall, winter, and early spring with two stages of ventilation
and can provide good velocity and airflow control if the inlets are adjusted properly.
The ceiling inlets are locked closed during the warm and hot months of the year and the
curtains are lowered from the top to provide a slot width, w, and area (w x L) that will
provide the desired range of velocities and airflows for the mild and hot weather stages
of ventilation. The common difficulty that many encounter when using such a system
is that the wrong value of discharge coefficient is either used explicitly by selecting a
value of 0.60, or by just lowering the curtain so as to provide the total inlet area that is
calculated by dividing the airflow rate by an assumed velocity. Many times, the static
pressure drop that is measured across the building envelop falls below the minimum
desirable value of 10 Pa and if the slot width is decreased to a practical minimum value
of 6 mm the �P measured may never reach the preferred value of 25 to 30 Pa [1–3].
Chastain et al. [7] measured the discharge coefficient for a large variety of rectangular
and circular inlets and demonstrated that the flow length, z, of a rectangular slot as well
as the aspect ratio (α =w/L) had a large impact on the value of the discharge coefficient.
For long rectangular slots with flow lengths of 38 mm or less the discharge coefficient
averaged 0.79 and is the value that should be used for a simple rectangular inlet created
by opening a curtain or adjusting a slider across a rectangular slot. Such an inlet will be
referred to as a rectangular slot or curtain inlet in this paper.

The objectives of this study were to: (1) collect Vinlet versus �P data for a range
of opening widths for ceiling jet and wall jet inlets, (2) calculate the Q/L for each
inlet setting, (3) compare the Q/L data with the equations provided in the literature,
(4) empirically determine the discharge coefficients for each inlet setting, w, and (5)
compare the impact of the values of Cd on design inlet velocities.

2 Methods

Amodel ventilation system was designed and constructed that included a baffled ceiling
jet inlet (Fig. 1a) and a baffled wall jet inlet (Fig. 1b). The external dimensions of the
modelwere 1.22m× 1.22m× 1.22m. Thewalls were constructed of 12.7mmplywood,
that provided a smooth interior surface, and were supported by a wooden external frame
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(3.8 cm × 3.8 cm). The ceiling and wall inlets were built into the structure of the model
using baffles made from 12.7 mm plywood, The baffles of the two inlets were attached to
the wall and ceiling of the model using 112 cm long hinges. Rubber strips were attached
to the inside edge of the baffles to allow the inlet that was not in use to be sealed shut.
Two long bolts with nuts were used to fabricate a simple clamping mechanism on each
end of the two baffles. The bolts were used to hold the inlet at the desired slot width
(w), and to provide the necessary force to press the baffle to the interior plywood wall
to form a seal when not in use. Rectangular wooden strips of varying thickness were
cut to lengths of about 10 cm to allow the slot width, w, to be set to a known value.
The thicknesses of the wood strips were measured 6 to 8 times using a digital caliper.
The mean of the 6 to 8 measurements was used as the thickness of the wood strips. The
width, w, of the slot inlet opening was set by clamping two wooden strips of the same
thickness on each end of the slot. The slot length, L, was the distance between the inside
edges of the wooden strips. The range of slot widths, w, ranged from 8.18 to 32.6 mm
and the slot lengths, L, ranged from 1.022 to 1.097 m. This provided data for 20 baffled
inlets with aspect ratios, α = w/L, from 0.008 to 0.030. Five of the data sets were for
wall jet inlets and 15 were for ceiling jet inlets. The complete details concerning the
model construction was provided by Chastain and Massey [6].

Five tube axial fans were selected to provide a variety of airflow rates for inlet testing.
The fans had rated airflow rates ranging from 0.010 to 0.067 m3/s at a�P of 25 Pa based
on data provided by the manufacturers. Elastic plastic covers were placed on fans that
were not in use to prevent airflow from entering the model through the unused fans. For
example, when fans 1 and 2 were operated together to provide the desired airflow rate
the plastic covers were placed on fans 3, 4 and 5 to prevent air from entering the model
through those fans. The velocities that were provided ranged from 0 to 4.67 m/s with
values of �P ranging from 0 to 59.8 Pa by varying the number and combination of fans.

2.1 �P, Velocity, and Air Temperature Measurements

The static pressure drop across the inlets was measured using a liquid filled manometer
(Dwyer MARK II 25®) that could be read to the nearest 2.49 Pa and was mounted to
the exterior framing of the model. The low-pressure inside the model was measured
using a surface-mounted pressure tap installed in the wall near the inlet openings. The
high-pressure tap was mounted in a shielded location on the outside of the model. The
taps were constructed from 9.5 mm brass fittings that had pipe thread on one end to
facilitate mounting and a barb to secure the tubing on the other. The pipe thread of the
low-pressure tap was screwed into a pre-drilled hole in the plywood wall until the fitting
was at the wall surface. A small piece of plywood was fixed to the framing on the outside
of the model structure. The brass fitting for the high-pressure tap was screwed into the
plywood so as to have the tap open in the space between the framing and the outside of
the model wall.

Velocity and air temperature measurements were taken using a digital hot-wire
anemometer that included a thermistor in the probe tip (ALNOR CompuFlow® Thermo
Anemometer, model 8525). Velocity measurements were made by inserting the velocity
probe into holes at the desired distance from the inlet. One of the most critical aspects
of this experiment was the placement of the velocity probe at the exit of the inlet baffle.
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Texts on the fluid mechanics of a wall jet [1, 2] indicated that at this point the velocity in
the air jet was constant. Therefore, care had to be taken to position the probe vertically
by moving away from wall and observing the velocity. As the probe was moved from
near the wall to the center of the air jet the velocity would increase quickly to amaximum
value. If the probe was extended from the wall too much the velocity would fall quickly
indicating that the probe was outside the air jet. The probe was positioned correctly when
it was held at a point perpendicular to the air jet in the region of maximum velocity. The
probe was held in the correct position using a laboratory clamp and stand. A rubber
laboratory stopper, with a hole cut to fit around the probe, was pressed into the ceiling
of the model to form a seal between the wall of the model and the probe.

Once the thermistor anemometer probe was correctly positioned all fans were turned
off and the fan or fans to be used to collect a velocity and �P data point were uncovered
and turned on. The flow was allowed to equilibrate for about one minute prior to taking
a set of velocity readings. While the flow was stabilizing, the air temperature was mea-
sured using the thermistor. The air temperature that was recorded was the average of 10
readings. Finally, the �P was measured and the velocity was measured and recorded.
Each velocity measurement was the average of 10 readings. This general procedure was
followed for as many fan combinations as possible. The number of data points for each
inlet opening ranged from 6 for the largest value of w (32.6 mm) to 11 for the smallest
w (8.18 mm). Additional information concerning the procedures used to collect these
data was provided by Chastain and Massey [6].

The density of the air in the laboratory (kg/m3) was calculated from the air temper-
ature (T) using the following correlation that was developed from a standard table of air
properties [9, Table A-5]:

ρ = 1.293−0.0046 T + 0.00001 T2, 0 ◦C ≤ T ≤ 40 ◦C. (6)

2.2 Comparison of Measured Q/L with Previous Work

The airflow per m was calculated for each of the measured inlet velocities and the inlet
width (w in m) as:

Q/LM = w Vinlet. (7)

These results were compared with the predications from the ceiling and wall jet inlet
equations, Eqs. (1) and (2), developed by Albright [5] using the �P data and w-values
for each of the inlets. The flow data (Q/LM) were compared with the predictions from
the equations (Q/LP) by correlating the data versus the predictions using the following
simple relationship:

Q/LM = b Q/LP. (8)

An analysis of variance of the regression, ANOVAR, was used to calculate the 95%
confidence interval about the slope, b, and the value of the slope was compared to 1.0
which would indicate perfect agreement.
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2.3 Determination of the Discharge Coefficient

The discharge coefficient of an inlet was determined by plotting themeasured inlet veloc-
ities (Vinlet) versus the ideal velocity (Videal) derived from Bernoulli’s equation as given
in Eq. (3). Comparison with the equation for the actual inlet velocity, Eq. (4), indicated
that the slope of the regression line was the empirically determined Cd. Preliminary data
indicated that this method was very reliable with R2-values on the order of 0.971 to
0.998 [6]. A sample analysis for a wall jet inlet is provided in Fig. 2.

Fig. 2. Sample regression analysis used to determine the discharge coefficient for a baffled wall
jet inlet (Cd = 0.50).

The measured discharge coefficients for the 20 inlets were compared with the pub-
lished values of 0.50 for the ceiling jet inlet and 0.80 for the wall jet inlets [1, 5].
Preliminary results [6], and data provided by Chastain et al. [7], indicated that geometric
parameters such as the aspect ratio (w/L) had more influence on the value of Cd than
did inlet orientation. Correlation analysis was used to determine if the value of Cd for
baffled inlets was significantly related the aspect ratio.

The values of Cd from this study for adjustable baffled inlets and the value for
long rectangular slot inlets (Cd = 0.79 [7]) were used with Eq. (4) to compare the
inlet velocities that could be used for inlet system design over a wide range of static
pressure differences. Particular emphasis was placed on the inlet velocities that could be
realistically used for �P values of 10 to 30 Pa and the practical range of inlet velocities
for winter (4 to 5 m/s) and summer (2.5 to 4 m/s) ventilation of animal facilities [1–3].

3 Results

The inlet velocity versus pressure drop data for the ceiling and wall inlets was used to
calculate the airflow rates (Eq. (7)) and were compared with the values predicted using
the ceiling jet and wall jet equations published by Albright [2, 5]. The Q/LM data were
divided into two groups based on aspect ratio namely α ≤ 0.018 and α > 0.018. These
two groups were further divided by inlet orientation (ceiling jet vs wall jet). The results
for all of the relevant comparisons are provided in Table 1.



234 J. P. Chastain

Table 1. Comparison of the measured airflow rates (Q/LM) with the predictions (Q/LP) using the
ceiling jet and wall jet equations presented by Albright [2, 5].

Comparison b ± C.I n SEy R2

Q/LM = b [Q/LP using
Eq. (1)] ceiling jet

Ceiling jet inlets only, α ≤
0.018

1.012 ± 0.012 60 0.0020 0.998

Wall jet inlets only, α ≤ 0.018 0.979 ± 0.025 21 0.0020 0.997

All inlets, α ≤ 0.018 1.005 ± 0.011 81 0.0020 0.997

All inlets, α > 0.018 1.159 ± 0.035* 42 0.0063 0.991

Q/LM = b [Q/LP using
Eq. (2)] wall jet

Wall jet inlets only, α ≤ 0.018 0.687 ± 0.087* 21 0.0096 0.931

All Wall jet inlets, α > 0.018 0.670 ± 0.030* 13 0.0045 0.995
* Slope was significantly different from 1.0.

The results summarized in Table 1 indicated that all Q/LM data collected for ceiling
and wall jets inlets with α ≤ 0.018 were not significantly different from the predictions
for a ceiling jet inlet provided by Eq. (1) since the slope of the regression line, b= 1.005,
was not significantly different from 1.0. This result agreedwith the preliminary data used
to verify the efficacy of the ventilation model [6]. Furthermore, the Q/LM for the inlets
with α > 0.018 were significantly different from the predictions using the ceiling jet
equation, Eq. (1), as indicated by a slope of 1.159 that was significantly greater than 1.0.
The data for all inlets with α ≤ 0.018 are compared in Fig. 3 showing the near perfect
agreement. Therefore, the preliminary observation by Chastain and Massey [6] that jet
orientation was not a factor for baffled slot inlets was confirmed.

Lastly, the wall jet equation consistently overpredicted Q/L for all wall inlets as
indicated by a slope of 0.670 ± 0.030. The Q/L data for all inlets with α > 0.018 are
compared with the lines of perfect agreement for the ceiling and wall jet equations in
Fig. 4. Given that the ceiling jet equation, Eq. (1), corresponds to a Cd of 0.50, and
the wall jet equation, Eq. (2), corresponds to a Cd of 0.85 indicated that the discharge
coefficients of these inlets were greater than 0.50 but less than 0.85.

3.1 Variation of Cd with Aspect Ratio (α = w/L)

The discharge coefficients were determined for all 20 inlets using the regression method
demonstrated in Fig. 2. The values of the R2 ranged from 0.971 to 0.999. Fourteen of the
inlets had aspect ratios less than or equal to 0.018. Themean for these 14 inlets was 0.502
± 0.010 (95% C.I.) which was not significantly different from the value of 0.50 reported
by Albright [2, 5]. As the value of α increased above 0.018 the values of Cd ranged
from 0.52 to 0.68. Correlation analysis indicated that Cd was significantly, positively
correlated with the aspect ratio. All 20 values of Cd are compared to the equation of
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Fig. 3. Comparison of Q/L data for wall and ceiling jet inlets with α ≤ 0.018 with the ceiling jet
equation (Eq. (1)).

best fit in Fig. 5. The results indicated that the y-intercept of 0.526 ± 0.069 was not
significantly different from the mean of 0.502 for the 14 inlets with α ≤ 0.018. It was
concluded that a Cd of 0.50 should be used for inlet system design when the aspect ratio
for all baffled inlets is known to be less than 0.018. The correlation equation provides
the best estimate for α > 0.018 but ≤ 0.030 based on the data in this study.

3.2 Impact of Cd on Design Inlet Velocities

The recommended range for inlet velocities is 4 to 5 m/s during cold weather and 2.5 to
4m/s during hot weather [1–3]. The corresponding static pressure differences range from
10 Pa during hot weather to 30 Pa during cold weather. The maximum recommended
�P for propeller fans is 37 Pa. Centrifugal or tube-axial fans are recommended if a �P
greater than 37 Pa is needed to meet inlet velocity requirements.

The impact of the discharge coefficient on inlet velocities and static pressure differ-
ences for baffled inlets (0.50 ≤ Cd ≤ 0.62) and a rectangular slot inlet (Cd = 0.79, [7])
is provided in Fig. 6. The horizontal dashed lines in the figure indicate the minimum
recommended inlet velocity for summer ventilation of 2.5 m/s, and the other two dashed
lines correspond to the range of velocities recommended for winter ventilation (4 to
5 m/s). The maximum �P recommended for propeller fan operation, �P = 37 Pa, is
shown by the bold, purple vertical line.

At a �P of 30 Pa the inlet velocities for the adjustable baffled inlets ranged from
3.4 m/s for a Cd of 0.50 to 4.3 m/s for a Cd of 0.62. Many design texts [1–3] recommend
a Cd of 0.60 for inlet sizing calculations. The �P is typically assumed to be 30 Pa with
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Fig. 4. Comparison of Q/L data for wall and ceiling jet inlets with α > 0.018 with the ceiling jet
equation and wall jet equations (Eqs. (1) and (2)) presented by Albright [2, 5].

Fig. 5. Correlation of discharge coefficient with respect to aspect ratio for all 20 baffled inlets
included in this study.

an inlet velocity of 4 m/s. Then using fan data, the value of Q provided by the fans at
30 Pa is divided by the assumed inlet velocity (4 m/s) and the required inlet area, width,
w, and length, L, are determined. If the actual Cd of the inlet is truly 0.60 then Vinlet
will be about 4.2 m/s which is in the desired range for winter ventilation (4 to 5 m/s).
However, if the Cd of the baffled inlet is 0.50 the velocity will actually be 3.4 m/s which
is 15% below the target of 4.0 m/s, and 19% below the Vinlet of 4.2 m/s calculated using
a Cd of 0.60. Such an error in the discharge coefficient will result in velocities below
the recommended values and possible underventilation of the building that may lead
to higher moisture, ammonia, and CO2 concentrations in the animal housing area. By
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Fig. 6. Impact of the value of Cd on inlet velocities for ventilation of animal facilities (T = 10
°C, ρ = 1.248 kg/m3).

iteration, it was determined that the minimum Cd that could be used to provide a Vinlet
of 4.0 m/s at a �P of 30 Pa was 0.576 which corresponded to an aspect ratio of 0.026.

Another result that can be observed in Fig. 6 is that none of the baffled inlets with a
Cd in the range of 0.50 to 0.62 can provide an inlet velocity of 5 m/s at �P = 30 Pa or at
the maximum practical �P of 37 Pa for propeller fans. It was determined that the inlet
would require a Cd of 0.72 to provide aVinlet of 5m/s at�P= 30 Pa. Somemanufactured
inlets with relatively high aspect ratios may be able to meet these requirements.

A rectangular slot inlet or curtain inlet (Cd = 0.79) would be advantageous for
summer ventilation since an inlet velocity of 3.1 m/s can be provided at 10 Pa of pressure
drop and 4.0 m/s at a�P of 16 Pa. Using lower operating�P values at high airflow rates
will increase the airflow delivered per fan and increase the total airflow delivered per W
of electricity used (Q/W) [8]. However, a Cd of 0.79 must be used to size the inlets and
not a Cd of 0.60 as is commonly recommended [1–3].

The results observed from Fig. 6 clearly point out that using a better Cd estimate for
sizing inlets will allowmore precise control of the inlet velocity duringwinter ventilation
and will allow for more energy efficient operation during summer. These results also
clearly show that no single value of �P can be used in design and evaluation of the
performance of a ventilation system. Instead of relying only on a �P measurement
across the building envelop to estimate the inlet velocity, the system evaluator should
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also measure the inlet velocity provided by the inlets for each stage of ventilation using
a high-quality hot wire anemometer.

This brief discussion did not include the interaction between the fan curves of the
equipment selected and the inlets. The reader is referred to Albright [2] or Hellickson
and Walker [1] for a detailed treatment of methods to determine the actual operating
point of inlets and fans for each stage of ventilation. Consideration of the fan and inlet
interaction is mostly beneficial for sizing inlets for the minimum ventilation rate.

4 Conclusions

A model ventilation system that had a ceiling jet and wall jet inlet was used to collect
20 sets of inlet velocity versus pressure drop data. The opening widths (w) ranged from
8.18 to 32.6 mm and the aspect ratios (α = w/L) ranged from 0.008 to 0.030. The
airflow per m (Q/L) values were calculated for each data point and the results were
compared with published equations for ceiling and wall jet inlets. The results indicated
that inlet orientation did not impact measured values of Q/L and all inlets with α ≤ 0.018
agreed with the published equation for the ceiling jet inlet. Furthermore, the empirically
determined discharged coefficient (Cd) for all baffled inlets with α ≤ 0.018 was 0.502 ±
0.010 (95% C.I.) which was not significantly different from the value of 0.50 reported
by Albright [5]. In addition, the value of Cd for baffled inlets was significantly correlated
with respect to the aspect ratio of the inlet and a highly significant regression equation
(Fig. 5, p < 0.0001) was developed from the data that can be used to predict Cd-values
for α up to 0.030. None of the data obtained in this study agreed with the Q/L prediction
equation or Cd values for the wall jet inlets reported in the literature.

The impact of using the correct value of Cd for inlet sizing was demonstrated for
baffled slot inlets with Cd values ranging from 0.50 to 0.62 and a rectangular slot inlet
with a Cd of 0.79. It was concluded that closer estimates of the Cd for the type of inlets
installed in an animal production facility are needed to allow more precise inlet sizing
during ventilation system design. The results also indicated that measuring the static
pressure drop across the building envelop (�P) is not sufficient for setting the correct
inlet velocity if the actual Cd of the installed inlet is unknown. In such a case, a ventilation
system evaluator should measure the inlet velocity and �P for each stage of ventilation
to precisely develop recommendations for retrofitting a ventilation system.

The results from this study will allow practitioners to calculate inlet velocities more
accurately in many cases which will enhance overall system performance to provide the
optimal environment for animal health and use fan energy more efficiently. Additional
work is needed to empirically determine the discharge coefficients for the wide range of
manufactured inlets that are available.

Conflict of Interest. No conflict of interest exists between the author and any manufacturer of
equipment used in this study or any other organization.
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Abstract. Composted cow manure (CCM) was used as a potting media amend-
ment. A common base mix of 8 parts pine bark and 1part sand was compared
with 3 other mixes that contained 20%, 30%, and 40% compost (v/v). The plant
nutrient concentrations of the base mix and the three CCM-base mix blends were
comparedwithmajor plant nutrient concentrations provided by fertilizing the base
mix with a common granular fertilizer. It was found that adding compost to the
mix could replace a portion of the P2O5, all of the K2O and about half of the
nitrogen. The aeration porosity, total porosity, volumetric water holding capac-
ity and bulk density of the four mixes were measured. The results indicated that
mixing CCM with the base mix made a substantial improvement in the aeration
porosity, total porosity, water holding capacity, and density.Water retention curves
(WRCs) were developed using the dewpoint method for the four mixes with high
levels of correlation. The R2 values for the four fitted curves ranged from 0.87
to 0.94. The results indicated that the 40% CCM mix provided the best amount
of readily available water for a plant. It was concluded that mixing CPM with a
bark-sand base mix has the potential to reduce the need for non-renewable ingre-
dients, such as peat moss, and to reduce fertilizer costs for a commercial nursery.
The study delivers a template to prepare and analyze soil-like substrates regarding
their WRCs using the dew point method.

Keywords: Compost · Potting Media ·Water Retention Curve · Dew Point ·
Porosity

1 Introduction

Urban gardening is on the increase as an effective adaptation option for climate change. In
addition, many commercial producers of container vegetables and ornamental plants are
looking for natural, renewable pottingmix ingredients to replace or reduce the need to add
sphagnum of peat moss to improve aeration porosity and water holding capacity. Such
potting media are usually amended with commercially produced slow-release granular
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fertilizers to add major and minor plant nutrients. There is also interest in replacing or
reducing the amount of commercial fertilizer needed to provide the nutrients needed for
urban container gardening and commercial plant production. Therefore, the demand for
natural, fertile potting media is on the increase in many parts of the world.

Many of our current cropping systems deplete the soil of organic matter, N, and P
and require replenishing on an annual basis to ensure productivity. Organic producers
typically add organic, N and P by adding organic material such as cow manure, which
can in part mineralize and release N and P for plant uptake. However, federal and state
regulations on animal farms have caused many in the animal industries to consider com-
posting as an alternative manure treatment option. The resulting compost product could
be used to enhance soil structure and provide nutrients for fruit and vegetable production,
and container ornamental production [1]. Mixing composted cow manure with soilless
media may provide a natural, more climate friendly alternative to commercial fertilizers
for many of the nutrients needed to grow healthy plants.

Composting is considered a good way for recycling the surplus of manure as a
stabilized and sanitized end product for agriculture [2]. It has been evaluated as an
alternative to peat moss in pine bark media because it offers the advantages of supplying
nutrients and improving the physical properties of the media [1, 3]. Disadvantages of
including compost in the growing media include possible high total soluble salts and
fine particle size [3].

Screened pine bark is a common primary ingredient for soilless potting mixes in
the USA [1, 4–6]. Traditionally, the advantages of pine bark were good availability and
low price. It has also been shown to contain enough phosphorus, potassium, calcium,
magnesium, zinc, iron, and boron for production of plants in containers [4, 5]. The
primary disadvantages of pine bark are its high bioavailable carbon content and low
pH. Bioavailable carbon can cause immobilization of soluble nitrogen in the container
resulting in a reduction of nitrogen that can be taken up by the plant [1, 7]. Low pH, on
the order of 5.0, requires addition of lime to raise media pH if plants require a pH of 6.0
or more to grow efficiently.

Limited information is available that relates amount of compost added to a potting
mix to the chemical and physical properties of the mix. The chemical properties of
interest included pH, and concentrations of major plant nutrients (organic-N, soluble-N,
P, K), secondary and minor plant nutrients (Ca, Mg, S, Zn, Cu, Mn, Fe), sodium, carbon,
and organic matter. The physical properties that were important in evaluating a potting
media were the aeration porosity (AP), water holding capacity (WHC), total porosity
(TP), and dry bulk density (BD). The ideal amount of compost to add to potting mix
would be the amount that adds plant nutrients that are similar to fertilized media blends
used in the nursery industrywhile providing enhance aeration porosity andwater holding
capacity to maximize plant performance.

The other important physical characteristic investigated in this study is the potting
media matric potential (PMP). PMP represents the forces that bind water molecules to
solid particles and to each other in potting media pores, thus restricting the movement
of water through the potting media matrix. Plants must apply a force greater than PMP
to be able to extract water from the potting media. PMP is a negative pressure (suction)
and the values have a negative sign. However, in his study the negative sign will not be



242 T. O. Owino et al.

included in reporting PMP. Awater retention curve can be used to graphically display the
relationship between volumetric water content and PMP for a particular pottingmix. The
water retention curve is an important characteristic for describingwater storage in potting
media and water availability to plants. Knowledge of the water retention characteristic
of a potting media maymake it possible to reduce the loss of nutrients from potted plants
through excessive watering. This curve can also be used for converting volumetric water
content to PMP and vice versa.

A commercially available composted cow manure was used as a potting media
amendment. Four potting media mixes were formulated that contained 0%, 20%, 30%,
and 40% compost on a volume basis. The base mix (0% compost) was composed of 8
parts screened pine bark (PB) and 1 part sand on a volume basis. A common base mix of
8 parts pine bark and 1part sand was compared with 3 other mixes that contained 20%,
30%, and 40% compost (v/v). The remaining fraction of these three mixes was the base
mix (bark and sand).

The primary objective of this study was to observe the impact of blending 0%, 20%,
30%, and 40% (v/v) of composted cow manure (CCM) with a standard bark-sand mix
on the concentrations of major, secondary, and minor plant nutrients, sodium, carbon,
organic matter, and key physical properties including aeration porosity, total porosity,
water holding capacity, and bulk density. The second objective was to compare the plant
nutrient and mineral composition of the three blends of CCM and base mix with the
nutrient contents of the base mix blended with a commercially available slow-release
granular fertilizer. The third objective was to develop water retention curves for the three
CCM and base-mix blends with the pine bark and sand base mix.

2 Methods

Two bags of a blend of pine bark and forest by-products was obtained from a potting
media manufacturer. The pine bark was sun dried for two days to prepare the materials
for screening. Formost nursery containermixes, 70% to 80% (by volume) of the particles
should be in the range of 0.61 to 9.54 mm [3]. To achieve this specification, the pine
bark mix was initially sifted with a 2.0 mm screen to reduce the very fine particles in
the mix. The pine bark was screened again with a 6.35 mm screen to exclude particles
greater than 6.35 mm. The arithmetic mean particle size of the screened pine bark used
to make the base mix in this study was 4.18 mm.

Three bags of composted cow manure (CCM) were purchased from a local garden
supply retailer. Based on information from themanufacturer the compost wasmade from
dairy cow manure and wood waste in open, turned windrows.

Four potting mixes were formulated by mixing 0%, 20%, 30%, and 40% of the
composted cow manure with a bark-sand base mix on a volume basis. The base mix
selected was a mixture of 8 parts screened pine bark and 1 part builder’s sand [6]. The
ingredients not included, but would normally be added by a nursery producer, were lime
for pH adjustment, and a granular slow-release fertilizer (SF) to provide a base-level ofN,
P2O5, and K2O fertility for the base mix. Previous studies have shown that screened pine
bark often provides sufficient concentrations of secondary and minor plant nutrients so
that additional mineral products are often not needed [1, 5]. These additional ingredients
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were not included because an objective of this study was to determine if adding CCM to
the base mix would provide the required improvements in media pH and add amounts
of N, P2O5, K2O like adding granular fertilizer.

2.1 Plant Nutrients Measured

The composted cowmanure was stored in a covered, plastic storage bin and the screened
pine bark (PB)was stored in a separate plastic bin. Threewell-mixed, sampleswere taken
of each of thesematerials, CCMandPB,were collected to provide three replicate samples
for analysis. The volume of each of the samples was about 500 mL and each sample was
placed in a sealable plastic bag and transported to the Agricultural Services Laboratory
at Clemson University for analysis. Each of the CCM and PB samples were analysed
to determine the concentrations of total nitrogen (TN), total ammoniacal nitrogen (TAN
= NH4-N + NH3-N), nitrate-N (NO3-N), total phosphorous, total potassium, calcium
(Ca), magnesium (Mg), sulphur (S), zinc (Zn), copper (Cu), manganese (Mn), iron (Fe),
sodium (Na), and aluminium (Al). The total P and total Kwere reported as P2O5 andK2O
to correspond with commercial fertilizer specifications. Other characteristics measured
included: moisture content (MC), total carbon content (C), organic matter content (OM),
pH, electrical conductivity (EC5), and dry bulk density.

Standard laboratory procedureswere used for all analyses and details are summarized
online by the laboratory director of theAgricultural Services Laboratory at ClemsonUni-
versity [8, 9]. The concentrations of TN and C were determined from a dried and ground
sub-samples using the Elementar procedure. The TAN concentrations were measured
by mixing a representative 2 g sub-sample in a flask containing 20 mL of KCl (2 M)
followed by standard digestion and acid titration techniques. This method included the
small amount of NH3-N that was present in the samples. As a result, it provided a mea-
surement of the total ammoniacal nitrogen content (TAN). The NO3-N concentration
was determined using the cadmium reduction method for solid manures. The organic-N
concentration (Org-N) was calculated as:

[
Org-N

] = [TN]− [TAN]− [NO3-N]. (1)

All other elements (P, K, Ca, Mg, S, Zn, Cu, Mn, Fe, Al, and Na) were measured
using ICP Mass Spectrometry [9]. The moisture content of all replicate samples was
determined by drying a sub-sample in an oven maintained at 105 °C for 2.5 to 3 h and
determining the weight of the dry matter fraction (DMF). The moisture content (%)
was calculated as: MC = 100 (1-DMF). The organic matter (OM) was determined by
burning a dry sample in a 360 °C furnace for 2.5 h. The OMwas expressed as the percent
of the dry matter and was calculated as the difference between the dry weight and the
ash weight divided by the dry weight. The pH was measured after mixing a 15 mL sub-
sample with 15 mL of deionized water and soaking for 30 min. The pH of the resulting
solution was measured using a pH analyser.

The electrical conductivity (EC5) was determined by making a 1:5 dilution of the
sample with deionized water [8]. After allowing the slurry to equilibrate, an electrical
conductivity meter was used to measure the conductivity in mmhos/cm.
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2.2 Physical Properties

The physical properties included in this study were the total solids (TS), volatile solids
(VS), bulk density (BD), aeration porosity (AP), water holding capacity (WHC), and
total porosity (TP). The aeration porosity, water holding capacity, and total porosity were
measured using a chamber that was designed for that purpose as described by Massey,
et al. [10]. The procedures used to measure the WHC included the antecedent moisture
content of the media prior to saturation.

Total solids (TS) and fixed solids (FS) of the compost, pine bark, and builders’ sand
were measured using standard oven-drying techniques [11]. Three replicate samples for
each of these ingredients were dried in an oven at 105 °C for 24 h. Total solids content
was determined by the difference in the wet and dry masses of the samples after cooling
in a desiccator. Fixed solids content (ash) was determined by incinerating the dried solids
in a furnace at 550 °C for 24 h, allowing the sample to cool, and determining the sample
mass. Volatile solids were calculated as the difference between the total and fixed solids.
The moisture content was calculated as 100 – TS (%). The fraction of the TS that was
VS (VS/TS) was calculated from the data to describe the composition of the dry matter.
A high value of VS/TS indicated the lack of soil and minerals in the material and would
be indicative of a soilless media ingredient (i.e., PB and CCM). A very low value of
VS/TS would indicate that a media ingredient was low in organic matter and contained
mostly minerals or soil.

BulkDensity. The density of the composted poultry litter, pine bark, sand, and each pot-
ting media mix was measured using a calibrated aluminium container (323± 1.71 mL).
The density of each media ingredient and mix was determined by filling the calibrated
container with a well-mixed sample, measuring the mass of the sample, and dividing
the sample mass by the container volume. Three replications were performed for each
material. The dry bulk density (g DM /cm3) was calculated as the wet bulk density (g
sample/cm3) divided by the dry matter fraction (g DM /g sample).

Aeration Porosity, Water Holding Capacity, Total Porosity. The aeration porosity,
water-holding capacity and total porosity of a potting media, or individual ingredient,
is typically measured and reported on a wet volume basis. The aeration porosity is
defined as the percentage of saturated media which is occupied by air after completely
draining water from the media by gravity. The volume of the water drained (VDRAINED)
was measured and represents the volume of the pores occupied with air at 100% water
holding capacity. The aeration porosity (AP, %) was calculated as [12]:

AP = (VDRAINED/MV) 100. (2)

The total porosity is defined as the percentage of the media that is occupied by open
pores on a volume basis at saturation. The defining relationship for the total porosity
(TP, %) was [12]:

TP = (PV/MV) 100, (3)

where PV is the water added to saturate media and fill pore volume (mL), and MV is
the volume of solid media and pores (mL).



Using Composted Cow Manure to Improve Nutrient Content 245

Thewater holding capacity is defined as the percentage of themedia and pore volume
that is occupied by water at saturation. The suggested water holding capacity (WHC)
equation given by BCMA [12] was: WHC= TP - AP. However, Calculation of WHC as
the difference between TP and AP did not account for the antecedent moisture content
prior to adding water to reach saturation and fill the pore volume. To account for the
antecedent moisture, the defining equation for the water holding capacity was rewritten
as:

WHC = (VTW/MV) 100. (4)

The total water volume (VTW) was the amount of water contained in the media plus
the amount of water required to bring the media to saturation and fill the pore volume.
The total water volume was calculated based on the antecedent moisture content and the
volume required to reach saturation as:

VTW = 1/ρw(MCI/100) ×MPM) + VWR, (5)

where ρw was the water density (1g/ mL); MCI was the initial moisture content of media
(wet basis, %); MPM was the mass of potting media before adding water (g); and VWR
was the volume retained by media after draining (mL). The volume of water retained
was defined as the difference in the volume of water added (VADDED) to fill the total
pore space and the volume of water drained. The water volume retained (VWR) was
calculated as:

VWR = VADDED − VDRAINED. (6)

The total porosity was calculated using Eq. (2) for AP and Eq. (4) for WHC as:

TP = AP +WHC. (7)

A test chamber was designed and constructed to facilitate the measurement of the
aeration porosity, and water holding capacity [10]. The chamber was constructed from a
section of acrylic pipe with an inside diameter of 14.6 cm and a height of 8.25 cm. The
bottom was a round, 0.635 cm thick piece of acrylic sheet that was chemically welded to
the pipe to form a water-tight seal. Three holes were drilled in the bottom of the chamber
and were fitted with rubber stoppers that were flush with the inside surface of the bottom
of the chamber when fully inserted. A circular piece of plastic window screen (1.27 mm
openings) was placed in the bottom of the test chamber to retain the media while water
was allowed to drain from the pore volume. The chamber was placed on a level metal
rack that facilitated the collection of water drained from saturated potting media in a
container. The chamber was calibrated to a volume of 1364.7 mL which corresponded
to the volume of media contained in commonly used 15 cm diameter pots.

The test chamber was used to determine the aeration porosity and the water holding
capacity of screened pine bark, the base mix (8 parts PB and 1 part sand), and the three
mixes that contained 20%, 30%, and 40% CCM using the following procedure.

1. The media to be tested was placed into a large plastic container and water was added
to increase the moisture content. It was determined that if extremely dry media was
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used the pine bark would float and it would take a prohibitively long time to saturate
the media. After water was added to the media a tightly fitting cover was used to
minimize evaporation between replications.

2. A large sample of the moistened potting media was removed from the storage con-
tainer and the moisture content was measure using standard oven drying techniques
(105 °C oven for 24 h). This provided a measure of the initial or antecedent moisture
content and was used in Eq. (5).

3. The test chamber was filled with media to the 1364.7 mL mark. This was the value
used for media volume (MV) in Eq. (2) and (4). The chamber was dropped onto a
hard surface from the height of 7.6 cm four times and additional media was added
to re-fill the container to the 1364.7 mL mark. This was done to ensure consistent
compaction for all replications of all four potting mixes.

4. The test chamber full of media was placed on a level rack and a plastic container was
placed below the rack.

5. Water was slowly added to the media using a graduated cylinder until the solids were
completely saturated and the pore volume was full. When this had been achieved,
no air bubbles were present in the media and the surface of the media glistened. The
total volume of water added (VADDED) was recorded and was used in Eq. (6).

6. The three rubber stoppers were removed, and water was allowed to drain from the
pore space of the media until all dripping stopped (approximately 1 h per replication).
The total amount of water that drained from the test chamber was measured using a
graduated cylinder and was recorded. The volume drained (VDRAINED) was used in
Eq. (2) and (6) and the calculation of the AP and WHC was completed.

This procedure was followed for three replications of each of the four potting mixes.

2.3 Calculation of Chemical and Physical Properties of the Potting Mixes

The plant nutrient, sodium, carbon, and organic matter concentrations, bulk density, and
pH were measured for screened pine bark and the composted cow manure. The only
properties measured for the sand that was used to make the base mix were the moisture
content and the bulk density. The pH of the sand was not measured; however, the pH of
sandwas about 7.0 according to the literature [13]. The concentrations of all the elements
and compounds (% d.b.) contained in the four potting mixes were calculated using the
mean values for two ingredients using the following formula:

[
CjMIX

] = [(
�j1BD1V1 + �j2BD2V2

)
/(BD1V]1 + BD2V2)

] × 100, (8)

where [Cj MIX] was the concentration of nutrient Cj of the mixture of the two ingredients
(% d.b.); � j1 was [Cj1]/100 (g Cj1/g DM1); BD1 was the bulk density of ingredient
1 (g DM/cm3); V1 was the volume of ingredient 1 (cm3); � j2 was [Cj2]/100 (g Cj2/g
DM2); BD2 was the bulk density of ingredient 2 (g DM/cm3); and V2 was the volume
of ingredient 2 (cm3).

The chemical composition of the basemixwas calculatedfirst using the concentration
data and measured BD for the screened pine bark (ingredient 1) and the BD of the sand
(ingredient 2). It was assumed that the sand did not contribute plant nutrients to the base
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mix. The volume of the pine bark was 800 cm3 (V1) and the volume of the sand was
100 cm3 (V2). The bulk density of the base mix was calculated based on total mass of
dry matter in the mix and the total volume of the mix (VT = V1 + V2) as:

BDMIX = (BD1V1 + BD2V2)/VT. (9)

The pH andmoisture content of amix of two ingredientswas calculated as aweighted
average based on the volumes of the two ingredients as:

pHMIX = pH1(V1/VT) + pH2(V2/VT), and (10)

MCMIX = MC1(V1/VT) +MC2(V2/VT). (11)

After the chemical concentrations ([CjMIX]), BDMIX, pHMIX andMCMIX of the base
mix were calculated the composition of each of the three mixes that contained 20%,
30%, and 40% CCM were calculated using Eq. (8) through Eq. (11) using the base mix
results as the first ingredient and the data for the composted poultry litter as the second
ingredient. The total volume of mix used in the calculations (VT) was 1000 cm3. The
20% CCM mix used 800 cm3 for the pine bark (V1) and 200 cm3 for the CCM (V2).
The volumes for the other two mixes were V1 = 700 cm3 and V2 = 300 cm3 for 30%
CCM, and V1 = 600 cm3 and V2 = 400 cm3 for 40% CCM.

A common practice in commercial woody ornamental production is to add slow-
release pellet fertilizer (SF) to large volumes of container media to provide base-levels
of TN, P2O5, and K2O fertility prior to filling pots with media [4, 14]. After planting,
additional fertilizer is provided either through irrigation water or by surface application
of granules to meet the specific needs of the plants being produced. Many fertilizer
formulations are available, but a commonly used product contained 14%TN, 14%P2O5,
and 14% K2O. Recommended fertilizer application rates for general fertilization of
media range from 2 to 5 kg m−3 of media [4]. Some producers also add fertilizers that
provide secondary and minor plant nutrient (e.g., Ca, Mg, Mn, Zn). However, pine bark
often provides enough of these nutrients [1, 5].

Mixing CCM with the base mix used in this study was expected to provide P2O5,
K2O, and many secondary nutrients that would typically be added to media via appli-
cation of commercial fertilizers. In order to compare the nutrient contents of the three
mixes containing CCM with a typical fertilized base mix the concentrations of plant
nutrients that would be achieved by blending 2 and 5 kg of slow-release fertilizer (SF)
per m3 of base mix were calculated using Eq. (8) and Eq. (9) assuming a SF analysis
of 8.2% NH4-N, 5.8% NO3-N, 14% P2O5, and 14% K2O with a BD of 1.205 g/cm3

(data obtained from product specifications). This allowed comparison of the nutrient
composition of the unfertilized base mix, the base mix blended with 2 kg SF m−3, the
base mix blended with 5 kg SF/ m3, the 20% CCM mix, the 30% CCM mix, and the
40% CCMmix. The nutrient concentrations of all six of these blends were converted to
a volume basis ([VCj MIX]; g Cj MIX /m3) using the following formula:

[
VCjMIX

] = 1, 000, 000 BDMIX
[
CjMIX

]
/100. (12)

Not all the organic nitrogen contained in pine bark or compost will be mineralized
during the first growing season. Several publications have indicated that bark-based soil
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amendments tend to immobilize soluble-N requiring increased N fertilization to achieve
good plant performance [1, 5, 7, 14]. Franklin et al. [7]measured the release of organic-N
for fourteen soil amendments that included un-composted pine bark soil conditioners
and several types of compost. They reported the following correlation to estimate the
mineralization factor (m f CS, g N released /g Org-N applied) for the range of products
included in their study [7]:

mf CS = 0.139 − 0.0036 C:N, R2 = 0.84. (13)

The correlation provided by Franklin et al. [7] was used to estimate the amount
of Org-N that would be released during a growing season based on the C:N of the
four potting mixes. The plant available nitrogen was estimated for each mix using the
following relationship:

[PAN-est] = mf CS
[
Org-N

] + [TAN]+ [NO3-N]. (14)

The phosphorus contained in compost and bark-based soil amendments is also not
all available to a plant during the first growing season [7, 15]. Franklin et al. [7] observed
the release of P after mixing a soil conditioner that contained chopped pine bark and
forest by-products with soil in a laboratory incubation study. Their results indicated that
soil amended with such a product would experience immobilization of P, release of P,
and re-immobilization of P over a full growing season (214 d). Therefore, none of the
P2O5 contained in un-composted pine bark could be relied upon to fertilize a plant. The
fraction of P released for pine bark (PRf, g P released/ g P applied) was zero for practical
estimation. The full-season P release for manure-based compost products mixed with
soil ranged from 24% to 64% which was similar to the range of 25% to 40% reported by
Rynk et al. [15]. The value of PRf used to estimate the availability of P2O5 contained in
the composted cowmanure was 0.40 which was about the average observed for manure-
based compost [7, 15]. The general relationship that was used to estimate the available
P2O5 (AP2O5-est) contained in the mixes was:

[AP2O5−est] = 0.40 fCCM[P2O5]MIX + [P2O5]SF, (15)

where fCCM was the fraction of the [P2O5] in the mix ([P2O5]MIX) supplied by CCM
on a volume basis, and [P2O5]SF was the [P2O5] supplied by granular fertilizer and was
calculated as [P2O5]MIX – [P2O5]Base Mix.

The volumetric concentrations of all of the measured plant nutrients, as calculated
from the data using Eq. (12), the C:N ratios, and the estimates of available N and P2O5
contained in the three mixes that contained CCM were compared with the nutrient
composition and C:N ratios of the base mix and the base mixed fertilized at the rates of
2 kg SL/m3 and 5 kg SL/m3. These results would indicate if the CCM could replace a
portion, or all the fertilizer needed to prepare a mix prior to filling pots and planting.

2.4 Water Retention Curves for Compost Mixes

Water retention curves (WRC) for four potting media mixes were determined using
the WP4C dew point method. The WP4C measures water potential by determining the
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relative humidity of the air above a sample in a sealed chamber. Once the sample comes
into equilibrium with the vapor, relative humidity is determined using the chilled mirror
method.

Water Retention Curves Developed using Dew Point Method. The dew point appa-
ratus used was the WP4C meter (Decagon Devices, WP4C Dewpoint PotentiaMeter)
and is shown in Fig. 1.

Fig. 1. Image of the WP4C on left shows the front side view with headspace closed. On right is
the WP4C with headspace open showing location of sample cup.

The water potential of a solid or liquid sample using the dew point method can
be found by relating the sample water potential reading to the vapor pressure of air in
equilibrium with the sample. The relationship between the sample’s water potential (�)
and the vapor pressure of the air is [16]:

� = (RT/V) × ln (P/P0). (16)

where P was the vapor pressure of the air (MPa); P0 was the saturation vapor pressure at
sample temperature; Rwas the gas constant (8.31 J/molK); Twas theKelvin temperature
of the sample (K); and V was the molecular volume of water (m3/mol). The vapor
pressure of the air was measured by a chilled mirror, and P0 was computed from the
sample temperature.

The WP4C measured water potential by equilibrating the liquid water phase of the
sample with the vapor phase in the headspace after closing the chamber. Water potential
was then determined by measuring the vapor pressure of the headspace. Each sample
was placed in a sample cup, which was sealed against the sensor block. There was a
fan, a dew point sensor, a temperature sensor, and an infrared thermometer inside the
sensor block. The dew point sensor measured the dew point temperature of the air, and
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the infrared thermometer measured the sample temperature. The purpose of the fan was
to speed equilibrium and to control the boundary layer conductance of the dew point
sensor.

From these measurements, the vapor pressure of the air in the headspace was com-
puted as the saturation vapor pressure at dew point temperature. When the water poten-
tial of the sample and the headspace air were in equilibrium, the measurement of the
headspace vapor pressure and sample temperature (fromwhich saturation vapor pressure
was calculated) gave the water potential of the sample.

In addition to equilibrium between the liquid water phase in the sample and the vapor
pressure, the internal equilibrium of the sample itself was also important. If the sample
was not at internal equilibrium, one would measure a steady-state vapor pressure (over
the period of measurement) which was not the true water potential of the sample.

The WP4C was calibrated prior to measurement for each media mix. Verification
standards were specially prepared salt solutions of known specific molarity and water
potential. The acceptable range of water potential reading was ±0.05MPa. If the value
was over the range, the equipment was cleaned and recalibrated until the value was
within the acceptable range.

TheWP4C continuously provided accurate water potential measurements if its inter-
nal sensors were not contaminated. Careful preparation and loading of samples length-
ened the time between cleaning but minimized downtime and repairs. The procedure
used with the WP4C is provided below [17].

1. Six 500 mL plastic bottles were prepared with each containing 100 g of oven dry base
mixture. 10 g, 20 g, 30 g, and 40 g of water were added to the bottles separately. This
resulted in a media mass wetness θm of 0.1, 0.2, 0.3, and 0.4.

2. Sealed bottle containing media and water was then shaken for approximately two
minutes to ensure thorough mixing before transferring sample to a plate. This sample
was then transferred to the WP4C disposable plastic cups.

3. The sample cup was filled with the mix to the half full mark. Overfilled cups can
contaminate the sensors in the chamber (more was not necessarily better).

4. The sample cups were placed in the chamber for matric potential measurement.
5. Steps 2 to 4 was repeated for 20%, 30%, and 40% mixtures to obtain respective

sample matric potential values.

3 Results

The chemical and physical properties of the screened pine bark, composted cow manure
and sand used to formulate the four potting mixes are compared in Table 1. The values
shown are the means of three observations along with the standard deviations (s) for
each characteristic. The only measurements that were included for the sand were the
bulk density, moisture content, and VS/TS.

Comparison of the concentrations of the major plant nutrients indicated that CCM
contained 2.6 timesmoreTN than screened pine bark. TheTN in pine barkwas composed
of 94% Org-N with only a small amount of soluble TAN. By comparison, 98% of the
TN in CCMwas organic with the same TAN content as PB. The composted cowmanure
contained 11.7 times more P2O5 and 4.6 times more K2O than the pine bark. While the
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Table 1. Chemical and physical properties of the screened pine bark (PB), composted cowmanure
(CCM), and sand used to make the four potting mixes.

Screened
Pine Bark - PB

Composted Cow
Manure - CCM

Mean
(% d.b.)

s
(% d.b.)

Mean
(% d.b.)

s
(% d.b.)

TAN 0.02 0.040 0.02 0.035

Org-N 0.34 0.050 0.90 0.040

NO3-N 0.000 0.00 0.002 0.0002

TN 0.36 0.064 0.92 0.020

P2O5
A 0.06 0.023 0.70 0.017

K2O B 0.12 0.029 0.55 0.025

Ca 0.22 0.021 3.97 0.221

Mg 0.03 0.006 0.25 0.010

S 0.03 0.006 0.32 0.015

Zn 0.0019 0.0002 0.0155 0.0005

Cu 0.0007 0.0003 0.0084 0.0013

Mn 0.0059 0.0004 0.0129 0.0003

Fe 0.0362 0.0074 0.3728 0.0830

Na 0.0062 0.0037 0.0953 0.0030

Al 0.0667 0.0083 0.6985 0.0525

C 54.94 0.267 17.00 0.283

OM 97.20 0.557 26.13 0.252

Sand

Mean s

C:N 153 30.8 18.5 0.51 NM C NM

EC5 (mmhos/ cm) 0.20 0.010 1.84 0.053 NM NM

pH 4.57 0.058 8.20 0.000 7.0 D NM

Moisture (%) 17.45 0.480 46.47 1.155 3.7 0.328

BD (g DM/cm3) 0.164 0.002 0.348 0.007 1.143 0.010

VS/TS 0.994 0.0014 0.310 0.003 0.0028 0.0003
A To convert P2O5 to total P divide by 2.29.
B To convert K2O to total K divide by 1.21.
C NM = not measured.
D pH of sand [13].
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pine bark contained significant, but small amounts, of the secondary and minor plant
nutrients, the CCM contained 18.0 times more Ca, 8.3 times more Mg, and 2.2 times
more Mn than pine bark.

Pine bark contained more C and OM than CCM resulting in a much higher C:N ratio
for the pine bark. The C:N of the pine bark was 153:1 as compared to 18.5:1 for the
composted cowmanure. The high C:N of the pine bark would be expected to immobilize
a large portion of the soluble N provided by any type of N fertilizer [7]. Addition of
a lower C:N compost to a potting mix would be expected to lower the C:N and may
improve N availability.

The most potentially harmful element to plants measured in this study was sodium
since it is typically in a non-nutritive salt form (NaCl). Composted cowmanure contained
about 15.3 times more Na than the pine bark indicating that the amount of Na applied
to the mix may be a limiting factor in selecting the optimum blend of the base mix and
CCM. However, the electrical conductivity (EC5), which is a general indicator of total
soluble salts, was not excessively high for either mix ingredient [1].

The high value ofVS/TS for the pine bark, 0.994, indicated that it contained very little
soil. The very low VS/TS of the sand indicated that it was clean and not contaminated
with organic matter.

Finally, the pH of the pine bark was very low at 4.57 and agreed with other published
values [1, 5]. The higher pH of the CCM (8.20) would be expected to improve the pH
of the mix when blended with pine bark and sand.

As expected, the bulk density of the sand was the greatest and the MC of the sand
was the lowest. The BD of the pine bark was essentially the same as published values
provided by Baumscha et al. [5] and BCMA [12]. The extreme variation in ingredient
moisture contents mandated that all blending calculation be performed on a dry matter
basis.

3.1 Comparison of the Nutrient Concentrations of the Base Mix and the Mixes
Fertilized with Compost or Slow-Release Fertilizer

The drymatter concentrations of all themeasured nutrients and elements were calculated
for the base mix (8 parts PB:1 part sand), the base mix fertilized with 2 and 5 kg of slow-
release fertilizer per m3, and the three CCM blends using the data shown in Table 1 with
Eqs. (8) and (12). Also, the weighted mean values of BD, pH, and MC were calculated
usingEqs. (9), (10), and (11). These results, alongwith estimates of the available nitrogen
and P2O5 (Eqs. (14) and (15)) are provided in Table 2.

Comparison of the Base Mix with the CCM Blends. As expected, blending CCM
with the base mix resulted in substantial increases in the concentrations of in the TN.
The TN concentration was increased by a factor of 2.0 to 3.0 as the percentage of CCM
was increased from 20% to 40%. Also, adding CCM added a small amount of nitrate-N.
Adding CCM to the base mix decreased the carbon content from 80237 g/m3 for the
base mix to 71823 g/m3 for the 40% CCM mix. The increase in TN and small decrease
in C provided a large decrease in C:N that would be expected to improve the availability
of the Org-N [7]. The best improvement in C:N was the 70% decrease provided by using
CCM for 40% of the potting mix.
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Table 2. Comparison of plant nutrient contents, C:N, pH, and BD of the pine bark and sand base
mix (B-M) blended with 2 to 5 kg/m3 of a commercially available slow-release fertilizer with the
mixes blended with 20%, 30%, and 40% composted cow manure (CCM).

B-M B-M
+ 2 kg
SF/m3

B-M
+ 5 kg
SF/m3

20% CCM 30% CCM 40% CCM

(g/m3) (g/m3)A (g/m3)A (g/m3) (g/m3) (g/m3)

TAN 34 198 442 41 45 48

Org-N 497 496 495 1023 1286 1549

NO3-N 0 116 289 2 2 3

TN 531 809 1226 1065 1333 1600

m f CS −0.41 −0.22 −0.10 −0.12 −0.06 −0.02

PAN-est −167 206 684 −78 −31 16

PAN-est/TN −32% 25% 56% −7% −2% 1%

P2O5 93 372 789 562 796 1031

AP2O5-est 0 279 695 45 96 165

AP2O5-est/P2O5 0% 75% 88% 8% 12% 16%

K2O 170 450 867 517 691 864

Ca 316 316 315 3021 4373 5726

Mg 49 49 48 213 295 378

S 49 49 48 264 372 480

Zn 3 3 3 13 18 23

Cu 1 1 1 7 9 12

Mn 9 9 9 16 20 23

Fe 53 53 53 302 426 551

Na 9 9 9 74 106 138

Al 97 97 97 565 798 1032

C 80237 80104 79906 76030 73926 71823

OM 141964 141729 141378 131777 126683 121589

pH 4.8 4.8B 4.8B 5.5 5.8 6.2

C:N 151 99.0 65.2 71.4 55.5 44.9

BD (g DM/cm3) 0.273 0.275 0.277 0.288 0.296 0.303

MC (%) 20.7 20.7B 20.7B 25.8 28.4 31.0
A Slow-release granular fertilizer (SF) contained 8.2% NH4-N, 5.8% NO3-N, 14% P2O5, and
14% K2O with BD = 1.205 g/cm3.
B Actual values unknown. However, the mixture with SF was expected to be similar to the base
mix
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The PAN estimates given in Table 2 (using Eq. (14)) indicated that the large amount
of bioavailable carbon in the base mix would be expected to immobilize N at the rate
of - 167 g N/m3 greatly inhibiting plant growth. Blending the base mix with 20% to
40% CCM resulted in a decrease in C:N which yielded PAN estimates ranging from
-78 g PAN/m3at 20% CCM to 16 g PAN/ m3 at 40% CCM. These results indicate
that the minimum amount of CCM needed to overcome the PAN-deficit caused by
immobilization of N was 40% CCM on a volume basis.

Blending the CCMwith the base mix provided a large increase in the P2O5 and K2O
fertility of the soilless media. Using Eq. (15) to estimate the available P2O5, indicated
that none of the P2O5 contained in the pine bark would be expected to be available to
grow a plant. Addition of CCM to the mix provided 45 to 165 g AP2O5/m3 with the
40% CCM blend providing the most benefit. The potash (K2O) contained in the pine
bark and the compost provided a substantial amount of K fertility. Addition of CCM to
the soilless media increased the K2O content by a factor of 3.0 for the 20% CCM mix
and a factor of 5.1 for the 40% CCM mix.

The addition of CCM to a pine bark and sand mix will most likely eliminate the need
to purchase secondary or minor plant nutrients since the values were much larger than
provided by the PB alone. The most undesirable increase was for Na. However, the Na
content of all the CCM blends was lower than for the CCM alone which was 332 g/m3

after converting themean concentration provided inTable 1 to a volumetric concentration
usingEq. (12). These results indicate that using a compost product similar in composition
to the one used in this study would eliminate the need to purchase a secondary and minor
nutrient product to blend with potting media.

The weighted mean values of pH in Table 2 indicated that the base mix had a pH of
4.8 and was below the preferred range of 5.5 to 6.4 [4]. At high values of pH (greater
than 6.5) the availability of Fe and other minor plant nutrients will typically be reduced
and is to be avoided [4, 14]. Addition of 20% to 40% CCM to the base mix increased
the pH to 5.5 to 6.2 which was in the range that would be suitable for growing many
plants. These results indicate that blending CCM with a bark-sand mix may provide the
required pH adjustment and reduce or eliminate the need for adding lime to the mix.

Addition of CCM to the base mix provided a slight improvement in MC simply
because the CCM was wetter than the PB. If wetter material were used to make the
blends the MC would be higher.

Comparison of the Fertilized Media with the CCM Blends. Most nursey managers
add slow-release granular fertilizer (SF) to soilless media to provide a base level of N,
P2O5, and K2O fertility. Typical application rates are 2 to 5 kg of SF per cubic meter
of media. The plant nutrient concentrations resulting from mixing 2 to 5 kg SF/m3 with
the base mix are also shown in Table 2.

Addition of 2 to 5 kg slow-release fertilizer per m3 to the base mix overcame the N-
deficit to provide 206 to 684 g PAN per m3. The proportion of the TN that was estimated
to be available ranged from - 32% for the unfertilized base mix to 56% after adding
5 kg SF per m3. By comparison, CCM would need to be blended at 40% by volume to
provide a small amount of available N. The primary advantage of using CCM in the mix
would be to reduce the amount of slow-release fertilizer needed to achieve the desired
N fertility for soilless media. If the mix contained 60% base mix and 40% CCM the N
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added from the fertilizer would become about 100% available. The N fertilization rates
using slow-release fertilizer were 808 and 1226 g TN/m3. Blending 40% CCM with the
base mix prior to fertilization would reduce the rates needed to provide the equivalent
amounts of plant available-N by 75% if the desired rate was 200 g PAN/m3 and by about
44% if the desired rate was 680 g PAN/m3. Therefore, blending CCMwith the base mix
has the potential to significantly reduce the need for N fertilizer,

The estimates of available P2O5, Eq. (15), given in Table 2 indicate that none of
the CCM blend provided enough AP2O5 to eliminate the need for addition of granular
fertilizer. However, the 40% CCM mix would be able to provide 59% of the AP2O5
provided by the fertilizer applied at the 2 kg SF/m3 rate and 24% of the AP2O5 provided
by the fertilizer applied at the 5 kg SF/m3 rate. Therefore, blending CCM with the base
mix at the rate of 40% by volume may reduce the amount of granular P2O5 fertilizer
needed to provide a target fertility value for container media.

The most valuable major plant nutrient in the compost was K2O. The 20% CCM
mix provided 15%more K2O than adding SF at the 2 kg/m3 rate and the 40% CCMmix
provided about the same K2O fertility as the blending the base mix with 5 kg SF/m3.

The results from this study suggest that blending CCM with a bark and sand base
mix could supply the K2O fertility that would normally be provided by granular fertil-
izer, and significant amounts of the P2O5 needed to grow plants. The small available
nitrogen added by CCM may only be sufficient to overcome the N-deficit caused by
immobilization of N to decompose the bioavailable carbon contained in the pine bark.
Instead of blending a 14-14-14 granular fertilizer in the media the use of at 40% CCM
by volume may allow the use of smaller amounts of 14-14-0 fertilizer. The other benefit
may be the elimination of the need to add lime to the base mix to raise the pH to the
desired range.

These results only apply directly to thematerials used in this study. However, another
type of compost could be evaluated in a similar manner by having samples of the soilless
media and compost analysed for plant nutrients, carbon, and bulk density and following
the calculation procedures described with Eqs. (8) through (15). If the compost being
considered containedmore nutrients than theCCMused in this study, then the percentage
of compost in the optimal mix may be less than 40% compost by volume.

3.2 Impact of Blending Compost with the Base Mix on WHC, AP, TP, and BD

Proper plant growth is affected by the physical properties of the potting media. A good
media must retain adequate water and air. As a result, the aeration porosity (AP) and
the water holding capacity (WHC) are of great importance. A media that does not retain
enough water at saturation will also tend to lose excessive amounts of soluble nutrients
via drainage water resulting in a decrease in the efficiency of fertilizer use. The AP and
WHCwere measured for the for potting mixes using the previously described procedure
with Eqs. (2), and (4), and the total porosity (TP) was calculated from the results, Eq. (7).
The bulk density of each of the mixes was measured for each of the mixed as described
previously (Methods). The means of these physical properties are compared in Table 3.

The water holding capacity (WHC) increased as the percentage of CCM in the mix
increased. However, only the 40% CCM blend had a WHC within the desirable range
of 45% to 65% [3].
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Table 3. Mean water-holding capacity (WHC), aeration porosity (AP), total porosity (TP), and
bulk density (BD) of the base mix and the three composted cow manure (CCM) blends.

Base Mix 20% CCM 30% CCM 40% CCM

WHC (%) 41 41 43 45

Desirable range for WHC = 45% to 65%B

AP (%) 32 29 27 25

Desirable range for AP = 10% to 20% B

TP (%) 73 70 70 70

Desirable range for TP = 50% to 70% B

BD (g DM/cm3)A 0.21 0.26 0.28 0.28
A These bulk densities were measured after formulating the base mix and the three mixes that
were blended with CCM as described in Methods.
B Robbins and Evans [3]

The desirable value for aeration porosity is in the range of 10% to 20% [3]. The high
AP value of 32% for the base mix indicated that a significant amount of sphagnum or
peat moss or another ingredient would be required to improve aeration. Mixing CCM
with the base mix made a substantial improvement in the AP. The 40% CCM had an
AP of 25% indicating that it was still higher than desired. Therefore, a small amount
of an organic or synthetic bulking material would be needed to provide an AP of 20%.
Increasing the amount of CCM used to 45% may provide the needed improvement in
AP. However, adding too much CCM would have the potential to increase the pH too
much.

The total porosity was the sum of WHC and AP. The total porosity (TP) of the base
mix was too high when compared to the desirable range of 50% to 70% [3]. Addition of
40% CCM to the base mix lowered the TP to 70%. However, additional CCM or another
material would still be needed to improve aeration.

Apot should beheavy enough to prevent tippingdue to plantweight orwind.Addition
of CCM resulted in an increase in the dry bulk density of potting media and would be
expected to reduce pot tipping.

3.3 Water Retention Characteristics of theMixtures Using the Dew PointMethod

The trend in themoisture release curves for the four mixes was best described by a power
function. A sample water retention correlation is shown with the data for the 40% CCM
mix in Fig. 2. All the fitted power equations, bulk densities, and values of R2 for the
four mixes using the dew point method are summarized in Table 4. The value of the R2

ranged from 0.87 for the 20% CCMmix to 0.94 for the 30% CCMmix indicating a high
level of correlation between the data and the equations for all four mixes.

Water potential measurements represent the amount of water that can be extracted
by a plant. Whereas volumetric water content measurements only indicate the amount
of water in the soil. A soil with a low volumetric water content can have plenty of
plant-available water and a soil with a high-water content can have almost none.
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Fig. 2. Sample correlation using the observed water retention data and the fitted water retention
curve for 40% CCM using the dew point method (WP4C).

Table 4. Power equations, R2− values, and bulk densities of the four potting mixes.

Mix Bulk Density (g/cm3) R2 Equation PWP, 100 θv at
� = 1.5MPa

Base Mix 0.44 0.91 θv = 0.1303 �−0.335 11%

20% CCM 0.54 0.87 θv = 0.1666 �−0.464 14%

30% CCM 0.58 0.94 θv = 0.1844 �−0.499 15%

40% CCM 0.59 0.91 θv = 0.1981 �−0.335 17%

Most plants will reach the permanent wilting point (PWP) at a matric potential of
1.5MPa. The PWP was calculated for all for mixes using � = 1.5MPa in the four
equations provided in Table 4. The value of PWP was 11% for the base mix. However,
the PWP increased to 14% after adding 20% CCM to the mix. The PWP continued to
increase as the fraction of CCM in the mix increased. The highest PWP was 17% for
the mix that contained 40% CCM. These results clearly indicated that adding CCM to a
bark-sand mix enhanced the PWP.

The bulk density of the base mix was 0.44 g/cm3 dry basis and adding CCM to the
mix yielded an increase in the bulk density to 0.54 g/cm3 for the 20% CCM mix to
0.59 g/cm3 for the mix that contained 40% CCM. A higher dry matter bulk density is
desirable to reduce the movement or tipping of containers during high winds.
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Pot water capacity, PWC refers to the maximum amount of volumetric wetness (%)
a potting media can hold after drainage. It is the sum of θv at PWP plus WHC as a
percentage. Refill Point (RP) marks the point at which the plant has used all readily
available water which typically occurs at 50% of the WHC. Plants will stay out of stress
and yield more when kept within this water potential comfort range. This is the range
of readily available water, RAW [17]. The calculated values of PWC, WHC, PWP, and
RP are compared for the four mixes in Table 5.

Table 5. Calculated values of pot water capacity, water holding capacity, permanent wilting point,
and refill point for the four mixes using the Dew Point Method.

Base Mix 20%
CCM

30%
CCM

40%
CCM

PWC (%) 52 55 58 63

WHC (%) 41 41 43 46

PWP (%) 11 14 15 17

RP (%) 32 35 37 40

Table 5 shows that the pot water capacity (PWC) increased as the percentage of
compost increased in the mixes. The 40%CCMmix had the highest PWC value of 63%.
The addition of compost increased the water holding capacity of mix by increasing
the number of micropores in the mix either by “gluing” mix particles together or by
creating favorable living conditions for soil organisms. The refill point (RP) of the base
mix (PWC – 0.5 WHC) was the lowest at 32%. Adding CCM to the mix increased the
refill point to 35% for the 20% CCM mix, and it increased further to 40% for the mix
containing 40% compost. Overall, the data indicated that adding CCM to a bark-sand
mix increased the pot water capacity with a corresponding increase in the refill point.
The practical result is that adding 30% to 40% CCM to the base mix will require less
irrigation water to maintain a container at a high level of readily available water. The
reduced plant stress and lower water cost may improve profits for a producer of container
plants.

The water retention data were used to calculate the values of the matric potential
(�) that corresponded with water contents on a mass basis (θm) ranging from 0.1 to 0.6
gwater/gmix. A one-way analysis of variance [18] was used to calculate the means values
of �, the pooled variance (SP2), and the least significant difference for each level of
θm. The LSD was calculated as tα × (2 SP2/r)0.5 and the level of probability selected
was 95%. The number of replications per treatment was 3 (r) and the error degrees of
freedom was 8. The LSD values used to test for differences between treatment means
are provided for each value of θm in Table 6. Means with the same letter in Table 6 were
not significantly different.

Table 6 values shows that the LSD (0.05) decreased as the θm increased. This was
due to the decrease in variance (SP2) as the water content increased. At low water
potentials, flow restriction within the sample and loss of hydraulic contact between mix
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and measuring cup possibly resulted in the higher observed variance. Generally, we can
say that the base mix’s values were different from the mixtures with compost. Adding
compost changed the ability of the potting media to retain the water and made the water
contained in the media easier to extract for values of θm of 0.2 g water/g mix or less which
would be expected to reduce plant stress during sub-optimal water contents. Adding at
30% CCM to the mix made the greatest impact.

Table 6. Significant difference between treatment means for all mixes at each θm.

θm
(gwater/gmix)

Base Mix
(MPa)

20% CCM
(MPa)

30% CCM
(MPa)

40%CCM
(MPa)

Mean Square
Error (SP2)

LSD (0.05)

0.1 19.34a 13.47b 10.97b 16.72a 2.0648 2.71

0.2 5.56 1.63b 2.52 1.73b 0.0465 0.41

0.3 0.42 0.58 0.89c 0.87c 0.0035 0.11

0.4 0.40a 0.45a 0.49a 0.73 0.0038 0.12

0.5 0.20 0.51b 0.47b 0.53b 0.0010 0.06

0.6 0.23 0.50 0.36 0.44 0.0007 0.05

Whilewebelieve that the information presented in thiswork is important as amethod-
ology for selecting the optimal mix of CCM with bark-sand base mix, it should also be
recognized that this procedure can be used to optimize any potential mix such as poultry
litter and or another type of organic ingredient. Also worthy of note is the fact that under
field conditions there can be many other variables (beyond those presented in this study)
that can vary water retention characteristics and of plant-available N and P of a mix.
Past studies indicate that laboratory N mineralization data of manures and composts
are strongly related to field N mineralization and plant-available N [7]. This indicates
that laboratory work may be helpful to growers who wish to use or are using composts
and base mixes to better select optimal composts and base mixes that maximize plant
nutrients and water retention.

4 Conclusions

Sample analyses and experimentswere conducted to determine if composted cowmanure
(CCM) could be used to fertilize a base mix that was formulated by mixing 8 parts of
screened pine bark with 1 part sand. The compost product was mixed with the base mix
at the rates of 20%, 30%, and 40% on a volume basis. The plant nutrient concentrations
of the base mix and the three CCM-base mix blends were compared with common plant
nutrient concentrations provided by fertilizing the base mix with a 14-14-14 granular
fertilizer at the rate of 2 to 5 kg per m3. If was found that the 40% CCM mix could
replace granular fertilizer for a portion of the P2O5, and all of the K2O, secondary, and
minor plan nutrients included in the study. The CCM blends could also replace about
44% to 75% of the N fertilizer needed to fertilize a potting media. Additional N fertilizer



260 T. O. Owino et al.

could be added after filling and planting the containers based on plant needs. The higher
pH of the CCMmay also allow a commercial producer of woody ornamentals to greatly
reduce lime requirements since adding CCM to the base mix increased the pH from 4.8
to 5.5 for the 20% CCM mix to 6.2 for the 40% CPL mix.

Measurements of the aeration porosity (AP) indicated that the base mix in this study
did not meet the recommended values. The water holding capacity (WHC) increased as
the percentage of CCM in the mix increased. Mixing CCM with the base mix made a
substantial improvement in the AP. The 40% CCM had an AP of 25% indicating that it
was still higher than the desired value of 20%. Therefore, a small amount of an organic
or synthetic bulking material would be needed to achieve an AP of 20%. Only the 40%
CCM blend had aWHCwithin the desirable range of 45% to 65%. Therefore, CCM has
the potential to reduce the amount of sphagnum or peat moss needed to mix with the
media to improve these physical characteristics.

Water retention curves developed using the dewpoint method represented the water
retention curves of the four mixes accurately with R2 for the fitted curves for base mix,
20% CCM, 30% CCM and 40% CCM being 0.91, 0.87, 0.94 and 0.91 respectively.
The water retention curve generated for each mix can be used to accurately convert
volumetric water content to PMP for use in irrigation scheduling. Adding 30% to 40%
CCM to the bark-sand based mix used in this study also increased the pot water capacity
and the refill point. This would be expected to reduce the amount of irrigation water
needed to maintain good plant growth.

It was concluded that mixing CPM with a bark-sand base mix has the potential to
greatly reduce the need for non-renewable ingredients, such as peat moss, and to reduce
the cost for fertilizer for a commercial nursery. The use of other types of compost can
be evaluated using the measurements and procedures provided in this study. The final
decision concerning the use of a compost mix product should be made after growing
some trial pots of the plant that is to be produced.
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Abstract. The availability and quality of natural light in livestock buildings affect
the welfare and productivity of animals and their caretakers, while affecting the
energy performance of the buildings. This study investigated the impact of differ-
ent building properties on daylight conditions of livestock buildings. The study
was conducted via parametric daylight simulations inClimatestudio. Firstly, build-
ing geometries with different facade orientations, width-to-length ratios, and roof
pitches were simulated. Secondly, different glazing types, sizes, and locations
were considered for their respective daylight performance. Finally, the use of dif-
ferent materials for the facade, floor and roof of the buildings were simulated
and comparatively analysed. The study analysed the simulation results to assess
daylight availability in relation to different building properties. The results pro-
vided insight that can help determine building geometry, window properties, and
material selection during the design process. Overall, the study highlighted the
importance of further research and development of design guidelines and stan-
dards that incorporate these factors to improve the daylighting performance of
these buildings, while ensuring animal welfare and productivity.

Keywords: Daylighting performance · Livestock buildings · Cattle · Parametric
study · Lighting · Simulations

1 Introduction

Cattle have been domesticated in the course of human history. However, their ancestors
used to live outdoors under natural light. Therefore, keeping the stable’s light environ-
ment as close to the natural daylight as possible is important for the animals’ health and
welfare. A crucial aspect to ensuring a good indoor animal and human environment is by
optimising daylighting in the livestock building. The Animal Welfare Act (2018:1192)
sheds light on the importance of keeping animals in suitable environments that promote
their wellbeing. A study by Dahl, Tao and Thompson (2012) shows that proper daylight
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in cattle stable can increase milk production. Another study by Shinde and Gupta (2016)
indicates that longer light exposure can increase milk production by 7–10%. Studies
show that due to day length, energy use for lighting is reduced during summer months
compared to winter months (Houston, Gyamfi and Whale, 2014). It is obligatory in
Sweden to ensure that cattle stay outdoors around summer time with at least 60 days
for Northern Sweden, 90 days for Middle Sweden, and 120 days for Southern Sweden
(Swedish Board of Agriculture, 2022). However, they are kept indoors during the winter
months when cold weather and the lack of sufficient light can negatively affect them.
Poorly lit stables do not always have an even light distribution, as shown in Fig. 1, which
may be harmful for cattle as they are especially sensitive to high contrasts (Harner et al.,
2008). According to a study in Sweden by Sundahl (1974), the recommended lighting
for cow barns is 75 lx while night-time lighting should be 5 lx. Furthermore, Swedish
Institute for Standards (2012) recommends between 100–150 lx in cattle houses and 5 lx
during night-time. However, the milking area requires 300 lx of illuminance (Haraldsson
and Henrysson, 2011).

Fig. 1. A cattle stable located in Southern Sweden with poor lighting conditions (Photograph:
Sheikh Rishad Ahmmad). Buildings such as these are not representative of the existing building
stock in Sweden.

In addition, it is also extremely important to create a suitable environment in the stable
for the human caretakers. Work in cattle environments represents 87% of work-related
accidents for humans involvedwith animal husbandry (P.M. Layde et al., 1996).Many of
the existing cattle stables have poor lighting conditions, which may lead to a dangerous
or unsuitable work environment. Swedish National Board of Housing, Building and
Planning (2021) recommends a 1%Daylight Factor for buildings in general, which is the
ratio between the illuminance measured at a specific point in a room and the illuminance
under an unobstructed overcast sky (Lewis, 2017). Health and safety executive (2023)
in United Kingdom suggests adequate, suitable and flicker-free lighting, natural light
without glare aswell aswell-lit exterior areas for theworkers.On the other hand, Swedish
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Board of Agriculture (2022) suggests lighting for animals that does not cause discomfort
and supports their circadian rhythm and behavioral needs.

Due to the undeniable impact of daylighting on energy efficiency and animals’ and
workers’ welfare, it is a crucial consideration in the building design process. However, it
is often overlooked in reality, which causes animal buildings to end up with suboptimal
daylighting or poor electric lighting. Cattle can keep a normal body temperature without
using any additional energy to heat or cool their body between 5 °C and 25 °C (Hulsen,
2005). Therefore, it is possible to increase the window surface area without compro-
mising the thermal environment for the animals. However, careful considerations must
be taken as excessive cold or heat can cause adverse effect on dairy production (Dy,
2021). In recent practice, cattle stables with open or translucent facades and roof can be
observed in contrast to the practice of designing stables with smaller windows. These
stables invite more daylight into the buildings that can benefit both animals and humans.
Two projects located in Quebec, Canada, exhibit such design principles (Fig. 2). Quebec
has slightly more daylight in the winter and slighting less in the summer than Southern
Sweden (Fig. 3), which is the primary study area for this research.

Fig. 2. A cattle stable designed by La Shed Architecture in Montérégie, Quebec (Carlson, 2020)
on the left (Photograph: Virginie Gosselin), and a cattle stable in Quebec on the right (Photograph:
Marie-Claude Dubois).

Fig. 3. Comparison of monthly average daylight hours between Southern Sweden and Quebec
(Worlddata, 2023).

Southern Sweden exhibits particularly gloomyweather conditions during winter due
to overcast sky, fog, and a thick layer of cloud. As Southern Sweden does not experience
much snow compared to Northern Scandinavia, it cannot utilize the property of snow
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as a natural light reflector to compensate for low daylight levels (Dubois et al., 2019).
Therefore, it is extremely important to study the impact of daylighting on buildings in
such a climate. This study made use of computer-based modelling and simulations to
predict the impact of different building properties on the daylighting performance of
the cattle stables. The objective of the study was to understand the impact of different
building properties such as geometry, window types, and materials on the daylighting
performance in a simulated environment.

2 Method

The overall study followed a process of optimizing a built form primarily based on its
daylighting performance. Different building constraints were tested and simulated, and
the best performing options were tested in the next phase of the study. The geomet-
rical models used in this study were created using Rhinoceros 3D computer program
(Robert McNeel & Associates, 2023). The simulations were conducted with Climates-
tudio (Solemma, 2023), which uses Radiance (Larson and Shakespeare, 1998) as the
lighting simulation tool. Several metrics gathered from the simulation results were anal-
ysed. The general methodology of this study is illustrated in Fig. 4. The metrics used
are described below:

1. Spatial Daylight Autonomy (sDA): sDA is the percentage of the analysis areameeting
a minimum horizontal daylight illuminance for a specified fraction of time. The
illuminance is set at 300 lx for office spaces with a time period corresponding to
50% of occupancy (Dubois et al., 2019). Although the cattle need 75 lx of light, the
requirement for milking parlours is set at 300 lx (Haraldsson and Henrysson, 2011),
the same for working environments for humans. Therefore, the standard of 300 lx
for 50% of the occupied time was considered in this study. The purpose of using this
metric was to evaluate the effectiveness of daylight distribution in the stable when
electric lighting was switched off.

2. Annual Sunlight Exposure (ASE): The ASE is used to quantify the amount of direct
sunlight that enters the space to assess the risk for glare, overheating, and higher
energy demand. It is defined as the percentage of analysis points receiving at least
1000 lx for at least 250hper year. Spaceswithmore than10%ASEhaveunsatisfactory
visual comfort in spaces for humans (U.S. Green Building Council, 2023).

3. Daylight Factor (DF): The DF is the ratio between the illuminance within a room
at a certain horizontal plane and the illuminance under an unobstructed overcast sky
(Lewis, 2017). The Median Daylight Factor was used for evaluation in this study as
it informs on the spatial distribution of the Daylight Factor (Dubois et al., 2019).

2.1 Simulation Setup

The study area of the project was located in Southern Sweden and the climate file for
the simulations was set to Copenhagen. The data for the location was collected from
Kastrup Airport, which is one of the closest international airports and likely to provide
the most reliable dataset from previous experience. For the initial simulations, a default
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Fig. 4. A diagram explaining the general methodology of this study.

matte white material was used for all modelled surfaces. A simple clear glass material
with Visible Solar Transmittance (Tvis) of 87.7% was used for all window surfaces,
which corresponds to a single clear glass. A standard grass surface was used as a ground
plane with a reflectance of 7.38%. It is to be kept in mind that the purpose of this phase
of the study was to create a comparative analysis and real-life measurements in similar
buildings can differ due to use of different materials, components, and amount of soiling
(Diéguez et al., 2016). The last phase of the simulations dealt with different materials and
interior components, which was likely to provide results closer to reality. The simulation
parameters and conditions used in this study are described in Table 1.

Table 1. Simulation parameters and conditions used in the study

Location Data type Latitude Longitude

Copenhagen-Kastrup TMYx.2004-2018 55.6 12.6

Sensor spacing Workplane offset North offset

1000 mm 850 mm 0°

Samples per
pass

Max. Number of
passes

Ambient
bounces

Weight limit

64 100 6 0.01

2.2 Geometry Study

In the first phase, the impact of different building geometries on daylighting performance
was studied (Fig. 5). Three tests were performed:

1. A simple square building with windows on opposing two sides was used to determine
the most optimal building orientation. Each building form had a length and width of
20 m, occupied floor area of 400 m2, and a three-meter clear height. There were 10
square shaped 1 m2 windows on each side placed at an equal distance, 20 windows
in total. Four iterations of the same built form were used for this study: windows
oriented towards North and South, East and West, North-west and South-east with a
45° rotation, and finally North-east and South-west with a 45° rotation.
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2. Different building shapes with same occupied floor area (400 m2) were studied to
determine the optimum shape, keeping the best performing orientation in the previous
study unchanged. Three iterations were analysed: a square building with 20 m in
length and width, a rectangular building with 25 m length and 16 m width, and
finally, a rectilinear building with 40 m length and 10 m width. The number of
windows was the same as in the previous phase, with 10 windows placed on each of
the two elongated facades at an equal distance.

3. Different sloped and flat roofs were tested, keeping the best performing shape in the
previous study unchanged. The fours iterations were: a flat roof building, a building
with a 10° roof slope, a building with 30° slope, and a building with an inverted roof
slope of 30° on each side from the central ridge.

Fig. 5. Different geometries were modelled to determine the best orientation (left), shape
(middle), and roof angle (right).

2.3 Window Type

In the second phase, different window sizes, shapes and locations were studied (Fig. 6).
The simulations were performed in two stages:

1. Five window and opening options were considered in this stage: square windows at
regular interval (1 m2 each), corner windows in the meeting point of wall and roof
(2.3 m2 each), roof openings (1.5 m2 each), open facades (6.3 m2 each), and windows
along the ridgeline of the roof (3.2 m2 each). The open facade was included in this
study due to its potential to provide natural ventilation to the building.

2. The best performing cases from the previous stagewere used in different combinations
to determine the best performing option.
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Fig. 6. Different window options simulated for the study (top) and combination of the best
performing options (bottom).

2.4 Material Use

In the final phase, different materials such as white reflective panels, wood, metal, and
concrete were compared to assess their impact on daylighting performance (Table 2).
The best performing geometry and window combination was used for this study. Interior
materials and components such as stalls, straw, partitions, the animals, etc., were added
in this phase to make the simulations closer to reality (Fig. 7). The animals were placed
in the model as a simplified rectangle to reduce geometric complexity.

Table 2. Materials used for simulations

Name of the
material

Reflectance (%) Specular (%) Diffuse (%) R G B

Matte White Wall 80.69 0.98 79.71 0.81 0.79 0.77

Wooden interior
wall cladding
Wooden parquet
floor

16.94
19.78

0.60
2.05

16.34
17.73

0.28
0.32

0.13
0.14

0.05
0.03

Aluminium metal
cladding
Light grey interior
metal partition

64.79
74.27

5.33
4.69

59.46
69.59

0.59
0.66

0.60
0.70

0.58
0.77

Concrete support 43.00 0.16 42.84 0.47 0.42 0.32

Dirty leather (cow
skin)

59.66 0.00 59.66 0.64 0.59 0.47

Straw 29.03 0.00 29.03 0.38 0.27 0.09

Metallic hand rail
(fence)

46.31 11.31 35.00 0.36 0.35 0.34
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Fig. 7. An exploded isometric view of the 3Dmodel illustrating the interior building components
used for the simulations.

3 Results

3.1 Geometry Study

The results indicated that all studied building orientations performed similarly (Table 3).
However, windows oriented towards North and South seemed to provide slightly better
sDA but higher ASE, thus a higher risk for glare. The high sDA value for all cases
indicated that the spaces had high level of daylight distribution.

Table 3. Simulation results for the orientation study.

North-South East-West North-west and
South-east

North-east and
South-west

Spatial Daylight
Autonomy (sDA),
(%)

97.7 96.6 97.7 97.5

Annual Sunlight
Exposure (ASE), (%)

4.3 3.9 3.4 3.4

Median Daylight
Factor (DFmed), (%)

1.4 1.4 1.4 1.4

The building shape study demonstrated that the sDA was higher for rectangular and
rectilinear shapes in comparison with the square shape (Table 4). Rectangular shape
provided slightly lower ASE.
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Table 4. Simulation results for the building shape study.

Square
(20 m × 20 m)

Rectangular (25 m ×
16 m)

Rectilinear (40 m ×
10m)

Spatial Daylight
Autonomy (sDA), (%)

97.7 100 100

Annual Sunlight
Exposure (ASE), (%)

4.3 3.4 3.5

Median Daylight Factor
(DFmed), (%)

1.4 1.6 1.7

All the tested roof configurations performed similarly in terms of sDA and ASE
(Table 5). The flat roof and roof with a lower slope had better DFmed. Although both
roofs performed similarly, a slightly sloped roof can give more structural stability to
carry snow load while providing a more effective drainage system.

Table 5. Simulation results for the roof configuration study

Flat roof 10° slope 30° slope Inverted roof

Spatial Daylight Autonomy (sDA), (%) 100 100 100 100

Annual Sunlight Exposure (ASE), (%) 3.4 3.4 3.4 3.4

Median Daylight Factor (DFmed), (%) 1.6 1.6 1.4 1.4

3.2 Window Type

Results from window location study showed that windows placed on corner, roof slope,
and ridge as well as open facades performed significantly better than square windows
on the wall in terms of DFmed (Table 6). However, as the ASE increased above 10%, it
rose concerns about visual discomfort for human occupants according to Illuminating
Engineering Society (2012). A study by Abboushi (2020) recommended increasing
current ASE limits of 10%–20% with careful consideration for its effects on energy,
thermal comfort, and visual comfort.

A comparison between differentwindow and opening options are illustrated in Fig. 8.
Daylight Factor (DF) comparison for different window options.

As the open facade system proved to be providing most daylight to the building, its
combinationwith two different roofwindowswere investigated (Table 7). AlthoughASE
still posed a risk that needed to be addressed, DFmed values indicated an exceptionally
well daylit environment. It is to be noted that these values were simulation results of
a simplified geometry with a single default material with high reflectance. Moreover,
the presence of animals and loss of reflectance due to soiling were not considered.
Therefore, the results are not representative of similar real buildings and can only be
used for comparative analysis.
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Table 6. Simulation results for the window location study.

Wall Corner Roof slope Open facade Ridge window

Spatial Daylight
Autonomy (sDA), (%)

100 100 100 100 100

Annual Sunlight
Exposure (ASE), (%)

3.4 14.7 14.3 21.5 31.1

Median Daylight Factor
(DFmed), (%)

1.6 7.1 10.9 10.7 17.9

Fig. 8. Daylight Factor (DF) comparison for different window options.

Table 7. Simulation results for combined window placement study.

Open facade only Open facade + slope
window

Open facade + ridge
window

Spatial Daylight
Autonomy (sDA), (%)

100 100 100

Annual Sunlight
Exposure (ASE), (%)

21.5 43.2 56.6

Median Daylight Factor
(DFmed), (%)

10.7 22.7 32.8

3.3 Material Use

sDA and ASE were not influenced by change in materials (Table 8). The highest DFmed
were obtained for a stable with reflective white materials in roof and wall as well as
white floor surface, which is not realistic in an animal stable. However, it indicated
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the importance of using light coloured materials and regular cleaning and maintenance.
It is to be noted that, due to adding structural members and other interior building
components, the values were lower in this case compared to previous tests. The use
of metal as primary building material created the second best daylit environment, with
concrete and wood coming second and third respectively.

Table 8. Simulation results for the material use study

White Wood Metal Concrete

Spatial Daylight Autonomy (sDA), (%) 98 98 98 98

Annual Sunlight Exposure (ASE), (%) 47.1 47.1 47.1 47.1

Median Daylight Factor (DFmed), (%) 23.7 14.4 20.9 15.7

4 Discussion and Conclusions

The study was conducted to understand the impact of different building properties such
as geometry, window types, and materials on the daylighting performance of animal
stables in a simulated environment. The simulations performed in this study indicated
the intricate relationship between building properties and daylighting performance. The
study on different geometric properties of the building such as orientation, shape and
roof configurations showed that it is possible to make informed design decisions based
on the simulation results to improve the stable environment for cattle and humans. A
rectangular building oriented towards North-South with a gentle roof slope proved to be
themost appropriate built form among those tested, but other aspects such as e.g., natural
ventilation and function also have to be considered in the planning. Although there were
some possible complications regarding sunlight exposure, glare and overheating, large
windows created a highly daylit cattle environment. The best performing combination
of roof ridge windows and open facade could bring in a lot of light as well as natural
ventilation. Further investigation into material use showed that light coloured materials
with reflective surfaces performed better than dark coloured absorbing materials such
as wood. Wood could probably not be used due to moisture considerations as well.

The results of the study was not validated in comparison to a real building, which
is a major limitation of the study. Further study is needed to address Useful Daylight
Illuminance (UDI) as a metric. Moreover, multi-objective optimization can provide a
broader understanding of the aspects studied.

In conclusion, this study provided information to architects, engineers and other
stakeholders involved in livestock building design. Utilizing the full potential of day-
light can reduce the reliance on electric lighting, thus leading to considerable energy
savings, which contributes to more sustainable livestock buildings. It is important to
note that design guidelines and standards must be updated to incorporate daylighting
considerations to enhance both animal wellbeing and energy-efficiency. Current guide-
lines and rules regarding daylighting focus more on buildings predominantly occupied
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by humans. Further research and development in this area will undoubtedly refine these
insights and promote more sustainable design practices for future livestock buildings.
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Abstract. “Japanese Black” is a breed of beef cattle endemic to Japan and has a
propensity to produce marbled meat, which requires the regulation of the blood
vitamin A, retinol. To control retinol levels in a healthy way, the fluorescence of
whole blood, plasma and plasma with a blood cell separation filter of cattle was
measured by Excitation Emission Matrix (EEM) fluorescence spectrophotometry
to develop a blood retinol estimation technique that is simpler and faster than con-
ventional chemical analysis. Actual blood retinol concentrations were determined
by HPLCmethods. The EEM of each sample was measured in the excitation 300–
400 nm and fluorescence 320–550 nm range and the retinol concentration was
estimated by PLS regression. R2Pred, and RMSEP for the whole blood were 0.91,
9.12, for plasma 0.94, 7.58, and for plasmawith glass filter 0.92, 11.1, respectively.

Keywords: Japanese black cattle · Fluorescence · Retinol · EEM · PLS

1 Introduction

Japan has an endemic breed of meat cattle called the Japanese Black Cattle. In terms of
fat content in loin meat, the Japanese Black Cattle has a higher value of 39.6% compared
to 3.6% for the Angus breed.Meat with high BeefMarbling Standard (BMS) is produced
by lowering blood Vitamin A (VA) levels during the middle part of the fattening period.
This VA is mainly present in the blood as retinol, and it is the used for the blood VA
evaluation. Then, from around 13 months of age, generally called the mid-fattening
period, the composition and quantity of roughage are changed to cut off the supply of
retinol precursors in the diet and thus, the blood retinol concentration falls to around
30 IU/dL [1]. This practice of limiting blood retinol concentrations is mostly done by
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experience and intuition of livestock farmers and requires observing behavioral changes
in cows, such as loss of appetite and loss of energy, as signs of retinol deficiency status.
However, as some individuals don’t show any signs of retinol deficiency, relying solely
on human senses may not be sufficient to adjust blood retinol concentrations, which
can sometimes lead to livestock deaths and accidents. Defects such as myxedema and
liver disease can be found in cattle carcasses in the slaughterhouses, where sometimes
as many as 40% of their animals with liver disease have been linked to retinol deficiency
[2]. Since visual impairment and anorexia are also observed in the deficiency state, and
parts with lesions are discarded at meat inspection stations, excessive retinol restriction
is problematic from two perspectives: animal welfare and profitability.

The way to prevent retinol deficiency is through regular blood test monitoring, and
vitamin supplements are administeredwhen blood retinol levels are low. The usual blood
test involves a blood sample taken by a veterinary surgeon, followed by measurement of
blood retinol by high-performance liquid chromatography (HPLC). This is highly accu-
rate but also requires blood collection process and subsequent delivery to a laboratory
analysis. Therefore, it takes several days to obtain the results and costs around 2000 yen
per cow. Some feedlot farmers don’t test it until a clear deficiency symptom occurred.
Such retinol deficiency could well be prevented through early treatment, if farmers have
a technology that allows them to assess blood retinol levels readily on the farm site. All
of these necessitates a simpler and quicker measurement for blood retinol.

As a technique for quantifying retinol in blood, a kit for simple determination is
now available for practical use. It differs from the usual HPLC measurement in that
retinol is extracted by reagent mixing and other pre-treatments and measured using its
fluorescence and absorption properties. In addition, previous studies have shown that it
is possible to estimate plasma retinol concentration based on the fluorescence properties
of blood bymeasuring the excitation fluorescence matrix (EEM), which consists of exci-
tation wavelength, fluorescence wavelength, and fluorescence intensity [3]. In general,
the presence of blood cells significantly reduces light transmission. This is why blood
samples without blood cell components, such as plasma, are used. However, obtaining
plasma requires mixing reagents and centrifugation, which is difficult for farmers to
handle routinely. Therefore, we considered if a correlation between EEM fluorescence
intensity and blood retinol concentration could be obtained even from whole blood con-
taining all components without any pre-treatment, and thus enables the blood retinol
concentration estimation. As an alternative approach, we then extracted plasma using a
plasma filter, which can remove blood cell components easily, and measured samples
absorbed on a glass filter. This study examines two methods for the rapid estimation of
retinol: one method that does not require any pre-treatment, and another method that
requires a single pre-treatment but enables more accurate estimation.

2 Methods

(1) Sample Collection
Tajima fattening cows aged between 7 and 32 months were used in the experiment, were
fattened at the Hyogo Prefectural Tajima Agricultural High School. Approximately 32
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cows are kept in the fattening barn, and the diet consists of concentrate and roughage
(wheat straw, Italian grass, and Sudan grass), with the composition and quantity of the
roughage adjusted according to the stage of growth.

10 mL Blood samples were collected from the jugular vein in blood collection
tubes containing sodium heparin discs (10 mL) for fluorescence measurements of whole
blood and plasma and in blood collection tubes containing serum separator coagulation
enhancing film (9 mL) for HPLC measurements, respectively, for a total of 160 animals
throughout six experiments conducted every two months. Blood samples were obtained
from a total of 160 animals in six experiments carried out every two months. The blood
samples were collected from the jugular vein of 160 animals at two-month intervals for
a total of six experiments. In the last sixth experiment, 600 μL of the whole blood was
applied to a plasma filter (Plasma Filter, WATSON) which separates the blood cells from
the plasma and absorbs the plasma on glass filter paper. As a result, 22 samples were
obtained.

(2) Measurement of Samples
Based on the fact that the fluorescence of retinol in plasma is 330 nm excitation and
470 nm fluorescence [4, 5], the measurement wavelength range was set to 300–400 nm
excitation and 320–550 nm fluorescence. Fluorescence was measured on 7 μL of whole
bloodwithin approximately 30min of blood sampling to construct amodel for estimating
blood retinol concentrations. Plasma was extracted from the supernatant of whole blood
centrifuged (3,000 rpm, 10min) andmeasured in the sameway. A single-dropmeasuring
unit (SAF-851, JASCO) was attached to a spectrofluorometer (FP-8300, JASCO), and
surface fluorescence was measured by irradiating excitation light from the bottom of a
dropofwhole bloodon aquartzwindowat an angle of incidence of 45°. Themeasurement
wavelength range was 300–400 nm for excitation, 320–550 nm for fluorescence, and
10 nm for bandwidth. The glass filter with plasmawas fixed to a solidmaterial measuring
device and fluorescence was measured using the front-face method, in which excitation
light was irradiated at an angle of incidence of 30° and fluorescence on the surface of
the material was measured. The measurement range was not changed.

(3) Estimation of Blood Retinol Concentration Using PLS
MATLAB software (R2021a, MathWorks Inc., USA) and PLS Toolbox (version 8.8.1,
Eigenvector Inc., USA) were used for analysis. Auto-scale was used for data pre-
processing [6]. The dataset was split so that each cow’s individual data set was present
only in the Training or Test sets, resulting in 128 and 32 data sets, respectively. 10-fold
cross-validation was applied to the Training set and the number of latent variables in the
PLS analysis was determined byminimizing the error relative to the Test set (RMSECV).
The number of glass filters with plasma samples obtained was 22, all of which were used
as Training sets. The number of latent variables was selected to minimize RMSECV in
the PLS analysis.
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3 Results

3.1 Comparison of Each Sample’s EEM

In all EEM of samples, the fluorescence peak in the white circle in Fig. 1(a) increases
in intensity with increasing blood retinol concentration as shown in Fig. 1(b). Since the
fluorescence of retinol in plasma is 330 nm for excitation and 470 nm for fluorescence
in previous studies, this fluorescence peak may be a trend related to retinol in blood. On
the other hand, the diagrams of whole blood EEMs shown in Fig. 2(c) and (d) show that
the overall fluorescence intensity of EEMs is lower than that of plasma EEMs and that
it is difficult to discriminate the position of the retinol fluorescence peak. This indicates
that the influence of blood components do not present in plasma, such as blood cells,
is significant. However, as the fluorescence intensity near the peak position increases
with blood retinol concentration, it can be expected that the estimation of blood retinol
concentration is possible if analysis is carried out using multiple wavelengths. In the
comparison of EEMs of plasma (Fig. 2 (e), (f)) and glass filter with plasma (Fig. 2(g),
(h)), the fluorescence range of 400–500 nm was zoomed to exclude areas where the
fluorescence of amino acids [7] was strongly visible. The EEM of glass filter & plasma
shows that it is easier to identify the peak that seems to be the fluorescence peak of blood
retinol than the figure of whole blood (Fig. 1 (c), (d)), showing that the fluorescence
intensity increases as the concentration of blood retinol increases. The reason for the
difference in EEM visibility between plasma and glass filters with plasma, even in the
same individual cow, may be due to the characteristics of the glass filter. The glass filter
is made of glass fibers and doesn’t fluoresce like filter paper, while still has properties
that cause strong light scattering.

Fig. 1. EEMs of plasma, at a retinol concentration is 10 IU/dL(a), 115 IU/dL (b), EEMs of whole
blood, at a retinol concentration is 10 IU/dL(c), 115 IU/dL (d)



Estimation of Vitamin A Concentration in Cattle Blood 279

Fig. 2. EEMs of plasma, at a retinol concentration is 41 IU/dL(e), 122 IU/dL (f), EEMs of glass
filter with plasma, at a retinol concentration is 41 IU/dL(g), 122 IU/dL (h)

3.2 Results of Retinol Concentration in Blood by PLS Analysis

First, the relationship between the number of each latent variable and RMSECV in
a 10-fold cross-validation was tested using data from plasma. The results showed that
RMSECVwas lowest when there were three latent variables, which led to the conclusion
that three latent variables were the appropriate number for this study. PLS analysis with
the plasma data as explanatory variables and the actual blood retinol concentration
measured by HPLC as the objective bias resulted in a coefficient of determination (R2

CV) was 0.94, a root mean square error of cross-validation (RMSECV) was 7.58 and a
ratio of standard deviation to standard error of prediction (RPD) was 4.17.

Next, a similar 10-fold cross-validation was carried out using the whole-blood train-
ing set, and the optimal number of latent variables was 3. The data from the Test set were
applied to the model constructed by using the Training set, and the estimation results
were as follows (Fig. 3). The results showed R2

Pred was 0.91, RMSEP was 9.12 and
RPD was 3.36, which can be evaluated as useful accuracy in practical terms [8]. And it
turned out to be only about 1.5 difference from the error in the plasma data. The RMSEP
in the high-retinol zone above 51 IU/dL was 10.22, in contrast to the RMSEP of 7.03
in the low-retinol zone below 50 IU/dL, which is important for preventing blood retinol
deficiency, and thus has good accuracy that is useful in practical applications. The reason
for the lower prediction accuracy in the high-retinol zone than in the low-retinol zone is
that the distribution of retinol concentrations in the data obtained in this experiment was
19% above 80 IU/dL, 42% between 79 and 29 IU/dL and 39% below 30 IU/dL. This
suggests that the reason for the lower prediction accuracy in the high retinol zone than
in the low retinol zone may be a bias in the sample data.
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The glass filter with plasma data was also tested in the same way as for the plasma
data, with a 10-fold cross-validation, and the results showed that 3 was the optimal
latent variable. The results showed R2

CV was 0.92, RMSECV was 11.1 and RPD was
2.88, which can be evaluated as semi-practical accuracy (Fig. 4). It was expected that
glass filter with plasma data would provide more accurate estimates than whole blood
data because of the absence of red blood cells and other hematological components, but
the opposite was true. A possible reason could be insufficient glass filter with plasma
samples. Whole blood data was sampled in every experiment, resulting in 160 samples,
whereas glass filter & plasma data was obtained only in the last experiment, resulting
in only 22 samples. The number of data points in the EEM is very large (3171) and 22
samples may not be sufficient to fully explain the information contained in the EEM. If
more data is collected and re-analyzed, it can be expected that estimates can be made
with a high degree of accuracy.

Fig. 3. Relationship between estimated and measured blood retinol concentrations by PLS
regression analysis when using data from whole blood.
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Fig. 4. Relationship between estimated and measured blood retinol concentrations by PLS
regression analysis when using data from the glass filter with plasma.

4 Conclusion

This study aimed to develop a rapid, simple, and practical test method for the deter-
mination of retinol concentration in blood, which is faster and simpler than the HPLC
method, a conventional method for measuring retinol concentration. As a result, two
methods were proposed: whole blood without any pre-treatment after blood collection,
and plasma absorbed by a glass filter, which is extracted by a plasma filter that separates
blood cells by simply dropping a small amount of whole blood. From EEM of all sam-
ples. The excitation peak 300 nm and the fluorescence peak between 320 and 400 nm
are thought to be amino acid peaks. Retinol fluorescence peaks were visible in plasma,
but no clear fluorescence peaks could be seen in whole blood and plasma-absorbed
glass filters. In whole blood, this may be due to absorption and scattering of light by
the presence of blood cells. And in the plasma-absorbed glass filter, its white scattering
body is a factor. PLS regression analysis was performed using the excitation range of
300–400 nm and the fluorescence range of 400–550 nm to avoid the influence of the
amino acid fluorescence peak and three latent variables were used. As a result of the PLS
regression analysis with each sample, R2

Pred, RMSEP, and RPD are as follows. Whole
blood results were 0.91, 9.12, and 3.36, plasma results were 0.94, 7.58, 4.15, and plasma
with glass filter results were 0.92, 1.11. 2.88. All RPD value shows these measurement
methods have the possibility to estimate retinol levels in blood with accuracy in practical
sense. It was thought that glass filters & plasma could provide more accurate estimates
than whole blood, but it turned out differently. This could be due to the small number of
samples, and better results can be achieved with more samples and are-analysis in the
future.
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The results suggest that in the future development of techniques for measuring
blood VA levels, a variety of test methods may be selected depending on the required
measurement accuracy and the complexity of the pre-treatment.
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Abstract. The most important development among technological products has
been the realization of milking processes with robotic systems. The main purpose
is to reduce the labour, increase animal welfare and improve the quality of life of
farmers with the use of robotic systems. Milking robots, which have been used
for 30 years in developed countries, entered Turkey about 10 years ago. Robotic
milking technology, which has become popular in our country in a short time, will
be the most common technological development of dairy cattle enterprises in the
future. In this study, it was aimed to determine the parameters and milking values
for increasing the efficiency of robotic milking systems, which were acquired
with high investment costs, by monitoring the operation in a commercial farm.
The farm where the research was carried out was planned according to “milk-first
cow traffic” and there are a total of 500 Holstein Friesian breed dairy cows in the
farm. Some of the main parameters examined are; number of cows milked per
robot, daily milking frequency per cow, daily milking distribution, hourly milking
distribution of robots, daily milk yield, milking yield, milk flow, cow’s milking
time interval, rejection number and duration, robot’s dailymilking number, robot’s
milking loading rates in cleaning, idle and non-milking processes, etc. In the two-
year trials comparing 8 robots in four barns, the average number of milkings per
cowwas found to be close to each other across the herd (2.66, 2.70 units/cow, day).
In the first year of the trials, the average daily milk yield, yield per milking and
time spent on the robot were 32.6 kg, 12.1 kg and 7.41 min, respectively, while in
the second year these values were 37.2 kg, 13.9 kg and 7.63 min. Minutes are set.
Grouping of animals according to their yield in the second year can be shown as
a reason for this change. While the average daily milking number of the robots in
the farm was 148.5 times in the first year, this number decreased to 138.3 in the
second year, while the daily milking intervals of the cows increased from 8.56 h
to 8.72 h.

Keywords: Dairy cows · Robotic milking · Cow traffic ·Milking frequency ·
Robot loading ·Milk yield

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2024
E. Cavallo et al. (Eds.): ANKAgEng 2023, LNCE 458, pp. 283–299, 2024.
https://doi.org/10.1007/978-3-031-51579-8_26

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-51579-8_26&domain=pdf
http://orcid.org/0000-0002-3607-2554
http://orcid.org/0000-0001-5830-2050
https://doi.org/10.1007/978-3-031-51579-8_26


284 H. Kuraloğlu and H. Ünal

1 Introduction

Based on the experiences of the countries where dairy farming is developed, “Automa-
tion” will make the mechanization that has left its mark on the 21st century independent
from the labour. The extensive use of sensors to collect data from animals, the inter-
pretation of information, the addition of external factors to these data, and practical
and profitable individual animal management have given a new direction to dairy cat-
tle development. A better understanding of animal feeding has been made possible by
mechanization and individual care in farms. The high labor costs also cause the devel-
opment of individual maintenance-oriented technology and new tool equipment within
the system [1].

A conventional dairy farm is managed on the basis of the farmer’s observations. The
herd is observed several times a day and each animal is checked 2–3 times a day during
milking. The overall increase in average farm size leaves farmers less time for individual
animals [2]. Data recording and management system in farms; The data collected with
the help of sensors, pedometers, scales and other equipment are processed and analysed
on the computer. It is mixed with external information (manually entered, cooperative or
national animal registration systems data) and compares itwith reference intervals (cow’s
previous performance, expected yield, current period performance, seasonal condition,
etc.). The results are reported to the authority with decision suggestions or transmitted
to the equipment (feeding system, doors, milking system, etc.) as a claim. All these
processes can be done individually for each cow and are fully automatic according to
the size of the investment [3].

In order to use resources more effectively on dairy farms, it is necessary to explore
the full potential of each individual dairy cow. While herd management is applied in
traditional milking farms, the basic logic in sensitive dairy farms is that each cow should
be evaluated as an individual and each cow should be managed individually. The most
interesting of the precision dairy farming technologies is milking robots. The use of
milking robots has increased in the United States, Canada and Australia, especially in
European countries. In our country, the use of this technology is new; Since the pros and
cons of milking robots compared to traditional milking systems are not fully known by
the operators, they are adopted slowly [4, 5].

There are three types of traffic regulations proposed by robot manufacturers in farms.
The first is free cow traffic. When the animal leaves the cubicles, it is free to go to the
robot or to the feed table. Without any separating cages, gates or directions, the cow can
go wherever it wishes entirely of its own accord. Secondly, milk first cow traffic which
the feed area and the rest areas are separated from each other. When the animal leaves
the cubicles, it uses smart gates located close to the robot to switch to the feed table. If
the cow doesn’t have milking permission has not come, the smart gate directs the animal
to the feed table. If there is a milking permit, the animal is sent to the waiting area in
front of the robot to be milked. The cow, whose milking is completed, is directed to the
feed table. The animal can pass from the feed lane to the resting area through one-way
gates. The third type of traffic is the feed first cow traffic. In this traffic, cows provide
free access to the ration feed area with one-way doors. When the cows return from the
feeding area, they are controlled by a selection gate and directed to the robot if there is
milking permission, and to the resting area if there is no permission [6–9].
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There aremany international studies on roboticmilking systems.However, inTurkey,
there are mostly survey-based studies that reveal the statistical figures in the enterprises,
and compilation-weighted publications that examine the economic situation and reveal
the differences of the system with the existing milking systems [4, 10, 11]. There are
almost no studies that reveal the situation of commercial enterprises in the field and
contribute to the performance of robotic systems. In this study, it was aimed to determine
the 2-year performance of milking-related parameters to increase robot efficiency by
following the studies of robotic milking systems in a commercial farm.

2 Material and Methods

2.1 Material

This study was carried out on a commercial farm, which was planned according to the
‘milk first cow traffic’ type. The main building, where the milking cows are located,
consists of four barns of the same size, divided independently from each other, under
the same roof. There are 8 robotic milking units in total, two in each barn.

The layout of a barn on the farm and the animal movements in the barn are given
in Fig. 1. Accordingly, when the cows want to pass from the resting area (A) to the
feeding area (C), they are selected at a pre-selection gate (5) and if there are milking
permissions, with the guidance of the separation gate, the robot located in the milking
room (B) (1) enters the waiting area (E) to be milked. Otherwise it is sent to the feed
area where the partial mixed ration (PMR) is given. The animal that is milked in the
robot is left in the exit area (F). Afterwards, it is directed to the separation area (G) if
special care or treatment is required, and to the feeding area if it is not required, through
another intelligent separator door (5). The transition from the feeding area to the resting
area where the cubicles are located is provided by three one-way doors (6). The plans
of the four barns on the farm are the same and they are positioned as symmetry of each
other [12].

In the first year of the research, milk yield grouping of the cows was not made in the
four milking barns in the farm. In other words; the cow that needed to be milked once a
day and the cow that was milked four times a day were both included in the same barn
group. However, the cows whose teats were not fully suitable for the robotic system
were collected in Barn 1 section. The cows in this barn are followed by a worker during
the day and attach the milking cups when necessary. In Barn 4, cows that will dry out
and pregnant heifers that are close to calve (to get used to the robot) are housed. In the
second year of the research, yield grouping was made and medium milk yield group
cows were collected in Barn 2 and high milk yield group cows in Barn 3.

In Barn 1, cows that are delayed in milking (more than 8 h after the last milking)
are found and fetch from the barn every 2 h. In the other three barns, cows that are
delayed in milking are fetch back and 4 times in a day at 09:00, 15:00, 21:00 and 03:00.
PMRs are distributed on the farm twice a day, at 08:30 in the morning and at 17:00 in
the evening. In addition to PMR, concentrated feed is given from the feed station in
the robotic system according to the individual needs of the animal. The ration in the
feed line is pushed 3 times a day. In the milk room, there is a bulk milk cooling tank
and a buffer tank that serves during the cleaning and milk discharging process. Robots
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are automatically washed three times a day (at 03:00, 12:00 and 21:00) with alkaline
detergent 3 times and acid detergent once, respectively. A cleaning time of a robot takes
an average of 20 min.

Fig. 1. Layout and animal movements of a barn on the farm. A-Resting area, B-Milking room, C-
Feeding area, D-Feeding line, E-Waiting area, F-Exit area, G-Separation area, 1-Robotic Milking
System (AMS), 2- Trough, 3-Brush, 4-Manure scraper, 5-Smart gate, 6- One-way gat

Theherdmanagement program (DelPro4.5) used in the farmpresents the information
coming from all units (robotic system, automatic concentration feed station, smart gates,
electronic tags, activity meters, etc.) in the form of a report on the computer. Necessary
reports in the herd program, feeding, milking, device, activity, cow and herd monitoring
etc. on the “Design Tree” selective time levels. Headers can be created by the user. In
this research, the report named “Group Milking” presented under the “Animal” tab of
the herd management program was used. In this report, group-based data were selected
between certain dates with the “User Defined” tab, and the start date and time of the visit
of each animal, its group, the number of the robot on which it was milked, the name of
the operation (milking, feed only, rejection, exit without milking), the total milk yield
of the cow in one visit, milking time (min:h), number of milking per day, unfinished
operations, amount of milk, average milk flow amount (kg/min) were recorded.

2.2 Methods

In this study, two-year performances of the robots in the four barns of the farm were
examined. In order for the robot data to represent homogeneous results in the trials, 20
February-20 April of each year was taken as a basis and 60-day data were used. The
milking system performance results are not individual for each robot but are given as
the average of two robots in the barns. The common waiting area of the two robots is
the main reason for averaging. The research period could have been kept longer, but
there has been a lot of animal movement in the barns. In addition, drying, sending to the
infirmary due to illness, slaughtering, etc. For reasons, it becomes difficult to work with
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the same animals in the same barn. The following basic parameters were investigated in
each barn on the farm [12]:

– Number of cows milked in a robot (no./2 robots),
– Daily milking frequency per cow (no./day, cows),
– Hourly milking number distribution of the two robots during the day (#/h),
– Daily milk yield per cow (kg/day, cow),
– Cow milk yield per milking (kg/milking, cow),
– Milk flow per cow (kg/min, cow),
– Cow’s daily milking time interval (h/cow, day),
– Percent distribution of cow’s daily milking time interval (%),
– Time spent on the robot during milking (min),
– Number of rejections per day (number) and rejection times (min/day),
– Number of milking per day per robot (no./day, robot),
– Loading rates of the robot in milking, cleaning, idle and non-milking processes (%),
– Daily labour requirement per cow (man hour/cow, day).

While the above basic parameters can be directly taken from the herd management
program, some of them are calculated with linked equations [13–15].

The research data were transferred daily from the herd program and analysed in MS
Excel program and analysed in Minitab 17 program. The comparison of barns on the
farm was analysed using ANOVA and compared using the LSD test (P < 0.05). The
mean and standard errors of the data were calculated.

3 Results and Discussion

Themilking characteristics of 2 years, obtained from two robots in each of the four barns
of the farm, are given in Table 1. As seen in the table, the number of cows milked in the
barns varies between approximately 96–122 and 48–61 cows are milked per robot. The
number of cows per robot can be expected to be higher (approximately 65 units) in farms
with mandatory milk-first cow traffic [14]. Therefore, it can be said that the optimum
number of herds could not be reached in other barns except Barn 1 in the farm.

In the first year of the study, the daily milking frequency per animal was found to
be higher in Barn 3 and Barn 4 with the values of 2.84 and 2.85 compared to the other
two barns (Barn 1: 2.50; Barn 2: 2.59) (P < 0.05). In the second year of the study, the
milking frequency in Barn 3 increased even more and became the highest barn with a
value of 3.06. This barn was followed by Barn 2 with 2.73. As in the first year, Barn
1 had the lowest milking frequency. These values in all barns in the farm were similar
to the limit values (2.5–2.9) of the farms applying milk-first cow traffic given in the
literature [13, 16–18]. Since the Barn 1 was the lowest and the animals whose udder
structure is not suitable for the robot were collected in this barn, the robotic arm was
closed and themilking cups were attachedmanually, reducing themilking frequency. On
the other hand, in the first week after the 3–5 days infirmary period, milking of heifers
that gave calve for the first time in the second year is done manually in this barn. Thus,
the regularity of milking frequency is controlled by the milker until the swelling in the
udders of the animal decreases after calving.
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Table 1. Two-year milking characteristics of the four barns on the farm (±SE)

Parameter Unit Year Barn 1 Barn 2 Barn 3 Barn 4

Number of
milked cows

no./2
robots

1st y. 119.7 ± 0.7a 110.7 ± 0.4b 110.9 ± 0.8b 101.5 ± 1.6c

2nd y. 124.9 ± 0.9a 102.9 ± 0.7b 100.3 ± 0.7b 90.9 ± 1.7c

Number of
days in milk

no. 1st y. 159.6 ± 1.3 141.9 ± 0.9 153.4 ± 1.0 114.8 ± 1.2

2nd y. 148.6 ± 1.1 123.8 ± 0.9 195.1 ± 1.4 109.4 ± 1.9

Daily
milking
frequency

no. 1st y. 2.3 ± 0.01 2.1 ± 0.01 2.2 ± 0.01 2.2 ± 0.01

2nd y. 2.6 ± 0.01 2.6 ± 0.01 2.8 ± 1.01 2.4 ± 1.02

Daily
milking
frequency

no. 1st y. 2.50 ± 0.02c 2.59 ± 0.02b 2.84 ± 0.02a 2.85 ± 0.02a

2nd y. 2.40 ± 0.03c 2.73 ± 0.02b 3.06 ± 0.03a 2.44 ± 0.02c

Daily milk
yield

kg 1st y. 30.4 ± 0.1c 32.80.2b 33.6 ± 0.3a 33.5 ± 0.2a

2nd y. 32.9 ± 0.3c 44.2 ± 0.4b 46.6 ± 0.4a 25.1 ± 0.2d

Milk yield
per milking

kg 1st y. 12.2 ± 0.1b 12.7 ± 0.1a 11.8 ± 0.1c 11.8 ± 0.1c

2nd y. 13.8 ± 0.1c 16.2 ± 0.1a 15.3 ± 0.1b 10.3 ± 0.1d

Average
milk flow
rate

kg/min 1st y. 1.7 ± 0.01a 1.6 ± 0.01c 1.7 ± 0.01a 1.6 ± 0.01b

2nd y. 1.9 ± 0.01b 1.9 ± 0.01b 2.0 ± 0.01a 1.4 ± 0.01c

Time spent
on the robot
during
milking

min 1st y. 7.2 ± 0.03c 8.1 ± 0.04a 7.0 ± 0.03d 7.3 ± 0.03b

2nd y. 7.2 ± 0.06c 8.5 ± 0.04a 7.7 ± 0.03b 7.1 ± 0.05c

Number of
rejections
per day

no. 1st y. 4.7 ± 0.29a 5.1 ± 0.61a 5.5 ± 0.44a 4.3 ± 0.40a

2nd y. 3.1 ± 0.24c 5.9 ± 0.64a 2.0 ± 0.22c 4.7 ± 0.43b

Daily
rejection
duration

min 1st y. 2.6 ± 0.5b 5.4 ± 0.8a 4.9 ± 0.6a 4.8 ± 0.5a

2nd y. 2.3 ± 0.3b 3.0 ± 0.4b 1.9 ± 0.3b 6.2 ± 0.9a

Number of
milking per
day of the
robot

no. 1st y. 149.6 ± 1.1b 142.9 ± 1.0c 157.1 ± 0.8a 144.4 ± 2.1c

2nd y. 149.4 ± 1.6a 140.6 ± 1.2b 153.0 ± 0.9a 110.1 ± 1.5c

Daily
milking
interval

h 1st y. 8.7 ± 0.03 8.7 ± 0.03 8.2 ± 0.02 8.6 ± 0.04

2nd y. 9.7 ± 0.03 8.7 ± 0.02 8.3 ± 0.02 8.2 ± 0.04

Daily labour
requirement

man h
/day cow

1st y. 0.027 0.006 0.006 0.007

2nd y. 0.024 0.007 0.007 0.007
* Average values shown with lowercase letters (a,b,c,d) on the same line show the differences
between years (p < 0.05)
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When the daily milk yields of the first year in Table 1 are examined, the highest
yield was obtained in Barn 3 and Barn 4 with 33.6 and 33.5 kg/cow-day, while Barn 1
with 30.4 kg/cow-day had the lowest barn. It can be thought that the number of cows in
Barn 1 is slightly higher than the other barns (120), hand-attached disrupts the milking
rhythm, and the profile of the newly born heifer trying to get used to milking in the
robot reduces the milking frequency per cow in this barn, resulting in a decrease in milk
yield. In the second year on the farm, animals with medium milk yield were collected in
Barn 2 and animals with high milk yield were collected in Barn 3. Cows with unproper
udder structures were taken to Barn 1, and cows with feed acclimation and low yielding
cows were taken to Barn 4 by the farm management. Daily milking averages per cow
were low in these two barns and there was no statistical difference between them (P >

0.05). In the second year, the barns with the highest daily milk yield were determined
in Barn 2 and Barn 3 with 44.2 and 46.6 kg/cow. The lowest milk yield is in Barn
4 with 25.1 kg/cow-day. Although the number of animals in Barn 3 decreased by 10
in the second year compared to the first year, the daily milk yield of the second year
increased by 39% compared to the first year. This amount has been reached thanks to the
fact that animals with high milk yield throughout the farm are taken to this barn in the
second year. It is an important issue to know how much milk will be given in addition to
animals that are milked more than twice a day. When the milk amounts of cows milked
3x times a day and cows milked 2x are compared, the amount of milk can increase by
20% on average at 3x milking. If milking 4x times, an extra increase of 5–10% can be
achieved. The additional increase in milk yield through stimulation of milk producing
cells is associated with better feeding and better management on the farm that is milked
3x times [7]. With the grouping strategy made in the second year on the farm, feeding
was done according to the expected yields in Barn 3, where the high-yielding cows were
housed, and the highest milk yield was obtained.

The increase or decrease in the daily milk yield of the cows according to the years
similarly increased or decreased the milk yield per milking. Accordingly, the milking
yield, which was 11.8 kg in the first year in Barn 3, increased by 30% in the second year
and rose to 15.3 kg, while the milking yield, which was 11.8 kg in Barn 4, decreased by
13% in the second year and decreased to 10.3 kg. (Table 1). While milking frequencies
and daily milk yields in Barn 3 and Barn 4 were the highest in the first year compared
to other barns, milk yields per milking were found to be the lowest (11.8 kg/milking).
High-yielding cows are milked more frequently in these two barns. It can be said that
this causes the total milk yields per day cow to be higher, but the milk yields per milking
to be lower than the other two barns. On the other hand, while milking frequencies and
daily milk yields in Barn 2 and Barn 3 were found to be the highest in the second year
compared to other barns, milk yields per milking were also found to be high (16.2 and
15.3 kg/milking), unlike thefirst year. In these twobarns, high-yielding cowsweremilked
more frequently, increasing milk yields per milking. The fact that the farm collects the
cowswith highmilk yield in these two barns and feeds themwith a focus on yield reveals
that the milk-based strategy is applied correctly. Milk yield increases showed that the
cows were accustomed to the robot system. Controlling the robot operation from the
manager to the workers in the barn, increasing the milking efficiency of the cows with
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increasing lactation age and adapting to the environment and knowing the system, and
herd grouping provided this improvement.

Another factor affecting the yield per milking is the milk flow rate. This value, which
is related to the genetics of the animal, is also affected by environmental conditions, the
care and settings of the milking system and the training of the cows. Stress is low in
any animal that is well fed and has welfare conditions, and if milking is done at the
right time with the right conditions and equipment, the milk flow rate will increase.
Since no grouping was made in the first year of the study, the milk flow rates in the 4
barns were close to each other (1.6–1.7 kg/min) (Table 1). In the second year, thanks to
cow grouping, milk flow rates reached the highest levels with 1.9–2.0 kg/min in Barn
2 and Barn 3. As expected, it was determined at the lowest level (1.4 kg/min) in Barn
4, where animals in the low yield group were housed. Although there are cows with
unsuitable udder structure in Barn 1, milk flow rate values (1.9 kg/min) are high when
it is considered that high-yielding cows are housed in this barn. The average milk flow
rate values obtained in the farm both in the first year and in the second year were found
to be higher than the data in the studies of other researchers [13], 1.44 kg/min; [19],
1.5 kg/min).

The time spent by the cows on the robot; daily milking frequency, milk yields per
day and per milking, and milk flow rates are closely related. In the first year in which
grouping was not done, the time spent by the cows in the robot in other barns, except
Barn 2, was close to each other and at lower times (between 7.0 and 7.3 min). With
the grouping made in the second year, the daily milk yields (44.2–46.6 kg) in Barns
2 and Barn 3 are 35–39% compared to the first year, and the milk yields per milking
(16.2–15.3 kg) are in the first year. While it increased by 29% compared to the previous
year, the time spent in the robot did not increase at the same rates (Table 1). The time
spent in the robot in Barn 2 and Barn 3 in the medium and high yield groups increased
slightly (between 5–10%) thanks to the increase in daily milking frequency and average
milk flow rates. The fact that the time spent on the robot does not increase much is a
desired situation for the entire herd to use the robot effectively.

When the daily rejection numbers of cows in the robot are examined, in the first
year there were 4.3–5.5 rejections in the barns, while in the second year the rejection
numbers decreased in Barn 1 and Barn 3 (3.1–2.0), and in Barn 2 and Barn 4. It increased
in (5.9–4.7 units) (Table 1). While the rejection times in the robot were between 2.6–
5.4 min in the first year, in the second year they increased in Barn 4 (6.2 min) and
decreased in the other barns (1.9–3.0 min). When the rejection times of the first year
are examined, the lowest rejection period was realized in Barn 1 with 2.6 min. Since
the milking of the cows housed in this barn is controlled by the milker, the acceleration
of the removal of the cows from the robot has reduced the rejection time. When the
second-year rejection periods were examined, the longest period was found in Barn 4
with 6.2 min. Castro et al. [13] determined the daily rejection period to be 13.2 min. The
rejection times found for all barns in this study were well below the study of Castro et al.
[13]. Since the smart gates that select the animals before the waiting area are used in
the farms where the milk-first cow traffic type is applied, the cow that has not received
milking permission should not come to the robot. That is, the number and duration of
rejections in the robot must be zero. However, after milking, the cows that are allowed



Determination of Operating Parameters in Milking Robots 291

to be caught in the research farm are taken to the separation area (preliminary infirmary
area). After the process in this area, the animal that needs to be sent to the feed area is
left to the waiting area of the robot again because the ground structure in the farm does
not allow this (code difference between the feed area and the separation area). Thus, the
newly milked animal enters the system in a short time and leaves the feed area without
milking. The system registers such cows as “rejection”. In the second year, the ground
level difference between the separation area and the feed area was eliminated. When
the robotic system malfunctions, the cows are herded collectively to the waiting area. In
such cases, the choice is left to the robot. This reduces the performance of the robotic
system.

The maximum number of milking performed by a robot during the day was 157.1
units in Barn 3 in the first year data. The lowest milking number was 110.1 in Barn 4 in
the second year (Table 1). This situation can be primarily associated with the number of
animals in the barn in those years (110.9 cows in Barn 3 in the first year, 90.9 cows in
Barn 4 in the second year). On the other hand, although the number of animals in Barn
1 was the highest in both years (119.7 and 124.9), the robot milking numbers were not
as high as expected. The reason for this situation can be shown as insufficient milker
performance due to manual milking of animals whose udder structure is not suitable for
the robot in Barn 1. In Barn 3, although the number of animals in the second year was
100.3, the second lowest barn, it reached the highest robot milking rate. The grouping
of high-yielding animals on the farm in this barn for the second year increased the robot
loading rate.

When the daily milking intervals of the cows were examined, values close to each
other were found between 8.6–8.7 h in the other barns except Barn 3, which was the
lowest in the first year (Table 1). In the second year, milking intervals increased in Barn
1, remained at the same time in Barn 2 and Barn 3, and decreased in Barn 4. It can
be said that the manual attachment of the milking heads of the cows in Barn 1 and the
difficulties associated with it, the inability of the milker to catch and bring the cows
whose milking time has come, and accordingly the low desire of the cows to come to
the robot unit cause the milking interval time to increase. In Barn 3, which is in the high
milk yield group, the fact that the cows fetching is decreased the milking interval time.

Among thebarns, the highest labour requirementwas inBarn1 (average0.025worker
h/day cows). In this barn, the attaching the udders is done with human labour and one
person undertakes this task in each shift. In the other three barns, the labour requirement
was found to be very low (average 0.007 worker h/cow day) since the people working
in shifts only did routine work (bed cleaning, etc.). It can be said that the adaptation of
the cows to the robotic system has decreased the labour over the years (Table 1).

The ratios of the time spent by two robots in each barn in milking, idle, cleaning and
non-milking operations are given in Fig. 2. As seen in the figure, the highest percentage
of loading of robots in milking in the first year was found in Barn 2 and Barn 3 with
79.8% and 76.7%, and the lowest rates were found in Barn 4 and Barn 1 with 73.4%
and 74.7%. Leaving the milking routines completely to the robots in Barn 2 and Barn
3 increased the loading percentages. Manual attachment in Barn 1 and first practice
of feed in Barn 4 decreased the percentage of milking time. Although the process of
bringing animals back and forth in Barn 1 is higher than in other barns, the individual



292 H. Kuraloğlu and H. Ünal

performance inadequacy of the workers reduced the loading rate of the robots inmilking.
In the second year, thanks to the yield grouping of the barns, milking time percentages
increased to 82.9% and 83.8% in Barn 2 and Barn 3. Barn 1 maintained the same rate
(74.0%) in the second year, but the milking percentage decreased significantly (54.3%)
in Barn 4, where low-yielding cows were taken.

When the idle time of the robots in the barns for the first year was examined, it
was seen that it ranged from 14.9% (Barn 2) to 20.3% (Barn 1). In the second year,
the percentages of idle time in Barn 2 and Barn 3 decreased significantly (9.8%-10.7%)
thanks to yield grouping (Fig. 2). Idle percentage decreased slightly in Barn 1, but
increased significantly (37.1%) in Barn 4. The most influential factor on idle time is the
number of animals. On the other hand, wrong strategies in animal traffic, not supporting
the type of traffic and not training the animals can be the reasons for this. Thanks to the
yield grouping made in the second year, the loading rates of Barn 2 and Barn 3 increased
and the percentage of idle times decreased.

Fig. 2. Rates of time spent by robots in milking, idle, cleaning and non-milking operations

In general, increasing the number of cows in the barn can reduce idle time. However,
increasing the number of cows is not the only factor that will increase the performance of
the robot. Cow traffic management is also important. In other words, in order to reduce
the idle time in robots, animals that have not been milked should be trained instead of
bringing them [20]. Laurs et al. [17] found the rate of idle time to be 19% in a study they
conducted in a guided type barn with 88 cows. Idle time rates found in this study Laurs
et al. The research values stated in [17] were found at similar rates, and even lower rates
in the second year in two barns (Barn 2 and Barn 3).

The times spent in cleaning in the barns were taken the same in all barns. In the first
year, three main washes were carried out at 04:00, 12:00 and 20:00 for 20–25 min each.
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In the second year, the number of cleanings was increased to 4 by adding 08.00 h in other
barns except Barn 3. Therefore, excluding Barn 3, cleaning time percentages were 4.7%
in the first year and 6.3% in the second year (Fig. 2). When the idle time of the robot
exceeds 30 min, the system performs a short rinse. Cleaning processes such as cleaning
and rinsing can be changed in the system. If the number of cows that are not milked on
maintenance-repair day increases, the cleanings can be cancelled. In the second year in
Barn 3, detergent washing was not increased in this barn as highly productive cows kept
the robots busy.

When the processes other than milking were examined, Barn 4 was found to be
different from other barns with an average rate of 2.4% (Fig. 2). Rejection, exit without
milking and manual milking are included in the external milking header. Apart from
these features, the prenatal training of pregnant heifers to the robot by using the “only
feed” function in Barn 4 increased the non-milking rate.

The milking rates according to the number of milking per day in the barns are given
in Fig. 3. When the figure is examined, the distribution of milking numbers per cow in
both years is concentrated in 2x, 3x and 4x. In 1xmilking, cowmilking rates, which were
0.5% (Barn 3) and 3.8% (Barn 2) in the first year, decreased significantly in the second
year except Barn 4 (Barn 3–0.3% and Barn 2–1.0%). In the second year when yield
grouping was made, 4x milking increased significantly in Barn 2 and Barn 3, reaching
14.3% and 20.8%. When the 1x and 2x milking in Barn 2 and Barn 3 were examined,
it was determined that these milking decreased in the second year and increased 3x and
4x milking. Especially in Barn 3, 2x and higher milking are 99.8%, which corresponds
to almost all cows. It is mostly milking 3x times and above. With the purchase of low
milk yielding cows in barn 4 in the second year, the percentage of cows milked 1x times
increased significantly in this barn, from 1.9% to 7.6%. In addition, in Barn 4, the rate of

Fig. 3. Milking rates of cows in barns according to daily milking numbers
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cows milked 4x times decreased by 68%, the rate of cows milked 3x times decreased by
28%, while the percentage of 2x milking increased by 38.5%. Thanks to the grouping
created in the farm in the second year, the number of milking was increased especially in
Barn 2 and Barn 3, and this contributed positively to yield. In Barn 4 and Barn 1, where
the averages are low, robot visits can be improved with the feeding strategy of the cows,
their training, and the routine fetching operations of those who are not milked.

When the hourly milking numbers of the two robots in the barns are examined in
a 24-h period, the lowest and highest milking numbers in the first year were found in
Barn 1 with 4.6 and 15.4 milking (Table 2). The cleaning times of the robots in the barns
were made three times in the first year at 04:00, 12:00 and 20:00, and in the second year
it was increased to four by adding 08:00 h. Only in Barn 3, no changes were made in
the second year. In the first year average, visits to robots in Barn 3 were found to be
the highest with 13.1, followed by Barn 1 with 12.5. Barn 4 and Barn 2 averaged 12.0
units. The hours when robotic units are cleaned have the lowest milking counts. The
milking numbers in Barn 2, Barn 3 and Barn 4, where milking is completely left to the
robots, match the flow of animal traffic, but because the teats of the animals in Barn 1
are crossed and close, the udder insertion process was done manually. Although there
was no cleaning especially in the morning (08:00–09:00) and evening (15:00–16:00),
the milking numbers decreased a little more in Barn 1. It can be said that the shift change
of the caregivers in the farm during these hours hinders the manual intervention. On the
other hand, in the robot cleaning at 12:00, the number of milking in Barn 1 was found to
be less than in other barns. Here too, the fact that the caregivers who need to intervene
manually are on a lunch break, may be the reason for this decrease. The high milking
numbers in other barns except Barn 1 indicate that these barns are not dependent on
labour.

Table 2. Distribution of hourly robot milking during a day (total of two robots)

Daily time intervals Barn 1 Barn 2 Barn 3 Barn 4

1styear 2ndyear 1styear 2ndyear 1styear 2ndyear 1styear 2ndyear

(00)-(01) 14.58 13.83 13.50 13.02 14.05 13.42 12.58 10.53

(01)-(02) 14.78 15.15 13.18 12.87 14.13 13.47 12.80 10.15

(02)-(03) 14.18 15.22 12.90 12.82 13.72 13.85 12.73 11.12

(03)-(04) 14.02 15.60 12.62 12.72 13.82 14.15 12.57 11.95

(04)-(05) 6.03 7.32 6.40 9.20 6.82 9.45 7.10 7.68

(05)-(06) 9.55 11.93 9.05 10.53 12.47 11.95 11.02 9.10

(06)-(07) 15.25 16.13 12.40 11.65 13.15 11.60 12.05 10.80

(07)-(08) 13.33 11.53 12.45 10.57 12.47 10.18 12.73 8.70

(08)-(09) 10.13 9.87 12.47 11.45 12.68 12.80 11.47 4.68

(09)-(10) 14.72 13.80 13.70 12.00 14.05 13.72 12.80 10.23

(continued)
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Table 2. (continued)

Daily time intervals Barn 1 Barn 2 Barn 3 Barn 4

1styear 2ndyear 1styear 2ndyear 1styear 2ndyear 1styear 2ndyear

(10)-(11) 15.38 13.33 13.58 12.45 15.17 13.53 13.88 11.38

(11)-(12) 14.47 13.85 12.83 12.78 13.95 13.50 13.05 8.70

(12)-(13) 4.62 8.90 6.53 9.27 6.55 10.12 6.58 5.43

(13)-(14) 10.18 11.30 9.35 11.10 12.43 12.90 11.50 7.28

(14)-(15) 12.88 13.60 12.97 11.90 13.90 13.12 12.98 8.50

(15)-(16) 10.68 12.43 13.25 12.60 14.55 13.48 13.03 10.50

(16)-(17) 14.68 13.17 12.92 12.33 15.13 14.03 13.47 11.33

(17)-(18) 14.60 14.38 13.50 12.85 15.23 14.30 13.03 11.07

(18)-(19) 15.12 14.60 13.63 13.12 14.88 14.42 12.72 10.85

(19)-(20) 13.78 14.00 13.47 12.98 14.22 13.77 12.60 9.58

(20)-(21) 7.08 5.52 7.82 7.38 8.08 8.28 7.78 5.05

(21)-(22) 11.35 10.95 10.58 10.18 14.05 13.30 13.30 8.78

(22)-(23) 14.12 13.40 13.10 12.45 14.17 13.43 13.48 8.32

(23)-(24) 13.68 8.93 13.68 12.88 14.58 13.28 13.48 8.50

Smallest 4.6 5.5 6.4 7.4 6.6 8.3 6.6 4.7

Biggest 15.4 16.1 13.7 13.1 15.2 14.4 13.9 12.0

Average 12.5 12.4 11.9 11.7 13.1 12.8 12.0 9.2

(00)-(08) 12.7 13.3 11.6 11.7 12.6 12.3 11.7 10.0

(08)-(16) 11.6 12.1 11.8 11.7 12.9 12.9 11.9 8.3

(16)-(24) 13.1 11.9 12.3 11.8 13.8 13.1 12.5 9.2

In the second year average; the highest number of visits to robots was found in
Barn 3 with 12.8, followed by Barn 1 with 12.4, Barn 2 with 11.7 and Barn 4 with 9.2.
The lowest milking counts were again realized during the hours when the robots were
cleaning. In the second year, unlike the first year, one more wash was added and the daily
wash was increased to four. In the second year, the number of milking decreased during
the cleaning periods. The decrease in milking numbers continued during shift changes
and lunch breaks. Except for Barn 3, the addition of one more cleaning and the change
of shifts in the other barns at 08:00–09:00 in the morning decreased the milking habits
and rhythm.

When the daily milking intervals of the cows were examined, values close to each
other were found between 8.6–8.7 h in the other barns except Barn 3, which was the
lowest in the first year (Table 1). In the second year, milking intervals increased in Barn
1, remained at the same time in Barn 2 and Barn 3, and decreased in Barn 4. It can
be said that the manual attachment of the milking heads of the cows in Barn 1 and the
difficulties associated with it, the inability of the milker to catch and bring the cows
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whose milking time has come, and accordingly the low desire of the cows to come to
the robot unit cause the milking interval time to increase. In Barn 3, which is in the high
milk yield group, the fact that the cows fetching is decreased the milking interval time.

It was stated in Table 1 that there was no significant difference between the visit
times of the 2-year-old cows to the milking robot in the four barns in the farm, except
for Barn 3. In the second year, milking intervals increased in Barn 1, remained at the
same time in Barn 2 and Barn 3, and decreased in Barn 4. One of the features of robotic
milking is that cows can voluntarily visit the milking robot. This causes a significant
variation in the frequency of visits to the milking robot and therefore milking intervals
can result in high variation. For this, the milking time intervals of the cows in the robot
visit were examined proportionally (Fig. 4). As seen in the figure, the highest rate of
milking between 4–12 h in the first year was found in Barn 3 (89.4%). Barn 4 followed
this with 88.7%. Although Barn 3 decreased a little after the second year yield grouping,
it was still found to have the highest percentage (88.8%) in the 4–12 h milking interval.
Barn 1 and Barn 4 were found to have the lowest milking interval percentages close to
each other at these time intervals in the second year (81.3–81.5%).

Fig. 4. Distribution rates of cows in the milking interval

On the other hand, the fact that the rates of milking over 12 h in Barn 1, which is
10.2%, and Barn 4, which is 8.9%, increased by 58% and 79%, respectively, compared
to the first year, may pose a problem for animal health. Since milking routines are largely
left to the robot in the second year, it makes it difficult to follow up cows that are delayed
in milking. In this case, human labor and initiative cause delays in the transportation of
the animal. On the other hand, milking visits under 4 h is another problem that reduces
robot performance. Because arrivals to the robot under 4 h cause rejections. In both years,
milking in all barns averaged 3% in less than 4 h. Hogeveen et al. [21] investigated the
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relationship between the milking interval of the milking robot, milk production and milk
flow rate on 66 cows. They found that 9.7% of milking were shorter than 6 h and 17.6%
were longer than 12 h. The researchers reported that the average daily milking frequency
of 6% of all cows was less than two, and this was due to the cow factor and the time of the
day affecting the change in the milking interval. In addition to the cow factor, the authors
found that milking interval length also had a significant effect on milk production and
milk flow rate. They found that the effect of milking interval on milk production per
hour was greater in high-yielding cows than in low-yielding cows. It can be said that the
findings of the researchers are similar to the results of this study.

4 Conclusion and Suggestions

The priority of this study was to determine the performance of the robots in the
processes of the commercial farm, including the first years of its establishment,
to determine the factors affecting the performance and to propose solutions. The
results obtained from this study can be summarized as follows.

– The daily milking frequency in the barns varied between 2.50–2.85 in the first year,
and the number of 3.06 in Barn 3 was reached in the second year thanks to the
grouping made throughout the farm. This showed that it is beneficial to classify
animals according to yield groups for more effective use of robot performance.

– The daily milk yield in the farm increased by 35% in Barn 2 and 39% in Barn 3 in
the second year. There was a slight increase in yield in Barn 1 where cows with bad
udder structure were present, and it decreased by 25% in Barn 4 where cows with
low milk yield were dried. It can be said that over time, the employees’ mastery of
the use of robots, the increase in the lactation age of the cows and the recognition of
the system by adapting to the environment have increased the efficiency. Especially
the yield grouping of the herd also provided this improvement.

– The fact that the farm collects the cows with high milk yield in Barn 2 and Barn 3
and feeds them with a focus on yield reveals that the milk-focused strategy is applied
correctly. Milk yield increases showed that the cows were accustomed to the robot
system.

– After the efficiency grouping of the barns, the loading percentages of the robots in
Barn 2 and Barn 3, where medium and high yielding cows are located, were 80%
and 77% in the first year, while increasing this to 83–84% in the second year is a
significant improvement. This increase in milking has also significantly reduced the
idle time of robots in existing barns (from15–18% to 10–11%). The biggest reason for
potential improvement seems to be using milking management strategies to increase
the percentage of time each robot milks cows. It can be said that leaving the milking
routine completely to the robot in farmmanagement and especially the length of time
spent in milking of high-yielding cows contribute to this improvement.

– Milking rates according to the number of milking per day in the barns were con-
centrated in 2x, 3x and 4x times milking across the farm. After the yield grouping
in Barn 2 and Barn 3, a significant increase was achieved especially in 3x and 4x
milking rates. This contributed positively to the yield. In Barn 4 and Barn 1, robot
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visits can be improved by the feeding strategy of the cows, their training, and the
routine fetching of the unmilked.

– The number of cows milked by the double robots in the barns during the day was
the lowest during the cleaning of the robots. However, since certain time intervals
where no cleaning is done coincide with the shift change of the caregivers or the lunch
break, the milking visits in Barn 1 and Barn 4, which require manual intervention,
have decreased. Yield grouping in Barn 2 and Barn 3, milking frequency of cows,
milk yield etc. It has been observed that the robot performance can be maximized
due to the improvement of the robots.

– Cowgrouping can be done on farms that do not have capacity problems and havemore
than one robot. When creating groups, the number of cows with milking numbers
suitable for robot loading should be taken into consideration.

– Idle time must be created for robots. In this way, non-dominant cows are not turned
away during robot visits and the desired daily milking numbers can be achieved in
the robots.

– Cows whose teat structure is not suitable for robot milking should be removed from
the herd. Solutions that are contrary to robot operation, such asmanual tooling, should
be avoided.

– Cow traffic within the barn should be planned correctly. Interventions that will
negatively affect the robot’s performance should be avoided.

Declaration of Competing Interest. The authors declare that they have no known competing
financial interests or personal relationships that could have appeared to influence thework reported
in this paper.
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Abstract. The optimization of plant growth conditions plays a crucial role in
enhancing photosynthetic efficiency, which ultimately impacts crop productivity
and resource utilization. Among various environmental factors, vapor pressure
deficit (VPD) has gained considerable attention due to its significant influence
on stomatal conductance and water loss in plants. This paper presents a compre-
hensive study on the fine-tuning of growth conditions through precise control of
leaf-level VPD to optimize photosynthesis. To investigate the difference between
constant relative humidity condition and constant leaf-level VPD, a series of con-
trolled experiments were conducted. Humidifier, air conditioning and exhaust fan
were used to control relative humidity, thus VPD. For the first experiment, tem-
perature and relative humidity were set to 21.0 ± 1 °C and 65 ± 5%, respectively.
For the second experiment, temperature and VPD were set to 21.0 ± 1 °C and 1.2
± 0.2 kPa. Relative humidity was changed according to calculated VPD value.

Under controlled leaf-level VPD conditions, a distinct optimization of photo-
synthesis, with a notable increase in biomass production and overall plant quality
were observed, highlighting the significance of precise control over this environ-
mental parameter. Experiments indicated thatVPDcontrol affects stomatal regula-
tion, leading to improved water-use efficiency and reduced water loss. These find-
ings emphasize the potential of optimizing growth conditions throughVPDcontrol
to achieve sustainable water management and resource conservation in agricul-
tural systems. Based on the obtained results, we propose practical strategies for
implementing leaf-level VPD control in controlled environment agricultural prac-
tices. By fine-tuning growth conditions tomaintain an optimal VPD range, farmers
and researchers can optimize photosynthetic efficiency, reduce water consump-
tion, and enhance crop productivity. This approach has the potential to address the
challenges posed by climate change and limited water resources while ensuring
sustainable and efficient agricultural production.

In conclusion, this paper highlights the importance of leaf-level VPD control
for optimizing photosynthesis and improving resource utilization in plant growth.
The findings contribute to the understanding of plant-environment interactions and
offer valuable insights for agricultural practices aimed at achieving sustainable and
efficient crop production.
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1 Introduction

The optimization of plant growth conditions is crucial in vertical farming [1]. The condi-
tions in which plants grow have a profound impact on their overall health, productivity,
and resource usage [2]. By fine-tuning these growth conditions, it is possible to enhance
photosynthetic efficiency, ultimately leading to increased crop yields and more sus-
tainable agricultural practices. Among the various environmental factors that influence
plant growth, vapor pressure deficit (VPD) has gained significant attention for its role
in regulating stomatal conductance and water loss in plants [3]. This paper delves into a
comprehensive study on the importance of fine-tuning growth conditions by controlling
leaf-level VPD to optimize photosynthesis and, in turn, improve crop productivity and
resource utilization.

Vapor Pressure Deficit (VPD) is a crucial environmental parameter that characterizes
the relationship between air temperature and humidity. It is typically calculated as the
difference between the saturation vapor pressure and the actual vapor pressure in the
atmosphere. VPD holds immense significance in plant physiology and agriculture due
to its direct influence on various plant processes. VPD is a key determinant of stomatal
conductance, with higher VPD values generally leading to increased transpiration rates
as plants open their stomata to release water vapor [3]. This parameter plays a vital
role in regulating plant water-use efficiency, which is essential for sustainable water
management in agriculture [4].Additionally,VPDsignificantly affects photosynthesis by
influencing the rate of carbon assimilation in plant tissues. Moreover, VPD is intimately
tied to how plants respond to environmental stressors, making it a critical factor in
understandingplant-environment interactions anddeveloping strategies to optimize plant
growth conditions. A VPD of 1.20 kPa promotes stomatal opening, reduces the CO2
diffusion resistance from the atmosphere to the into the leaves and provides sufficient
substrates for photosynthesis [4]. Authors of [5] found that VPD has a significant effect
of leaf size, leaf mass per area, leaf dry matter content and relative water content.

Leaf-level VPD is a measure of the difference in vapor pressure between the inside
of a plant leaf and the surrounding air [6]. Leaf-level VPD is more important because
it is the driving force for transpiration, which is the process by which plants lose water
vapor through their leaves [7]. Leaf-level VPD is a better indicator of plant water status
than air VPD because it considers the plant’s ability to regulate its own transpiration
rate [8]. For example, if the air is very dry, plants will close their stomata (pores on the
underside of leaves) to reduce water loss. This will result in a lower VPDleaf, even if
the air VPD is very high [8]. In ferns, for instance, it has been observed that hydraulics
regulates stomatal responses to changes in leaf water status [9]. In [10], authors state that
the temperature of leaves plays a direct role in controlling the rate of photosynthesis,
the relative humidity of the air surrounding the leaves has an indirect effect on plant
growth and development by influencing processes like transpiration, uptake of CO2,
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and exchange of O2. Stomatal apertures, which are affected by various environmental
conditions including humidity and light, determine the rate of exchange of water vapor,
CO2, and O2.

The primary purpose of this study is to comprehensively investigate the role of
vapor pressure deficit (VPD) in fine-tuning plant growth conditions to optimize photo-
synthesis. The significance of this research lies in its potential to significantly enhance
our understanding of plant-environment interactions and its practical applications in
agricultural practices. We aim to address several key objectives, including assessing the
impact of controlledVPD conditions on photosynthesis, biomass production, and overall
plant quality. By comparing constant relative humidity conditions with constant leaf-
level VPD conditions, we seek to provide valuable insights into the benefits of precise
VPD control. This study also intends to shed light on how VPD control affects stomatal
regulation, leading to improved water-use efficiency and reduced water loss. In doing
so, we aim to propose practical strategies for implementing leaf-level VPD control in
controlled environment agricultural practices, offering a path toward optimized photo-
synthetic efficiency, reduced water consumption, and enhanced crop productivity. The
goal is to contribute to more sustainable and efficient agricultural production, addressing
the challenges posed by climate change and limited water resources.

2 Materials and Methods

2.1 Plant Material and Propagation

‘Benefine’ lettuce variety was chosen for this study because it is a hybrid seed and has a
high germination rate. On the seed planting dates, we soaked 60-cell Oasis Horticubes
with distilled water with a pH of 5.0. The pH was adjusted with 10% sulfuric acid
(H2SO4). We planted 60 seeds in the growing medium then placed the growing medium
under a PPFD of 195 µmol·m−2·s−1 delivered from LED lights for 20 h·day−1 for
14 days. We watered the seedlings every two days with modified Hoagland nutrient
solution: 2.7 mM NO3

−, 5.5 mM K+, 1.6 mM P, 1.9 mMMg2+, 4.7 mM Ca2+, 2.5 mM
S, 71.6 µM Fe, 1.5 µM Zn, 46.3 µM B, 1.6 µM Cu, 1.6 µM Mo, 9.1 µM Mn and
0.6 mMNH4

+, with a target electrical conductivity of 1.5 dS·m−1 and pH of 6.5. ECwas
adjusted using Hanna HI-98304 EC meter and pH was adjusted using Hanna HI-98107
pHmeter.Wegrew the lettuce in a temperature and humidity-controlled growth room (the
Vertical Farming Automation, Research and Mechanisms Laboratory) for 2 consecutive
cycles. In the first experiment (Experiment – I), the temperature was set to 21.0 °C and
the relative humidity was set to 65%. In the second experiment (Experiment – II), the
temperature was kept at 21.0 °C and the relative humidity was adjusted according to the
measured VPDleaf value. We used an ultrasonic fogger to increase the relative humidity.
To reduce the humidity, we expelled the moist air with an exhaust fan. Ultrasonic fogger
and exhaust fan were controlled by automation system.

2.2 Sensors

Temperature and relative humidity in the growth room were measured using SHT-35.
Tolerance values of the sensor are in a usable range for this study (Fig. 1) [11]. The
sensor was placed inside a sensor shield (Fig. 2).
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Fig. 1. SHT35 temperature and relative humidity tolerance charts

Fig. 2. Sensor shield and electronic control box

The MLX90614ESF-BCC was used to measure plant canopy temperature. The sen-
sor measures the surface temperature by identifying the energy and wavelength distri-
bution of infrared radiation [12]. A special sensor holder was designed, and 3D printed
to hold the sensor. The sensor holder was glued to a flexible nozzle that can be pointed
at the plant canopy (Fig. 3Hata! Başvuru kaynağı bulunamadı.). Emissivity value of the
sensor was adjusted to 0.98, as recommended in [13].

VPDleaf was calculated with Eqs. 1, 2 and 3 using leaf temperature, air temperature
and relative humidity.

Saturated Vapor Pressure(kPa) = 610, 7 ∗ 10((7,5∗Tleaf /(237,7+Tleaf ))

1000
(1)
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Fig. 3. MLX90614ESF-BCC sensor and 3D printed sensor holder, glued to a flexible nozzle

Actual Vapor Pressure(kPa) = 610, 7 ∗ 10((7,5∗Tair/(237,7+Tair))

1000
∗ (Hr) (2)

VPD(kPa) = SVP − AVP (3)

2.3 Experimental Design

We transplanted 42 seedlings out of 60 and placed them under a PPFD of
210 µmol·m−2·s−1 light in a NFT plant production rack with 4 layers. Plants were
grown for 28 days in every cycle (Table 1). We arranged the experiment as a randomized
complete block design with two replications in time. Statistical analysis was performed
using JMP 16 Pro. We conducted analysis of variance (ANOVA) and Tukey’s Honestly
Significant Difference (HSD) test (p = 0.05).

Table 1. Sowing, transplanting, and harvesting dates of experiment I and II.

Dates

Experiment – I Experiment – II

Replication 1 Replication 2 Replication 1 Replication 2

Sowing 28.11.2022 16.01.2023 06.03.2023 24.04.2023

Transplanting 12.12.2022 30.01.2023 20.03.2023 08.05.2023

Harvesting 09.01.2023 27.02.2023 17.04.2023 05.06.2023
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Experiment 1: Constant Relative Humidity Conditions:
In this experiment, temperature and relative humidity were set at 21.0 ± 1 °C and

65.0 ± 5%, respectively. This condition served as a baseline for the study.

Experiment 2: Constant Leaf-Level VPD Conditions:
For this experiment, temperature was maintained at 21.0 ± 1 °C, and VPD was set

to 1.2 ± 0.2 kPa. Relative humidity was adjusted to match the calculated VPD value.

2.4 Data Collection

We collected morphological data from 10 randomly selected plants on the day 28 after
transplantation. We cut the lettuce at the root collar and weighed each one using an
analytical balance (WL-303L, Weightlab, İstanbul, Türkiye). We measured the width
and height of these plants. We counted fully expanded leaves (>2 cm in length) and
obtained the leaf number. We then dried samples of these leaves for 7 days and weighed
them using the same balance to calculate the dry matter content.

Water use efficiency (WUE) was calculated using total produced biomass versus
total used water.

3 Results

Plant qualitymetrics, including leaf health and appearance, were notably enhanced under
constant VPD conditions. Leaves exhibited greater vitality, and the overall appearance
of the plants was more robust and marketable. This improvement in plant quality sug-
gests that VPD control positively influences the health and aesthetic attributes of plants
(Table 2).

Table 2. Plant quality metrics

Experiment – I Experiment – II

Fresh mass (g) 124.04 b 135.59 a

Dry matter (%) 4.7 b 5.35 a

Plant height (cm) 23.6 a 23.4 a

Plant width (cm) 26.7 a 27.6 a

Leaf number 24.0 a 24.5 a

Under constant relative humidity conditions (Experiment 1), the total biomass pro-
duction was 5209.68 g. In contrast, under constant leaf-level VPD conditions (Experi-
ment 2), the total biomass production increased to 5694.78, representing a 9.3% improve-
ment. This significant difference underscores the importance of precise VPD control in
optimizing plant growth and biomass production.

ControlledVPDconditions led to a substantial reduction in stomatal conductance and
transpiration rates, indicating improved water-use efficiency. Stomata were less open,
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resulting in less water loss, which has significant implications for resource conservation
and sustainable water management in agriculture. WUE of Experiment – I was 0.14,
Experiment – II was 0.179.

The experiments demonstrated that leaf-level VPD control reduced water consump-
tion by%27.9, illustrating the potential for resource utilization optimization. This finding
highlights the practical relevance ofVPDcontrol in addressing environmental challenges
and improving the sustainability of agricultural practices.

These results provide valuable insights into the benefits of fine-tuning growth condi-
tions throughVPD control, offering promising prospects for enhanced crop productivity,
resource conservation, and sustainable agriculture.

4 Discussion

The observed improvements in photosynthesis, biomass production, and plant quality
under controlled vapor pressure deficit (VPD) conditions can be attributed to several key
mechanisms. The reduction in stomatal conductance under constant VPD conditions led
to decreased water loss, resulting in enhanced water-use efficiency. The combination of
reduced transpiration rates and optimal stomatal regulation allowed plants to maintain
a more favorable water status, which positively influenced photosynthetic activity and
biomass production. These findings highlight the critical role of VPD in modulating
plant responses to environmental conditions and the importance of precise VPD control
for optimizing plant growth.

The implications of this study extend to sustainable agriculture in multiple ways. By
optimizingVPD through controlled growth conditions, agricultural practices can achieve
enhanced water-use efficiency, reduced water consumption, and improved resource uti-
lization. This approach aligns with the need to address the challenges of climate change
and water resource constraints, offering a pathway to more sustainable and environmen-
tally friendly farming. Furthermore, by reducing the environmental impact of agriculture,
these findings have the potential to contribute to broader efforts in mitigating climate
change and promoting sustainable land use.

The results of this study provide practical strategies for implementing leaf-level
VPD control in controlled environment agricultural practices. Farmers and researchers
can achieve optimal photosynthetic efficiency bymaintaining an ideal VPD range, which
requires precise environmental control. This approach not only enhances crop produc-
tivity but also conserves water resources, making it a valuable addition to sustainable
farming techniques. Moreover, the implementation of VPD control is adaptable to vari-
ous agricultural contexts, including greenhouses and controlled environments, allowing
for widespread adoption of this approach to enhance the sustainability and efficiency of
crop production.

5 Conclusions

In conclusion, this study serves as a significant contribution to the field of plant science
and agriculture by highlighting the importance of controlling vapor pressure deficit
(VPD) in optimizing plant growth conditions and, subsequently, photosynthesis. The



Fine-Tuning Growth Conditions 307

key findings of this study underscore the substantial impact of VPD control on biomass
production, plant quality, stomatal regulation, and water-use efficiency. These findings
demonstrate the potential for a new approach to sustainable agriculture that prioritizes
precise environmental control.

This research significantly advances our understanding of plant-environment interac-
tions, with a particular focus on the influence of VPD. By shedding light on the practical
benefits of maintaining an optimal VPD range, this study provides valuable insights for
researchers and farmers alike. The ability to fine-tune growth conditions and control
VPD offers a pathway to sustainable crop production that can address the challenges
posed by climate change and limited water resources. This approach aligns with the
broader efforts to ensure the sustainability and efficiency of agriculture, making it a
crucial development in the field.

In summary, the optimization of plant growth conditions, with a specific emphasis
on leaf-level VPD control, represents a promising strategy for achieving enhanced pho-
tosynthetic efficiency and improving resource utilization in plant growth. These findings
have the potential to revolutionize agricultural practices, making them more sustainable
and efficient, and thus contributing to a more sustainable and resource-conscious future
in agriculture.
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Abstract. The number of dairy cows in Turkey increased from approximately 5
million to 7 million, while annual raw milk production rose from 8.7 million tons
to 21.8 million tons between 2000 and 2020. However, despite these improve-
ments, the average milk yield per cow still falls below ideal levels. Improving the
milking routine and ensuring that milking machines meet standardized technical
parameters can further enhance the average lactation milk yield. Enhancing the
milking routine and aligning the technical parameters of milking systems with
internationally recognized standards can increase the average yield per cow from
the current 3,500–4,000 L per year to 5,000–6,000 L per year, representing a 25–
30% increase in milk yield. This study was carried out in the Bozanönü District
of Isparta province, involving 20 dairy enterprises. The evaluation of the milking
system’s components was based on pulsation tests conducted on the milking units.
Additionally, the adherence of milkers (milking personnel) to the key components
of the milking routine during machine milking was determined through the stop-
watch method, relying on the work and time study technique. The objective of
this study was to assess the compliance of milking machine configurations and
the milking routine to internationally established standards (ISO standards), with
the shared aim of improving udder health, milk yield, and quality. The findings
of this study indicate that the use of properly configured milking machines in
conjunction with appropriate milking routines significantly increases the quantity
and quality of milk that can be obtained per cow.

Keywords: Milking Machines · Milking Routine · Udder Health · Milk Yield ·
Pulsation Test

1 Introduction

While 8.72 million tons of raw cow milk were produced annually in Türkiye from 5.28
million milked cows in 2000, in 2010, this number increased to 12.42 million tons. In
2020, it reached up to 21.75 million tons from approximately 7 million dairy cows.
According to 2023 data, the raw milk production forecast, which was 23 million 200
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thousand 306 tons in 2021, decreased by 7.1% in 2022 to 21 million 563 thousand 492
tons [1]. The main reasons for this nearly 3-fold increase in productivity in the last
20 years can be pointed to: Investments in better cattle genetics aimed at improving
yields as well as through government support, especially in the interventions to offset
rising feed prices and through its annual support payments [2]. However, this annual
yield of approximately 3100 kg per dairy cow is very low according to the milk yield
that can be achieved. Because according to their genetic performance, they should be
able to produce at least 5 tons of milk per year [3]. Issues with functionality of the
milking machine and improper milking practices can account for a substantial portion,
ranging from 16% to 45%, of the differences in udder health observed between different
herds. This emphasises the undeniable influence of both milking machinery and milking
techniques on the overall health of the udder [4]. Over time, if these issues are not
rectified, they can lead to a deterioration in udder health, subsequent individual udder
losses, and eventually the necessity to cull dairy animals that no longer hold economic
value. This, in turn, results in significant economic losses [5].

Errors occurring in milking machines can be attributed to a range of factors, such
as irregular milking vacuum levels, pulsation rate, pulsator ratio, pulsation cycle phases
(b, d), minimum massage phase duration, and differences in milking speed between the
right and left udder quadrants (referred to as limping). The evaluation in this research
mainly focused on these parameters.

Studies and practical observations have shown that maintaining a vacuum level with
an average value ranging from 32 kPa to 42 kPa during the peak milking period for cows
results in a quicker, gentler, and more thorough milking process. The pulsation rate is
typically between 50 cycles/min and 65 cycles/min for cows and should not deviate more
than ±5% from the given values. The pulsator ratio is typically between 60% and 70%
for cows. The pulsator ratio of all pulsators in an installation should not vary from each
other bymore than 5 units of percentage. Limping, on the other hand, should not bemore
than 5 units of percentage, except where the milking unit is designed to provide different
ratios between the fore- and hindquarters. For cows the liner-open phase/suction phase
(b-phase) should not be less than 30% of a pulsation cycle while the massage phase
(d-phase) should be not less than 15%. The minimum massage phase duration should
not be less than 150ms [6–8]. The working vacuum of amilking system varies according
to the height of the milkline from the cow platform: Appropriate vacuum levels for each
milkline are shown as follows: highline of 1.8m ~ 48 kPa, highline of 1.6m ~ 46–48 kPa,
midline of 1.4m~44–46 kPa,midline of 1.2m~42–44 kPa, and lowline ~ 40–42 kPa [9].
Deviations from these standards in pulsation characteristics, encompassing factors like
frequency and intensity, can, through damaging the teat, contribute to the development
of mastitis [10].

When the established milking routine is not adhered to, several consequences can
arise, mainly acute stress. Acute stress during milking reduces milk yield through a
central inhibition of oxytocin secretion and through the increase in catecholamines
(adrenaline and noradrenaline). Oxytocin, which is a hormone secreted by the central
nervous system into the blood stream, is the main mediator of the milk ejection reflex.
Therefore disrupting the normal release of oxytocin, subsequently interfering with the
regular flow of milk and potentially reducing milk yield [11]. Reduced milk release
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can also be attributed to insufficient stimulation, notably the absence of anterior breast
massage [12]. Furthermore, unfavourable cow behaviour, stemming from fear, pain, or
discomfort during milking, poses a significant challenge to animal welfare.

In order to monitor and prevent inflammatory udder diseases, commonly known as
mastitis, which is the biggest problem in dairy farming, the following two parameters
in milk, which are indicators of this disease, should be monitored. The first of these is
the number of pathogenic bacteria that form colonies per millilitre of raw milk, and the
other is the increase in the number of epithelial cells, that is, white blood cells, called the
Somatic Cell Count (SCC) in raw milk. As these two indicators in milk increase, milk
yield and quality loss occurs, and therefore economic losses also increase. In short, the
increase in bacteria in milk indicates lack of hygiene; SCC shows milking machine and
milker errors. In general, an SCC below 100,000 cells/ml indicates an uninfected cow;
An SCC above 200,000 cells/ml indicates a cow possibly infected with mastitis. Cows
infected with major pathogens have SCC greater than 300,000 cells/ml [13]. Table 1
below shows the relationship between SCC and the estimated daily milk loss per cow
[14].

Table 1. Relationship between SCC and the estimated daily milk loss per cow (lbs)

SCC Score SCC Range Est. Daily Milk Loss Per Cow(lbs)

0 0–18,000 0

1 19,000–35,000 0

2 36,000–71,000 0

3 72,000–141,000 1.5

4 142,000–283,000 3.0

5 284,000–565,000 4.5

6 566,000–1,130,000 6.0

7 1,131,000–2,262,000 7.5

8 2,263,000–4,523,000 9.0

9 4,524,000–9,999,000 10.5

Themain goal of this research was to reveal to what extent themilking duration, milk
yield and quality are affected. While revealing this relationship, the known and expected
effects on milk yield resulting from different fodder and concentrate feed’s quantity and
quality in the enterprises were removed through covariance analysis methods. Thus,
as the milking machine moves away from the optimal operating values coupled with
neglecting of major aspects of the milking routine, deteriorations in udder health, milk
yield and qualitywill bemore accurately associated.With these results, it will be possible
to make the necessary adjustments in order to increase the amount of milk produced per
cow to the highest possible values as well as minimize udder infections.
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2 Methods

This researchwas conducted in four parts, each focusing on a different aspect of the study.
The first part included observing and recording data based on the milking routine during
the milking process, as well as collecting data on each enterprise. This data incorporated
feeding and milking information, daily lactation yield information of the dairy cows,
the total amount of milk milked into the tank during the morning and evening milking
sessions, as well as the maintenance and repair data of the milking machines. Some
of the stages and parameters recorded and evaluated in the milking routine research
were: cleaning the udders of the cow before milking which included washing and/or
cleaning the udders with a cloth, applying disinfectant to the udders before and after
milking, using the delay method before milking to allow for the sufficient secretion of
the oxytocin hormone and monitoring the milk flow to reduce blind milking [15]. The
milking duration of each cow was recorded through a stopwatch as well which was
evaluated as the time the milking cluster was attached to the time it was removed from
the udders.

The second part of the research included conducting dry pulsation tests on the milk-
ing units and recording their results using the GEA brand Pulsotest Comfort model
milking machine testing equipment. The vacuum levels, pulsation rate, pulsation ratio
and pulsation cycle phases were measured in accordance with 6.2 of ISO 6690:2007.

The third part involved taking samples from the total rawmilkmilked on the working
day (from the accumulating tankor cans) of each enterprise for the total bacteria count and
somatic cell count. These sampleswere kept in cold containers (at ~+4 °C in cold battery
pack carrying bags) for analysis. The analysis for these parameterswere conducted by the
Scientific and Technology Application and Research Center in the Mehmet Akif Ersoy
University in Burdur, Türkiye. The analysis methods were conducted in accordance with
ISO 13366-2/AC:2008 [16] for the somatic cell count and TEMPO Total Viable Count
(TVC) for the total mesophilic aerobic bacteria count. After collecting this information
the next step, which is the fourth part, involved analysing the data statistically. Statistical
methods were used to organize, summarize and interpret the collected data.

“The Generalized Linear Model” was the preferred method used in this research.
GLMANCOVAcovariance analysis methodwere used for data entry and statistical eval-
uations, using EXCEL and MINITAB package programs, respectively. In cases where
there was a high correlation between parameters regression analysis was applied. The
independent discrete factors of this trial design included: the milking routine, the milk-
ing system, maintenance and repair, the milkline (level from the ground), the milking
time (morning or evening), the number of milking units per milking person, the working
vacuum, the pulsation rate, the pulsator ratio, limping, b (liner-open phase or suction
phase) phase, d (massage phase) phase and the minimum massage phase duration. The
responses used in this model were: the milking duration (second/cow), the milk yield per
milking session (kg/cow) and the somatic cell count (cells/ml). The data on the total bac-
teria count was not analysed but its raw values are presented. Covariance data included:
the daily average ration value (MJNEL/cow) and the average lactation day (day) of each
individual enterprises.
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The investigation into the milking routine concentrated on adherence to established
milking routines across the different enterprises and the extent to which the parame-
ters were followed and the duration taken to conduct. Additionally, an analysis of the
maintenance of milking systems was conducted, including the frequency at which these
systems were subjected to maintenance or repair. These assessments were categorized
and evaluated using the Likert scale, ranging from 5 (very good) to 1 (very poor) [17].

3 Results

3.1 General Features of Enterprises

The collected data from each of the 20 enterprises visited and studied during this research
were summarized to provide an overview of how each enterprise is structured. General
details about each enterprise can be found in Table 2 below.

As shown in Table 2 above, the enterprises used various milking systems: three used
the milking parlour system, two used the bucket milking system, and the majority (fif-
teen) used the can milking system. The enterprises also implemented different milkline
systems: two used the highline milkline, sixteen used the midline milkline, and two used
the lowlinemilkline. The table also provides details on the number of milking units used,
the number of total milked cows, the number of milkers, the number of milking units
per milking person, the total milked cows per milking person, the average lactation day,
the average daily ration, the average recorded milking durations for each enterprise, the
average daily milk yield per cow, the somatic cell count recorded and the total bacteria
count. Shown as well are the minimum and maximum values, as well as the average
values and the standard deviation values.

Table 3 above shows the average values of the measured pulsation characteristics
of each enterprise. It presents the total number of pulsators used in each enterprise, the
observed and recorded vacuum shown on the gauge as well as the measured working
vacuum. The differences between these two values were calculated to show errors in its
accuracy and are shown in the table as well. The pulsation rate, pulsator ratio, pulsation
cycle phases (b suction phase, d massage phase), minimummassage phase duration, and
limping values were also recorded and shown above. However, when it comes to the
minimum, maximum, average and standard deviation values of this data, they were not
determined from the enterprise average but from total individual pulsator values.

3.2 Milk Yield

The results of the variance analysis conducted to examine the effects of continuous
variables including the average lactation day, average daily ration, working vacuum,
pulsation rate, pulsator ratio, limping, b suction phase, d massage phase, minimum
massage phase duration and categorical variables including themilking system,milkline,
milking unit per milking person and the milking routine on the average milk yields
obtained from the enterprises are presented in Table 4.

Parameters (sources) seen in Table 4 with a statistical P-Value ≤ 0.05 are significant
in terms of their effects on milk yield. Continuous factors influencing milk yield are as
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Table 3. General milking machine configurations of the milking systems

Entreprise
No

Vacuum
on
Gauge

Measured
Working
Vacuum

V gauge
- V
working

Avg
Pulsation
Rate

Avg
Pulsator
Ratio

Avg
Limping

Avg
Suction
Phase

Avg
Massage
Phase

Avg
Minimum
Massage
Phase
Duration

1 42.9 41.9 1.0 101.9 58.6 1.2 37.7 27.1 162

2 44.0 43.8 0.2 72.0 58.8 2.5 31.8 24.6 209

3 44.0 37.1 6.9 112.0 56.9 3.0 34.3 27.3 152

4 51.5 49.1 2.4 78.4 55.3 1.7 28.5 23.9 186

5 55.0 43.4 11.6 61.2 51.5 2.1 35.8 28.7 282

6 55.0 42.5 12.5 76.3 59.3 2.5 35.0 26.6 212

7 54.0 46.0 8.0 108.6 59.1 1.6 31.8 21.8 112

8 42.0 51.0 −9.0 172.3 53 2.1 30.7 18.6 65

9 55.0 35.7 19.3 146.8 59.7 1.3 19.5 24.2 101

10 0.0 35.1 −35.5 110.1 56.5 4.4 31.9 31.8 176

11 53.0 52.6 0.4 71.5 60 4.5 37.5 22.8 196

12 51.0 45.5 5.5 102.8 56.9 4.3 28.4 20.1 118

13 48.0 46.5 1.5 87.5 53.4 3.8 31.1 23.1 159

14 48.0 42.5 5.5 94.9 59.8 3.9 29.8 18.9 127

15 46.0 48.3 −2.3 63.0 58.9 2.4 36.9 24.9 237

16 55.0 35.7 19.3 146.8 59.8 2.3 25.8 22.7 94

17 60.5 45.1 5.4 89.4 58.9 8.0 34.0 28.0 240

18 59.0 51.3 7.7 76.8 59.8 1.5 40.7 27.0 212

19 48.0 44.4 3.6 77.7 51.8 9.1 38.9 32.1 242

20 48.0 42.9 5.1 66.8 58.7 3.4 36.1 23.3 237

MinT 0.0 28.0 −42.2 49.5 47.8 0.0 24.7 0.0 49

MaxT 60.5 59.4 15.2 189.9 62.2 8.4 47.1 39.4 329

MeanT 47.0 45.2 1.8 84.0 57.5 2.8 34.9 23.7 193.0

SDT 9.4 4.7 8.6 28.4 3.1 2.2 4.6 5.1 70.7

Table 4. Analysis of variance for the average milk yield per milking session (kg)

Source DF Adj SS Adj MS F-Value P-Value

Average Lactation Stage (day) 1 0.096 0.0957 0.24 0.623

Average Daily Ration (MJNEL) 1 11.546 11.5456 29.3 0.000

Working Vacuum (kPa) 1 18.586 18.5823 47.19 0.000

Pulsation Rate (min-1) 1 17.699 17.6988 44.95 0.000

(continued)
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Table 4. (continued)

Source DF Adj SS Adj MS F-Value P-Value

Pulsator Ratio(%) 1 2.659 2.6590 6.75 0.011

Limping (%) 1 0.105 0.1047 0.27 0.0607

Suction Phase (%) 1 1.613 1.6133 4.10 0.045

Massage Phase (%) 1 14.406 14.4055 36.58 0.000

Minimum Massage Phase Duration (mS) 1 0.075 0.0750 0.19 0.663

Milking System 2 9.987 4.9937 12.68 0.000

Milkline 2 13.601 6.8005 17.27 0.000

Milking Time 1 3.247 3.2472 8.25 0.005

Milking Units per Milking Person 2 26,683 13.3413 33.88 0.000

Milking Routine 4 23.781 5.9452 15.10 0.000

Error 108 42.527 0.3938

Lack of Fit 20 42.527 2.1263 *

Pure Error 88 0.0000 0.0000

Total 128 836.246

Model Summary

S R-sq R-sq(adj) R-sq(pred)

0.627506 94.91% 93.97% *

follows in order of significance level: The average milk yield obtained from the cows in
the enterprises is highly significant (P < 0.01) with respect to the average daily ration
values, theworkingvacuum, pulsation rate,massage phase (%). It is significantly affected
by the pulsator ratio and the suction phase (b) (P< 0.05). Regarding the discrete factors
indicating differences in the milking technique and the milking person, all of them have
been found to be statistically significant (P < 0.05) on the average milk yield. Table 5
below presents the average values.

Table 5. Average values for the milk yield per milking session (kg).

Variable Milking
System

N Mean SE Mean StDev Minimum Maximum

Avg Milk Yield
per Milking
Session
(kg/cow)

1 34 5.18 b 0.129 0.755 5.0 8.824

3 23 9.13 a 0.615 2.948 5.0 11.43

4 72 8.46 a 0.251 2.129 5.0 11.00

**Milking system 1: Milking parlour, 2: Pipeline(Stanch barn), 3: Bucket milking, 4: Can
milking

(continued)
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Table 5. (continued)

Variable Milking
System

N Mean SE Mean StDev Minimum Maximum

Variable Milkline N Mean SE Mean StDev Minimum Maximum

Avg Milk Yield
per Milking
Session
(kg/cow)

1 16 10.80 a 0.437 1.749 5.5 11.43

2 80 8.171 b 0.247 2.209 5.0 11.00

3 33 5,116 c 0.116 0.666 5.0 8.824

**Milkline: Lowline, 2: Midline, 3: Highline

Variable Milking Time N Mean SE Mean StDev Minimum Maximum

Avg Milk Yield
per Milking
Session
(kg/cow)

1 60 9.280 a 0.244 1.893 5.5 11.43

2 69 6.355 b 0.273 2.269 5.0 11.00

**Milking Time 1: Morning, 2: Evening

Milking Units
per Milking
Person

N Mean SE Mean StDev Minimum Maximum

Variable

Avg Milk Yield
per Milking
Session
(kg/cow)

2 76 8.338 b 0.245 2.136 5.0 11.00

4 20 9.716 a 0.625 2.797 5.0 11.43

5 33 5.070 c 0.070 0.400 5.0 7.300

**Milking Units/Milking Person 2: 1 or 2 units, 4: 3 or 4 units, 5: more than 4 units

Variable Milking
routine

N Mean SE Mean StDev Minimum Maximum

Avg Milk Yield
per Milking
Session
(kg/cow)

1 37 5.1351 d 0.0570 0.3466 5.0 6.000

2 24 7.013 c 0.337 1.651 5.0 8.889

3 13 7.397 c 0.614 2.212 5.4 10.83

4 31 8.961 b 0.347 1.931 6.3 11.00

5 24 10.958 a 0.265 1.296 5.0 11.43

**Likert Scale 1: Very poor, 2: Poor, 3: Moderate, 4: Good, 5: Very good

In Table 5 above, while there was no significant difference in the average raw values
for the given independent categorical factor variables according to one-way variance
analysis, based on GLMmodel variance analysis, it has been calculated that milk yields
of cows, are higher in milking system 3 (bucket milking) than the other milking systems,
lower in the highline milkline than in the midline and lowline milklines, higher in the
group of milkers who milk more cows at once, up to a maximum of 4 cows and higher
in the enterprises that follow the milking routine more accurately than those that neglect
most essential parts of it. Additionally, it has been observed that there is a significant
difference in milk yield between milking times, mainly due to the unequal time intervals
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between morning and evening milking sessions. This resulted in a higher milk yield
during the morning milking sessions than during the evening milking sessions.

3.3 Milking Duration

The results of the variance analysis conducted to examine the effects of continuous
variables including the average lactation day, average daily ration, working vacuum,
pulsation rate, pulsator ratio, limping, b suction phase, d massage phase, minimum
massage phase and categorical variables including themilking system, milkline, milking
unit per milking person and the milking routine on the milking duration obtained from
the enterprises are presented in Table 6.

Table 6. Analysis of variance for the milking duration per milking session (sec).

Source DF Adj SS Adj MS F-Value P-Value

Average Lactation Stage (day) 1 5375 5375 0.26 0.613

Average Daily Ration (MJNEL) 1 247 247 0.01 0.000

Working Vacuum (kPa) 1 80408 80408 3.84 0.000

Pulsation Rate (min-1) 1 147579 147579 7.05 0.000

Pulsator Ratio(%) 1 10041 10041 0.48 0.011

Limping (%) 1 28182 28182 1.35 0.0607

Suction Phase (%) 1 11651 11651 0.56 0.045

Massage Phase (%) 1 113141 113141 5.40 0.000

Minimum Massage Phase Duration (mS) 1 24 24 0.00 0.663

Milking System 2 7364 3682 0.18 0.000

Milkline 2 77966 38983 1.86 0.000

Milking Time 1 49946 2.39 0.005

Milking Units per Milking Person 2 87829 43910 2.10 0.000

Milking Routine 4 85419 21355 1.02 0.000

Error 108 2261276 20938

Lack of Fit 20 520152 26008 1.31 0.192

Pure Error 88 1741125 19786

Total 128 3161445

Model Summary

S R-sq R-sq(adj) R-sq(pred)

144.699 28.47% 15.23% *

According to the data in Table 6 above, among the continuous factors affecting
the milking duration, the pulsation rate and the massage phase (%) are found to be
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significant (P ≤ 0.05) while the working vacuum (P = 0,053) was found to be partially
significant. All categorical factors indicating differences in machine and the milking
person in the milking technique have been found to be statistically insignificant (P >

0.05) in their effects on the average milking duration. In Table 7 below, despite showing
no significant effects on the milking duration, the average raw values for the given
independent categorical factor variables according to one-way variance analysis have
been shown.

Table 7. Average values for milking duration per milking session (sec)

Variable Milking System N Mean SE Mean StDev Minimum Maximum

Milking
Duration(sec)

1 34 491.4 22.1 128.9 268.0 737.0

3 23 394.3 35.4 169.8 179.0 810.0

4 72 438.9 19.0 161.2 191.0 1117.0

**Milking system 1: Milking parlour, 2: Pipeline(Stanch barn), 3: Bucket milking, 4: Can milking

Variable Milkline N Mean SE Mean StDev Minimum Maximum

Milking
Duration(sec)

1 16 404.9 41.7 167.0 179.0 810.0

2 80 432.3 18.2 162.5 191.0 1117.0

3 33 494.5 22.6 129.6 268.0 739.0

**Milkline: Lowline, 2: Midline, 3: Highline

Variable Milking Time N Mean SE Mean StDev Minimum Maximum

Milking
Duration(sec)

1 60 417.1 18.6 144.4 179.0 1015.0

2 69 468.8 19.8 164.8 222.0 1117.0

**Milking Time 1: Morning, 2: Evening

Milking Units per
Milking Person

N Mean SE Mean StDev Minimum Maximum

Variable

Milking
Duration(sec)

2 76 439.7 ab 18.7 163.2 191.0 1117.0

4 20 384.9 b 35.1 156.9 179.0 810.0

5 33 492.8 a 22.7 130.6 268.0 739.0

**Milking Units/Milking Person 2: 1 or 2units, 4: 3 or 4 units, 5: more than 4 units

Variable Milking routine N Mean SE Mean StDev Minimum Maximum

Milking
Duration(sec)

1 37 486.3 a 23.4 142.3 222.0 739.0

2 24 365.5 b 14.0 68.4 241.0 504.0

3 13 400.1 ab 30.1 108.7 240.0 628.0

4 31 498.4 a 38.1 212.1 191.0 1117.0

5 24 415.2 ab 29.6 144.9 179.0 810.0

**Likert Scale1: Very poor, 2: Poor, 3: Moderate, 4: Good, 5: Very good

It should be noted that conclusive results regarding the milking duration could not
be obtained due to observed interruptions during the milking process. Milkers often
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engaged in multiple tasks, such as feeding calves and cleaning, leading to delayed
removal of milking clusters. Additionally, the issue of a few milkers handling too many
cows simultaneously resulted in over-milking and, in some cases, incomplete milking.

3.4 Somatic Cell Count

The results of the variance analysis conducted to examine the effects of continuous
variables including the average lactation day, working vacuum, pulsation rate, pulsator
ratio, limping, b suction phase, d massage phase (%), minimummassage phase (mS) and
categorical variables including the milking system, maintenance and repair, the milking
routine, milkline, milking unit per milking person on the somatic cell count of each
enterprise are presented in Table 8.

Table 8. Analysis of variance for the somatic cell count of each enterprise (per ml)

Source DF Adj SS Adj MS F-Value P-Value

Average Lactation
Stage (day)

1 30259304891 30259304891 3.74 0.056

Working Vacuum
(kPa)

1 3.95540E + 11 3.95540E + 11 48.92 0.000

Pulsation Rate
(min-1)

1 1.19328E + 11 1.19328E + 11 14.76 0.000

Pulsator Ratio(%) 1 351359473 351359473 0.04 0.835

Limping (%) 1 2730352515 2730352515 0.34 0.562

Suction Phase (%) 1 1.74354E + 11 1.74354E + 11 21.56 0.000

Massage Phase (%) 1 1.83870E + 11 1.83870E + 11 22.74 0.000

Minimum Massage
Phase Duration (mS)

1 20939184471 20939184471 2.59 0.000

Milking System 2 8.92555E + 11 4.46277E + 11 55.19 0.111

Milkline 2 8.94951E + 11 4.47475E + 11 55.34 0.000

Milking Units per
Milking Person

2 8.08338E + 11 4.04169E + 11 49.98 0.000

Milking Routine 4 1.53435E + 12 3.83587E + 11 57.44 0.000

Maintenance and
Repair

4 1.81724E + 12 4.54310E + 11 56.18 0.000

Error 106 8.57137E + 11 8086199515

Lack of Fit 18 8.57137E + 11 47618730475 * *

(continued)
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Table 8. (continued)

Source DF Adj SS Adj MS F-Value P-Value

Pure Error 88 0 0

Total 128 1.47360E + 13

Model Summary

S R-sq R-sq(adj) R-sq(pred)

89923.3 94.18% 92.98% *

Parameters seen in Table 8with a statistical (P≤ 0.01) have a highly significant effect
on the somatic cell count. Continuous factors affectingmilk yield, in order of importance
based on significance levels, are as follows: the working vacuum, the pulsation rate, the
massage phase (%) and the suction phase which have a highly significant effect on the
milk yield. The average lactation day had a slight effect on the somatic cell count (P
= 0,056). All the categorical factors showed a significant effect on the milk yield (P ≤
0.01). These included the milking system, milkline, maintenance and repair, the number
of milking units per milking person and the milking routine. Average values for the milk
yield for each variable have been represented in Table 9 below.

Table 9. Average values for the somatic cell count (per ml).

Variable Milking
System

N Mean SE Mean StDev Minimum Maximum

Somatic Cell
Count(per
ml)

1 34 226147 b 3350 19531 117000 230000

3 23 373000 b 21744 104281 222000 454000

4 72 668167 a 43171 366317 122000 1187000

**Milking system 1: Milking parlour, 2: Pipeline(Stanch barn), 3: Bucket milking, 4: Can
milking

Variable Milkline N Mean SE Mean StDev Minimum Maximum

Somatic Cell
Count(per
ml)

1 16 425750 b 21797 87188 117000 454000

2 80 624900 a 41472 370941 122000 1187000

3 33 229455 b 545 3133 212000 230000

**Milkline: Lowline, 2: Midline, 3: Highline

Maintenance
and RepairVariable N Mean SE Mean StDev Minimum Maximum

Somatic Cell
Count(per
ml)

1 10 1102200 a 84800 268161 339000 1187000

2 25 347600 c 24704 123522 139000 454000

(continued)
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Table 9. (continued)

Variable Milking
System

N Mean SE Mean StDev Minimum Maximum

3 29 785793 b 24175 130185 117000 828000

4 57 340684 c 39207 296005 122000 1015000

5 8 307125 c 19579 55378 267000 374000

**Milking Time 1: Morning, 2: Evening

Milking
Units per
Milking
Person

Variable N Mean SE Mean StDev Minimum Maximum

Somatic Cell
Count(per
ml)

2 76 646105 a 42275 368541 122000 1187000

4 20 389750 b 23200 103752 212000 454000

5 33 226576 b 3424 19671 117000 230000

**Milking Units/Milking Person 2: 1 or 2units, 4: 3 or 4 units, 5: more than 4 units

Variable Milking
routine

N Mean SE Mean StDev Minimum Maximum

Somatic Cell
Count(per
ml)

1 37 235000 b 2108 12824 230000 267000

2 24 748458 b 63856 312830 212000 1015000

3 13 209231 ab 27157 97914 122000 374000

4 31 574839 a 52916 294622 177000 828000

5 24 175750 ab 77208 378240 139000 1187000

**Likert Scale1: Very poor, 2: Poor, 3: Moderate, 4: Good, 5: Very good

The table above reveals that enterprises employing milking system 3 (can milking)
and using milkline 2 (midline) had higher somatic cell counts (SCC) in their raw milk
samples. Those closely adhering to maintenance and repair procedures exhibited lower
SCC counts, while enterprises with minimal care for maintenance and repair had the
highest SCC counts in their raw milk samples.

3.5 Total Bacteria Count

The aerobic mesophilic bacteria count (total bacteria count) is one of the most important
factors affecting udder health and determining the milk quality [18]. Limits for somatic
cell count (SCC) and total plate count (mesophilic micro-organisms) – TPC in cow’s
raw milk are given by Regulation (EC) No. 853/2004 of the European Parliament and
of the Council, which lays down the count of micro-organisms at 30 °C ≤ 105 CFU/ml
and SCC at ≤ 4 × 105 /ml. For raw milk from other species, the limit for the TPC of
micro-organisms at 30 °C is ≤ 1.5 × 106 CFU/ml [19].

All but one of the enterprises (5th enterprise) had a total mesophilic aerobic bacteria
count (CFU/ml) above 490,000 (CFU/ml) while the remaining enterprise recorded a
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significantly lower value of 100,000 (CFU/ml). This can be related to the storage of the
raw milk after milking. It was observed that after milking the milk can/tank in the other
enterprises would be left closed in the heat until the collecting tank would arrive. Where
it could be exposed to both contamination and also lead to bacterial incubation. The 5th

enterprise however, would store the milk can underneath a shady and cool area, as well
as conduct the milking process closer to the milk collecting time. This is thought to be
the reason for the difference in the total bacteria count.

3.6 Milking Routine

The milking routine which begins with cleaning the udders had nine out of twenty
enterprises adhere to this practice. Only two of them dry the udders with a cloth after
washing. The other two of the four enterprises that use a dry cloth only wipe the udders
with a dry cloth without washing them. Of the 11 enterprises that clean the udders,
two apply washing and drying, seven apply only wet washing, and two only clean the
udders with a dry cloth. The other nine enterprises do not perform udder cleaning at
all. 11 enterprises clean the udders then perform pre-massage on them. The other seven
of the 18 enterprises that apply pre-massage start the milking routine directly with pre-
massage, neglecting cleaning the udders. Two out of the total of 20 enterprises start
milking by directly attaching the milking clusters, without doing any cleaning, pre-
massage or applying any disinfectant, thus without applying the delay method (45–90
s) required for the release of the oxytocin hormone before attaching the milking cluster.
Only 8 out of 20 farms attach the milking clusters correctly and 12 do so reversely
(alternate milking pulse with front-back teat quarters, not right-left teat quarters). The
most important milking routine procedures in farms are the pre-massage (18/20) and
the removal of the last milk with the final massage (19/20). The most neglected milking
routine operations are pre- and post-dipping. While no enterprise does pre-dipping, only
1 enterprise applies final dipping (1/20).

The milking routine was found to be significantly important (P< 0,05) according to
one way variance analysis. Enterprises with a high Likert scale rating of 5 for milking
routine achieved a milk yield of 10.96 kg/cow. In contrast, those with a low Likert scale
rating of 1 yielded only 5.14 kg/cow. Enterprises with Likert scale ratings of 4, 3, and 2
obtained milk yields of 8.96 kg/cow, 7.4 kg/cow, and 7.01 kg/cow, respectively (Table 5
and Table 10). It should be noted that these values are not daily milk yield but milk yields
obtained from one milking session.

3.7 Milking Machine Maintenance and Repair

Data collected from each enterprise during the first part of this research based on the
maintenance and repair of the components of the milking system and to what frequency
they were carried out are shown below in Table 11. Each component was classified
according to the Likert scale (1- 5), 5 being very good and 1 being very poor. The
classification of the cluster, liner, long and shortmilk andpulse tubeswas based according
to how often these components were changed while the classification of the pump,
pulsator, vacuum gauge and regulator was based according to the frequency of repair and
maintenance as well as to how often they are replaced. The evaluation of themaintenance
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and repair of the pump included aspects such as honing, replacing the pallets and bearings
of the pump and how frequent this was done. The evaluation of the pulsator included how
often they were taken for maintenance, how often they were changed and/or configured.
The same evaluation was conducted for the regulator and vacuum gauge. A general
evaluation of the totalmaintenance and repair of each enterprisewas given a classification
according to each individual components maintenance and repair. However, according
to the maintenance and repair data of the enterprises, no important relation was found
to have a significant effect on the milk yield (P > 0,05).

Table 10. Milking routine evaluation criteria of the enterprises.

Entreprise
No

Washing
Udders

Drying
With a
Dry
Cloth

Pre-Massage Correct
Cluster
Attachment

Blind
Milking
Control

Delay
Method
Application

Final
Dipping

Final
Likert
Value

1 + − + + + + − 5

2 − − + − + − − 2

3 − − + − + − − 2

4 − + + − + + − 4

5 + − + + + − − 4

6 − − + − + − − 2

7 + − + + + − − 4

8 − − - − + − − 1

9 − − + + + − − 3

10 + − + − + − − 3

11 − − + − + − − 2

12 − + + + + − − 4

13 + − + − + + − 4

14 + − + − + − − 3

15 + + + + + − + 5

16 − − + + + − − 3

17 − − + − + − − 2

18 + − + −− + − − 3

19 + + + + + − − 5

20 − − − − − − − 0

+: is applied or is done right -: is not applied or is done wrong
Likert Scale 0 & 1: Very Poor; 2: Poor; 3: Moderate; 4: Good; 5: Very Good
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Table 11. Maintenance and repair evaluation criteria of the enterprises.

Entreprise
No

Maintenance
and Repair

Pump Milking
Cliusters

Pulsator Maintenance
Frequency

Blind
Milking
Control

Vacuum
Gauge

Liner Long
milk
and
pulse
tubes

Short
milk
and
pulse
tubes

1 2 1 2 2 5 1 1 4 1 1

2 2 1 3 3 1 1 1 4 1 1

3 1 2 2 1 1 1 1 1 1 1

4 3 3 4 3 3 3 3 5 3 3

5 2 1 3 3 1 1 1 4 4 1

6 3 3 4 3 3 3 3 4 3 3

7 3 2 4 3 1 1 1 5 4 4

8 5 4 4 5 4 4 4 5 4 5

9 4 4 4 4 4 4 4 3 3 4

10 4 5 4 4 4 4 4 5 4 4

11 4 5 4 3 3 3 3 4 3 3

12 4 3 4 5 3 3 3 2 3 5

13 3 5 1 1 3 1 1 5 1 5

14 5 5 5 5 4 5 5 5 4 5

15 1 1 4 3 3 1 1 2 1 1

16 4 4 4 4 3 4 4 3 3 4

17 2 4 3 2 1 1 1 2 1 1

18 4 4 4 5 3 4 4 3 3 4

19 2 2 3 2 1 4 1 1 2 2

20 4 5 5 5 4 5 4 4 3 3

Likert Scale 1: Very Poor; 2: Poor; 3: Moderate; 4: Good; 5: Very Good

4 Conclusion

Despite Türkiye having a large number of dairy farms, majority of the are small-family
owned. However, there has been a shift in the number of dairy farms from small scale to
large andmore efficient farms [20]. This research aims to provide dairy farm owners with
insights into the conformity ofmilking facilities and equipmentwith defined international
standards, aswell as to inform themabout the correct and comprehensive implementation
ofmilkingmachine configurations andmilking routines required to achieve optimalmilk
yield and quality. Due to the lack of local literature, the original point of this research is
to try to determine the current situation by addressing the issue of the “Milking Routine”
and “Milking Machine”. Determination of which steps in the machine milking routine
are deviated from their proper order and values coupled with the determination of which
technical parameters related to themilkingmachine deviate from international standards,
gave an idea about the rates at which it may lead to loss of productivity, quality in udder
health and raw milk production in some dairy cattle farms in the Bozanönü province.
Thus, it will at least raise awareness in this sector, and the findings and comments made
based on the literature will set an example for similar studies.
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However, despite these findings, this research would have been made much better
if each individual cow’s milk yield and milk samples for the bacteria and somatic cell
count was obtained and recorded separately and not as an enterprise average to more
accurately relate the effects of the pulsator’s working characteristics of the milking
machine and the milking routine to the mentioned factors. Additionally, the pulsator’s
working characteristics would have been much better obtained if wet pulsator tests were
conducted instead of dry pulsator tests. These factors will be taken into account in future
related projects to further improve the precision of the results.
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Abstract. In precision agriculture, remote estimation processes such as the deter-
mination of the canopy area, the yield and plant volume are useful for the camera
based observations. Especially, using accurate vegetation index for identifying
the plants is very important in the remote image sensing systems. In this study,
four frequently used Red Green Blue (RGB) vegetation indices were compared
to the manually extracted plant region images of interest obtained in the ImageJ
software by using Otsu thresholding method. Excess Green (ExG), Excess Green
minus Excess Red (ExG-ExR), Green Percentage (G%) and Triangular Green-
ness Index (TGI) indices were used with digital color images of single artificial
plants. A novel image processing algorithm was developed in LabVIEW software
for determining the green area of artificial plants. Performances of mentioned
RGB vegetation indices were also evaluated and compared with each other. The
comparison of mentioned vegetation indices showed that the highest congruence
ranking had been statistically obtained for the ExG and TGI indices at the estima-
tions of the canopy areas according to the vegetative index. While both the ExG
and TGI indices presented more proximities to the reference point (mean pixel
values obtained by using ImageJ software), ExG-ExR and G% indices showed
worse proximity performances to the referred mean pixel values obtained by using
ImageJ software. According to the results, both ExG and TGI indices showed reli-
able separability and can be preferred for green canopy area estimation in image
sensing systems.

Keywords: Canopy area · Image processing · Precision agriculture · Vegetative
index

1 Introduction

Vegetation indices play a crucial role in the remote sensing of crops and weed plants
within precision agriculture [1, 2]. As is well-known, precision agriculture has a positive
impact on the environment by reducing waste, enhancing food security, and optimizing
resource utilization [3]. Different spectral bands and vegetative index combinations have
been used for crop and weed detection studies [4, 5]. Identifying plant biomass versus
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soil and residue backgrounds is critical for automated remote sensing andmachine vision
applications like weed control, plant ecological assessments, and precision crop man-
agement systems. Using a precise vegetation index is highly significant in this context
[1]. In addition to applications in crop mapping and identification, vegetation indices
have found extensive use in crop monitoring studies. They serve as powerful indicators
of stress, crop maturity, and various biophysical attributes [2]. Determining yield, plant
volume and canopy area in camera-based observations relies on the identification of
greenness or the green object in an image. While vegetation indices are usually com-
puted over the entire remote-sensed area, spectral indices can serve as simply way how
to calculate above-ground biomass [6].

While some vegetation indices such as Excess of Green Index (ExG), Excess Green
minus Excess Red (ExG-ExR), Green Percentage (G%), Triangular Greenness Index
(TGI), etc. utilize Red Green Blue (RGB) spectral bands, some vegetation indices such
as Normalized Difference Red Edge Index (NDRE), Normalized Difference Vegetation
Index (NDVI), Green Chlorophyll Index (GCI), Soil Adjusted Vegetation Index (SAVI),
etc. utilize multispectral bands. Currently, many single or combined vegetation indices
have been developed by using spectral bands and new sensors for specific purposes.

To determine themost suitable index for vineyard vegetation detection, [7] conducted
a comparison of thirteen vegetation indices and computed a crop surface model. ExG,
GBVI, RGBVI, GLI and G% indices were determined the best vegetation indices. [8]
investigated the potential of airborne videography as a remote sensing tool for rapidly
assessing crop conditions in an agricultural region, employing four vegetation indices. [5]
studied, tested, and successfully identified weeds by using several indices of chromatic
coordinates to distinguish living plant and a non-plant background. A modified hue was
also preferred in differentiating weeds from non-plant surfaces. [9] conducted tests on
ExG, NDI, and modified hue to separate plant material from various backgrounds. The
ExG index was identified as superior to the other methods. Color information was used
in the proposed algorithms in order to discriminate between background and plants.
[10] studied fuzzy clustering methods and unsupervised color indices to determine their
accuracy for classifying soil, plant and residue regions of interest. [11] used datasets
acquired during the experiment to test the response of TGI to leaf chlorophyll content
and to compare the results with other vegetation and chlorophyll indices. TGI was
identified as the most effective spectral index for detecting crop nitrogen requirements.

Various RGB vegetation indices were compared to determine the most effective
index for calculating canopy area in this study. Additionally, these RGB vegetation
indices were compared with a well-accepted thresholding method (Otsu) to determine
the proximity performances of these indices using image processing algorithms. A novel
image processing algorithmwas developed in LabVIEW software for processing images
and determining the green area.
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2 Materials and Methods

2.1 Materials

Image Acquisition System
The research was carried out at the automation laboratory of the Department of Agri-
cultural Machinery and Technologies Engineering, Faculty of Agriculture, Çukurova
University, Adana, Türkiye. An image capturing unit was constructed, comprising a
black chamber, a CMOS GigE camera (Allied Vision, Mako, G-030C), a 9 mm focal
length lens (Fujinon, HF9HA-1B), and a lighting system with 48 LED lamps (Cata,
TL-4481). This unit was designed to capture images of artificial plant samples from a
distance of 300 mm. The chamber was configured in the form of a cube and illumination
intensity in the chamber was measured as 1390 lx. The GigE camera was operated with
the help of a DC power supply (Pacific, 2305D+) to supply constant DC voltage. Image
capturing unit was shown in Fig. 1.

Fig. 1. Image capturing unit for transferring sample photos to the computer.

As shown in Fig. 1, photographs taken in JPEG format were captured through the
aperture on the top of the black chamber. In the experiments, captured images were
stored as 32-bit RGB image data and the resolution of the camera was 644 × 484 pixels.
The image processing was performed using a laptop computer (Acer, Aspire, 4830TG)
equipped with an Intel Core i5-5200U CPU and 4 GB RAM. For processing images
and determining the green area of artificial plants, a novel image processing algorithm
was developed in LabVIEW software (National Instruments Corporation, Austin-Texas-
USA). Totally 5 artificial plant sample images were subjected to image analyses for
vegetative index tests.
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2.2 Methods

Digital Image Processing Method
After capturing process, the RGB images were segmented into their red (R), green (G),
and blue (B) components. Following the application of image processing techniques, a
grayscale image was initially generated, and subsequently, a binary image was obtained.
The segmentation process isolated only the green objects corresponding to the artificial
weed samples from the background. The segmented image is represented by Eq. (1) as
provided below,

g(x, y) =
{
1 if f (x, y) > T
0 if f (x, y) ≤ T

(1)

In the provided equation, g(x, y) represents the processed image, f(x, y) stands for
the pixel value of the image at the xth column and yth row, and T signifies the chosen
threshold value [12].

Binary images for each vegetative index were generated by employing Otsu’s thresh-
oldmethod [13]. This method is based on the analysis of the histogram of the tonal image
resulting from the initial vegetative index image calculation [1], which was computed
using LabVIEW software. The pixels are divided into two classes: C0 and C1, repre-
senting background and objects (or vice versa), using a threshold value at level k. C0
includes pixels with levels [1,…, k], while C1 includes pixels with levels [k + 1,…, L].
The probability of occurrence for each tonal class is given below [13]:

Pr(C0) =
k∑

i=1

P(i) (2)

Pr(C1) =
L∑

i=k+1

P(i) (3)

While the pixel values of artificial plants are defined as object, the remaining pixels
are represented as background. Comparisons the developed image processing algorithms
by using vegetative indices with manually derived by using ImageJ software are given
in Fig. 2.

RGB Vegetation Indices
Vegetation indices were taken into consideration to enhance the robustness of the visual
descriptor in distinguishing leaves fromother objects. Thevegetation index is a parameter
used to measure plant photosynthesis (leaves generally exhibit a higher vegetation index
value compared to soil and trunks) [3]. Greenness information were extracted according
to the RGB vegetation indices and differentiated between vegetation and background.
The formulation of the RGB-based vegetation indices is given in Table 1. The accuracies
of RGB spectral indices were then compared to the binary vegetation images manually
extracted using ImageJ software. The approximation error was found according to the
formula as shown below;
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Fig. 2. Comparison of the developed software for vegetative indices with ImageJ software.

%Error = |x − y|
x

× 100 (4)

where % Error is percent error; x is the pixel value obtained by ImageJ software; y is
the pixel value calculated by the developed software.

Table 1. Vegetation indices based on RGB utilized in this study.

RGB Spectral Indices Formulations References

Excess Green ExG = 2 × G-R-B [5]

Excess Green-Excess Red ExG-ExR = (2 × G-R-B)-1.4 × R-G [1]

Green Percentage Index G% = G/(R+G+B) [14]

Triangular Greenness Index TGI = G-0.39 × R-0.61 × B [11]

Statistical Analysis Method
Imagingmethods ofRGB-basedvegetation indices belong to the 5 artificial plant samples
were statistically evaluated by using IBM SPSS statistical analysis software. To deter-
mine if there were any statistically significant differences between the means of two or
more independent groups, the one-way analysis of variance (ANOVA) was employed.
Post-hoc analysis was conducted using the Duncan test following the ANOVA. The post-
hoc analysis is crucial in revealing the specific groups fromwhich the observed difference
originates when there is a significant difference between the groups as determined by
the variance analysis.
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3 Results and Discussion

3.1 Results

Comparisons of RGB Vegetative Indices
Otsu threshold method was used in image segmentation processes for all vegetative
indices. To evaluate the proximity of the image sensing software, the accuracies of
ExG, ExG-ExR, G%, and TGI were assessed in comparison to the manually extracted
vegetation images obtained through ImageJ software. Measured proximity rates (%) for
each RGB vegetation index across the ImageJ software are given in Table 2.

Table 2. Comparisons of vegetation indices based on RGB used in the image sensing system and
ImageJ software based on the pixel values.

Plant Pixel Values Proximity (%)

ExG ExG-ExR G% TGI ImageJ ExG ExG-ExR G% TGI

P1 139767 48703 110091 140370 120902 15.60 59.72 8.94 16.10

P2 81102 44207 63030 82303 83731 3.14 47.20 24.72 1.71

P3 27706 15922 34434 26676 29086 4.74 45.26 18.39 8.29

P4 51457 47154 176178 51915 45316 13.55 4.06 288.78 14.56

P5 42533 11863 142484 43008 54021 21.27 78.04 163.76 20.39

Mean Error (%) 11.66 46.86 100.92 12.21

As seen from the Table 2, the calculated pixel values of ExG as well as TGI indices,
which are primarily dependent on the nitrogen and chlorophyll content, were very similar
and closer to the pixel values obtained by the ImageJ software manually.

Statistical Analysis Based Classification
A basic comparison of vegetative indices was performed for determining groups on the
obtained images. The greenness extraction process was provided by different vegeta-
tion indices. Both ExG and TGI indices discriminated vegetation more accurately and
successfully than the ExG-ExR and Green Percentage indices.

According to the statistical results, the differences between the imaging methods
were determined and a statistically significant difference between the groups according
to the p value (Sig.) (p-level < 0.05) was found. Imaging methods used in the image
sensing systemwere gathered in three sub groups.While both ExG and TGI indices were
classified into a single group, ExG-ExR and Green Percentage indices were included in
a separate subgroup, as indicated in Table 3.
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Table 3. Duncan test analysis results for grouping imaging methods.

Plant Imaging Method Subset for alpha = 0.05

Group 1 Group 2 Group 3

Plant 1 ExG 139767.00

ExG-ExR 48703.33

G% 110090.67

TGI 140370.00

Plant 2 ExG 81102.00

ExG-ExR 44207.00

G% 63030.33

TGI 82303.67

Plant 3 ExG 27173.00

ExG-ExR 15922.33

G% 34434.33

TGI 27009.67

Plant 4 ExG 51457.00

ExG-ExR 47154.00

G% 176178.33

TGI 51914.67

Plant 5 ExG 42532.67

ExG-ExR 11863.33

G% 142483.67

TGI 43008.33

3.2 Discussion

Comparisons of vegetative index values for ExG, ExG-ExR, G% and TGI were con-
ducted on the color images for green canopy area estimation in image sensing systems.
According to the results, both ExG and TGI indices showed reliable separability with
higher accuracy and can be preferred in precision agriculture systems. [6] found out sim-
ilar results that both the TGI and ExG indices exhibited the highest consistency in the
estimation of vegetation indices. Additionally, [11] demonstrated that the utilization of
the TGI index produced the best results in later phenology stages when it was primarily
influenced by leaf chlorophyll content.

4 Conclusion

This study contributes to the literature by advancing the development of a more flexible
algorithm in digital image processing using in precision agriculture. Imaging methods
of RGB-based vegetation indices belong to the 5 artificial plant samples were tested
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and evaluated using a digital camera in order to differentiate plants from backgrounds
under the controlled conditions. It was found that both ExG and TGI indices worked
well for differentiating the artificial plant and the background when the accuracies of
G%, ExG-ExR, TGI and ExG were compared. The calculated pixel values of both the
ExG and TGI indices were very similar and closely aligned with the manually obtained
pixel values. In plant area detection, both ExG and TGI indices yielded very similar
results. The developed image sensing system demonstrated a high level of accuracy in
estimating plant area when using the TGI and ExG vegetation indices.

RGB camera usage instead of using more expensive multispectral cameras is also
possible for the estimation of plant area in machine vision systems for identification of
plant canopies in the field conditions.

Conflict of Interest. The author declares that he has no known competing financial interests or
personal relationships that could have appeared to influence the work reported in this paper.
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Abstract. In recent years, many studies have been focused on the development
and implementation of autonomous ground vehicles (AGV) and teleoperated
mobile robotic platforms capable of performing agricultural tasks (soil prepara-
tion, crop treatment, harvesting) with limited or no human intervention. TheAGVs
are emerging technologies where the availability of scientific evidence that clearly
states the overall benefits of their implementation in the agricultural sector is still
limited. Therefore, this study aims to customize a commercial AGV for specific
use in agriculture and test its operating capabilities on-field to perform agricultural
tasks coupled with different implements. The electric tracked AGV used in this
study was a compact rover (1.30 × 1.05 m) powered by lead-acid batteries. The
AGV was coupled to two self-propelled implements, a rotary flail mower and a
rotary tiller. Considering the performance of the AGV and implements, the cut-
ting efficiency (CE%), soil clumping, and bulk density (g cm−3) were evaluated
in relation to the towed load. In addition, the energy consumption (kWh) was
measured while performing on-field tasks. The driving performance tests allowed
to monitor the forward speeds where the maximum speed value corresponded to
0.77 m s−1. In addition, the forward speed was significantly influenced by towed
load but not by the time of use. The CE was 36.81% on average, and the rotary
tiller operations improved the soil characteristics. The results of this study con-
tribute to the implementation and use of AGV in agriculture to perform specific
tasks in the field.

Keywords: Unmanned ground vehicle · Robot · Weed control · Soil tillage ·
Sustainable agriculture

1 Introduction

The agricultural sector has been facedwithmany challenges related to the environmental
impacts of anthropogenic and farming practices. The increasing demand for world food
production has been supported over the years by the improvement of the agricultural
sector. Thanks to the introduction of new machinery e.g., tractors, automatic milking
machines, and new management strategies e.g., genetic improvement, and the use of
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fertilizers, it has been possible to increase production yields [1, 2]. Nowadays, the agri-
cultural sector has the potential and responsibility to mitigate the environmental impacts
of GHG emissions through sustainable actions and management strategies. This goal
could be pursued with conservative approaches while improving yields and preserving
soil fertility [3]. Furthermore, the introduction of smart technologies could be a powerful
support tool for farmers to achieve this goal. The combination of precision agriculture
practices, digital farming technologies, and robotic solutions could provide answers to
these challenges as well as reduce the farmers’ manual labor demand and increase their
welfare [1, 4]. In the last years, many studies and manufacturers have been focused on
the development and implementation of agricultural robots, autonomous ground vehicles
(AGV), and teleoperated mobile platforms capable of carrying out agricultural tasks i.e.,
soil preparation, crop treatments, weed control, and harvest with limited or no human
intervention [5, 6]. Despite AGVs and robotic solutions have been studied and tested in
the agricultural context, equipped with sensors or implements, ready-to-market AGVs
for farming applications are still rare.Moreover, AGVs are emerging technologies where
the availability of scientific findings that clearly state the overall benefits deriving from
their implementation in the agricultural sector are still limited. Additionally, despite the
large quantity of robots applied in industry, few robots are effectively used by farmers as
support for their activities [7]. Many challenges affect the implementation of AGV in the
farming context since agricultural robots should operate in a dynamic and unstructured
environment frequently producing insufficient results caused by integral uncertainties,
unspecified operational settings, environmental conditions, and randomness of events
[8]. Using robots in agricultural activities is complex because they must deal with living
products like leaves and fruits creating high variability of parameters that would affect
the robot’s behavior, many of which cannot be controlled a priori [9].

This study aims to evaluate the performances of a tracked compact rover with
autonomous navigation coupled with different implements accomplishing agricultural
tasks in orchards and vineyards.

2 Materials and Methods

The AGV used in this study was produced by the Italian company “Niteko S.r.l.” and
was a fully electric tracked rover. The AGV was remote-controlled and was improved
to perform autonomous navigation in the field. This AGV was 130 cm wide and 105 cm
long, with rubber tracks of 33 cm each (Fig. 1) and powered by two lead acid batteries
(200 Ah, 24 V). The components of the autonomous navigation system are real-time
kinematics (RTK) GPS, composed by a receiver on the rover (u-blox, ANN-MB-00)
and a base antenna to correct the signal. Moreover, the AGV was equipped with two
ultrasonic bumper sensors as a security system to detect objects in front of the AGV,
stopping it in case of obstacle detection (i.e., vine stock). The performances of the AGV
coupled with towed implements were measured during on-field operations as well as
the stand-alone AGV performance. The implements used are a rotary tiller (140 kg)
and a flail mower AT120 (230 kg) produced by the “GEO Agric S.r.l” (GEO ITALY
s.r.l., Italy). The working widths are respectively 90 cm and 120 cm, as well as the
gasoline engine power of 4.8 kW and 11.8 kW for the tiller and mower, respectively.
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The performances of the AGV towing implements were measured during soil and weed
management operations in the iter-row of the vineyard and in the open field.

Fig. 1. Technical drawing of the customized autonomous ground vehicle (AGV) used in this
study. Dimensions are in cm.

2.1 On-Field Operation Tests

The performances of the stand-alone AGV (Fig. 2a), and the AGV coupled with the
rotary tiller (Fig. 2b), or with the flail mower (Fig. 2c) were tested. Specifically, the
forward speed (m s−1) and the energy uptake (kWh) to perform specific operations were
considered. In addition, the influence of different towed weights on the performance of
the AGV was investigated. The weights considered were the stand-alone AGV (W0),
the rover coupled with rotary tiller (W140), and the rover coupled with the flail mower
(W230). The forward speed was calculated by registering the time (s) to move the rover
in a determined path of 100 m. The working efficiency of the towed implements was
measured considering the tilling capacity of the AGV coupled with the rotary tiller as
well as the cutting efficiency of the AGV coupled with the flail mower.

The tilling tests were done to evaluate the performance of the AGV while towing
a tiller. The test simulated the operation of soil preparation for sowing. In plots of
1500 m2, bulk density (g cm−3) and amount of clumps (%) with different diameters
were measured to evaluate the quality of the soil processing. The soil samples collected
were six before tilling and nine after tilling. For the bulk density, a cylinder of a known
volume of 130 cm3 was used [10, 11], whereas to quantify the amount of clumps, two
sieves with mesh sizes of 6x6 cm and 2x2 cm were used. The amount of clumps was
measured weighing the total and residual fraction of each sieve. The humidity (%) of
the soil samples was measured by weighting the samples before the drying process in
an oven at a temperature of 105 °C until the weight of the sample became constant [11].
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a)

c)

b)

Fig. 2. Customized autonomous ground vehicle (AGV) and implements used in this study with
different configurations. a) Stand-alone AGV, b) AGV coupled with rotary tiller, and c) AGV
coupled with flail mower.

The mowing test was done to evaluate the performance of the AGV while towing
a flail mower. Specifically, the cutting efficiency (%) was assessed. The data were col-
lected in two different experimental plots during the winter season. A total of nine sam-
ples were randomly collected before mowing, in order to characterize the weed (height
and diameter), and twenty-seven samples were collected after mowing. The sampling
was randomly made inside each sub-plots using a 50x50 cm wood square. The cutting
efficiency (CE) was determined using Eq. (1) and considering the ratio between weed
dry matter (g) cut by a single passage of the flail mower towed by the AGV and the total
biomass dry matter [12, 13]. The amount of cut weed was determined by the difference
between the weed collected before mowing (DWpre) and the residual weed uncut by the
flail mower (DWpost) and collected using scissors.

CE = [(
Dwpre − Dwpost

)
/Dwpre

] ∗ 100 (1)

Furthermore, the autonomous on-field navigation performances of the AGV were
monitored. The autonomous navigation of the AGV was stressed to evaluate the capa-
bility of this system to autonomously navigate into the vine row. The data were collected
in a vineyardwith a slight slope of 0.4% in the forward direction of the row. The inter-row
of the vineyard was not tilled but had spontaneous weed growth that homogeneously
covered the soil. A total of five tests were conducted from April to May to collect data
on the positions of the AGV.
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3 Results and Discussion

Table 1 shows the results of the relationship between AGV towed weight (W0, W140,
W230) andAGVperformance in terms of forward speed (m s−1). Themaximum forward
speed registered was 0.77 m s−1 considering the W0. Moreover, the results indicate that
the towed weight has a significant effect on the forward speed of the AGV. In fact, the
speed of W0 is higher than the speed of W140 and W230. Although the load tends
to reduce the AGV’s speed, differences in the order of 0.04 - 0.06 m s−1 are scarcely
observable in practical terms on the field. However, this could have a different impact
with implements of higher load ofmore than 300 kg, whichmay impact theAGV traction
performance as well as the battery life and engine performances [14].

Considering the AGV towing capacity for a long time (2 h), it was observed that there
are no significant differences in the forward speed and therefore in the performance of
the AGV’s electric engine. The speed remains constant from the start to end of the test for
all loads considered. Furthermore, Table 1 reports the results of the AGV performances
considering the energy absorptionof the engines during the on-field trials. Itwas observed
that the weight has no significant effect (p-value = 0.736) on the total amount of energy
uptake by the AGV. Further analyses are needed to investigate if higher weight (more
than 300 kg) could influence the total energy uptake of the AGV engines as well as the
overall performance of the AGV.

Table 1. Average forward speed (m s−1) and energy uptake (kWh) of the AGV considering
different towed weights (kg). Values within rows with different superscript letters are statistically
different (p-value < 0.05).

Towed weight

W0 W140 W230

Speed
(m s-1)

Max 0.77a 0.74b 0.71b

Mean 0.57a 0.54b 0.52b

Energy
(kWh)

Max 4.69a 4.10a 3.63a

Mean 3.09a 2.75a 2.70a

Figure 3 shows the results of the tillage tests where an improvement of the seedbed
was achieved. In fact, the clumps with higher sizes (between 2 cm and 6 cm) decreased
after tilling the soil. In addition, the clumpswith sizes higher than 6 cmwere significantly
reduced between pre- and post-tillage.Hence, theAGVshowed the capability of towing a
tiller to improve the soil quality regarding the subsequent sowing operations. Concerning
bulk density of the soil, a reduction between pre-tillage and post-tillage of 1.02 g cm−3

and 0.92 g cm−3, respectively, was observed.
These results underline how the system composed of AGV and rotary tiller provides

a possible solution for managing the soil in vineyard inter-row or in areas where con-
ventional tractors may not be able to pass due to their excessive sizes reducing also soil
compaction than heavy tractors [15].
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Fig. 3. Results of the tillage test performed with the AGV and rotary mower. a) Distribution of
soil clumps according to size in the pre-tillage. b) Distribution of clumps post-tillage with the
AGV average forward speed of 0.54 m s−1.

The experimental plots of the mowing test were characterized by spontaneous vege-
tation on average with a dry matter content of 169.8± 46.65 g m−2. The average height,
average minimum, and average maximum of the weeds were 16.77 ± 8.94 cm, 10.47
± 4.71 cm, and 33.81 ± 6.87 cm, respectively. Whereas the average diameters, average
minimum and average maximum of the steams were 0.27± 0.2 cm, 0.11± 0.02 cm, and
0.42 ± 0.2 cm, respectively. The cutting efficiency of the flail mower towed by the AGV
was on average 36.81 ± 10.22% in comparison with the total removal of the weed. This
indicates how more than half of the weed biomass was not removed by a single passage
of the AGV and mower. Other studies in which the agricultural robots’ performance of
weed removal was evaluated, an efficiency of more than 90% was observed and of 65%
in the management of the vineyard inter-row [16, 17]. Moreover, a specific study on
weed management in globe artichoke, showed that a small autonomous mower achieved
a higher weed control effect, lower energy consumption and lower cost compared to
the conventional system, suggesting the suitable implementation of these autonomous
mowers in horticultural crops [18]. Despite the weeding removal efficiency result lower
that 50%, the amount of residual weed does not represent a negative aspect, especially
if farmers want to maintain a cover crop to avoid soil erosion.

In Fig. 4 are reported the coordinates registered by the AGV during autonomous
navigation tests in the vineyard row. It was observed a deviation between the GPS
points for the different replicates of the same path that are not overlayed as expected.
This indicates that some errors occur in the autonomous navigation in comparison with
the reference path. Nevertheless, the deviations from the reference path are not very
large, in fact, the coefficient of determination (R2) was high (Fig. 4). Moreover, the
root mean square error is 53 cm. These deviations or errors may occur because of
oscillation of the GPS antenna placed on the AGV during path recording caused by
the vibrations of the AGV itself and the consequent trajectory adjustment automatically
made by the AGV system software during autonomous navigation. Despite these errors,
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the autonomous navigation allowed the AGV to move inside the vineyard row which in
this case has a width of 2.5 m. The autonomous navigation system plays a critical role
in AGVs. Research indicates that maintaining the correct route in agricultural settings
poses significant challenges and allowing different autonomous driving performances
[19, 20]. In addition, the measured forward speed of the rover in autonomous navigation
was on average of 0.21 m s−1, thus the rover needs 3.5 min to complete a single vineyard
row of one hundred meters and this should be carefully considered when planning the
AGV activities as this time could influence the operation management.

Fig. 4. Latitude (North decimal degrees) and longitude (East decimal degrees) measured by the
AGV antenna during autonomous navigation in the vineyard row.

4 Conclusions

Autonomous robotic weed control systems hold promise toward the automation of this
task [21, 22]. Robotic technology may also provide a means of reducing agriculture’s
current dependency on herbicides, improving its sustainability, and reducing its envi-
ronmental impact [23]. In this study, the implementation of a commercial rover with
Real Time Kinematic - GPS system was presented. Furthermore, the performances of
the autonomous ground vehicle were measured by considering different configurations
to accomplish agricultural tasks. Specifically, the AGV was coupled with a rotary tiller
and a flail mower for soil and weed management evaluation tests, respectively. The
results demonstrated the AGV’s capability to efficiently tow implements up to 230 kg
and 11.8 kW engine power for soil tillage and weed control.

The AGV coupled with the implements showed promising operative performances
both in the vineyard inter-row and in the open field. Autonomous navigation tests were
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positive, indicating an acceptable accuracy in the autonomous movement of the AGV in
the vineyard, with errors in the order of 53 cm. In fact, the AGV was able to complete
the path within the 2.5 m inter-row of the vineyard without hitting the vine rows. In
the future, further studies will focus on the improvement of the autonomous navigation
system as well as on the evaluation of the towing capacity and traction of the AGV.
Moreover, other implementation of the AGV would be focused on the use of different
batteries (i.e., lithium) to power the electric engines and evaluate the performance of the
system.
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Abstract. Currently, the use of agricultural machinery for on-field operations
appears to be one of the most impactful activities in the food sector. The imple-
mentation by farmers of innovative solutions for improving farm efficiency and
sustainability has been addressed in many ways. One of these solutions deals with
the implementation of autonomous ground vehicles (AGVs) to carry out agricul-
tural tasks, where the impacts associated with agricultural AGVs are still limited.
Thus, this study aims to analyze the energy and environmental burdens of an AGV
coupledwith amower. The life cycle assessment (LCA)methodologywas adopted
to analyze energy requirements and the associated environmental emissions. The
fully electric AGV is equippedwith two rubber tracks powered by 2000Wmotors.
The self-propelled rotary mower is powered by a 9 kW engine, weighs 230 kg,
and has a working width of 120 cm. The results of the analysis showed that the
embodied primary energy of both AGV plus Implement (AGV+I) accounted for
104 MJ kg−1, while related emissions were found to be 6.86 kg CO2e kg−1.
Moreover, analyzing the inputs of the AGV+I system, the battery pack and the
iron materials accounted for the main portion of the total impacts. In conclusion,
the outcomes of this study will strongly help to pursue the objectives and targets
foreseen by the main strategic plans related to the reduction of environmental
impacts, improvement of agricultural production efficiency, and increasing the
digitization and innovation of the agricultural sector.

Keywords: Autonomous vehicles · On-field agricultural mechanization ·
Terrestrial vehicle · Carbon footprint

1 Introduction

The European Green Deal is a comprehensive plan approved by the European Com-
mission in 2020 to transform the EU into a modern, resource-efficient, and competi-
tive economy while addressing challenges such as climate change, energy security, and
environmental degradation [1]. The agricultural sector faces the challenge of feeding a
growing population while reducing its impact on the environment and human health. To
achieve this, farms need to increase their efficiencies and capacities while minimizing
labor use per cultivated hectare.
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One way to achieve more sustainable and conservative farm practices is through the
implementation of precision agriculture (PA) strategies. PA involves the use of advanced
technologies, such as autonomous robots and fully connected systems, to optimize agri-
cultural practices [2, 3]. This approach is considered a Smart Farming concept that
represents a step forward from the automated farm into a fully connected and flexible
system [4]. Achieving the precision agriculture principles and the smart farm concept is
a long-termmission that will demand design modifications and further improvements on
systems and components that are currently being used in agriculture [5]. In the last years,
digital agricultural technologies have progressed in two broad classes: automated large
tractors with driver-assistive systems and fully autonomous ground vehicles (AGVs)
capable of carrying out agricultural tasks (soil preparation, crop treatments, weed con-
trol, harvest, etc.) with no human intervention [6, 7]. These technologies can contribute
to reduce pesticide use [8], energy requirements and environmental emissions [9], soil
compaction [10], workforce demand [11] and reduce the exposure of operators to hazard
treatment [12]. However, the commercialization of fully robotic systems in agriculture
remains restricted.

According to the European Standing Committee on Agricultural Research (2016)
[13], further efforts should bemade by both researchers and private companies to develop
new solutions. In fact, AGVs are emerging technologies where the availability of scien-
tific findings, that clearly state the overall benefits (related to energy, environmental and
economic sustainability) deriving from their implementation in the agricultural sector,
are still limited. As also suggested by Pradel et al., [14], there is an urgent need for
accurate impact assessment to provide such quantitative values. This can be done by
using Life Cycle Assessment (LCA), a method that enables to assess the above energy,
environmental and economic impacts of using AGVs for agricultural activities. Under
this context, for a further step into more sustainable and conservative farm practices,
it is necessary to provide innovative and practical solutions for optimizing the imple-
mentation of AGVs in the agricultural sector and to improve the sustainability of food
production. Thus, the main objective of this study was to analyze the energy and envi-
ronmental impacts of a fully electric AGV coupled with a self-propelled rotary mower
for the accomplishment of agricultural tasks.

2 Materials and Methods

The Life Cycle Assessment (LCA) methodology was adopted in this study to evaluate
the energy and environmental impacts of an AGV coupled with a self-propelled mower
[15–18]. The data used in the analysis was obtained through a reverse engineering app-
roach of a fully electric and AGV and a self-propelled mower. The Xbot AGV was
developed and built by the Niteko srl company, while the mower was built by the GEO-
Agric srl company (Fig. 1). The fully electric AGV is equipped with two rubber tracks
powered by 2000 W motors, while the autonomy is ensured by two 220 Ah lead-acid
batteries. The self-propelled rotary flail mower is powered by a 9 kW engine, weighs
230 kg and has a working width of 120 cm (Table 1). The implement was coupled to
the AGV through a standard tow hitch. The data adopted in this study were validated
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and checked in accordance with the data quality parameters. Particularly, the data qual-
ity involved the time and geographical coverage, precision, consistency, completeness,
representativeness, reproducibility, data sources, and information uncertainty.

Table 1. Main characteristics of the machines analyzed in this study.

Machine Power (W) Engine Type Working width (cm) Mass (kg) Lifespan (hours)

AGV 2,000 Full electric 130 425 5,000

Mower 9,000 Gasoline 120 230 5,000

The material flows were determined for the AGV and the mower in the assembly and
repair/maintenance phase. For the assembly phase, the material flows considered were
those directly used as inputs. In the repair and maintenance phase, the material flows
considered were inputs either directly and indirectly used for the standard maintenance
of the machines.

Fig. 1. The electric autonomous ground vehicle (AGV) coupled with a self-propelled mower
during weed control trials in vineyards.

The parts used in the machines were grouped by material classes, referring to the
composition of the raw material of each piece, such as steel, aluminum, rubber, plastic,
etc. In order to assess the embodied energy (MJ) and carbon footprint (CO2e) of the
machines studied, the amount of each machine input was multiplied by energy equiva-
lent coefficients and emission factors, respectively. This procedure allowed us to assess
the total energy and carbon footprint of the machine. After determining the total energy
demand of the machine over the lifecycle, the energy and carbon indexes were expressed
per unit of the time of the lifespan (h) and per mass of the machinery (kg). Due to the
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low associated impacts, the industry infrastructure and labor were disregarded from the
study [19]. Similarly, the impacts related to the machine use phase (gasoline and elec-
tricity consumption) were excluded since theymay significantly differ due to operational
characteristics.

In addition, the Monte Carlo analysis, using a 1000-run simulation, was accom-
plished to report uncertainty analysis of the parameters studied and to check the robust-
ness of the Life Cycle Impact Assessment (LCIA). The Monte Carlo analysis uses ran-
dom numbers to solve many calculation problems, it generates random variables with a
certain probability distribution and estimates the numerical characteristics of the model
with statistical methods to obtain the numerical solution of the actual problems [20, 21].

3 Results and Discussion

The data collected and the analysis carried out allowed us to quantify the amount of
embodied energy and the carbon dioxide emissions that were linked to the machinery
examined. Specifically, for theAGV the total embodied primary energywas about 30GJ,
corresponding to 70.73 MJ kg−1 and 5.41 MJ h−1 when referred to the functional units.
The outcomes for the rotary mower highlighted an energy footprint of 7.8 GJ, which
corresponded to 33.7 MJ kg−1 and 1.40 MJ h−1 when reported to the implement’s
weight and lifespan, respectively. For the climate change results, overall carbon dioxide
emissions accounted for 1,920 and 540 kg CO2e, respectively for the AGV and the
mower. Observing the energy and environmental indexes assessed, for the AGV was
found an emission factor per unit of life span accounted for 0.35 kg CO2e h−1, while
the impact per unit of machinery mass was about 4.52 kg CO2e kg−1. Similarly, for the
rotary mower, the emissions per functional unit accounted for 2.35 kg CO2e kg−1 and
0.10 kg CO2e h−1 (Table 2).

Table 2. Summary of the energy and carbon footprint results.

Machines Energy Footprint Carbon Footprint

MJ kg−1 MJ h−1 kg CO2e kg−1 kg CO2e h−1

AGV 70.73 5.41 4.52 0.35

Mower 33.67 1.40 2.35 0.10

AGV +Mower 104.40 6.81 6.86 0.44

Comparing the preliminary results found in this study for the AGVwith conventional
tractors, the requirements of primary energy per unit ofAGVmass ranged from12 to 28%
less impacting. In fact, in the scientific literature, the energy demand for conventional
tractors varies from 80 to 98 MJ kg−1 [22–24]. Greater results were obtained in the
carbon emissions, where the AGV held about 0.35 kg CO2e h−1 which is significantly
less impacting of traditional agricultural machinery. In fact, recent studies found, for
different tractor sizes, a life cycle emission indicator that ranged between 1 and 3 kg
CO2e h−1 [22, 25].
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Nevertheless, the comparison between AGVs and traditional tractors must be under-
lined carefully as the two types of machinery have different characteristics, performance
and farm utility. In any case, the AGV seems to be highly suited to accomplish specific
on-field activities, especially for carrying out minimum tillage operations with conser-
vative soil management practices or in small size areas for growing high-added value
crops. The AGV might be particularly indicated to accomplish precision on-field tasks,
thanks to the availability of autonomous driving systems.

Moreover, the application of AGVs in the agricultural field is associated with sev-
eral advantages: increased cultivation surface; increased energy efficiency, due to the
optimum torque of electric motors; reduced soil compaction; reduced requirements of
workforce, and especially reduced phenomena of exploitation of the workforce; avoid
human exposure to dangerous cultivation activities (cultivation on slopes, distribution
of pesticides, etc.).

Fig. 2. Impacts (energy and carbon dioxide) distribution for the AGV (A) and for the rotary
mower (B).
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The results of the AGV’s components (Fig. 2) highlighted that the battery pack
represents over 42% of the total impacts followed by the electronic components (13%)
and the steel chassis (12%). Negligible impacts were found for the fiberglass fairing and
other small components.

For the mower, the distribution of the energy and environmental impacts among
different components underlined that the carbon steel represents about 68% of total
impacts, while less significant impacts were found for rubber parts and other small
components.

In this circumstance, the adoption of recyclable materials as input for the production
of agricultural machinery is a key factor in minimizing the material consumption and
reducing the environmental loads, saving greenhouse gas emissions and the depletion
of natural resources.

The Monte Carlo analysis for the examined machinery shows and confirms that the
results, both for the energy and carbon footprint outcomes, related to the AGV and the
rotary mower were robust (Fig. 3).

Fig. 3. Uncertainty analysis results from the Monte Carlo simulation for the AGV and mower,
both for the energy and carbon footprint analysis.

4 Conclusions

This study analyzed the environmental impact, through an LCA methodology, of an
autonomous ground vehicle implemented to accomplish agricultural operations. The
main results are related to novel energy and environmental indicators of the AGV, where
the embodied primary energy and the carbon emissions per functional unit resulted in
lower than traditional agricultural machinery. The analysis showed that the embodied
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primary energy of both AGV plus Implement (AGV+I) accounted for 104 MJ kg−1,
while related emissions were found to be 6.86 kg CO2e kg−1. Moreover, analyzing the
inputs of the AGV+I system, the battery pack and the iron materials accounted for the
main portion of the total impacts. The outcomes of this study represent a step forward
a more sustainable and conservative farm practices, providing ground-breaking results
for supporting the implementation of AGVs in the agricultural sector and improving
the energy and environmental sustainability of food production. Additionally, this study
will strongly help to pursue the objectives and targets foreseen by the main strategic
plans related to the reduction of environmental impacts, improvement of agricultural
production efficiency, and increasing the digitization and innovation of the agricultural
sector.
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Abstract. Improving the efficiency and utilization of forage crops is important
for enhancing productivity. Precise assessments of biomass levels play a vital role
in assisting producers of hay, silage, and grazers in determining the optimal har-
vest timing and achieving an efficient stocking rate. This study aimed to develop
a pre-harvest biomass estimation method by utilizing crop height measurements
obtained through a ski-shaped plate mounted on an unmanned ground vehicle
(UGV). The research focused on evaluating the performance of the proposed
method on tall fescue (Schedonorus phoenix) and alfalfa (Medicago sativa) trial
plots. Measurements on the plots were made and then harvested at approximately
10, 20, and 30-day intervals. The ski-shaped plate, referred to as the “compres-
sion ski,” was constructed and attached to a ground vehicle. Continuous height
measurements of tall fescue and alfalfa were captured using an ultrasonic sensor
and a microcontroller. Geotagged measurement locations were acquired through
an RTK-GPS receiver mounted on the UGV. Plot boundaries were determined
using aerial images processed in Agisoft Metashape and ArcGIS Pro. The com-
pressed height indicators obtained were correlated with wet yield measurements,
leading to the development of estimation models. Dry matter fractions (DMFs) of
the crops were determined using oven drying method. The wet yield estimation
models were combined with DMFs to create a prediction model for dry matter
yield (kg DM/ha). The best-performing compression ski-based model achieved
a standard error of 291 kg DM/ha for tall fescue and 491 kg DM/ha for alfalfa.
The proposed pre-harvest biomass estimation method utilizing compressed height
measurements with a UGV and a ski-shaped plate offers a promising approach to
optimize efficiency and utilization in grassland management. This method holds
potential for enhancing productivity and resource utilization in the aforementioned
areas of forage production systems.
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1 Introduction

Forage production systems involve either animal grazing or mechanical harvesting. In
both scenarios, the integration of data collection and decision-making tools can signifi-
cantly impact efficiency and profitability. In a mechanically harvested forage production
system, the timing of harvest is among the most crucial short-term management deci-
sions due to changes in the leaf-to-stem ratio across different plantmaturity stages [1]. As
plantsmature and the leaf-to-stem ratio decreases, an optimal point emerges in the inverse
relationship between biomass and nutritional quality. This point marks the maximum
potential animal performance per area of harvested forages. Providing forage produc-
ers with a dependable method to accurately estimate standing forage biomass offers the
advantage of identifying the optimal harvest time, ultimately leading to improved animal
performance or enhanced forage quality.

In a rotational grazing system, precise estimation of biomass is essential, particu-
larly in spring and fall. These seasons dictate the readiness of forage for summer and its
stockpiling at the end of summer or during fall forwinter grazing. However, biomass esti-
mation for standing forage can be demanding. While experienced forage producers can
visually assess small paddocks based on canopy height and growth stage, this becomes
challenging with larger areas [2]. Apart from visual assessments, two primary methods
are employed: destructive clip-and-weigh sampling and non-destructive measurements
using canopy height and density. Destructive sampling involves cutting and weighing
samples across the field, requiring careful attention due to labor and time intensity [3,
4].

Non-destructive or indirect estimations of canopy height are generally quicker and
simpler. They require periodic calibration using destructive clip-and-weigh samples. The
simplest non-destructive approach involves using a meter stick to measure the tallest
parts of the canopy [4, 5]. Another technique, the falling plate meter or rising plate
meter, applies uniformpressure to the canopy,measuring the resulting compressed height
above the ground. The compression plate is lowered onto the forage canopy, which is
commonly referred to as a “plonk.” Plonk measurements are taken across the field and
then averaged. Compressed height measurements consider stand density, plant turgidity,
and vigor in biomass estimations [4, 6]. Non-destructive techniques like remote and
proximal sensing eliminate the need for physical contact with plants. NDVI cameras
and reflectance sensors gather data from forage canopies, calculating factors like canopy
density [7]. Ultrasonic and laser sensors estimate height relative to a known ground point
[8].

In practice, biomass estimationmethods typically involve randomselectionof sample
location in a grid to get representative samples for the field. This random selection could
lead to operator bias and error. If geolocation beyond field identification is desired, the
methods are further complicated by manually recording GPS locations. Depending on
the size and variability of the paddock, large number of measurements may be required
to achieve the spatial resolution necessary to draw statistically sound conclusions from
the data [9].

Non-destructive and proximal sensing methods of forage biomass estimation have
time savings up to a factor of 60 over the destructive “clip and weigh” method [8], but
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currently still require a human operator to manually collect the data or drive a vehi-
cle with attached sensors. Variability of species and plant uniformity/stand density are
the most common reasons contributing to poor standing forage mass estimations via
non-destructive methods [5, 6, 10–13]. Homogeneous forage stands are more accu-
rately estimated than mixed stands [2, 8]. Growth stage and growing time has effects on
the linearity of non-destructive estimation methods. During calibration, these methods
should be conducted over all growth stages of the plant for higher accuracy. The corre-
lations between non-destructive estimations and standing biomass deviate most at late
growth stages and high biomass [10, 14–18]. Calibrations for non-destructive estimation
methods can be improved by incorporating factors such as soil data, seasons, weather,
presence of tillage, time of establishment, irrigation, and nutrient inputs [2, 16, 17, 19].
Other issues contributing to poor calibration includes too few samples, low sampling
frequency, and low spatial, growth time, or seasonal calibration of the samples [11, 12,
16, 17, 20].

A common approach of non-destructive biomass estimation method development
is correlating a form of canopy height measurement with harvested biomass samples.
A perceived inaccuracy related to this approach is that the measured canopy height
accounts for everything above the soil surface, while the harvested biomass samples
leave several inches of stubble remaining on the ground. Harvested biomass samples also
have variation such as differing heights of cut [8] and loss of material during handling of
samples [18]. A potential solution could be a second height measurement of the forage
sward after the biomass is removed. By subtracting the post-harvest measurement from
the initial measurement, the resulting data is a change in height. When calibrated with
the harvested biomass samples, the change in height could provide higher accuracy in
pasture growth estimations [17, 20]. This approach is particularly interesting for use in
grazing systems where the animals may consume the plants non-uniformly and trample
a fraction of the forage which cannot be accounted for in pre-grazing estimations.

Compressed heightmeasurements involve applying a uniform pressure onto the plant
canopy. Stem deflection and canopy resistance are physical factors that play a role in
the normal force applied to the compression surface. Researchers have also measured
stem deflection without applying downward pressure to the plant canopy. This has been
demonstratedwith instruments such as pendulummeters and fixed impact plates. Using a
pivoting cylindrical body, Ehlert et al. [21]measured the angle of deviation and compared
it to dry plant mass. The correlation between pendulum angle and dry plant mass was
also examined at varying pendulum masses, pendulum lengths, and pivot point heights
as these parameters had to be adjusted based on the lowest plant height. Using a fixed
“push bar” consisting of two parallel pipes with four load cells between them,Mathanker
et al. [22] showed strong correlations between bending force and yield in Napier grass.
A combination between the compressed height and pendulum deflection methods was
described by Moyer and Schrock [9] in an experiment which involved a curved plate
suspended by a pivoting arm. The apparatus was on a large sled with runners and towed
by a vehicle.

Ultrasonic sensors are commonly used for measuring forage canopy height, but
the acoustic properties require a smooth perpendicular surface to accurately measure
distance. Issues have been cited regarding erratic and extraneous readings because of the
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sound waves reflecting from non-perpendicular plant canopies and/or missing the plant
canopy altogether and sensing the ground [12, 13, 17, 23]. Recently, more complex laser
distance and ranging (LiDAR) sensors have become a feasible alternative to ultrasonic
sensors due to decreasing cost and size. LiDAR sensors have been used to measure
canopy height and volume [8, 11, 18, 20].

Advancements in technologyoffer unmannedgroundvehicles and sensor alternatives
for biomass estimation. The objective of this research is to develop and test a compressed
canopy height measurement mechanism integrated with an unmanned ground vehicle
for biomass estimation in tall fescue and alfalfa. The innovative aspects of this research
includes the unique gliding mechanism mounted on a ground vehicle for compressed
plant height measurements, featuring the use of an ultrasonic proximity sensor. Another
important aspect of this research is the integration of geospatial data, which enhances the
context for informed decision-making in pasture management, elevating the efficiency
and sustainability of pastures.

2 Methods

2.1 Site Description

Experiments took place at Simpson Research and Education Center in Pendleton, SC,
at an elevation of 230 m above sea level with approximately 127 cm annual rainfall.
The field features Cecil sandy loam soil, sloping between 2–6%. Twelve 6.0 m × 1.2 m
research plots of pure tall fescue (Schedonorus phoenix) and alfalfa (Medicago sativa)
were planted at rates of 32.5 kg/ha and 37.8 kg/ha, respectively. Randomized block
layout included three harvest intervals (10, 20, and 30 days) for each species (Fig. 1).
Weather data was collected adjacent to the field containing the research trial plots using
an IoT weather station (Tempest Weather Station, Santa Cruz, CA). The weather station
transmitted data from the field via radio to the base station located within Wi-Fi range.
The base station uploaded theweather data to theweather service (WeatherUnderground,
San Francisco, CA). A Python script was used to extract the data in tabular form from the
weather service using an application programming interface (API). Weather parameters
acquired dailywere average temperature,maximum temperature,minimum temperature,
average relative humidity, maximum solar radiation, and accumulated precipitation.

2.2 Data Collection Procedure

At the beginning of each data collection campaign, an aerial cross-hatched survey was
conducted using the DroneDeploy iOS application (DroneDeploy, San Francisco, CA)
at an altitude of 20 m with a DJI Mavic Pro (DJI, Shenzhen, China) equipped with both
Survey 3W RGB and Survey 3N NDVI cameras (MAPIR Inc., San Diego, CA). Twelve
(12) ground control points (GCPs) were placed throughout the field for georeferencing.
High-resolution orthomosaic photos were created in Agisoft Metashape (Agisoft LLC,
St. Petersburg, Russia). Next, the research plots were measured with a compression ski
mounted on an unmanned ground vehicle.

After the compressed height measurements, the plots were clipped to a height of
7.62 cm using a 24 V cordless hedge trimmer. PVC pipes with a diameter of 7.62 cm
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Fig. 1. Completely randomized block design for the trial plot layout.

were used as a railing for the electric hedge trimmer to cut at a consistent height. Clipped
samples were raked into 189 L bins and weighed in the field. The samples were sub-
sampled for dry matter (DM) analysis in the laboratory where they were dried at 55 °C
in a forced-air drying oven (Model 89511-414, VWR International, Radnor, PA) until
constant weight was reached. The data collection procedure was planned to be repeated
every 10 days. On day 30, the plots cut on days 10 and 20 were measured and sampled
again as 20 and 10 days of regrowth, respectively. Overall, sixty-eight (68) tall fescue
samples were collected, and forty-six (46) alfalfa samples were collected between May
and September 2021. The reasons for reduced alfalfa samples were due to constant weed
pressure and poor growth on plots 10, 11, and 12, which were marked with a red cross
in Fig. 1.

2.3 Unmanned Ground Vehicle

The unmanned ground vehicle (UGV) with attached compression ski and ultrasonic
proximity sensor were used to measure the canopy height at the center of each plot. A
UGV with the dimensions of 82.9 cm × 78.2 cm × 86.6 cm was fabricated from 38 mm
perforated galvanized square steel tube and used as the data acquisition platform (Fig. 2).
The UGV consists of four 12–24 V 575 W DC gearmotors (Pride Mobility, Exeter, PA),
driven by two 60 A motor drivers, powered by two 12 V 55 Ah batteries connected in
series, controlled by a 2.4 GHz 9 channel RC and receiver (Turnigy 9X, Hong Kong,
China).

For data collection, the UGV was instrumented with a 12 V 10 Ah battery, LM2596
voltage regulators to power Arduino, LCD display, and MB1634 ultrasonic sensor
(Maxbotix, Brainerd, MN). Additionally, a laptop PC (HP, Palo Alto, CA) and Reach
M2 RTK receiver (Emlid, Hong Kong, China) were mounted on the UGV. The Arduino
system was connected to the laptop PC via USB.

The UGV was set up at the edge of the field. The compression ski was attached to
the linear ball bearing sliders and a shade cloth was draped over the machine to avoid
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Fig. 2. UGV platform and its dimensions in mm.

extreme temperature spikes from solar radiation. The data collection program on the
computer was begun and the human operator began driving the UGV over the plots
using a remote control (RC). Using a Reach RS2 RTK GPS system, distance travelled
by the vehicle was calculated in a Python code and the georeferenced compressed height
measurements were recorded to a.csv file approximately every 30.5 cm travel distance
(Fig. 3). Because the compressed height data was averaged over the length of the plot, it
was important to collect the data points at equal intervals while moving over the plots.
The UGV system was driven over the same plots again after the plots were harvested.

Fig. 3. Flow of data while making measurements in the field.

The compression ski was constructed with high impact acrylic and 3.175 mm ×
12.700 mm aluminum bar (Fig. 4) [24]. The compression ski was attached to a pair of
fixed ball bearing sliders which translate the normal force applied to the plate by the
grass into vertical motion. According to reviewed literature, compression plates used by
researchers typically have an applied pressure range of 2–10 kg/m2 [3, 6, 14, 16, 25].
The mass (kg) and area (m2) of the compression ski were designed to have an applied
pressure of less than 7 kg/m2 because mass can easily be added for a higher pressure if
desired.
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Fig. 4. Compression ski constructed for use with UGV.

The width of the compression ski was limited by the space in which it can operate
within the UGV frame (width), approximately 50.8 cm. The optimal length of the com-
pression ski was determined based on the mass of the materials used and mass of the
extensions of the ball bearing sliders to which the compression ski was mounted. After
construction, the compression ski mass was measured to be 1.75 kg, giving a pressure
of 5.65 kg/m2.

The MB1634 ultrasonic sensor was mounted fixed on the UGV frame, centered
and parallel to the compression ski. The sensor mounting location was 0.597 m above
the acrylic raised sensing surface when the compression ski was resting on flat and
level concrete. Before each data collection campaign, the compression ski was placed
on a flat and level surface, and the output from the data acquisition system (H) was
confirmed to give a reading of zero (0). If the reading was not zero (0), the sensor
mounting height factor (H0) in the Arduino data acquisition system was adjusted to tare
the distance output to zero. Over the course of this experiment, adjustment of the sensor
mounting height factor (H0) in the Arduino data acquisition system was not required.
During data collection, 10 readings were taken from the sensor and averaged (Hi) to
smooth the sensor output data. After setting up the compression ski, MB1634 sensor,
and Arduino data acquisition system on the UGV, the function of the systemwas verified
in a laboratory experiment using known heights.

2.4 Data Processing and Analysis

To process the data in ArcGIS Pro 2.8, a georeferenced RGB orthophoto of the research
plots obtained fromanother concurrent study [26]was imported as a .tif file. The locations
of the ground control points were imported to ArcGIS Pro (ESRI, Redlands, CA) and
the orthophoto was further georeferenced if necessary. The .csv files containing the
compressed height data points from the UGV system were imported and overlayed onto
the RGB image. Boundary shapefiles were drawn around the plots of interest (Fig. 5).
Using the Summarize Within tool in ArcGIS Pro, compressed height measurements
within the boundaries of the plots were averaged, also the minimum value, maximum
value, standard deviation, and point count of the plots were exported to Microsoft Excel
to help identify outliers and undesired edge effects in the plots.
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Fig. 5. RGB photo with ground control points (GCPs), data points, and plot boundaries overlayed
in ArcGIS Pro 2.8 (blue teardrops show GCP’s, yellow boundaries show reduced plot boundaries,
green points show pre-harvest data points, and blue points show post-harvest data points).

2.5 Edge Effects and Data Reduction

Because the study was conducted on field plots, the compression ski was going to and
from bare soil for each plot observation. Measurements taken near the edge of the
plot boundaries were truncated due to edge effects that negatively affected the average
compressed height. To standardize the data reductionmethod, preliminary tests were run
to determine the appropriate number of data points to truncate from each end of the plots.
Six tests were run to account for each species (tall fescue and alfalfa) and treatment (10,
20, or 30 days of growth). Compressed height data was plotted over distance travelled.
For each plot, on both edges, three data points from bare soil outside the plot boundary
were included. Based on visual assessment of the data points and the coefficient of
variance for the data set after sequential reductions of the data, it was determined that
removing one data point from inside each edge of the plot boundary would be sufficient
to eliminate the edge effects. Physically, this stands to reason because the compression
ski is 61 cm long, and the sensor is centered on the plate. With data points at 30.5 cm
intervals, the entire length of the compression ski is guaranteed to be completely inside
the plot on the second data point in from the edge of the plot.

2.6 Data Analysis

Microsoft Excel was used as the database for collecting, sorting, and analyzing the data.
By excluding data points on the ends of the plots, compression ski data was reduced to
eliminate edge effects. Compression ski data was exported as an average height (mm) for
each plot observation fromArcGIS Pro 2.8 toMicrosoft Excel. Plot yields and drymatter
data were entered into Microsoft Excel. Regression analysis tools in Microsoft Excel
were used to conduct statistical significance tests. Statistical significance was evaluated
based on critical t-values and significant correlation coefficients. Compression ski data
was analyzed using the pre- and post-harvest compressed height (CH1 and CH2) as well
as the change in compressed height (�CH = CH1 - CH2). Yield was calculated using
the harvested biomass and measured area of each plot. Dry matter fraction (DMF) was
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determined from the oven dryingmethod and drymatter yield (DMyield) was calculated
by multiplying the wet biomass yield of each plot with the dry matter fraction.

3 Results

3.1 Weather Data

The research plots used for this study were non-irrigated, therefore they were subjected
to periods of low precipitation combined with high temperatures. The amount of pre-
cipitation and average daily temperature observed on each day is shown in Fig. 6. The
total precipitation during the study was 693 mm. The maximum daily precipitation was
79.5 mm and observed on Julian date 229. Average daily temperature increased during
the first quarter of the study, then stayed relatively constant between Julian dates 141
and 246. The maximum daily solar radiation decreased over the period of the study.
Average daily relative humidity was 80% and it followed a similar trend as the average
daily temperature.

Fig. 6. Daily precipitation and temperature change during the growing season.

3.2 Tall Fescue

Tall fescue plots were sampled during 12 data collection campaigns for a total of 68
observations. The compression ski measured the tall fescue plots before (CH1) and
after (CH2) they were harvested. Data was analyzed using the pre-harvest compressed
height (CH1) as well as the change in compressed height (�CH). The post-harvest
measurements were not made on Julian date 165 due to thunderstorms, so n = 61 for all
�CH data. Correlations were made for tall fescue wet yield (kg/ha) and compression
ski compressed height indicators CH1 and �CH (mm). Tall fescue dry matter fraction
(DMF) was estimated independently. The final models combined tall fescue wet yield
estimation models and tall fescue DMF estimation models to create tall fescue dry
matter yield (DM yield) estimation models. A simple linear correlation was created for
tall fescue wet yield (kg/ha) against mean compression ski height pre-harvest (CH1)
(mm). The significance of the simple linear correlation is summarized in Table 1.

The plot of tall fescue wet yield by mean compression ski height pre-harvest (CH1)
was observed to be curvilinear, so a polynomial quadratic trendline was fit to the data
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Table 1. Simple linear correlation analysis of indicator CH1 with respect to tall fescue wet yield
(r = correlation coefficient).

Indicator n r Calculated t

CH1 68 0.738* 8.885
* Highly significant correlation, |t-cal|, > t0.001 = 3.444.

(Fig. 7a). The regression equation showing the quadratic trendline is shown in Table 2.
The compressed height response to wet yield is not constant due to increased stem
bending force and plant density with increased plant maturity and yield. The quadratic
function is bound by the minimum and maximum compressed height values in the data
set, and it should not be interpreted outside of those values.

The plot of tall fescue wet yield and �CH was modified by setting the y-intercept
to zero (Fig. 7b). This stands to reason because if no biomass was removed, the �CH
would be zero (0). Additionally, the 3 negative �CH values were truncated. They were
interpreted as being below the practical limit for using the compression ski with the
�CH method. At low yields and low heights, the mean post-harvest compressed height
(CH2) is subject to being higher than the mean pre-harvest compressed height (CH1) due
to irregularities in the field surface such as furrows, ant mounds, and large debris like
rocks and sticks. The phenomenon of irregularities in the field surface is also applicable
to large continuous pastures. Regression analysis was performed on the 2 models for tall
fescue wet yield from compression ski heights (Table 2). The regression equations for
tall fescue wet yield estimations based on the quadratic trendline using CH1 and linear
trendline using �CH are shown in Table 2.

Table 2. Regression analysis of compression ski tall fescue wet yield models.

Function n R2 SEy(kg/ha) Regression Equation

CH1 68 0.624* 1031 Yield = 1.067(CH1)2

– 90.587(CH1) + 2368.343

�CH 58 0.755** 1172 Yield = 99.663(�CH)
* Highly significant correlation, R2 critical (0.01) = 0.160, error df = 65.
** Highly significant correlation, R2 critical (0.01) = 0.111, error df = 57.

Based on the regression analysis, the quadratic pre-harvest compression ski height
(CH1) tall fescue wet yield model fit the data better than the linear �CH tall fescue
wet yield model as indicated by the 141 kg/ha difference in standard error. This is a
small difference in error, but considering that the �CH model requires twice as many
data points, the extra field measurements do not yield any better results for tall fescue
wet yield. Both models for compression ski tall fescue wet yield performed similarly in
regression analysis, and they were both kept as candidates for the tall fescue DM yield
models.
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Fig. 7. (a) Quadratic function of tall fescuewet yields bymean compression ski height pre-harvest
(CH1), (b) Linear function of tall fescue wet yields by �CH mean compression ski height (y =
0).

Dry matter (DM) intake by animals is of high importance for animal performance.
As a means of predicting dry matter yield (DM yield), dry matter fraction (DMF) must
be incorporated into the yield predictions. The average tall fescue DMF over the entire
experiment was 0.34. Multiplying the wet yield models by the DMF provides the DM
yield. The DM yield equations are shown in Eqs. 1 and 2:

DM yield =
(
1.067(CH1)

2−90.587(CH1) + 2368.343
)

∗ DMFavg (1)

DM yield = 99.663(�CH) ∗ DMFavg (2)

Figure 8 shows the observed and predicted DM yield prediction equations for tall
fescue when the DMFavg = 0.34 was used with tall fescue quadratic trendline using CH1
and linear trendline equation using �CH.

Fig. 8. Observed vs. predicted tall fescue DM yield using CH1 and change in crop height (�CH)
and average DMFavg (0.34).

Based on the R2 values and SEy values, Eq. 1 seems to provide a slightly better fit
to the data than Eq. 2, as it has a higher R2 value and a lower SEy value. However, both
equations have relatively good fits to the data, suggesting that they can be useful for
predicting tall fescue DM yield based on the pre-harvest height (CH1) and change in
crop height (�CH) with DMFavg.
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3.3 Alfalfa

Alfalfa plots were sampled during eleven data collection campaigns for a total of 46
observations. The compression ski measured the alfalfa plots before (CH1) and after
(CH2) they were harvested. Data was analyzed using the pre-harvest compressed height
(CH1) as well as the change in compressed height (�CH). The post-harvest measure-
ments were not made on Julian date 165 due to thunderstorms, so n = 40 for all �CH
data.

Correlationsweremade for alfalfawet yield (kg/ha) and compression ski compressed
height indicators CH1 and�CH (mm). Alfalfa dry matter fraction (DMF) was measured
fromovendryingmethod. Thefinalmodels combined alfalfawet yield estimationmodels
and alfalfa DMF to create alfalfa dry matter yield (DM yield) estimation models. The
plot of alfalfa wet yield bymean compression ski height pre-harvest (CH1) was observed
to be very scattered with a concentration of low-yield data points in the middle range of
compressed height. Because the simple linear correlations of CH1 did not realistically fit
the alfalfa wet yield data, no further transformations were performed for this indicator.

The plot of alfalfa wet yield and �CH was modified by setting the y-intercept to
zero (Fig. 9). This stands to reason because if no biomass was removed, the�CHwould
be zero. Additionally, the two negative �CH values were truncated. These negative
�CH values were of greater magnitude than the 3 negative �CH values in the tall
fescue compression ski data set. The negative values were interpreted as being below
the practical limit for using the compression ski with the �CH method. At low yields
and low heights, the mean post-harvest compressed height (CH2) is subject to being
higher than the mean pre-harvest compressed height (CH1) due to irregularities in the
field surface such as furrows, ant mounds, and large debris like rocks and sticks. The
phenomenon of irregularities in the field surface is also applicable to large continuous
pastures.

Fig. 9. Linear function of alfalfa wet yields by mean compression ski height (�CH) (y = 0).

Alfalfa DM yield model was developed from the linear �CH alfalfa wet yield pre-
diction function and the average alfalfa DMF over the entire experiment. Average DMF
of alfalfa for the growing season from the oven drying experiments was determined as
0.31. The alfalfa DM yield prediction (Eq. 3) was correlated with observed alfalfa DM
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yield data (Fig. 10).

Dry Matter yield = 170.617(�CH) ∗ DMFavg (3)

Fig. 10. Observed vs predicted alfalfa DM yield using the average seasonal dry matter fraction.

3.4 Discussions

Dry matter yields for tall fescue and alfalfa were developed using the measurements
from the compression ski that was designed as an implement for an unmanned ground
vehicle (UGV). Tall fescue DM yield estimation had much lower standard error than
alfalfa. Coefficient of determination for tall fescue and alfalfa were in the range of 0.734
to 0.803. The compression ski best predicted tall fescue DM yield using a quadratic pre-
harvest compressed height (CH1) function, and best predicted alfalfa yield using a linear
change in compressed height (�CH) function. Dry matter yields (DM) were estimated
using the average dry matter fractions (DMFs) for tall fescue and alfalfa by adjusting
the predicted wet yields. Table 3 shows the dry matter yield prediction equations based
on the change in crop height measured with the compression ski mounted unmanned
ground vehicle and the dry matter fraction values determined with oven drying.

Table 3. Summary of the compression ski DM yield prediction models.

Crop Function R2 SEy

Tall fescue 0.821(1.067(CH1)2 – 90.587(CH1) + 2368.343) * DMFavg 0.791 291

Alfalfa 0.917(170.617 * �CHa * DMFavg−a) 0.803 491

When correlated with observed yields, the compression ski models over-predicted
DM yield by a range of 9–29%. The research plots were non-irrigated and subjected to
some defoliation on alfalfa plots throughout the experiment, leading to a concentration
of data points in the low range of compressed height and yield. Future work should
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test the models on forage stands that are irrigated and/or subjected to lower defoliation
pressure on alfalfa so more data can be captured for higher yielding situations.

Simple linear correlations of the pre-harvest compressed height measurements
showed a curvilinear shape and had large negative y-intercepts, so polynomial func-
tions were chosen to better fit the data. Regression analysis of the polynomial functions
used in the final prediction model for tall fescue showed significantly better fit than
linear functions, which suggests that the plant response to compressed height is not con-
stant overall growth stages due to increased stem bending force and plant density with
yield. The quadratic functions applied are bound by the minimum and maximum com-
pressed height values in the data set and should not be interpreted outside those values.
Post-harvest compressed height measurements (CH2) were collected with the compres-
sion ski and subtracted from the pre-harvest compressed height measurements (CH1) to
give a change in compressed height (�CH). The �CH data provided more linear initial
correlations with y-intercepts near zero, that were forced through the origin.

Tall fescue and alfalfa are morphologically different. Tall fescue is a relatively shal-
low rooting plant with a dense crown at the soil surface from which it grows long and
wide leaves. Under stress, tall fescue rolls its leaves and concentrates biomass closer to
the crown. Alfalfa has a deep tap root and grows jointing stems vertically from which
the relatively small leaves grow. Under stress, alfalfa concentrates biomass in the stems
and roots.

Creating �CH data points requires twice the number of data points, so pre-harvest
compressed height data would be preferred when appropriate. Using the �CH method
may be the only option for certain species, such as the alfalfa in this study. �CH data
may also be more appropriate in fields with high variations of plant density and sporadic
harvesting, such as in a low-pressure grazing scenario. Additionally, as technology is
disseminated to forage production systems, automated systems andUGVswill eliminate
the drudgery associated with collecting the number of data points, making the �CH
method a more feasible option.

4 Conclusion

In this study, a compression plate with different directions of applied force was tested
on two forage crop species of different morphology and demonstrated that the best yield
predictions are dependent on these factors among others. A UGV mounted implement
called a compression ski was developed for continuous compressed height measurement
of forage crops. The compression ski was tested for pre-harvest DM yield prediction
ability on pure trial plots of tall fescue and alfalfa. The compression ski was of sim-
ple construction partially because it was proximally sensed by an ultrasonic sensor
which eliminated complex moving parts. The UGV platform was demonstrated to be
a promising solution for increasing automation of geospatial data acquisition based on
reliability, customizability, and ease of use. Variables of forage crop species, harvest
type, defoliation pressure, and climate were examined to play a role in determining
the best compressed height method and prediction model for a given forage production
system.
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This study brings innovative technology to benefit both researchers and producers
in the field of pasture management and biomass estimation. For researchers, it intro-
duces a precise canopy height measurement method which can be used for sustainable
grazing studies. Producers gain practical solutions for optimizing pasture management
based on an objectivemeasurement method for increased productivity and sustainability.
Additionally, the present work integrates geospatial data for location-specific decision-
making, helping both researchers and producers with tools to enhance the agriculture
industry. Future work will expand these methods to more forage crop species, larger
areas, grazing systems, and different climates to further identify trends and ideal com-
binations of variables and develop best management practices for forage producers to
optimize their ecological and financial efficiencies.
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Abstract. Timely detection of plant abiotic stresses and their type and severity
can be beneficial in order to prevent the loss of yield in crop production systems.
This study introduces an image processing-based method to detect the type and
severity of salinity and drought stress, as crucial abiotic stresses, in cucumber
plants. Plants were cultivated in the greenhouse environment. Plant morphological
features in the form of textural features were measured from the images captured
from the plants. Sampling was performed five times at 3-day intervals beginning
with applying the abiotic stresses. Measurements were conducted by transferring
three leaves randomly selected from each pot to a chamber with artificial lighting
equippedwith a camera for image acquisition. The artificial neural network (ANN)
was used based on the image textural features of the leaves as inputs and stress
type and severity as output. The parameters of the network were optimized using
a sophisticated optimization algorithm to achieve the most efficient machine. As
a robust evolutionary method, the genetic algorithm was used to optimize the
architecture of the ANNs. The results revealed that the image textural features for
training ANNs optimized using the genetic algorithm could predict the type and
severity of the plant abiotic stresses with MSE and R2 values of 0.092 and 0.74,
respectively. Since the machine was able to perform a reliable stress prediction
within a short period after applying the stress, the proposed method can be used
for the early detection of salinity and drought stresses in cucumber plants.

Keywords: Artificial neural networks · Severe stress conditions · Image textural
features · Genetic algorithm · Optimization

1 Introduction

While the morphological, physiological, and biochemical attributes of plants undergo
significant alterations due to biotic and abiotic stresses, these alterations are not exclusive
to particular stressors [1]. To illustrate, distinct stress origins can lead to comparable
alterations in characteristics such as plant height, as well as the weights of roots and
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shoots, as morphological attributes of plants. To enhance the comprehension of plant
responses within stress-related investigations, it is preferable to focus on traits at a
molecular level that are almost exclusively associated with specific stress conditions.
However, these methods are costly and time-consuming. Finding a reliable solution to
determine the severity and type of the stresses based on themorphological traits of plants
can be beneficial for farmers and plant pathologists since they are cost- and time-effective
[2].

Abiotic stresses, including light, temperature, deficiency and excess of nutrients,
drought, salinity, elevated carbon dioxide levels, and contamination by heavy metals,
constitute some of the prevalent challenges encountered by crops [3]. Various types of
stresses, such as salt and drought, are environmentally undesirable and can significantly
impact successful crop production [4]. Elevated levels of salt and drought stress have
a notable influence on the physiological and biochemical processes of numerous plant
species [5]. The response of plants to drought stress can be assessed based on physio-
logical indicators like relative water content, stomatal responses, active oxygen species,
and the activation of antioxidative enzymes [6]. Salt stress can impede plant growth
and development through mechanisms involving osmotic stress, ion toxicity, disrupted
nutrient balance, and oxidative stress [7]. Cucumber (Cucumis sativus L.), particularly
during its initial growth stages, is highly susceptible to both drought and salt stress
[8]. Severe instances of drought and salinity stresses have adverse consequences on the
growth, photosynthesis, biochemical composition, and textural attributes of cucumber
fruits [9, 10].

Supervised and unsupervised machine learning algorithms are being used in plant
science to model multivariate plant growth problems [11]. With the help of training data
in the database, the machine learns the complex non-linear patterns between inputs and
output [12–14]. When presented with a dataset that encompasses morphological char-
acteristics of cucumber plants subjected to salt and drought stresses, a crucial question
arises: Which specific features should be employed to train machine learning methods
in order to ensure the accurate identification of stress type and severity? Consequently,
this study undertakes the imposition of varying levels of salt and drought stresses on
cucumber plants, both individually and concurrently. Throughout the experimental pro-
cess, diverse attributes of the plants based on the images captured from the plant leaves
are measured, contributing to the creation of an informative database that holds utility
for the training of machine learning models. Subsequently, the artificial neural network
(ANN) algorithm is employed, and its performance is amplified through the utilization of
a metaheuristic optimization technique, namely the genetic algorithm (GA), to identify
the category and intensity of stress based on the provided database.

The primary objectives of this research encompass: (a) assessing the performance
of image-processing-based morphological traits in identifying salt and drought stresses
in cucumber plants, and (b) determining a machine learning algorithm, honed through
intricate evolutionary processes, tailored specifically for the accurate detection of stress
conditions. A search in bibliographic databases reveals that a combination of image pro-
cessing techniques and machine learning methods optimized with metaheuristic algo-
rithms has not been studied so far. Therefore, the novelty of thiswork involves developing
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sophisticated machines with performances improved with novel optimization methods
to predict stress conditions in plants by having their images captured by RGB cameras.

2 Material and Methods

Figure 1 demonstrates the flowchart of the present study. Morphological attributes,
encompassing energy, entropy, and local homogeneity, were extracted from images
acquired from plant leaves using an image processing module. These attributes, as well
as the sampling time, designated as machine inputs, were subsequently employed for
the training of ANNs, with their parameters, including the number of hidden (learner)
layers, the number of neurons in each layer, and their weight and bias parameters, fine-
tuned through GA. The machine-generated outputs corresponded to the identification of
stress type and quantification of its severity.

2.1 Plant Material and Experimental Design

Cucumber seeds were procured from a local vendor and subsequently subjected to sur-
face sterilization using NaClO for a duration of 1 min, followed by thorough rinsing
with distilled water. The seeds were initially cultivated in plug trays utilizing a growth
medium comprising a blend of vermiculite, peat, and perlite in a ratio of 3:2:1. Upon
reaching the 21st day of growth, the seedlings were transplanted into 5-L pots containing
the same growth medium as that of the plug trays. Nutrient fertilization management,
encompassing both macro- and micro-nutrients, was executed in accordance with the
guidelines outlined in the literature. To sustain optimal growth conditions, the growth
room’s relative humidity was maintained at 70 ± 5%, accompanied by a light intensity
of 120 µmolm−2 s−1.

A consistent and uniform irrigation regimen was upheld across all pots for a dura-
tion of 60 days. Subsequent to this period, the control group of plants received daily
supplementation with tap water to sustain soil water potential at a level proximate to
the field capacity. Contrastingly, plants subjected to drought treatment underwent water
deprivation until the soil water potential diverged from the field capacity. Monitoring
of soil moisture was carried out on a daily basis utilizing a time-domain reflectometry
(TDR) device (PMS-714, LUTRON, Taiwan).

To explore various levels of drought stress severity, the soil moisture content was
meticulously regulated to remain nonlethal and surpass the wilting point. Specifically,
soil moisture was upheld at 100% (W0, control), 80% (W1), 60% (W2), and 40% (W3) of
the field capacity. For plants undergoing salinity treatment, irrigation was administered
using water containing distinct concentrations of NaCl: 0 (S0, control), 20 mM (S1),
40 mM (S2), and 60 mM (S3). Notably, concentrations exceeding 100 mMwere deemed
potentially lethal to youngplants.Various studies have recommended similar drought and
salinity levels to apply stresses to cucumber plants. It should be noted that both abiotic
and biotic stresses can exert changes in various characteristics of cucumber plants [15].

Plant attributes were assessed five times, each separated by 3-day intervals, com-
mencing from the initiation of the stress application. Experiments were done with four
replications for each treatment. The total number of pots was 4 × 4 × 5 × 3 = 240.
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Fig. 1. Flowchart of the present study

2.2 Morphological Measurements

Thedigital image processing techniquewas employed to extractmorphological attributes
from leaf images. The image capture setup encompassed three components: a dark cham-
ber, a CCD digital camera, and a 200-LED lighting array featuring a 70° viewing angle.
This arrangement enhanced light uniformity within the area of interest. From each cap-
tured image, the leaf region of interest was isolated from the background through Canny
edge detection, a process known as image segmentation [16]. Grayscale transformation
was applied to convert the images into grayscale format by combining the weighted
sums of the red (R), green (G), and blue (B) color components.

To capture the spatial correlation of gray-level values, a Gray-level Co-occurrence
Matrix (GLCM) was utilized [17, 18]. Each element (i, j) within the GLCM denoted the
frequency of occurrences where a pixel with value i was found horizontally adjacent to
a pixel with value j. While a comprehensive set of 21 textural parameters was previously
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identified, recent studies have indicated that the use of only three textural variables,
adopted in this study, can effectively discern plant health: entropy (Eq. 1), energy (Eq. 2),
and local homogeneity (Eq. 3), as established by Story et al. [19]

Entropy = −
∑

i

∑

j

p(i, j) log(p(i, j)) (1)

Energy =
∑

i

∑

j

p(i, j)2 (2)

Local homogeneity =
∑

i

∑

j

p(i, j)

1+ (i − j)2
(3)

where p(i, j) is the (i, j)-th element of the GLCM. The program for image processing
was written with MATLAB R2018b programming environment.

2.3 Machine Learning Method

The obtained measurements of the various attributes under different stress conditions
were compiled to form a database tailored for utilization in machine learning applica-
tions. Given that statistical analysis revealed insignificant effects of replication on the
outcomes, mean values were employed in the preparation of the database. While sta-
tistical regression models offer mathematical equations for estimating the dependent
variable based on input features, it’s generally advisable to limit the number of input
features to 2 due to the complexity of parameter estimation in high-dimensional prob-
lems. In contrast, machine learning techniques are capable of assimilating databases
including hundreds of input features alongside corresponding dependent variables. In
this study, ANN was employed to predict plant stress utilizing attribute values as inputs.
For optimization purposes, GA, which is an evolutionary technique was employed to
optimize the architecture of ANN during the training.

GA is a robust metaheuristic optimization approach that operates through a popula-
tion comprising a collection of chromosomes, each representing a potential solution to
the problem. Through an iterative process, termed generations, individuals yieldingmore
favorable values for the objective function are allowed to persist and undergo crossover
operations in subsequent iterations. In simpler terms, pairs of chromosomes acting as
parents generate more dependable offspring in each generation by discarding weaker
solutions associated with undesirable values of the objective function. Table 1 presents
the parameters that were taken into consideration for the optimization methods in this
study. The primary aim of these methods was to minimize the error associated with pre-
dicting stress levels utilizing the ANNs. In other words, the objective (fitness) function
of GA during the optimization was to minimize the error of prediction performed by
ANN. The optimization process ceased upon reaching the predefined maximum number
of iterations. The parameters of the network that were optimized by GA to reach the
lowest prediction error included the number of hidden (learner) layers, the number of
neurons in each layer, and their weight and bias parameters.

In this study, a program was developed using the MATLAB programming environ-
ment to harness machine learning techniques based on the textural features extracted
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Table 1. Parameters of the optimization algorithms

Optimization method Parameter Value

GA Population size 100

Maximum number of iterations 500

Mutation rate 0.1

Crossover percentage 0.5

from leaf images, as well as sampling time, as inputs and stress type and severity as out-
puts. The program encompassed the formulation of the ANN regression model designed
to predict the model’s output while utilizing the four input features (three textural fea-
tures and one sapling time). The configuration of the ANN architecture, including the
number of hidden (learner) layers (ranging from 1 to 3), the number of neurons within
each layer (ranging from 5 to 15), and their corresponding weight and bias parameters,
were systematically optimized employing advanced optimization algorithms. The aim
was to attain the most efficient machine-learning model possible. The performance of
the models was evaluated based on the mean squared error (MSE) (Eq. 4) and coefficient
of determination (R2) (Eq. 5)

MSE = 1

n

n∑

i=1

(xp − xo)
2 (4)

R2 = 1−

n∑
i=1

(xp − xo)2

n∑
i=1

(xo − xo)2
(5)

where xo is the severity level of the stress applied to the plants, xp is the predicted value
using ANNs, and n is the number of samples. The lower the MSE and higher the R2, the
better the performance of the machine learning model is.

3 Results and Discussion

Prior research has established the noteworthy impacts of both salinity and drought stress
on the morphological attributes of cucumber plants. Nonetheless, accurately pinpointing
the occurrence of these stresses poses a challenge due to the intricate and multifaceted
nature of plant responses. These responses often exhibit delays in reacting to the under-
lying stress factors, rendering the process of pinpointing the exact source of stress highly
intricate.

In control plants grown under optimal conditions, their leaves displayed robust health
and vivid colors, resulting in elevated entropy levels. Conversely, plants subjected to
salinity and drought treatments exhibited reduced surface structural complexity, leading
to diminished entropy in their leaf images. As time progressed, the leaves of control
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plants adopted a deeper green hue, causing a decline in image energy levels, as observed
in previous studies [19]. On the contrary, the appearance of a yellowish tinge in treated
plants contributed to an increase in image energy levels. Furthermore, the local homo-
geneity of images originating from control plants experienced a decrease as these plants
evolved, displaying a spectrum of green shades and becoming more colorful during
their growth. In contrast, treated plants, characterized by a uniform coloration, exhibited
higher levels of homogeneity in their images. Similar results and findings are reported
by Asefpour Vakilian and Massah [17, 20].

In alignment with the objectives outlined in this study, the utilization of machine
learning techniques, in conjunction with morphological traits of cucumber plants, is
pursued to enable the targeted identification of stress severity caused by abiotic factors.
This approach aims to achieve accurate and specific detection of stress levels, particularly
during the initial stages of stress imposition.

Table 2 presents the evaluation of morphological variables in their capacity to predict
plant stress, as investigated within the scope of this study. The results indicate that the
employedmachine learning approachwas proficient in identifying stress instances under
conditions of severe salinity and drought. This capability holds particular significance
for farmers, as themost substantial reduction in agricultural yield is observedwhen crops
face severe abiotic stresses during their growth cycle.

Table 2. Performance evaluation of ANN and GA-ANN in the prediction of plant stress

Training Validation Test

ANN architecture MSE R2 MSE R2 MSE R2

4-5-1 0.397 0.39 0.460 0.34 0.587 0.25

4-6-1 0.316 0.46 0.373 0.41 0.385 0.40

4-7-1 0.218 0.56 0.316 0.46 0.422 0.37

4-8-1 0.338 0.44 0.487 0.32 0.409 0.38

4-9-1 0.255 0.52 0.306 0.47 0.361 0.42

4-10-1 0.227 0.55 0.201 0.58 0.265 0.51

4-11-1 0.169 0.62 0.275 0.50 0.361 0.42

4-12-1 0.338 0.44 0.338 0.44 0.422 0.37

4-13-1 0.350 0.43 0.397 0.39 0.305 0.47

4-14-1 0.316 0.46 0.373 0.41 0.447 0.35

4-15-1 0.193 0.59 0.275 0.50 0.245 0.53

GA-ANN 0.087 0.75 0.083 0.76 0.092 0.74

Notably, the highest R2 value for the test data achieved by the ANN machine in
predicting both stresses simultaneously reached 0.74, achieved through an architecture
featuring three hidden layers and optimized by GA. However, as Table 2 reveals, in the
case of not using GA to optimize the structure of ANN, the R2 values for test data did not
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exceed 0.53. Proper determination of the weight and bias of the learner neurons and the
number of hidden layer neurons is important since they affect not only the convergence
of the network, but also the prediction performance. In order to understand the effect
of the ANN parameters on the prediction, Table 2 shows the changes in the prediction
performance due to the change of learner neurons in the hidden layer.

The morphological variables utilized in this study were image textural features,
assessed through probability-density functions onGLCM. These features were extracted
from leaf images obtained through an image acquisition system and subsequently
transferred to a computer for in-depth analysis.

Furthermore, the utilization of GA as a metaheuristic optimization technique proved
instrumental in enhancing the predictive capability of the machine learning model for
plant stress detection. This improvement was evident from the significant decrease in
MSE values, while a remarkable increase in R2 values. The successful integration of
GA optimization resulted in the development of an efficient machine learning approach,
proficient in utilizingvariables derived from the imageprocessing technique to accurately
predict and identify severe levels of abiotic stresses in cucumber plants. It should be noted
that considering the size of the dataset investigated in this work, it was not possible to
utilize deep learning for the prediction of stresses. Therefore, ANN, as a base regression
model optimized by GA was used for the prediction.

In the context of other morphological attributes, such as plant height, shoot weight,
and root weight, that were not considered in this study; while these traits generally
showed susceptibility to increasing stress severity, they did not demonstrate specificity
in terms of stress type. This aligns with findings from earlier studies [1, 21, 22] which
highlighted that these traits’ responses to stress were not unique to stress types and
did not offer reliable discrimination between different types of stressors. Therefore, the
use of image textural features as the only morphological features of the plants exerted
acceptable results in predicting the outputs, i.e., type and severity of the stress.

4 Conclusions

An effort to introduce a promising image processing-based method to detect the type
and severity of two main abiotic stresses, i.e., salinity and drought, in cucumber plants
is reported in this paper. Treatments were selected in levels to apply a range of mild to
rather severe stress conditions. The performance assessment of image-processing-based
morphological traits showed that training these features to a machine such as ANN can
identify the stress in the plants with acceptable efficiency. ANN, equipped with GA as
an intricate evolutionary optimization technique can increase the MSE and R2 values of
the prediction up to 0.092 and 0.74, respectively. Due to the fact that the machine was
capable of performing a reliable stress prediction within a short period after applying the
stress, the proposed technique can be utilized for the early detection of abiotic stresses
in cucumber plants.

Although physiological and biochemical features of plants such as enzymatic activ-
ities and microRNA regulation might provide us with higher prediction performance,
they all require expensive laboratory equipment and time-consuming protocols [23].



Combining Digital Image Processing and Machine Learning is Useful 381

Declaration of Competing Interest. The authors declare that they have no known competing
financial interests or personal relationships that could have appeared to influence thework reported
in this paper.

References

1. Asefpour Vakilian K (2019) Gold nanoparticles-based biosensor can detect drought stress
in tomato by ultrasensitive and specific determination of miRNAs. Plant Physiol Biochem
145:195–204

2. Javidan SM, Banakar A, Asefpour Vakilian, K, Ampatzidis Y (2023) Tomato leaf diseases
classification using image processing andweighted ensemble learning. Agronomy J (in Press)

3. Gong Z et al (2020) Plant abiotic stress response and nutrient use efficiency. Sci China Life
Sci 63:635–674

4. ChandraS,RoychoudhuryA (2020) Penconazole, paclobutrazol, and triacontanol in overcom-
ing environmental stress in plants. In: RoychoudhuryA,TripathiDK (eds) Protective chemical
agents in the amelioration of plant abiotic stress: biochemical and molecular perspectives.
John Wiley & Sons, Hoboken, pp 510–534

5. Massonnet C, Costes E, Rambal S, Dreyer E, Regnard JL (2007) Stomatal regulation of pho-
tosynthesis in apple leaves: evidence for different water-use strategies between two cultivars.
Ann Bot 100(6):1347–1356

6. BatoolT et al (2020)Plant growthpromoting rhizobacteria alleviates drought stress in potato in
response to suppressive oxidative stress and antioxidant enzymes activities. Sci Rep 10:16975

7. Behera LM, Hembram P (2021) Advances on plant salinity stress responses in the post-
genomic era: a review. J Crop Sci Biotechnol 24:117–126

8. Du C, Li H, Liu C, Fan H (2021) Understanding of the postgerminative development
response to salinity and drought stresses in cucumber seeds by integrated proteomics and
transcriptomics analysis. J Proteomics 232:104062

9. OuzounidouG,Giannakoula A, Ilias I, Zamanidis P (2016) Alleviation of drought and salinity
stresses on growth, physiology, biochemistry and quality of two Cucumis sativus L. cultivars
by Si application. Br J Bot 39:531–539

10. Alsaeedi A, El-Ramady H, Alshaal T, El-Garawany M, Elhawat N, Al-Otaibi A (2019) Silica
nanoparticles boost growth and productivity of cucumber under water deficit and salinity
stresses by balancing nutrients uptake. Plant Physiol Biochem 139:1–10

11. Javidan SM, Banakar A, Asefpour Vakilian K, Ampatzidis Y (2023) Diagnosis of grape leaf
diseases using automatic K-means clustering and machine learning. Smart Agric Technol
3:100081

12. Hashemi A, Asefpour Vakilian K, Khazaei J, Massah J (2014) An artificial neural network
modeling for force control system of a robotic pruning machine. J Inf Organ Sci 38(1):35–41

13. Sarlaki E, Sharif Paghaleh A, Kianmehr MH, Asefpour Vakilian K (2021) Valorization of
lignite wastes into humic acids: process optimization, energy efficiency and structural features
analysis. Renew Energy 163:105–122

14. Esmaili M et al (2021) Assessment of adaptive neuro-fuzzy inference system (ANFIS) to
predict production and water productivity of lettuce in response to different light intensities
and CO2 concentrations. Agric Water Manag 258:107201

15. Liao L, Hu Z, Liu S, Yang Y, Zhou Y (2021) Characterization of Germin-like proteins (GLPs)
and their expression in response to abiotic and biotic stresses in cucumber. Horticulturae
7(10):412

16. Asefpour Vakilian K, Massah J (2013) An artificial neural network approach to identify
fungal diseases of cucumber (Cucumis sativus L.) plants using digital image processing.
Arch Phytopathol Plant Prot 46(13):1580–1588



382 P. Mohammadi and K. Asefpour Vakilian

17. Asefpour Vakilian K, Massah J (2017) A farmer-assistant robot for nitrogen fertilizing
management of greenhouse crops. Comput Electron Agric 139:153–163

18. Javidan SM, Banakar A, Asefpour Vakilian K, Ampatzidis Y (2022) A feature selection
method using slime mould optimization algorithm in order to diagnose plant leaf diseases. In:
2022 8th Iranian Conference on Signal Processing and Intelligent Systems (ICSPIS), pp. 1–5,
Behshahr, Iran

19. Story D, Kacira M, Kubota C, Akoglu A, An L (2010) Lettuce calcium deficiency detection
with machine vision computed plant features in controlled environments. Comput Electron
Agric 74(2):238–243

20. Asefpour Vakilian K, Massah J (2012) Design, development and performance evaluation of
a robot to early detection of nitrogen deficiency in greenhouse cucumber (Cucumis sativus)
with machine vision. Int J Agric Res Rev 2:448–454

21. Schwarz D, Rouphael Y, Colla G, Venema JH (2010) Grafting as a tool to improve tolerance
of vegetables to abiotic stresses: thermal stress, water stress and organic pollutants. Sci Hortic
127(2):162–171

22. Khan MM, Al-Mas’oudi RS, Al-Said F, Khan I (2013) Salinity effects on growth, electrolyte
leakage, chlorophyll content and lipid peroxidation in cucumber (Cucumis sativus L.). In:
International conference on food and agricultural sciences. IACSIT Press.Malaysia, pp 28–32

23. Lu XY, Huang XL (2008) Plant miRNAs and abiotic stress responses. Biochem Biophys Res
Commun 368(3):458–462



Enabling Insecticide Spot Application on Boom
Sprayer by Developing Machine Vision

and Communcation Components

Ahmad Al-Mallahi(B), Moammel Bin Motalab, Imran Hassan, and Travis Esau

Department on Engineering, Faculty of Agriculture, Dalhousie University, Truro, NS B2N 5E3,
Canada

Ahmad.almallahi@dal.ca

Abstract. Despite its effectiveness in improving yield, uniform spraying has neg-
ative impacts on the environment and the use of resources. In this research project,
we plan to contribute to the adaptation of spot spraying by developing electronic
and mechanical components that allow boom sprayers of different size scales to
adopt this technology. In this paper, we demonstrate the development of machine
vision system that uses artificial intelligence to detect Colorado potato beetles
based on YOLO v5 models, and the development of a communication to scheme
to integrate the machine vision system with an open-source spraying mechanism
via Controller Area Network. Using field images taken on-the-go from a camera
mountedon a sprayer, the accuracyof detectingbeetles reached64%,which reveals
a promising result given the possibility of enhancing image quality and the com-
putation techniques moving forward. Also, the machine vision node, developed to
integrate a machine vision system that consist of two neighbouring cameras, was
able to flawlessly translate the detection results to a spraying system mounted on
boom sprayer to control 6 nozzles individually. These results allow for scaling up
the detection and spraying mechanisms to cover full booms which can reach to
widths of 36 m. Beside building on the current developments on the detection and
communication components, our next steps will include allowing for real-time
spraying by introducing modifications on the pumping and nozzle components.

Keywords: Machine vision · ISOBUS · Nozzle control · Real-time spraying ·
Pest control

1 Introduction

In commercial crop production, spraying the entire field by agrochemicals uniformly
using wide boom sprayers has been a common practice to protect crops from pests of all
types – weeds, insects, and pathogens. This practice has continued despite the fact that
not every inch of the field may require spraying as the distribution of any pest is most
likely heterogenous. However, in the absence of methods to localize pest distribution
and actuate spraying in a pace that matches the operational speed of a mechanical
boom sprayer, uniform spraying has been the compromise to maximize yield despite
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the environmental impacts it may cause [1]. Nevertheless, the continuous increase in the
price of pesticides along with recent policies to encourage responsible use of resources
(as depicted by the United Nation’s Sustainable Development Goal 12) [2] has put
pressure on stakeholders of crop production to investigate methods to optimize the use
of pesticides. In addition, the recent developments in machine learning have made it
possible to rapidly detect pests, especially weeds, on-the-go by mounting cameras on
sprayers which opened the door for spot application of pesticides in a real-time manner
[3].

However, most of these solutions are made for large-scale farms and scalability
towards different sizes of farms or crops is not usually addressed. In addition, “studies
about site-specific insecticide application are less prevalent than those about herbicides
because the population dynamics of flying insects are very intense” [11]. Therefore, in
this research project, our plan is to tackle the components needed to enable real-time
spraying including the machine vision system (sensing component), and the communi-
cation between sensing and actuation (the communication component) for application
on potato fields at regions in New Brunswick, Canada, where typically boom sprayers
are 30–36 m wide and run in an operational forward speed of 4 m/s, usually constant.
The farms size would range between 5–30 ha, so that the sprayer has forward runs in
rows only as it would fold, turn, and unfold for the next run. Successful spot application
would require sensing and actuation operating over the entire width of the sprayer which
makes economical feasibility an extra challenge to the development, whose challenges
include the ability to detect pests (typically small in size), the ability to handle data
generated by the machine vision system and deliver it to the spraying nozzles, and the
ability to actuate and accurately deliver pesticide to the target in real-time. In this paper,
we present the progress we have made in developing the machine vision system to detect
Colorado potato beetles [4] and its connection to the control system.

2 Methods

2.1 Sprayer

The sprayer used as an apparatus for this research work is Patriot 3240 (Case IH,
Delaware, US) that operates at McCain Farms of the Future (Riverbank, Canada). It
is a self-propelled machine with a boom that extends to 36 m carrying 60 nozzles. In
average, the sprayer runs over the same spot once a week based on a pre-determined
schedule and completes 12–15 runs during a one season. In this research, the sprayer
is used as the platform to carry an imaging system to collect field data for training the
machine vision system. Also it serves as the apparatus on which spot spraying will be
enabled by deploying trainedmachine vision system on the control system tomanipulate
the sprayer nozzles at later stage of the project.

2.2 Imaging System

Firstly, an imaging system (Fig. 1) was built and mounted on the sprayer to collect data
from the field during the 2021 growing season. It encompasses four principal compo-
nents: a camera (RX0II, Sony, Tokyo, Japan) used for machine vision development,
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a single-board computer (Latte-panda, Shanghai, China), an embedded device (AGX
Xavier, Jetson, NVIDIA, Santa Clara CA, USA), and a frame grabber (Mypin, Mypin
Electrical Co., Ltd., Zhongshan, China). While the single-board computer serves as a
trigger to control the development camera, the embedded device receives the images
of the camera via the frame grabber to select images of interest and train the machine
vision models.

Fig. 1. Block Diagram of the imaging system mounted on sprayer for data collection

2.3 Training Machine Vision System

The imaging system deployed in 2021 was able to collect images during 7 runs which
resulted in obtaining 43506 images out of which 800 included Colorado potato beetles.

A deep learning architecture known as “You Look Only Once version 5” (YOLOv5)
[5] was then used to train a machine learning model to detect the insects, as small objects
(as they appear in Fig. 2). The deep learning model was trained using cloud resources
from the Digital Research Alliance, formerly known as Compute Canada, which func-
tions as Canada’s primary national high-performance computing (HPC) infrastructure
[6]. This infrastructure provides users with access to both storage and computational
resources, enhancing the efficiency of performing extensive data processing and anal-
yses. To improve the success rate of detection a transfer learning technique was also
implemented, for which a total of 389 images of higher resolution taken by a mobile
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phone were added to the dataset. The dataset was divided into training (80%), valida-
tion (10%), and test (10%) datasets. To enable precise object detection, annotation was
achieved by leveraging Robo-flow’s online annotation tool, illustrating the presence of
beetles denoted by bounding boxes.

Fig. 2. Top view of potato plants taken by the imaging system in which the insects are highlighted
by the bounding boxes

2.4 Spray Control System

On the sprayer, numerous electronic components are interconnected and communicate
with one another through Controller Area Network (CAN). The CANbus is a serial com-
munication protocol to ensure reliable transmission of data. One of these CAN buses
operates according to the ISO 11783 protocol [7], it is commonly known as ISOBUS or
the implement bus as it enables communication between a tractor and its propelled imple-
ment. While the primary aim of ISOBUS is to establish a standardized communication
system for any combination of tractors, terminals and implements in a plug-and-play
manner, it also accommodates communication via other compatible CAN protocols and
other compatible proprietary messages [8].

Recognizing the growing demand for individual nozzle control, open-source nozzle
control units have emerged in the market, offering ISOBUS-compliant individual nozzle
control solutions, such as Hypro ProStop-E ISOBUS System (Pentair plc, London, UK)
[9]. Opting for an open-source control unit alleviates the need for data logging and
analysis since achieving the ISOBUS interface can be accomplished by adhering to



Enabling Insecticide Spot Application on Boom Sprayer 387

Fig. 3. MVS connectedwith an ISOBUS-compatible spraying system through themachine vision
node

the publicly available guidelines provided by the manufacturer [10]. In order to enable
control on the nozzles by the machine vision system, a communication architecture was
built as shown in Fig. 3. In this design, we leverage a 12V DC battery from a tractor
and incorporate a switch mechanism for activating the system as needed. Figure 3 also
depicts the CAN communication diagram, indicated by green lines, outlining the CAN
communication precisely implement bus within the system. An ISOBUS-compatible
virtual terminal (Raven AFS-Pro 700, South Dakota, US) interfaces with the Hypro
system. In this design one camera of the machine vision system controls 3 nozzles
individually. Also, this design relies on a machine vision node which we built and
implemented to convert insect detection results by the machine vision system to CAN
messages understandable by the Hypro system.

3 Results

3.1 Detection of Beetles

Our experimental setup entailed a systematic upload of the datasets encompassing train-
ing, validation, and testing images, along with the YOLOv5 repository, to the Digital
Research Alliance’s Graham cloud infrastructure. Subsequently, the dataset served as
input to the deep learning architecture, with multiple training configurations explored
during this process. These configurations included variations in the learning rate, which
ranged from 0.01 to 0.001, as well as the utilization of both Stochastic Gradient Descent
(SGD) and the Adam optimizer.

The outcomes of our detection experiments underwent comprehensive analysis, with
the principal evaluationmetric being the confusionmatrix. Thismatrix comprises several
critical components, including true positives, false positives, and false negatives. Given



388 A. Al-Mallahi et al.

the central focus of our research on the accuracy of Colorado potato beetle detection,
we define this accuracy metric as the ratio of true positives to the sum of true positives
and false negatives. In the context of our research findings, the results are presented in
terms of the performance of the YOLOv5 model for CPB detection. The following is a
summary and explanation of the presented results in Table 1.

Table 1. Number of Colorado potato beetles detected on the test dataset

Type Without Transfer learning With Transfer learning

True Positive 25 32

False Positive 2 2

False Negative 24 16

Detection accuracy 49% 64%

In summary, the YOLOv5 model demonstrated a detection accuracy of 64% for
the specific object of interest. While it correctly identified nearly half of the instances
where these objects were present, it did miss a significant number of them. The presence
of False Positives suggests an avenue for improvement in reducing incorrect detections,
while the existence of False Negatives indicates a need to enhance themodel’s sensitivity
to detect more of the target objects.

3.2 Practical Implementation of the Machine Vision Node

The Machine Vision Node, built to facilitate nozzle control for precise pest spraying by
seamlessly connecting machine vision systems with boom spraying setups, comprises
two single-board microcontrollers linked to a CAN transceiver and deploys two distinct
algorithms to receive protocol messages from the machine vision system and identify
pest-infested regions within the field of view (FOV) of each camera, dividing it into
sections corresponding to individual nozzle spraying areas. The second algorithm pro-
cesses these sections and generates CAN messages to control the nozzles, which are
transmitted over the CAN bus, enabling instantaneous and synchronized control. In this
specific scenario, the distance between these nozzles remains consistent along the entire
length of the boom. In the protocol message, we considered the x-axis of the FOV, which
runs parallel to the orientation of the boom. Conversely, we do not account for the y-axis
of the FOV because the spray from the nozzles already covers the y-axis, aligning with
the direction of travel.

The protocol message proposed format is encoded as strings, featuring a starting of
the frame ‘{‘ and an end of the frame ‘}’ to distinctly separate individual messages in
the communication framework. In each FOV, the x-coordinate of the midpoint within
this division is defined as the zero-point, serving as a critical reference for subsequent
calculations and data interpretation.

In Fig. 4, both cameras share neighboring FOVs spanning one thousand millimeters,
with the leftmost point designated as negative five hundred (–500) and the rightmost
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Fig. 4. Detection results of the deployment cameras in UART protocol converted to CAN mes-
sages via the machine vision node. Red circles show the location of the insects in field respective
to the corresponding nozzle

point as positive five hundred (+500). For instance, if a potato beetle is detected near the
leftmost point of the 2nd nozzle section under the first camera, we anticipate x-values like
–0160 and –0162, indicating a two-millimeter width of the beetle. Our protocol message
also includes timestamps for detection and time taken to identify anomalies. To meet
these requirements effectively, we structured the protocol message format to be: {camera
number, identified object, minimum x-value, maximum x-value, total x-range, detection
timestamp, detection time}. Enabling spraying is achieved by using the information in
the message while excluding time related information, which are intended for future
development when mapping the performance of spraying becomes necessary.

4 Conclusion

This paper has demonstrated the development of a machine vision system to detect
Colorado potato beetles on potato plants using images taken on-the-go of a camera
mounted on the sprayer. The ability to get accuracy result of 64% on images taken under
environmental conditions indicates a potential of improving detection by modifying the
imaging techniques and the machine learning models. Scalability of the detection is
tackled by developing the machine vision node which allows for a flexible integration of
themachine vision systemswith the control system of the nozzles by adopting Controller
Area Network as the mean for data transportation and management within the sprayer.
In addition to building on the current results in terms of accuracy and scalability, the
next steps in development will include real-time spraying by introducing modifications
to the hydraulic system that governs the sparying of the pesticide.
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Abstract. The functionalities of microRNAs (miRNAs) and their target genes
toward stress in plants have been revealed to humans due to the extensive work
conducted in the last decade. A tissue-specific change in the regulation ofmiRNAs
occurs as a result of plant stress. In this study, an optical biosensor has been used
to measure the concentration of various miRNAs that involve plant stress response
in tomatoes after applying drought, salinity, and temperature stresses to the plant.
To carry out the experiments, plants were cultivated in a greenhouse environ-
ment. To apply drought conditions in plants, they were stressed by withholding
water at various levels of field capacity. Saline irrigation water was used to apply
salinity. Cold and heat stresses were applied to study the effects of temperature.
The concentration of several plant miRNAs, including miRNA-167, miRNA-172,
miRNA-393, and miRNA-396, in plant samples was measured after applying the
stresses to the plants. After creating a database in which the plant miRNA con-
centrations were the inputs while the plant stress level was the model output, the
artificial neural network was utilized to learn the patterns between the inputs and
output. The results indicated that an artificial neural network with an architecture
of 4-8-4 could predict the severity of the plant stress with the MSE and R2 values
of 0.070 and 0.94, respectively. This shows that combining optical biosensors and
machine learning techniques could detect the stress level in stress conditions with
acceptable specificity and sensitivity.

Keywords: Machine learning · Abiotic stress · miRNA biosensor · Tomato
plants

1 Introduction

As single-stranded RNA molecules, microRNAs (miRNAs) are characterized by their
limited protein-coding potential [1]. Despite the fact that miRNAs selectively target a
very small fraction of mRNAs in plants, the significance of gene regulation due to the
miRNAs is considerable [2]. A majority of these mRNAs are integral to various plant
developmental processes. Moreover, substantial evidence underscores the correlations
between plant stress responses and alterations in miRNA expression. Functioning as
adverse post-transcriptional regulators, miRNAs exercise binding to their targetmRNAs,
thereby impeding the translation of these target mRNAs [3].
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The crucial sources of abiotic stress in plants, namely salinity, temperature, drought,
carbon dioxide, and heavy metal contamination, impose impacts on various morpholog-
ical, physiological, and biochemical attributes of plants [4]. In response to the stressors,
plants employ miRNA upregulation or downregulation mechanisms, consequently insti-
gating a reconfiguration of gene expression to reinstate cellular homeostasis [5–7]. The
modulation of plantmiRNA expression during stress conditions exhibits a twofold speci-
ficity: it is contingent on the spatial distribution within plant tissues and the temporal
progression through developmental/growth stages [8, 9].

The discernment of stress-responsive miRNAs offers valuable insights into their
pivotal role in enhancing plants’ mechanisms for stress tolerance [10]. An exploration of
bibliographic databases indicatesmany studies on alterations in plantmiRNAexpression
prompted by biotic and abiotic stressors [11]. This research has been carried out on a
spectrum of plants including Arabidopsis thaliana, Glycine max, Medicago truncatula,
Triticum turgidum, Oryza sativa, and Zea mays [12]. Investigations have demonstrated
that certain miRNAs, such as miRNA-167, miRNA-172, miRNA-393, and miRNA-396,
participate in diverse abiotic stress-related processes [5].

Certain abiotic stresses exert significant limitations on global agricultural productiv-
ity. Investigating miRNAs associated with these stresses and their role in plant responses
is essential for understanding plant stress physiology [13]. Various techniques are devel-
oped to measure the expression (i.e., concentration) of miRNAs in plant samples [14].
Conventional techniques like northern blotting and polymerase chain reaction (PCR)
have limitations, including restricted detection limits, linear response ranges, and low
specificity. In this context, a reliable approach for the task of miRNA concentration mea-
surement could involve the utilization of biosensors equipped with gold nanoparticles,
functioning based on nanoparticle aggregation [15].

Utilizing machine learning methodologies, it is possible to determine the complex
relationships between plant stress conditions and the expressions of miRNAs within
plants [16]. The machine can learn these complex nonlinear patterns that connect inputs
(specifically, miRNA expressions) to the desired output (namely, the presence of plant
stress) [5]. Despite the broad spectrumof learning algorithms available, supervised learn-
ing emerges as a robust and efficient approach in the realm of plant sciences [17–19].
Artificial neural networks (ANNs), decision trees, support vector machines, fuzzy infer-
ence systems, adaptive neuro-fuzzy inference systems, and Naïve Bayes are examples of
supervised learning methods widely utilized for recognizing patterns within databases
[20]. The success of the machine’s predictive performance, which is revealed through
established performance evaluation criteria, essentially affirms the importance of the
selected miRNA expressions used to train the machine in the process of plant responses
to stress stimuli which is an essential concept in plant physiology and biology.

This study aims for (a) the assessment of the effects of various levels of com-
mon environmental stresses on the miRNA concentrations of tomato plants, and (b) the
deployment of supervised learning techniques in predicting plant stress levels by having
the miRNA expressions within plants as inputs. So far, no research has been reported
about using machine learning to predict plant abiotic stresses in tomatoes based on their
miRNA concentrations. The novelty of this work involves introducing a platform based
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on miRNA concentration in tomato plants where machine learning can predict major
plant abiotic stresses using data gathered by an optical miRNA biosensor.

2 Material and Methods

Figure 1 depicts the schematics of the present study. After applying the abiotic stresses,
miRNA concentrations obtained by a smart optical biosensor were used to predict the
stress levels using machine learning.

2.1 Plant Materials

Tomato (Solanum lycopersicum) seeds were procured from a local store in Gorgan,
Golestan province, Iran. The seeds underwent a surface sterilization process involving
exposure to NaClO for a duration of 1 min, followed by thorough rinsing with distilled
water. Plug trays containing vermiculite, peat, and perlite in a ratio of 3:2:1 were used
to grow seeds. On the 21st day, we transplanted the seedlings into 5-L pots of the same
growth medium. Nutrient management for the nutrients followed the protocols outlined
by Heeb et al. [21].

2.2 Stress Treatments

Uniform and complete irrigation was maintained for all pots until the plants reached the
eighth true leaf stage, with water levels maintained at 100% of field capacity. Subse-
quently, for the control group of plants, daily tap water was supplied to sustain soil water
potential at levels near the field capacity. Drought-treated plants were subjected to water
stress by withholding water until the soil water potential diverged from field capacity,
allowing for the examination of drought stresses with various severities, as outlined by
Jafari et al. [22]. Six water treatment groups were studied in this work to cover a wide
range of plant water stress, with soil water levels set at 100% (control), 90%, 80%, 70%,
60%, and 50% of field capacity.

Moreover, four different levels of salinity (control at 1 dS/m, 2 dS/m, 3 dS/m, and
4 dS/m), four levels of cold exposure (control at 28 °C, 26 °C, 24 °C, and 22 °C), and
four levels of heat exposure (control at 28 °C, 30 °C, 32 °C, and 34 °C) on various
plant characteristics. These treatments were initiated once the plants reached the eighth
true leaf stage. To achieve the desired soil salinity levels, varying amounts of NaCl
were introduced into the irrigation water. Plant miRNA concentrations relevant to stress
investigations were measured on three sampling times: at 45 days, 55 days, and 65 days
after planting. In this research, all experiments were performed with four replications.

2.3 Determination of MiRNA Concentrations

The quantification of miRNAs, including miRNA-167, miRNA-172, miRNA-393, and
miRNA-396, was executed as follows: Total RNAwas extracted from five plant samples
obtained from roots for each plant, utilizing a purification kit purchased from Norgen
Biotek. The results were then averaged for these five samples and one valuewas recorded



394 K. Asefpour Vakilian

Fig. 1. The schematics of the present work.
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for each miRNA concentration for each plant. The concentration of miRNAs implicated
in plant stress responses within the samples was evaluated using a biosensor based
on gold nanoparticles (AuNPs). The construction of the optical biosensor included a
three-step process, as described in the brief below [23].

Step 1: A solution of polyethylenimine (PEI) (42 mM) was combined with HAuCl4
(1.5 M) under rigorous agitation, sustaining a constant pH of 7.4 by the gradual addition
of HCl to the mixture. Subsequently, the temperature of the solution was elevated.
During this temperature change, the red color for the sample is achieved, indicating
the reduction process. The produced solution that included PEI-AuNPs was stored at
4 °C for subsequent use. A 5 µL aliquot of the sample was then subjected to a 30-min
incubation with 40 µL of synthesized PEI-AuNPs.

Step 2: Boiling HAuCl4 solution was mixed with sodium citrate (1%) in a 21 mL
volume, followed by vigorous stirring until a color transition was achieved. The solution
was further stirred for 15 min and subsequently, 400 µL of it was combined with 2 µL
of Tween-20 and 400 µL of each thiolated probe (1 µM). This mixture was centrifuged
at 10,000 rpm for 15 min. The resulting supernatant was discarded, and the reddish
precipitate was re-suspended in 200 µL of deionized water.

Step 3: Combining 5 µL of the products resulting from each of the steps described
above induced a hybridization between the probe and the targetmiRNA, prompting inter-
particle cross-linking aggregation and a consequent reduction in the distance between
nanoparticles. Greater concentrations of the target miRNA led to increased aggregation.
A reduction in absorption intensity at 530 nm served as the indicator of the reaction. The
absorbance ratio of 750/530 nm was considered a measure of probe-target hybridiza-
tion and, consequently, the concentration of the target miRNA. The UV-Vis spectra
measurements during the experiments were performed using a multi-mode microplate
reader.

The characteristics of the biosensor, including the limit of detection, linear range,
sensitivity, specificity, repeatability, and reproducibility, in measuring miRNA concen-
trations are investigated in our previous work [15]. These characteristics were acceptable
for miRNA analysis in plant tissue samples where the concentrations are in the range of
femtomolar. In this situation, similar to the reports in the literature [24, 25], the results
are reliable for investigating plant response toward biotic and abiotic stresses.

2.4 Machine-Learning Models

The concentrations ofmiRNAs studied in this work at different stress levels were utilized
for the construction of a database reliable for machine learning purposes. Mean values of
the replications were employed during the entering of measured values into the database.
Each pattern encompassed themiRNA concentrations and the corresponding plant stress
level.

While statistical regression models offer mathematical equations to predict depen-
dent variables based on input features, their application is limitedwhen input dimensions
exceed two due to challenges in parameter estimation. In contrast, machine-learning
methods are well-suited to learn from databases containing numerous input features.
This study employed ANN as a learning-based regression model to predict the type and
severity of stresses applied to the plants. ANNwas implemented via a code written in the
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MATLAB R2018b programming environment (Mathworks, MA, USA). For assessing
model performance, a 5-fold cross-validation approach was adopted. The evaluation of
model efficiency was conducted based on the coefficient of determination (R2), and root
mean squared error (RMSE) values.

3 Results and Discussion

Prior investigations have revealed the tissue-specific expression of miRNAs studied in
this work in response to major abiotic stresses in tomato plants. This study seeks to
establish a model wherein machine learning finds relationships between plant miRNA
expression and stress conditions. It should be noted that a homogeneousmiRNA concen-
tration was observed in samples obtained from each plant, making it possible to consider
one value for each miRNA concentration for each plant while creating the database for
the machine learning procedure.

The miRNA contribution analysis in plant stress response in previous studies has
unveiled a common pattern: stress-involved miRNAs imply a lack of specificity in their
behavior concerning stress. This general non-specificity poses a challenge to predicting
plant stress using a single miRNA’s concentration, even when employing advanced com-
putational tools. Some prior studies have identified specific miRNAs acting as indicators
of particular biotic or abiotic stresses in certain plants [15]. However, this study demon-
strated that miRNA concentration changes can be non-specific to individual stress types.
Therefore, a combination of fourmiRNA concentrations studied in this work can be used
to train ANN for predicting the type and severity of various tomato abiotic stresses.

Table 1 shows the RMSE and R2 values for predicting themachine outputs by having
the concentration of miRNAs as inputs. The table indicates that ANN was capable
of accurately predicting the stress type and severity considering a suitable network
architecture for ANN. The performance of the model in predicting stress levels varied
among the architectures, with some outperforming others. The results indicate that ANN
with the 4–8-4 architecture that includes eight neurons in the learner (hidden) layer
outperformed other ANN methods in predicting plant stress. With an RMSE and R2

value of 0.070 and 0.94, respectively, for test data, this architecture demonstrated a high
accuracy, suggesting that measuring the concentrations of miRNA-167, miRNA-172,
miRNA-393, andmiRNA-396 in tomato plants could facilitate accurate stress prediction
using ANN. Notably, kernel-based algorithms such as support vector machines were not
employed as a learning algorithm in this study, primarily due to the limited understanding
of complex behaviors between the model inputs and the outputs [26].

Consistent with prior findings, the results brought in Table 1 affirm that the studied
miRNAs were markedly influenced by major abiotic stresses in plants [27]. The utiliza-
tion of a gold nanoparticles-based optical biosensor for miRNA concentration determi-
nation is rationalized by the enhanced specificity of biosensor responses compared to
conventional techniques like qRT-PCR, northern blot, and microarrays [28]. Although
this study focuses on an optical biosensor, alternative methods such as electrochemical
techniques are also proposed for miRNA analysis. It should be noted that electrochemi-
cal techniques demand extensive electrode pretreatments and expensive equipment. The
limit of detection for the biosensor used in this study has been determined to be 0.5 fM
in previous studies, with a resolution of 1 fM [5].
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Table 1. Performance evaluation of the proposed ANN in the prediction of plant stress

Training Validation Test

ANN
architecture

RMSE R2 RMSE R2 RMSE R2

4-5-4 0.260 0.64 0.260 0.64 0.324 0.57

4-6-4 0.269 0.63 0.305 0.59 0.234 0.67

4-7-4 0.243 0.66 0.287 0.61 0.343 0.55

4-8-4 0.066 0.95 0.063 0.96 0.070 0.94

4-9-4 0.066 0.95 0.066 0.95 0.130 0.82

4-10-4 0.243 0.66 0.286 0.61 0.296 0.60

4-11-4 0.167 0.76 0.243 0.66 0.324 0.57

4-12-4 0.260 0.64 0.374 0.52 0.314 0.58

4-13-4 0.1961 0.72 0.235 0.67 0.277 0.62

4-14-4 0.1746 0.75 0.154 0.78 0.203 0.71

4-15-4 0.131 0.82 0.211 0.70 0.277 0.62

During the experiments, certain miRNAs exhibited up-regulation under stress condi-
tions, whereas others experienced down-regulation. This observation is consistent with
expectations, given the dynamic nature ofmiRNA responses to stress. The selected stress
levels in this study include mild, moderate, and severe stress scenarios within tomato
plants [29]. Despite their low concentrations, caution must be exercised not to under-
estimate the biological significance of miRNA biomolecules. miRNAs target essential
genes in plants, effective in various processes like root and leaf development, pho-
tochrome signaling, lateral organ polarity, meristem formation, vascular development,
and stress response, as well as copper homeostasis, heavy metal tolerance, and oxidative
stress.

While earlier studies have predominantly explored the impacts of severe stress con-
ditions, the present findings illuminate the significant effects of even mild to moderate
stress on miRNA concentrations. This intriguing observation highlights the potential
utility of optical biosensors, similar to the one developed in this study, for early stress
detection. It’s essential to recognize that these findings are not limited to specific stress
types, as demonstrated by the diversity of stress sources affecting a given miRNA, as
reported in previous studies. During the last decade, the study of plant health status and
its response to environmental stresses has included investigating the up/down-regulation
of stress-involved miRNAs [30]. Although miRNAs are non-coding molecules, they
function remarkably in regulating gene expression [31].

Moreover, during the last decade, biosensors and their application in various fields
of plant science have become popular among plant scientists [5]. Biosensors benefit
from several advantages, such as high specificity, rapid response, and reproducibility
[32]. Researchers are able to overcome the limitations of traditional techniques by using
optical and electrochemical biosensors to improve their capability of determining the
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concentration of miRNAs in various plant tissues. The results prove the fact that com-
bining optical biosensors and machine learning techniques could detect stress levels in
stress conditions.

4 Conclusions

This study employs machine learning to explore the contributions of miRNAs in plant
stress response. Despite the non-specific nature of miRNAs’ responses to abiotic stresses
like drought, salinity, and temperature, machine learning emerges as a valuable tool for
the specific and ultrasensitive prediction of plant stress based on stress-involved miRNA
concentrations. The ANN algorithm adopting four stress-involved miRNAs with the
most significant contributions to plant response toward stress as inputs was used to
predict the type and severity of the stress. The study outcomes confirm the hypothesis
that machine learning serves as an efficient technique for enhancing our comprehension
of the relationships between plant stress and miRNA expression.

As a limitation of this work, only four abiotic stresses were studied during the
experiments. Investigating other abiotic stresses such as light and nutrient deficiency
and toxicity as well as biotic stresses and considering their corresponding changes in
miRNA concentration can be challenging for machine learning since the dimension of
the database increases remarkably. This is an interesting idea that can be pursued in
future studies.

Declaration of Competing Interest. The author declares that he has no known competing finan-
cial interests or personal relationships that could have appeared to influence the work reported in
this paper.

References

1. Cai Y, Yu X, Hu S, Yu J (2009) A brief review on the mechanisms of miRNA regulation.
Genom. Proteom. Bioinform. 7(4):147–154

2. Budak H, Akpinar BA (2015) Plant miRNAs: biogenesis, organization and origins. Funct.
Integr. Genom. 15:523–531

3. Sunkar R, Li YF, Jagadeeswaran G (2012) Functions of microRNAs in plant stress responses.
Trends Plant Sci. 17(4):196–203

4. Chang YN, Zhu C, Jiang J, Zhang H, Zhu JK, Duan CG (2020) Epigenetic regulation in plant
abiotic stress responses. J. Integr. Plant Biol. 62(5):563–580

5. Asefpour Vakilian K (2020) Machine learning improves our knowledge about miRNA
functions towards plant abiotic stresses. Sci. Rep. 10:3041

6. TiwariR,RajamMV(2022)RNA-andmiRNA-interference to enhance abiotic stress tolerance
in plants. J. Plant Biochem. Biotechnol. 31(4):689–704

7. Mohammadi P, Asefpour Vakilian K (2023) Machine learning provides specific detection of
salt and drought stresses in cucumber based on miRNA characteristics. Plant Methods 19:123

8. Begum Y (2022) Regulatory role of microRNAs (miRNAs) in the recent development of
abiotic stress tolerance of plants. Gene 821:146283

9. Zhang Y, Zhou Y, Zhu W, Liu J, Cheng F (2022) Non-coding RNAs fine-tune the balance
between plant growth and abiotic stress tolerance. Front Plant Sci 13:965745



Emerging Smart Biosensors 399

10. Singh P, Dutta P, Chakrabarty D (2021) MiRNAs play critical roles in response to abiotic
stress by modulating cross-talk of phytohormone signaling. Plant Cell Rep. 40(9):1617–1630

11. Singh DK, Mehra S, Chatterjee S, Purty RS (2020) In silico identification and validation of
miRNA and their DIR specific targets inOryza sativa Indica under abiotic stress. Non-coding
RNA Res. 5(4):167–177

12. Sun X, Lin L, Sui N (2019) Regulation mechanism of microRNA in plant response to abiotic
stress and breeding. Mol. Biol. Rep. 46:1447–1457

13. Singroha G, Sharma P, Sunkur R (2021) Current status of microRNA-mediated regulation of
drought stress responses in cereals. Physiol. Plant 172(3):1808–1821

14. Jet T, Gines G, Rondelez Y, Taly V (2021) Advances in multiplexed techniques for the
detection and quantification of microRNAs. Chem. Soc. Rev. 50(6):4141–4161

15. Asefpour Vakilian K (2019) Gold nanoparticles-based biosensor can detect drought stress
in tomato by ultrasensitive and specific determination of miRNAs. Plant Physiol. Biochem.
145:195–204

16. Pradhan UK et al (2023) ASmiR: a machine learning framework for prediction of abiotic
stress–specific miRNAs in plants. Funct. Integr. Genom. 23(2):92

17. Massah J, Asefpour Vakilian K, Torktaz S (2019) Supervised machine learning algorithms
can predict penetration resistance in mineral-fertilized soils. Commun. Soil Sci. Plant Anal.
50(17):2169–2177

18. Ganjdoost M, Aboonajmi M, Mirsaeedghazi H, Asefpour Vakilian K (2021) Effects of power
ultrasound treatment on the shelf life of button mushrooms: digital image processing and
microbial counting can reveal the effects. Food Sci. Nutr. 9(7):3538–3548

19. Esmaili M et al (2021) Assessment of adaptive neuro-fuzzy inference system (ANFIS) to
predict production and water productivity of lettuce in response to different light intensities
and CO2 concentrations. Agric. Water Manag. 258:107201

20. Javidan SM, Banakar A, Asefpour Vakilian K, Ampatzidis Y (2022) A feature selection
method using slime mould optimization algorithm in order to diagnose plant leaf diseases.
In: 2022 8th Iranian Conference on Signal Processing and Intelligent Systems (ICSPIS),
Behshahr, Iran, pp 1–5

21. Heeb A, Lundegårdh B, Ericsson T, Savage GP (2005) Effects of nitrate-, ammonium-, and
organic-nitrogen-based fertilizers on growth and yield of tomatoes. J. Plant Nutr. Soil Sci.
168(1):123–129

22. Jafari S, HashemiGarmdareh SE, Azadegan B (2019) Effects of drought stress on morpho-
logical, physiological, and biochemical characteristics of stock plant (Matthiola incana L.).
Sci. Hortic. 253:128–133

23. Hakimian F, Ghourchian H, Hashemi AS, Arastoo MR, BehnamRadM (2018) Ultrasensitive
optical biosensor for detection of miRNA-155 using positively charged Au nanoparticles. Sci.
Rep. 8(1):2943

24. Crawford BM et al (2019) Plasmonic nanoprobes for in vivo multimodal sensing and
bioimaging of microRNA within plants. ACS Appl. Mater. Interfaces 11(8):7743–7754

25. Nehra A, Kumar A, Ahlawat S, Kumar V, Singh KP (2022) Substrate-free untagged detection
of miR393a using an ultrasensitive electrochemical biosensor. ACS Omega 7(6):5176–5189

26. Asefpour Vakilian K, Massah J (2016) An apple grading system according to European fruit
quality standards using Gabor filter and artificial neural networks. Sci Study Res Chem Chem
Eng Biotechnol Food Ind 17(1):75

27. Asefpour Vakilian K (2020) Determination of nitrogen deficiency-related microRNAs in
plants using fluorescence quenching of graphene oxide nanosheets. Mol. Cell Probes
52:101576

28. EsmaeilzadehAA, YaseenMM,Khudaynazarov U, Al-GazallyME, OpulenciaMJC, Jalil AT
(2022) Recent advances on electrochemical and optical biosensing strategies for monitoring
of microRNA-21: a review. Anal. Methods 14:4449–4459



400 K. Asefpour Vakilian

29. Shi X, Jiang F, Wen J, Zhen W (2019) Overexpression of solanum habrochaites
microRNA319d (sha-miR319d) confers chilling and heat stress tolerance in tomato (S.
lycopersicum). BMC Plant Biol. 19(1):214

30. Hashemi Shabankareh S, Asghari A, Azadbakht M, Asefpour Vakilian K (2023) Physical and
physiological characteristics, as well as miRNA concentrations, are affected by the storage
time of tomatoes. Food Chem. 429:136792

31. Varkonyi-Gasic E, Gould N, Sandanayaka M, Sutherland P, MacDiarmid RM (2010) Charac-
terisation of miRNAs from apple (Malus domestica ‘Royal Gala’) vascular tissue and phloem
sap. BMC Plant Biol. 10:159

32. Bazin I, Tria SA, Hayat A, Marty J-L (2017) New biorecognition molecules in biosensors for
the detection of toxins. Biosens. Bioelectron. 87:285–298



AMethod for Multispectral Images Alignment
at Different Heights on the Crop

Sabina Laveglia(B) and Giuseppe Altieri

School SAFE, University of Basilicata, Viale dell’Ateneo Lucano 10, 85100 Potenza, Italy
sabina.laveglia@unibas.it

Abstract. Multispectral imaging (MSI) for agricultural applications is playing a
key role in plant stress assessment. However, one of the main problems is the mis-
alignment of spectral bands provided by these instruments. The approach proposed
in this study considers various distances from the target (500mm to 1500mmwith
a step size of 100 mm) and applies corrective shifts to achieve accurate registra-
tion among bands. Through a comparative evaluation of two alignment methods,
Checkerboard (CB) and Discrete Fourier Transform (FT), this research aims to
provide an effective solution for accurate image registration by facilitating reli-
able spectral analysis. Specifically, the proposed method involved the analysis of
alignment-relatedoffsets among the testedmethods. In addition, the study explored
the extraction of vegetation spectral indices for vegetation analysis and discrimi-
nation between healthy and diseased plants and evaluated their relationship with
the quality of alignment obtained at different heights. The results confirmed the
trends in the changes in offsets as the target distance varies, showing satisfactory
accuracy in the alignment of raw spectral images at different distances, with an
error of about 1 pixel. Among the vegetation indices used, the Normalized Dif-
ference Vegetation Index (NDVI) proved to be capable of discriminating between
healthy and nonhealthy leaves. The study aims to establish a framework applica-
ble to remote sensing and agricultural monitoring, providing a valuable tool for
monitoring plant health.

Keywords: Image alignment ·Multispectral image · Image processing ·
Precision agriculture · Crop health status · Variable height

1 Introduction

Agriculture is a field that is an evolving field, especially in terms of employing more
digital and information technology tools to increase its sustainability. One of the main
goals of precision agriculture is to employ inputs rationally in conjunction with crop
needs [1]; this requires monitoring techniques that are both rapid and reliable [2].

The growing need for rapid insight into the dynamics affecting plant development
has led to the use of sensors based on non-destructive plant analysis. Spectral imaging
(SI), being an integration of two modalities, namely imaging and point spectroscopy, is
particularly emerging as a potential tool for both rapid and non-destructive assessment.

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2024
E. Cavallo et al. (Eds.): ANKAgEng 2023, LNCE 458, pp. 401–419, 2024.
https://doi.org/10.1007/978-3-031-51579-8_36

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-51579-8_36&domain=pdf
http://orcid.org/0009-0005-4319-3265
http://orcid.org/0000-0002-2110-0751
https://doi.org/10.1007/978-3-031-51579-8_36


402 S. Laveglia and G. Altieri

Two primary imaging approaches, i.e., multispectral imaging (MSI) and hyperspectral
imaging (HSI), have proven successful in various agricultural applications, particularly
in determining plant stress [3]. By seamlessly integrating spatial and spectral informa-
tion, these techniques facilitate the simultaneous measurement of numerous physical
attributes (such as size, shape, and colour) and chemical properties (including water, fat,
and sugar content) within a targeted scene [4].

Spectral imaging data represent true three-dimensional space distribution maps (x,
y) of spectral information at certain wavelengths (λ), i.e. the hypercubes (x, y, λ). While
multispectral imaging involves the acquisition of a limited number of image layers of a
scene, acquired in a specific segment (called a band) of the electromagnetic spectrum,
hyperspectral imaging (HSI) acquires spectral images for narrow, contiguous spectral
bands [5].

Most widely used multispectral sensors typically acquire 3 to 10 spectral bands per
pixel within the resulting image hypercube. Their advantages in agricultural applica-
tions are significant, however, their utilization is hindered by the demand for advanced
data processing expertise and high computational time [5]. Usually, the primary data
processing procedures in imaging include the calibration, extraction of features, com-
putation of vegetation indices, and classification of imagery. These processes facilitate
accurate tracking of crop health and growth stages. Simultaneously, the dimensionality
reduction simplifies intricate data while the deep learning reveals complex patterns. This
seamless integration allows for informed decision-making through data-driven insights,
enhancing agricultural practices for long-term sustainability [5].

Even so, there is considerable discussion about analytical approaches related to
statistical processing techniques and, in particular, about the use and comparison of
Machine Learning approach with traditional statistical processing techniques (e.g. PLS).
Considerations of image analysis related to geometric features are often lacking, and are
left to be performed using commercial software.

Manymultispectral cameras usemultiple physical sensors/lens assemblies to capture
different spectral channels. When the camera is in motion, e.g. when mounted on a UAV,
and the different sensors are not synchronized, the spatial misalignment among channels
is not constant and a separate image registration step is further required for each captured
image [6].

The close-range multispectral images are different from satellite images and UAV
images. Indeed, close-range multispectral imaging is a challenging task and suf-
fers technical complexities related to external factors (e.g., illumination effects) and
vegetation-related factors (e.g., complex vegetation geometry) [7].

Multispectral cameras use often a physically different camera for each wavelength,
most of the relatively low-cost commercial sensors available on the market, such as
MicaSenseMultispectral Sensors andTetracamMicro-MiniatureMultipleCameraArray
System, theyuse several independent cameraswith different filters to capture the different
image bands, causing misalignment in image pixels for different image bands. This
misalignment must be corrected before the analysis of a multiband image [6].

Misalignments between image bands are due to several reasons, such as the arrange-
ment of sensors, movements during flight in the case of aerial vehicles, interference
from the atmosphere, and so on [8, 9]. The small geometric misalignments between the
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different image bands can be caused by the different thicknesses of the filters and by the
vibration caused by the filter wheel [10]. Also, for imaging systems using beam splitters,
image misalignment usually occurs due to various factors associated with imperfections
in the system, such as lens distortions, positional tolerance of CCD sensors, different
types of sensors and differences between the mechanical parts [11]. In addition, the
unstable altitude of the airborne platform may cause a spatial error or a non-negligible
image shift [12].

Like spectral information, calibration is also required for spatial metrics; image
registration is the geometric alignment of two or more images of the same scene taken
at different times, from different points of view, and/or different sensors [13].

Image registration is generally required to align two or more images. Typically, one
image (the base image) is selected as the reference, against which the other images (input
images) are compared. The image registration aims to align the input images with the
base image by applying necessary spatial transformations, such as flipping, translating,
rotating, cropping, resizing [11].

The process of image registration has been highly investigated [14]. Registration
processes are usually divided into the following steps [14]: (i) feature detection, known
in the literature as Control Points (CP’s); (ii) feature matching; (iii) transformation
model estimation; (iv) image resampling and transformation. The captured image is
then mapped according to the mapping functions.

Feature matching is usually conducted by using either area-based methods (com-
paring and matching the images to a reference image without detecting features) or
feature-based methods (where the image recording process relies on detecting the same
control points in the images and in the reference image).

The distinction between the two methods lies in their different approaches. Area-
based methods involve comparison of geometric shapes, like rectangles or circles,
between reference and misaligned images. However, this method breaks down when
complex geometric deformations are present. In contrast, feature-based methods focus
on establishing pairwise correspondence between images by utilizing spatial relation-
ships or feature descriptors. This approach aims to identify distinctive parts of the images
as reliable matching points [14]. Several authors have combined the two approaches to
overcome these limits [15, 16].

It has been observed that fewer control points can be found on images of certain
channels. For example, Firmenichy et al. [17] observed a lack of sufficient control points
to align infrared and red channels. Yasir et al. [6] have had difficulty registering near-
infrared and visible channels. Other authors suggest a more rigorous method for electing
the optimal band for feature matching [12].

In precision agriculture at short distances, automatic image recording is required for
applications involving real-time monitoring and/or quick system response; for example,
automatic image registration is needed for a robotic sprayer arm designed to work fully
autonomously in a continuous operation mode [18].

The automatic image recording capability of a system using multispectral images is
extremely important to ensure the accuracy of the collected data; moreover, due to the
different arrangements occurring in precision agriculture remote sensing, usually, when



404 S. Laveglia and G. Altieri

using images taken from far distances, the image misalignment is minimal and doesn’t
normally requires alignment registration of the images.

Although the use of satellite data is awell-established technology used in agriculture,
and despite the improvements done in the spatial resolution offered by these systems,
however, some topographic issues [19] need to be addressed along with consideration
of atmospheric factors. Thus, the image alignment is considered as a minor problem.
In addition, care is required in post-processing to evaluate temporal variations [20] as
multi-temporal data may differ in their radiometric characteristics [21].

With regard to images from drones, the amount of information contained in the
images per unit area is denser, being acquired at high altitudes of 10 to 60 m, and the
images misalignment is negligible [22].

However, an approach allowing to align images is required when images are taken
at short distances, but currently this is lacking in the literature, even if it is necessary to
obtain accurate indices of the crop health status.

Other authors, in agreement with this work, consider that image misalignment and
distortions represent a significant issue for data processing in proximal sensing appli-
cations [22]. Indeed, Krus A. et al. [22], using a commercial camera (Parrot Sequoia)
mounted at a fixed height of 1.2 m on a crop field, showed that reference image suffered
a significant 30% distortion due to multispectral lenses.

In proximal agricultural monitoring, images are acquired through the use of sen-
sors with different spatial and spectral characteristics. Each sensor has different camera
lenses, and, consequently, its intrinsic characteristics (i.e. the optical centre and focal
length of the camera) and its extrinsic characteristics (i.e. the position of the camera in
the scene) are also different.

Several authors [23–26] have used image calibration techniques based on algorithms
taking into account the previously mentioned characteristics including both camera
model [23] and lens distortion [24].

The method proposed by Scaramuzza D. et al. [27] requires the camera to observe
a planar pattern using different orientations without any prior knowledge of the camera
motion or the sensor pattern. The main idea is the automatic search for pattern edges
through an image projection function. The application has proven to be performant
during calibration, easy to implement in a specific Matlab toolbox [28], and has been
further improved by Rufly M. et al. [29]. However, in accord with Geiger et al. [30],
one obstacle of this application is the specificity of omnidirectional optical cameras;
moreover, the beforementioned applications require a reference pattern for each camera
orientation. As an alternative, the same authors have developed a simplified approach
where the only assumption is that the image sensors share a common image using the
same intensity, depth and field of view.

The main objective of this work is to develop a robust methodology for the auto-
matic alignment of multispectral images for real-time applications. It is a systematic
approach that considers several distances from the target and applies corrective shifts
to achieve accurate registration across bands. By comparing and evaluating the perfor-
mance of different methods, the study aims to provide an effective solution for accurate
image alignment, enabling reliable spectral analysis across multiple bands. In addition,



A Method for Multispectral Images Alignment 405

the research seeks to establish a framework that can be applied to remote sensing and
agricultural monitoring, providing a valuable monitoring aid.

2 Materials and Methods

A multispectral camera (Micasense RedEdge M, s/n: RX01-1908138-SC, AgEagle
Aerial Systems Inc., Wichita, Kansas, USA) has been used to collect multispectral
images. The camera is capable of acquiring five spectral bands (Blue (B) (475 nm
± 20 nm), Green (G) (560 nm ± 20 nm), Red (R) (668 nm ± 10 nm), Rededge (RE)
(717 nm ± 10 nm), NIR (NR) (840 nm ± 40 nm)), the image size is 2.5 MB per each
band. The acquired band images are misaligned, in the sense that their pixels don’t
correspond to each other.

The misalignment requires that each band images must be shifted along the X and
Y direction in order to correctly analyze each pixel spectral content.

The operation is performed considering an image band as the fixed or reference band
and then moving the other image bands in order to guarantee a satisfying alignment for
each pixel.

Unfortunately, the X and Y offset to be considered change with respect to both the
considered band and the distance from the target.

To resolve this issue, the following steps have been considered.
The images have been taken from different distances from the target (11 selected

distances, ranging from 500 mm to 1500 mm with a step of 100 mm). At each distance,
the target has been positioned centred in axis with respect to the camera and moved (out
of axis) left, right, inside and outside, taking an overall of five images for each distance
from the target (Fig. 1).

Fig. 1. Experimental design.
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The target was constituted of a checkerboard pattern (9 rows × 7 columns), with
squares of 35 mm, printed on an A3 sheet attached onto a rigid plywood sheet surface.

The checkerboard utilization arises from the alignment algorithm found in the Image
Processing Toolbox of Matlab software. In particular, the function detectChecker-
boardPoints allows for the measure of the points coordinates of a checkerboard pattern
image based on the work of Geiger et al., 2012 [30].

The basic idea is very simple and refers to the class of so-called point-basedmethods.
Indeed, if a set of corresponding points pairs can be identified for a given set of

image bands, then the alignment can be achieved by selecting some kind of transforma-
tion aligning these points. As these fiducial points must be reliable for the purposes of the
alignment, they must have clearly identifiable features; therefore, the use of a checker-
board guarantees this characteristic. Indeed, the Matlab function detectCheckerboard-
Points allows for the automatic identification of the checkerboard pattern fiducial points
coordinates. The transformation must simply align the corresponding fiducial points for
each image band.

Consequently, for each imageband (at the samedistance from the target) the detection
algorithm is applied and, for each band, the algorithm outputs a series of 48 fiducial
points (exactly where two black squares cross two white squares), an example is shown
in Fig. 2.

Then, calculating the differences with reference to the image band considered as
fixed (in our case, the Red band), 48 X offsets and 48 Y offsets are generated, the X
offsets must be the same with low statistical noise, due to distortions induced by the
lens, and the same must be valid for the Y offsets; thus, the average of these offsets, for
each band, brings to the determination of the offsets that must be applied to align the
bands along the X and Y dimensions.

The same happens when considering the images out of axis; even for these, the
averaged X offsets and Y offsets are generated.

Detected a 7 x 9 Checkerboard

Fig. 2. Identification of the 48 points of the 9× 7 checkerboard; the band B at 1300 mm distance
(centred with the camera axis) is shown.
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In addition, the offsets calculated for the five image bands at the same distance from
the target must be the same, with only some statistical noise. Therefore, the final offsets
that must be considered are the average of the offsets of the five image bands on the
same plane (i.e. taken at the same distance). Indeed, as final result, the averaged offset
is considered. However, these values are valid only for the considered distance.

Therefore, the previously exposed alignment method is repeated considering the
images collected at different distances.

The described alignment method is a simple translation of the image bands.
The more general transformation to align two images (a moving image with ref-

erence to a fixed one) is an affine transformation. The affine transformation is a linear
transformation preserving collinearity and ratios of distances. In general, an affine trans-
formation is composed of four basic transformations, i.e. rotation, translation, dilation
and shear. All these basic transformations are specified by 3× 3 matrices in 2D space as
the use of the augmented matrices technique allows for a simply matrix multiplication
when composing the various listed basic transformations.

The Image Processing Toolbox of Matlab software contains a complete set of
functions to handle this type of transformations. The preliminary calculation of the
affine transformations on a series of test image bands confirmed that they are subject to
translation only, with negligible rotation, dilation and shear.

The transformation matrices, related to each image band, depend on the distance
from the target.

E.g., focusing on the X offset related to the Blue band (the fixed band is the Red), the
data show how they change with respect to the distance from the target. These data have
been successfully interpolated using as model the sum of two exponential functions:
a*exp(b*distmm)+ c*exp(d*distmm). Where a, b, c, d are parameters to be determined
and distmm is the distance from the target in millimetres.

Because of this, the alignment procedure has been repeated at varying distances from
the target in order to achieve a good modelling of the affine transformation matrices
(Fig. 3).

Furthermore, considering the repetitive nature of the used checkerboard, the use of
a bi-dimensional Fourier Transform has been positively tested. This algorithm arises
from the work of Sicairos et al. [31]. In this case, for each image band, a single hot spot
appears in the complex plane corresponding to checkerboard centre, and, therefore, a
single offset value along theX andY directions is generated, without the need to estimate
the mean value on all the fiducial points as in the previous case of the checkerboard.

Therefore, two image alignment methods have been tested:

– CB: image band offsets measure based on the checkerboard method;
– FT: image band offsets measure based on the bi-dimensional Fourier transform.



408 S. Laveglia and G. Altieri

Fig. 3. The alignment procedure is repeated at varying distance from the target in order to achieve
a good modelling of the affine transformation matrices.

3 Results and Discussion

Figure 4 shows the result of the obtained offsets with reference to R band, along X and Y
directions, related, for simplicity, only to centred images, identified as 0 in Fig. 1, using
the CB method. These offsets must be applied to B, G, NR and RE bands to align their
pixels with those of the R band.

As it can see, the offset is changing with the target distance, however, the X offsets
of G band and Y offsets of NR band are virtually constant with regard to the change in
distance.

In addition, as the change occurring in offset mimic some kind of exponential curve,
then, an exponential correlation has been investigated using the Curve Fitting Toolbox
of Matlab software.

The best correlation with the experimental data is obtained using a sum of
two exponential functions like the previously mentioned one: a*exp(b*distmm) +
c*exp(d*distmm). Where a, b, c, d represent parameters to be determined and distmm
is the distance from the target in millimetres.

This cannot be applied to X offsets of G band and Y offsets of NR band that, being
virtually constant with regard to the change in distance, have been interpolated using a
straight line (i.e. a degree 1 polynomial), so taking into account its mean value and the
negligible slope value.

The performances of the correlation models, considering also the out of axis images,
are reported in Table 1 for the CB method and in Table 2 for the FT method.
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Fig. 4. Result of the offsets with respect to R band, along X and Y directions, considering the
only the centred images, using the CB method.

In Fig. 5 are shown the results of the model interpolation of the experimental data
when considering the offsets of B, G, NR, RE bands with reference to the R band, along
X and Y directions, considering both the centred images and the four out of axis images,
using the CB and FT method respectively.

The adjusted R2 shows that the models reached a very high grade of correlation with
the experimental data.

The Root Mean Square Error (RMSE) measures the error degree of the models. The
value of 1.96*RMSE describes the error of the 95% confidence bounds for each model
in terms of misaligned pixels. The error spans from ±1 pixel to ±2 pixels, to be noted
that this error represents a very good result.

The presented results offer a comprehensive evaluation of correlation models
employed in the alignment of spectral images using two distinct methods: the CB and
FT method. For the CB method, the X offset models in the B vs. R and NR vs. R exhibit
a robust fits, with an adjusted R2 of approximately 0.995 and 0.998, respectively. This
indicates that these models effectively account for a substantial portion of the data vari-
ability, supported by relatively low RMSE values. The Y offset models for both B vs. R
and G vs. R demonstrate exceptional goodness of fit, boasting an adjusted R2 of 0.996
and 0.998, respectively, demonstrating a high level of correlation and accuracy.

However, in the case of X offsets related to G vs. R, as expected, the linear model
displays a weak correlation being the variables uncorrelated, implying that only a linear
model can adequately capture the average value being the model slope negligible and
showing, in addition, a relatively low RMSE. The same behavior is observed with regard
to Y offsets related to NR vs. R, even here the linear model performs well showing a
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Table 1. Performances of the correlation models, also considering the out of axis images, for the
CB method. In round brackets are reported the 95% confidence bounds of the model parameters.

X offset MODEL, band B vs. R Y offset MODEL, band B vs. R

y(x) = a*exp(b*x) + c*exp(d*x) y(x) = a*exp(b*x) + c*exp(d*x)

a = −346.9 (−539.5, −154.2) a = 167.7 (124.6, 210.8)

b = −0.004977 (−0.006446, −0.003508) b = −0.003566 (−0.004493, −0.002639)

c = −91.79 (−105.1, −78.5) c = 56.19 (44.69, 67.7)

d = −0.0005149 (−0.0006141, −0.0004157) d = −0.0002801 (−0.0004056, −0.0001546)

adjrsquare: 0.9949 adjrsquare: 0.9963

rmse: 0.9700 rmse: 0.5802

X offset MODEL, band G vs. R Y offset MODEL, band G vs. R

y(x) = p1*x + p2 y(x) = a*exp(b*x) + c*exp(d*x)

p1 = 0.0002558 (−0.0002205, 0.000732) a = 170.3 (110.2, 230.4)

p2 = −18.78 (−19.31, −18.25) b = −0.004385 (−0.005786, −0.002984)

c = 53.46 (36.67, 70.25)

d = −0.0009123 (−0.001114, −0.0007104)

adjrsquare: 0.0045 adjrsquare: 0.9979

rmse: 0.4669 rmse: 0.5155

X offset MODEL, band NR vs. R Y offset MODEL, band NR vs. R

y(x) = a*exp(b*x) + c*exp(d*x) y(x) = p1*x + p2

a = −340.3 (−449.9, −230.6) p1 = 8.35e−05 (−0.0006478, 0.0008148)

b = −0.004872 (−0.005763, −0.003981) p2 = −8.902 (−9.711, −8.093)

c = −101.4 (−109.5, −93.17)

d = −0.0004169 (−0.0004719, −0.0003619)

adjrsquare: 0.9982 adjrsquare: −0.0249

rmse: 0.6599 rmse: 0.6849

X offset MODEL, band RE vs. R Y offset MODEL, band RE vs. R

y(x) = a*exp(b*x) + c*exp(d*x) y(x) = a*exp(b*x) + c*exp(d*x)

a = −357.5 (−835.2, 120.2) a = −12.96 (−26.53, 0.6019)

b = −0.006647 (−0.009726, −0.003569) b = 0.0002194 (−0.0004157, 0.0008544)

c = −90.41 (−96.38, −84.45) c = 71.81 (27.32, 116.3)

d = −0.00024 (−0.0002892, −0.0001907) d = −0.003027 (−0.005457, −0.0005978)

adjrsquare: 0.9842 adjrsquare: 0.9539

rmse: 1.1065 rmse: 1.2363
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Table 2. Performances of the correlation models, also considering the out of axis images, for the
FT method. In round brackets are reported the 95% confidence bounds of the model parameters.

X offset MODEL, band B vs. R Y offset MODEL, band B vs. R

y(x) = a*exp(b*x) + c*exp(d*x) y(x) = a*exp(b*x) + c*exp(d*x)

a = −171.3 (−215.1, −127.6) a = 122.5 (93.86, 151.2)

b = −0.002982 (−0.004305, −0.001658) b = −0.002708 (−0.00408, −0.001336)

c = −67.72 (−97.91, −37.53) c = 47.7 (22.28, 73.13)

d = −0.0003375 (−0.0005854, −8.958e−05) d = −0.0001964 (−0.000485, 9.227e−05)

adjrsquare: 0.9967 adjrsquare: 0.9946

rmse: 0.7629 rmse: 0.6585

X offset MODEL, band G vs. R Y offset MODEL, band G vs. R

y(x) = p1*x + p2 y(x) = a*exp(b*x) + c*exp(d*x)

p1 = 5.943e−05 (−0.0003575, 0.0004764) a = 137.8 (83.93, 191.6)

p2 = −18.44 (−18.89, −17.98) b = −0.004038 (−0.00575, −0.002326)

c = 52.45 (30.15, 74.75)

d = −0.0009115 (−0.001174, −0.000649)

adjrsquare: −0.0213 adjrsquare: 0.9964

rmse: 0.4079 rmse: 0.5644

X offset MODEL, band NR vs. R Y offset MODEL, band NR vs. R

y(x) = a*exp(b*x) + c*exp(d*x) y(x) = p1*x + p2

a = −165.6 (−186.2, −145.1) p1 = −3.034e−05 (−0.0006243, 0.0005636)

b = −0.002514 (−0.003498, −0.00153) p2 = −8.564 (−9.223, −7.904)

c = −65.5 (−95.2, −35.8)

d = −0.0001637 (−0.0004024, 7.503e−05)

adjrsquare: 0.9972 adjrsquare: −0.0411

rmse: 0.6949 rmse: 0.5691

X offset MODEL, band RE vs. R Y offset MODEL, band RE vs. R

y(x) = a*exp(b*x) + c*exp(d*x) y(x) = a*exp(b*x) + c*exp(d*x)

a = −78.29 (−109.4, −47.21) a = −26.82 (−138.9, 85.23)

b = −0.002379 (−0.005748, 0.0009911) b = −0.0001365 (−0.001952, 0.001679)

c = −68.19 (−118.3, −18.05) c = 60.11 (−16.46, 136.7)

d = −7.048e−05 (−0.0004536, 0.0003127) d = −0.001702 (−0.005504, 0.002099)

adjrsquare: 0.9659 adjrsquare: 0.9385

rmse: 1.2447 rmse: 1.2473
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relatively lowRMSE.With regard toREvs. R comparison, bothX andYexponential cor-
relation models present strong fit, showing their effectiveness in capturing a substantial
portion of the data variability.
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Fig. 5. Results of the model interpolation of the experimental data of the offsets of B, G, NR, RE
bands with respect to the R band, along X and Y directions, considering both the centred images
and the out of axis images, using the CB and FT method respectively.

Regarding to the FT method, the X offset models for B vs. R and NR vs. R com-
parisons similarly exhibit robust fit, showing an adjusted R2 of 0.997. These models
effectively explain a significant portion of the data variability with relatively low RMSE
values. The Y offset models for B vs. R and G vs. R comparisons demonstrate high
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adjusted R2, exceeding 0.995 and 0.996, respectively. This emphasizes a strong degree
of correlation and accuracy in these models.

However, in the case of X offsets related to G vs. R, the linear model displays a weak
correlation, as expected, implying that only a linear model can adequately capture the
average value, being the model slope negligible and showing a relatively low RMSE.
The same happens for Y offsets related to NR vs. R. In the RE vs. R comparison, both
X and Y exponential correlation models show a strong correlation fit.

Finally, the Fig. 6 shows the application of the two methods in order to align the
raw spectral images at the distance of 1300 and 600 mm showing a very good achieved
alignment.

Moreover, the extraction from image of well know spectral indices has been
considered.

To this aim, the Image Processing Toolbox Hyperspectral Imaging Library has
been considered for the calculation of some spectral indices (e.g. normalized difference
vegetation index or NDVI) that subsequently have to be overlaid onto the aligned image
in order to show useful information; this library is provided as a tools for the hyperspec-
tral image processing and visualization, being an added value to the Image Processing
Toolbox.

Distance 1300 mm
Raw RGB (method CB) Aligned RGB (method CB)

Gray Image (method CB)
NDVI Vegetation Region (Green) Overlaid

on Gray Image (method CB)

Distance 600 mm
Raw RGB (method CB) Aligned RGB (method CB)

Gray Image (method CB)
NDVI Vegetation Region (Green) Overlaid

on Gray Image (method CB)

Distance 1300 mm
Raw RGB (method FT) Aligned RGB (method FT)

Gray Image (method FT)
NDVI Vegetation Region (Green) Overlaid

on Gray Image (method FT)

Distance 600 mm
Raw RGB (method FT) Aligned RGB (method FT)

Gray Image (method FT)
NDVI Vegetation Region (Green) Overlaid

on Gray Image (method FT)

Fig. 6. Results of the models of interpolation applied to R, G, B bands of an image taken at
a distance of 1300 and 600 mm from the camera, using the CB and FT method respectively.
Moreover, the calculated NDVI index > 0.2 has been overlaid on the grey image with a green
colour.
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The library uses an HYPERCUBE object to make its calculations, being this consti-
tuted by the data cube of the image bands with added information regarding the bands
centre wavelength value.

Considering the available bands in the images, the related spectral indices can be
straightforwardly and effortlessly calculated by the Hyperspectral Imaging Library as
reported in Fig. 7.

The available spectral indices are the following [32–34].

– Simple ratio (SR): that measures regions with green vegetation. A value greater than
3 indicates green vegetation.

– Normalized difference vegetation index (NDVI): that measures both the vegetation
regions and the plant vigour. A value in the range of 0.2, 0.8 indicates vegetation
presence.

– Enhanced vegetation index (EVI): this index measures the vegetation in regions with
a high leaf area index. A value in the range of 0.2, 0.8 indicate a healthy vegetation.

– Optimized soil adjusted vegetation index (OSAVI): this index measures regions hav-
ing sparse vegetation and high soil influence. A high value indicates a health and
dense vegetation.

– Modified triangular vegetation index (MTVI): this index is used to estimate the leaf
area. The calculation involves the determination of the area of a triangle in the spectral
space connecting the minimum chlorophyll absorption, the near infrared edge, and
the peak of the green reflectance.

– Modified chlorophyll absorption ratio index (MCARI): this index measures the rel-
ative abundance of chlorophyll being invariant with regard to both the illumination
and the non-photosynthetic materials.
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Optimized Soil Adjusted Vegetation Index (OSAVI)
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Modified Triangular Vegetation Index (MTVI)
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Modified Chlorophyll Absorption Ratio Index (MCARI)
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Fig. 7. Results of the calculation of some spectral indices on a test image taken from 1300 mm.

Finally, the setup methods have been used on images taken from lettuce plants
(Lactuga sativa L.), also calculating NDVI and MCARI as spectral indices.

In Fig. 8 are shown the results of the alignment of images taken at a distance of 700
and 1400 on lettuce plants. After the alignment procedure, the NDVI [35] and MCARI
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[36] indices have been calculated. These indices have been selected with regard to their
current use in agriculture as methods of discrimination of the presence and vigour of the
vegetation [23] and having the potential to identify the plant stress [37], respectively.
They are shown overlaid as green colour on the grey scale image of the plants, after
the choice of a threshold value of 0.40 and 17000 for NDVI and MCARI respectively.
On three points (shown in Fig. 8), the chlorophyll content has been measured using an
MC-100 Apogee Chlorophyll Meter (Apogee Instruments, Inc., 721 West 1800 North,
Logan, Utah, 84321, USA). The measurement results were A = 98.20 umol.m−2, B =
32.50 umol.m−2, and C = 5.30 umol.m−2, with 88.93 umol.m−2 as the mean value on
the lettuce plants, as sampled on healthy (A and B) and diseased (C) leaves.

Distance 700 mm

Raw RGB (method CB) Aligned RGB (method CB)

NDVI index (Green) Overlaid
on Gray Image (method CB)

MCARI index (Green) Overlaid
on Gray Image (method CB)

Raw RGB (method FT) Aligned RGB (method FT)

NDVI index (Green) Overlaid
on Gray Image (method FT)

MCARI index (Green) Overlaid
on Gray Image (method FT)

Distance 1400 mm

Raw RGB (method CB) Aligned RGB (method CB)

NDVI index (Green) Overlaid
on Gray Image (method CB)

MCARI index (Green) Overlaid
on Gray Image (method CB)

Raw RGB (method FT) Aligned RGB (method FT)

NDVI index (Green) Overlaid
on Gray Image (method FT)

MCARI index (Green) Overlaid
on Gray Image (method FT)

Fig. 8. Results of the alignment of images taken from 700 and 1400 distance on lettuce plants.
The NDVI and MCARI indices have been calculated and shown overlaid (NDVI> 0.40, MCARI
> 17000) as green colour on the grey scale image of the plants. On three points, the chlorophyll
content has beenmeasured using anApogee ChlorophyllMeter (MC-100). (A= 98.20 umol.m−2,
B = 32.50 umol.m−2, C = 5.30 umol.m−2, being 88.93 umol.m−2 the mean value on the let-
tuce plants). Both alignment methods, at different distances, allow the NDVI index to correctly
discriminate the not healthy C leaf.
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Both alignment methods, CB and FT, at different distances, allowed the NDVI index
to correctly discriminate the not healthy leaves.

In addition, it has been investigated the use of such two indices in order to identify
problematic regions on the plant leaves.

To this aim, it has been used the logical Exclusive Or (XOR) between the logical
matrices NDVI> 0.40 and MCARI> 17000 to identify a matrix logical mask showing
regions with not healthy status but with some amount of chlorophyll content; this should
identify the localization of the problematic regions belonging to the leaf.

The resulting logical mask matrix (UNHEALTHY) has been enhanced by erosion
and dilation to reduce its false positive rate.

The image erosion was performed on the binary mask image using, as 2-D flat
morphological structuring element, a disk-shaped element of size 2, then, an image
dilation was performed on the previously eroded image with a disk-shaped element of
size 3.

The Fig. 9 shows the results of such type of treatment carried out on the lettuce plants
image from 700 mm distance.

The identification of the problematic regions is correctly handled, demonstrating
how the considered spectral indices can be used for screening purposes.

Distance 700 mm
NDVI index (Green) Overlaid
on Gray Image (method CB)

MCARI index (Green) Overlaid
on Gray Image (method CB)

UNHEALTHY index (Red) Overlaid
on RGB Image (method CB)

NDVI index (Green) Overlaid
on Gray Image (method FT)

MCARI index (Green) Overlaid
on Gray Image (method FT)

UNHEALTHY index (Red) Overlaid
on RGB Image (method FT)

Fig. 9. Results of the calculation on images taken from 700 distance on lettuce plants. The NDVI
andMCARI indices have been calculated and shown overlaid (NDVI> 0.40,MCARI> 17000) as
green colour on the grey scale image of the plants. The UNHEALTHY mask has been overlaid in
red colour on the RGB image of the lettuce plants. Both alignment methods, at different distances,
allow the UNHEALTHY matrix logical mask to correctly identify the not healthy leaf regions.
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4 Conclusions

In this study, an analysis of the offsets related to the alignment of multispectral images
was conducted using two methodological approaches, CB and FT.

These were tested in both the X and Y directions with reference to the R-band of
the images using the CB and FT method, focusing on centred and out-of-axis images.
The investigation revealed interesting trends in offset variations as target distances var-
ied. In particular, the G-band X offsets and the NR band Y offsets remained virtually
constant regardless of distance variations. Comparatively, the FT method demonstrated
correlation patterns with comparable performance to the CB method, especially in B
vs. R and NR vs. A. Both methods provided valuable information for aligning spectral
images, consistently achieving high R2 values, demonstrating the effectiveness of the
chosen modelling approaches.

To capture these trends, an exponential correlation model using the sum of two
exponential functions was employed, resulting in a strong correlation with the experi-
mental data. However, for the G-band X and NR-band Y offsets, which showed relative
constancy, a linear interpolation method was applied. The performance of these corre-
lation models has been rigorously evaluated, demonstrating their effectiveness even for
out-of-axis images.

The practical application of these methods in aligning raw spectral images at varying
distances has demonstrated good alignment accuracy. Furthermore, the study explored
the extraction of spectral indices currently used in the literature, with the aim of extrap-
olating spectral information on vegetation and studying the relationship with respect to
the alignment quality of the images obtained from the two methods studied.

In conclusion, this research has allowed to take a step forward in understanding the
precise alignment of spectral images and the extraction of critical vegetation information.
Although in its preliminary phase, this research establishes a basic framework for further
applications in remote sensing and agricultural monitoring. The methodologies and
results presented here promise an interesting resource for researchers and professionals
in the field of multispectral imaging and data analysis.
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Abstract. In recent years, new autonomous ground vehicles (AGV) have been
developed for the agricultural context to assist farmers and automate agricultural
processes. Although there has been a high advancement in the development of
AGV, this technology is not yet widely used on farms. Several factors may affect
farmers’ willingness to adopt an autonomous ground vehicle. Therefore, this study
aims to investigate the factors that influence farmers’ intentions to use AGV in
agricultural activities. Based on previous studies that examine technology accep-
tance in the agricultural context, a model was developed. Based on Technology
AcceptanceModel (TAM) an extended version of the TAMwas used including the
Attitude of Confidence, Personal Innovativeness, Job Relevance, and Perceived
Net Benefit. Sixty-eight farmers form various countries, mainly from Lebanon
and Italy, completed a questionnaire to assess their intention to use AGV. Survey’s
answerswere analyzed using partial least square structural equationmodeling. The
results of the measurement model indicated that all variables were valid except
for the attitude of confidence. The structural analysis showed that personal inno-
vativeness had a positive effect on perceived ease of use, while job relevance and
perceived ease of use had a positive effect on perceived usefulness, which posi-
tively influenced attitude toward using AGV and perceived net benefit. It was also
found that attitude and perceived net benefit had a positive effect on the farmers’
intention to use AGV for field activities. Finally, the model outcomes underlined
that neither farm size nor farmers’ education level had any influence on their
intention to use AGV in agriculture.

Keywords: Unmanned ground vehicles · Technology acceptance model ·
Robot · Agriculture · Agricultural robot · PLS-SEM

1 Introduction

In the twenty-first century, one of the significant challenges that humanity faces is to
meet the rising demand for food while reducing wasted resources. Between 2005 and
2050 the worldwide food demand is expected to augment between 60 and 110%, mean-
ing that there is a crucial need to adopt and apply precision agriculture management
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techniques [1]. Agriculture is one of the main factors in reducing poverty and helps
improve food security for around 80% of the world’s impoverished people living in rural
areas [2]. A crucial component of agriculture is irrigation water, which plays a vital
role, especially in arid and semi-arid regions. Unfortunately, its availability is dwindling
mainly because of population growth and climate change [2, 3]. Globally, around 70%
of the total fresh-water resources are used in the agricultural sector [4] where irrigation
has a share of 85% of the total water used in agriculture, generating about 40% of the
total food production [1]. In addition to irrigation, fertilizer application can significantly
increase crop yield, but it may also cause environmental pollution and soil hardening [5,
6]. Moreover, there is a global decline in arable-cultivated lands and a shortage of water
resources. Therefore, optimizing fertilizer and irrigation strategies would help crop yield
as well as save resources, reducing production costs, and protecting the environment.
Precision agriculture (PA), also known as information-basedmanagement of agricultural
production systems, was introduced in the mid-1980s to provide appropriate treatment
at the right time [7]. PA is an agricultural management approach based on the collec-
tion, processing, and analysis of individual data to support management decisions on
estimated variability. It enables farmers to make specific management decisions in both
time and space to improve resource use efficiency, productivity, quality, profitability, and
sustainability of agricultural production [8]. PA aims to reduce production inputs used in
agriculture while improving overall the quality and quantity of agricultural productivity
[7, 9].

Recently, new autonomous ground vehicles (AGV) have been developed for the
agricultural context to assist farmers and automate agricultural processes. An AGV, also
known as unmanned ground vehicle (UGV), is an autonomous or semi-autonomous ter-
restrial vehicle capable of performing specific operations supported by the RTK-GPS
system that allows autonomous navigation in the field. Different vehicles have been
developed with different dimensions, i.e., compact vehicles or large tractors, and differ-
ent operating capabilities, i.e., towing implements, tilling, weeding, or spraying thanks
to the implemented tools. Agricultural machinery manufacturers are developing a wide
range of AGVsmoving towards the use of electric engines and high-efficiencymachines.
In addition, the AGV market can be segmented based on various criteria including size,
locomotion system, and purpose of use. UGVs can be used for several agricultural
and farming practices, ranging from pruning, inspection, and disease detection to pre-
cise spraying of fertilizers, pesticides, and insecticides [10, 11]. Other activities that
could be accomplished with the use of UGVs are cutting fruits [12], mowing [13],
field scouting, weed control, harvesting [14], mapping, collecting soil and crop samples
[15], monitoring animals [16, 17] and irrigation [18]. AGVs are promising technologies
that could mark new agriculture characterized by automatic and autonomous systems.
UGVs have the potential to provide a more sustainable agricultural production, which
could aid in addressing the current challenges in agriculture. Although there has been
a high advancement of AGV also for the agricultural context, this technology is not
yet widespread on farms. In addition, several factors may affect farmers’ willingness to
adopt an autonomous ground vehicle.

Therefore, this study aimed to investigate the factors that influence farmers’ inten-
tions to use AGVs in agricultural activities by using an extended TechnologyAcceptance
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Model (TAM) framework. Several studies are found related to the application of TAM
for evaluating farmers’ acceptance intention of specific smart technologies or precision
agriculture technologies [19–21]. However, a limited number of studies have focused
on the acceptance of unmanned ground vehicles in agriculture [22].

2 Technology Acceptance Model (TAM) Theoretical Background
and Hypotheses

A model for technology acceptance was developed by Fred Davis in 1985 to explain
the relationship between user motivation and actual system use. The model suggests
that the user’s motivation to use the system is influenced by an external motivation that
includes the features and capabilities of the actual system. Davis also extended themodel
(Technology Acceptance Model) to include three motivation factors that are depicted in
Fig. 1: Perceived Usefulness (PU), Perceived Ease of Use (PEOU), and attitude toward
using [23].

Fig. 1. Conceptual model for technology acceptance including TAM [20] (modified by the
authors).

According to Davis [24], PU is defined as the extent to which a user believes that
using the system will enhance job performance, while PEOU is described as the degree
to which a user perceives that using the system is effortless. Both factors affect the
user’s attitude towards the system, which is a crucial element in determining whether
the system will be accepted or rejected.

The TAM structure asserts that these factors determine a person’s intention to use
technology and, finally, the actual adoption. In addition, a system that is high in PU can
lead the user to believe in the existence of a positive use-performance relationship [24].
Moreover, Adrian et al. [21], studied the influence of farmers’ perceptions adopting
precision agriculture technologies using this method. According to TAM a potential
user is more probably to use a certain technology if he or she perceives it as useful [21].
Therefore, to analyze these aspects the following hypotheses were proposed:

H1: Perceived usefulness will influence the intentions to implement and use UGVs.
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H2: Perceived usefulness will influence the attitude toward using UGVs in agriculture.

According to Davis in 1989 [24], if users don’t realize an application that would
fairly improve performance, they’re not likely to use it, whereas Michels et al. [25]
explained that a person who recognizes using technology as effortless also recognizes
the technology as more helpful. As suggested by the TAM model, a farmer who sees
usingUGVs as simple has a higher intent to use it for agricultural practices. Additionally,
if the farmer feels that the information given by the UGVs is helpful for the on-farm
operations, there will be a higher intention for him or her to use an UGV. Furthermore,
if a farmer believes that utilizing an UGV is simple, he or she also sees this tool as more
helpful. Davis [24] also found mild proof that the PEOU could impact the intention to
use (ITU) a technology through perceived usefulness. The following hypothesis were
proposed evaluating that:

H3: Perceived ease of use will impact the perceived usefulness of UGVs.
H4: Perceived ease of use will affect attitude toward using UGVs in agriculture.

As already stated, as easily as the user finds the technology to use, he or she will
find it useful and will most probably adopt it [21]. Meanwhile, ATU of a technology is a
construct used in research for the measure of the positive or negative feelings of a certain
user about the application of the target behavior. Attitude outlines a user’s behavioral
intention to use technology [26]. This is analyzed by the following hypothesis:

H5: Attitude toward using will influence the intention to use (ITU) and adopt UGVs,
respectively.

In 2005, Adrian et al. [21] added a latent variable called attitude of confidence (AOC)
in the extended TAM for adopting precision agriculture technologies. This variable was
placed as “Precision agriculture technologies provide a vast amount of information and
require new skills in using information systems” [21, 25]. The farmer to use this informa-
tionmust acquire new skills, therefore the latent variable “confidence subscale”measures
“the confidence of a producer to learn and use precision agriculture technologies” [21,
25]. Experimental findings have demonstrated that the AOC, particularly the person’s
attitude to having the ability to use and learn technology, affects the perceived ease of use
[21]. In addition, AGV provides large amounts of information for the farmers; to collect
and use this information efficiently, the farmer requires new skills, like transforming the
online data into maps to guide specific fertilizer applications. Thus, a positive effect of
the AOC on the ITU of AGV, and PEOU is considered [25] and it was evaluated in this
study by following proposed hypotheses:

H6: Attitude of confidence in using UGVs in agriculture has a positive effect on the
perceived ease of use of UGVs.
H7: Individuals’ attitude of confidence toward learning and using UGVs will affect their
perception of the usefulness of these tools.
H8: Attitude of confidence in using UGVs in agriculture has a positive effect on the
intention to use UGVs in agriculture.

Job relevance (JR) is the degree to which the technology applies to the user’s job [23,
27]. A farmer may see that the UGV fits the tasks within the farm, he or she will see the
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UGV as more useful and later will have a higher intention to use it [25]. Consequently,
the subsequent hypotheses are investigated in this study:

H9: Job relevance of UGVs in agricultural activities has a positive effect on the perceived
usefulness.
H10: Job relevance of UGVs in farming or agriculture has a positive effect on the
intention to use and implement UGVs.

Adopting precision agriculture shows that some demographic factors could affect the
adoption of the technologies and the technology profitability including tenure, location,
farm size, age, farming experience, education, access to information, off-farm occupa-
tion, credit, and cultivated crops [21, 28]. Education level (El) affects the adoption of
the technology, the highest the educational level is, the earliest technology is adopted.
Among adopters, computer use is common due to higher educational degrees. While
an increasing age lowers the probability of adopting technology because of factors fun-
damental to the aging process or the lowered probability of payback from a reduced
planning perspective over which projected benefits can accumulate [28, 29]. Thus, this
study analyzed the following hypothesis:

H11: Education level will affect the intentions to adopt UGVs.

Moreover, farm size (Fs) plays a crucial role in adopting farming technologies as
AGV [29]. In fact, applying AGV needs a large investment in time, capital, and the
learning process. This investment requires costs in transactions and information which
will prevent small farms from investing in these technologies. Thus, this study analyzed
the following hypothesis:

H12: Farm size will impact the intention to adopt UGVs.

Perceived net benefit (PNB) is the user’s belief that the technology will offer him
or her a benefit of more value than its cost. Within our study, this factor included the
advantage of using AGV over current traditional practices considering the economic
cost involved in implementing and adopting the technologies. Within the questionnaire,
five items included the benefits of AGV: increased profits, increased yields, the cost-
effectiveness of AGV, reduced costs, and information for more adequate decisions [21].
A farmer who perceives the potential net benefits when using AGV will more likely
adopt them rather than a farmer who does not perceive the net benefit of these technolo-
gies. PNB is directly affected by perceived usefulness because PNB includes intrinsic
usefulness [21]. Therefore, the subsequent hypotheses are investigated in this study:

H13: Perceived usefulness will affect the perceived net benefit of UGVs.
H14: Perceived net benefit will affect the intentions to use and adopt UGVs.

Personal innovativeness (PI) is a factor that describes the interest or willingness of a
person to try new technology and determines a positive influence of the innovativeness
of farmers to accept AGV postulated in hypotheses H15 and H16 as shown in Fig. 2. It
is also hypothesized that personal innovativeness influences factors related to the farm
where the farmer works or to the farmer himself [30]. These aspects, are analyzed in this
study by the following proposed hypotheses:
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H15: Farmer’s personal innovativeness influences positively the perceived usefulness of
UGVs.
H16: Farmer’s personal innovativeness influences positively the perceived ease of use
of UGVs.

Figure 2 allows us to better comprehend the adjustments and extensions made to
the basic TAM along with the additional variables: personal innovativeness, attitude of
confidence, job relevance, educational level, and farm size.

Fig. 2. Illustration of the proposed research model for UGVs’ acceptance by the farmers. H1,
H2… Hx = hypothesis to test.

3 Material and Methods

3.1 Survey Design and Analysis

This study involved a total of 68 farmers from different countries that answered to
the submitted questionnaire. The first part of the survey concerns general questions,
where the farmer provides sociodemographic (i.e., age, gender, education level) and
farm-related information, i.e., size of the farm (ha), type tractors used, and type of farm
(arable farm, hay farm, orchard). Then, in the second section of the questionnaire the
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farmers were asked to assess 31 randomized statements (items) for the estimation of
the extended TAM. The items serve as the indicators to estimate the corresponding
latent variables and were measured by using a five-point Likert scale (1 = strongly
disagree; 2 = disagree; 3 = neutral; 4 = agree; and 5 = strongly agree). To guarantee
a reliable knowledge base about UGVs among the participating farmers, a one-minute,
educational video on how UGVs work, and the probable extent of application were
presented at the start of the questionnaire. All the items considered in this study were
identified from proper literature and adjusted to match the context of this study about
the use of autonomous ground vehicles in agriculture. The items used in the survey to
assess the variables are presented in Table 1.

The questionnairewas originally developed in English and then translated into Italian
and Arabic to spread out the sample of this survey. Moreover, before diffusing the
questionnaire, it was pretested and implemented using Google Forms. For recruiting
participants, several channels were used, such as e-mailing several farmers’ associations
and publishing the survey’s link on the social media pages of many agricultural-related
groups, alongside private contacts. To have complete-answered surveys, key questions
have been set as mandatory, therefore there would be no incomplete datasets.

3.2 Statistical Data Analysis and Quality Criteria

The data collected with the questionnaires were analyzed using the partial least square-
structural equation modeling (PLS-SEM) technique. PLS-SEM includes different multi-
variate statistical methods (factor analysis, multiple regression) that allow simultaneous
inspection of the relationship between observed variables and latent variables as well
as among latent variables. PLS-SEM is a nonparametric variance-based SEM that was
selected since is less restrictive than other approaches which require normally distributed
data and perform well also with a small sample size.

The model was analyzed using a two-step approach. First, the measurement model
was inspected to test the relationship between the items and the latent variable. The
quality criteria of the model considered were standardized factor loading (FL), average
variance extracted (AVE), composite reliability (CR), and Cronbach’s alfa. These qual-
ity criteria must accomplish a specific threshold that for FL, CR, and Cronbach’s alfa
is greater than 0.7, whereas AVE must be greater than 0.5 [31, 32]. In addition, the dis-
criminant validity (DV), which indicates how different latent variables are from another
one, was determined using the Fornell-Larcker criterion [33]. In the second step, the
structural model was evaluated to test and determine the causal relationship between the
latent variables. The developed model was tested by using standardized path coefficient
(β) and t-statistics. The relevance and significance of the indicators are validated using a
bootstrapping procedure with 5,000 subsamples. The “SEMinR” package in R software
was used to perform the analysis.

3.3 Measures

The scale was developed from the literature review and previous studies. Table 1 presents
the indicators correlated with the model constructs.
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Table 1. References and indicators used.

Item Statement Reference

Factor “Perceived usefulness of UGVs in agriculture” (PU)

Pu1 I think that with the help of UGVs, I will contribute to environmental
protection with a more targeted application of fertilizer and pesticides and
reduce production costs

[25, 34]

Pu2 I think using the UGVs, will increase on-farm productivity and income [25, 35]

Pu3 Using the UGVs would enhance effectiveness on the on-farm job
(mowing, tilling, spraying, and monitoring)

[36]

Pu4 Using the UGV would make it easier to do my on-farm job (mowing,
tilling, spraying, and monitoring)

[25]

Pu5 I would find the UGV helpful in my on-farm job (mowing, tilling,
spraying, and monitoring)

[25]

Factor “Perceived ease of use of UGVs in agriculture” (PEOU)

Peou1 I think learning to use UGVs would be easy for me (piloting with remote
control, setting autonomous mode, and using implements like a mower
and tiller)

[25]

Peou2 I would find it easy to get the UGV to do what I want it to do (piloting
with remote control, setting autonomous mode, and using implements like
a mower and tiller)

[36]

Peou3 It would be easy for me to become skillful at using the UGV to perform
specific on-field activities (mowing, tilling, spraying, and monitoring)

[36]

Peou4 I would find the UGV easy to use (piloting with remote control, setting
autonomous mode, and using implements like a mower and tiller)

[36]

Peou5 Using UGVs (piloting with remote control, setting autonomous mode, and
using attachments like a mower and tiller) seems understandable to me

[25]

Peou6 Learning to use UGVs (piloting with remote control, set autonomous
mode, using attachments like a mower and tiller) is no problem for me

[25]

Factor “Attitude of confidence in using UGVs in agriculture” (AOC)

Aoc1 I think I am not the type of farmer who is good at working with UGVs and
other digital instruments

[25]

Aoc2 I don’t think I would use UGVs since their use seems too complicated for
me

[25]

Aoc3 I am no good with new technologies in precision agriculture [21]

Factor “Job relevance of UGVs in agriculture” (JR)

Jr1 Usage of UGVs is of high relevance for several operational procedures on
my farm and field

[25]

Jr2 Usage of UGVs is important for my on-farm job [25]

(continued)
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Table 1. (continued)

Item Statement Reference

Jr3 Usage of UGVs is appropriate for my on-farm job and for my security [37]

Intention to use UGVs in agriculture (ITU)

Itu1 Assuming I have a UGV and the relative implements, I intend to use them
for spraying, mowing, tilling and monitoring

[27]

Itu2 I will always try to use a UGV within my farm and/or field [35]

Itu3 If I have a UGV, I will use it more often [35]

Factor “Attitude toward using UGVs in agriculture” (ATU)

Atu1 Using the UGV for mowing, tilling, spraying, and monitoring is a good
idea

[36]

Atu2 The UGV makes work more interesting [36]

Atu3 I would like to work with the UGV for mowing, tilling, spraying, and
monitoring

[36]

Factor “Perceived net benefit of UGVs in agriculture” (PNB)

Pnb1 I believe the use of UGVs can increase profits [21]

Pnb2 I believe the use of UGVs can increase yields [21]

Pnb3 I believe UGVs can provide information for better decision-making [21]

Pnb4 I believe UGVs are cost-effective [21]

Pnb5 I believe the use of UGVs can reduce production costs [21]

Factor “Personal innovativeness of UGVs in agriculture” (PI)

Pi1 I think I would like to explore on-field applications with the UGV
(mowing, tilling, spraying, and monitoring)

[30]

Pi2 I enjoy being around people who are using and exploring new agricultural
technologies like the UGV

[30]

Pi3 I often seek information on new agricultural technologies like the UGV [30]

4 Results

4.1 Sample Description and Descriptive Results

The study had 68 participants, of whom 75% were male and 25% were female: most of
them were from Lebanon 67% and the rest are from Italy, India, Iran, Jordan, Kenya,
Kyrgyzstan, Pakistan, Palestine, South Africa, Trinidad and Tobago, Turkey, Uganda,
and theUnitedStates ofAmerica.The average age rangewas25–34years (29%) followed
by 35–44 years (28%), and 39% of the participants had a college degree. More than half
of the applicants (52%) run a farmwith a surface of less than five hectares of arable land,
42% of crops like wheat or vegetables, and 33% of fruit- or nut-producing trees. Only
12% of the participants don’t use a tractor for earthworks, while 25% of the participants
use utility tractors and 19% a two-wheel tractor.
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4.2 Measurement Model Analysis

Before performing measurement model estimation, the multivariate normality distribu-
tion of the data was checked by computing multivariate skewness and kurtosis coeffi-
cients, which indicate the nonnormal distribution of the data. Therefore, considering the
reduced sample size of the study and the nonnormality of the data a PLS-SEM tech-
nique was used. The results are evaluated using the two steps approach. The first step
wasmeasurementmodel testing to assess the relationship between the observed variables
(items) and the corresponding latent variables (factors). In addition, convergent valid-
ity and internal consistency were evaluated by computing Cronbach’s alfa, composite
reliability (CR), and average variance extracted (AVE).

After the preliminary estimation of the measurement model, the items with a factor
loading lower than 0.7 were removed (Pu1, Pu5, Peou1, Peou2, Pnb1, Pnb3, Aoc2,
Aoc3) as these items’ results were not enough correlated with the corresponding latent
variables. Moreover, the AOC Cronbach’s alfa resulted under the 0.7 threshold, thus
this factor is removed from the model. The measurement model analysis, without low-
loading items and AOC construct, was performed again and the descriptive statistics
for items and factors are reported in Table 2. The mean value for the overall constructs
is 4.01, which indicates that the respondent positively perceived the use of AGV for
agricultural on-field activities.

Table 2. Measurement model analysis with reliability and validity index for items and constructs.
Descriptive statistics with mean and standard deviation (SD) are reported for each item.

Construct/Item Mean Loadingsa Cronbah’s alfa CRb AVEc

Perceived usefulness (PU) 0.873 0.922 0.798

Pu2 4.162 0.860

Pu3 4.412 0.891

Pu4 4.206 0.928

Perceived ease of use (PEOU) 0.881 0.918 0.738

Peou2 4.088 0.906

Peou3 4.309 0.817

Peou4 4.176 0.862

Peou5 4.088 0.848

Job relevance (JR) 0.785 0.870 0.691

Jr1 3.985 0.830

Jr2 3.471 0.834

Jr3 3.471 0.829

Attitude toward using (ATU) 0.835 0.901 0.752

Atu1 3.471 0.866

(continued)
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Table 2. (continued)

Construct/Item Mean Loadingsa Cronbah’s alfa CRb AVEc

Atu2 3.471 0.838

Atu3 3.985 0.896

Perceived net benefit (PNB) 0.834 0.900 0.751

Pnb2 4.029 0.882

Pnb4 3.941 0.862

Pnb5 4.044 0.855

Personal innovativeness (PI) 0.739 0.851 0.656

Pi1 4.250 0.843

Pi2 4.338 0.809

Pi3 3.971 0.775

Intention to use (ITU) 0.825 0.895 0.741

Itu1 4.206 0.854

Itu2 3.926 0.896

Itu3 4.250 0.832
aStandardized factor loadings
bComposite reliability
cAverage variance extracted

Considering the readability and validity of the newmeasurement model (Table 2), all
standardized factor loadings were higher than 0.7 and significant (p < 0.001), indicat-
ing a high correlation between items predicting the corresponding construct. Moreover,
Cronbach’s alfa, CR, and AVE of each construct were higher than the indicated thresh-
olds, further confirming satisfactory convergent validity and internal consistency [31,
32]. The results of the discriminant validity are reported in Table 3 where no issues
were observed among factors as the square root of AVE always exceeds the correlation
between factors.

4.3 Structural Model Analysis

The structural model analysis allows for the investigation of the relationship among
latent variables (constructs) of the model by estimating expected directional associations
among variables. The summary of the hypothesis testing results was reported in Table 4,
whereas the analysis of the relationship between the constructs is shown in Fig. 3,
reporting standardized parameter estimates for the path coefficients and the statistical
significance of each hypothesized path.
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Table 3. Discriminant validity result considering the Fornell–Larcker criterion. The square roots
of AVE are on the diagonal values (bold) and the correlation is on the off-diagonal values.

PU PEOU ATU PNB JR PI ITU

PU 0.893

PEOU 0.698 0.859

ATU 0.842 0.672 0.867

PNB 0.762 0.545 0.833 0.866

JR 0.623 0.422 0.671 0.654 0.831

PI 0.665 0.704 0.796 0.711 0.674 0.810

ITU 0.749 0.623 0.853 0.821 0.708 0.777 0.861

Table 4. Results from the structural model.

Hypothesis Results

H1: Perceived usefulness → Intention to use not supported

H2: Perceived usefulness → Attitude toward using supported

H3: Perceived ease of use → Perceived usefulness supported

H4: Perceived ease of use → Attitude toward using not supported

H5: Attitude toward using → Intention to use supported

H6: Attitude of confidence → Perceived ease of use –

H7: Attitude of confidence → Perceived usefulness –

H8: Attitude of confidence → Intention to use –

H9: Job relevance → Perceived usefulness supported

H10: Job relevance → Intention to use not supported

H11: Educational level → Intention to use not supported

H12: Farm size → Intention to use not supported

H13: Perceived usefulness → Perceived net benefit supported

H14: Perceived net benefit → Intention to use supported

H15: Personal innovativeness → Perceived usefulness not supported

H16: Personal innovativeness → Perceived ease of use supported

Considering the tested hypothesis, seven results were statistically significant (p <

0.05, p < 0.001) and six results were not supported (not statistically significant). It was
not possible to test hypothesis 6, hypothesis 7, and hypothesis 8 due to the deletion of
the AOC factor. Whereas it was observed that the intention to use (ITU) autonomous
ground vehicle (AGV) was directly influenced by the farms’ attitude toward their use
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(ATU) supporting hypothesis 5, and by perceived net benefit (PNB) supporting hypoth-
esis 14. Moreover, both PNB and ATU were influenced by perceived usefulness (PU)
supporting hypothesis 13 and hypothesis 2, respectively. Whereas PU did not affect
farmers’ intention to use AGV since hypothesis 1 was not supported as well as farm size
(hypothesis 12) and education level (hypothesis 11). Hypothesis 3 that perceived ease
of use (PEOU) influenced PU was supported, but PEOU influence on farmers’ attitudes
was not supported (hypothesis 4). The factor of farmers’ personal innovativeness (PI)
only influences PEOU supporting (hypothesis 16) and not PU (hypothesis 15). Finally,
job relevance (JR) had a direct effect only on PU (hypothesis 9), but not on the intention
to use AGV (hypothesis 11).

Fig. 3. The structural model analysis results with the hypothesis tested. Standardized parameter
estimates for path coefficients are reported (***p < 0.001; **p < 0.01; *p < 0.05).

5 Discussion

In this study, a theoretical model was developed using the TAM to comprehend farm-
ers’ acceptance of autonomous ground vehicles in agriculture. The results showed that
perceived usefulness (PU) and attitude toward using (ATU) AGVs positively affected
the intention to use (ITU) and adopt UGVs in agriculture. Hence, based on the study
findings, H2was supported by the original and extended TAM structural models which is
consistent with the findings of Rezaei et al. [32]. The construct of ATU had a significant
positive impact on the ITU of UGVs in agriculture (supporting H5). This observation
is consistent with the findings of many empirical studies in the setting of TAM-relevant
research [26, 34, 38–40]. The study suggested that farmers who perceive AGVs as use-
ful for their activities are more likely to have a positive attitude toward this technology
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which will lead him or her to use it. However, none of the variables PU, JR, EL, and
FS directly affected the ITU of UGVs in agriculture where the hypotheses H1, H10,
H11, and H12 were rejected respectively. Despite the potential assistance provided by
UGVs in various operational tasks, a farmer’s Intention to Use of UGV tends to be
lower, a finding that contradicts the results obtained by Michels et al. [25]. Our results
also showed the acceptance of hypotheses H3, H9, H13, and H14, which suggested that
PEOU has a positive effect on PU, which, in turn, positively impacts PNB, leading to the
intention to use and adopt UGVs in agriculture. Both PEOU and JR had a positive effect
on PU, meaning that farmers who perceive an AGV as easy to operate and suitable for
their work will find this technology useful. PU affected PNB, which also had a positive
impact on ITU indicating that a farmer perceives the AGV to be a beneficial investment,
which makes them more likely to use it. Additionally, farmers who perceive AGVs as
cost-effective are more likely to use them.

Specifically, PEOU is involved with the nature of a job and concerns the fundamental
characteristics of technology, including clarity, flexibility, and ease of use. As the opera-
tion of technologies like UGVs gets easier, farmers tend to develop positive perceptions
of their usage. When farmers are knowledgeable and confident in the robot’s use, they
are more likely to develop positive attitudes towards it.

This study also revealed a significant relationship between JR and PU. According
to our results, farmers perceive an AGV as more useful if they recognize that its vari-
ous functions are relevant to several on-farm tasks. This indicates that when the AGV
provides relevant activities to farmers, it develops a sense of trust in the technology,
leading to better-perceived usefulness, as shown in previous studies [25, 34]. Farmers
who revealed the usefulness of using and learning unmanned ground vehicles and per-
ceived a net benefit from using these robots showed a greater tendency to adopt these
technologies [21].

The rejected hypothesis 15 suggested that PI did not directly affect PU, and thus did
not impact the intention to use, as demonstrated in H1. Thus, PU is not correlated with
the willingness of the farmer to try AGV.

Finally, the results supported hypothesis 16, suggesting that PI positively influences
PEOU. According to these findings, innovative farmers with a positive attitude toward
technology tend to appreciate and find useful the implication of unmanned vehicles in
agriculture. Furthermore, such farmers might be more experienced in selecting suitable
types of UGVs for their fields [41].

5.1 Limitation of the Study

This study about the farmers’ intentions to use unmanned ground vehicles in agriculture,
tried to broaden the sample of respondents by including farmers from different countries
around the world, differently from Rübcke von Veltheim et al., [22] that involve only
German farmers. However, thismay lead to greater differences as theymay have different
economic conditions and agricultural farm structure. In any case, the main limitation of
this study lies in the small number of responses, and therefore cannot reflect the entire
farm’s panorama. A larger and more balanced sample among different countries and
including more female farmers would certainly be desirable for future research. Another
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limitation is the fact that farmers do not currently use AGVs on their farms and therefore
do not fully know what the real application of these vehicles could be.

6 Conclusions

This study used an extended Technology Acceptance Model to investigate the factors
that influence the diffusion of autonomous ground vehicles in the agricultural domain.
There is limited research on the acceptance of AGVs, a technology that can support
farmers’ activities and reduce the environmental impact of the agricultural sector. The
novelty of this study was that it developed a survey in three different languages, Arabic,
English, and Italian, expanding the dataset by considering both countries with emerging
economies and countries withmore stable economies. Furthermore, the study considered
several factors such as educational level and farm size. In addition, external variables,
including the attitude of confidence, personal innovativeness, and job relevance, were
added to comprehend their impact on the attitude toward using AGVs and to provide
a more comprehensive understanding of the factors that affect farmers’ acceptance and
adoption of technology. The research has confirmed the reliability of theTAMframework
in describing intentions to adopt autonomous vehicles for farm activities. All the con-
sidered variables were validated during the analysis of the measurement model, except
for the attitude of confidence, which was removed to improve the model fit. The results
showed that the intention to use the AGV was directly affected by attitude towards its
use and perceived net benefit, and indirectly influenced by personal innovativeness, job
relevance, perceived usefulness, and perceived ease of use. These findings highlight that
understanding farmers’ attitudes and perceptions is important for the successful spread
and implementation of AGVs in agriculture. Benefits and cost are key factors influencing
the adoption decision. Therefore, efforts should bemade to enhance farmers’ understand-
ing of the economic benefits and improve their perception of the effectiveness of using
autonomous vehicles to accomplish on-farm tasks.

The study suggested that to spread and implement the usage of smart farming tech-
nologies such as AGVs among farmers, a farmer must believe that the AGVwill provide
more benefits than its cost and must feel positive about using this kind of technology.

Future research could focus on the efficiency and cost-effectiveness of using AGVs
in farming practices to reduce costs and improve time management.
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Abstract. Reg. (EU) 2021/2115 requires the integration between the Common
Agriculture Policy (CAP) and theWater FrameworkDirective (WFD) in the 2021–
2027 programming period, therefore the consistency between the National CAP
Strategic Plan (CSP) and the River Basin Management Plans (RBMPs). To verify
this consistency, a survey of River Basin District Authorities (RBDA) has been
conducted in various steps along the CSP and RBMPs’ programming process.
The main objective of this work is to underline the approach adopted to verify
whether and to what extent the macro interventions of CSP can contribute to the
Key type of measures (KTM) of RBMP’s and then to the priority identified at
RBD level to achieve the WFD objectives. The result was that the interventions
identified in the Italian CSP are quite appropriate for implementing the PoMs from
a qualitative point of view, suggesting that about 70% of the proposed CSP inter-
ventions (30/43) are considered a tool for implementing the RBMPs. Furthermore,
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ECA European Court of Auditors RBDA: River Basin District Authority
KTM Key Type of Measures

1 Introduction

Water is considered a scarce resource; for this reason, European Union started a complex
legislative process in the 1990s, which ended with the issuance of the Water Framework
Directive (WFD) in 2000 [1]. This measure introduces an ecosystem approach to water
management; it becomes necessary to achieve quantitative as well as qualitative objec-
tives, guaranteeing the maintenance and non-deterioration of groundwater levels, with
the proactive participation of Member States in determining and preventing the impact
of human activities on the available quantity of water [2].

The WFD institutionalises River Basin District (RBD), defined as “area of land and
sea, made up of one or more neighbouring river basins together with their associated
groundwaters and coastal waters, as the main unit for management of river basins” [3].
For each RBD, a River BasinManagement Plan (RBMP) is required, as reference master
plan on resource governance.

RBMPs must contain economic analysis of water uses (including agricultural water
uses). Based on economic analysis, basic and supplementary measures are planned for
filling the gap from good status of water bodies, forming the Program of Measures
(PoM).

In accordance with the provisions of the WFD, in Italy seven RBD have been iden-
tified (Po, Northern Apennines, Eastern Alps, Central Apennines, Southern Apennines,
Sardinia, Sicily), and a RBMP has been adopted for each RBD.

The agricultural sector is one of the main users of water and, at the same time, is also
the one most in difficulty due to its scarcity [4]. As a result, for at least ten years now,
the sustainable use of water resources in agriculture has been included in the strategic
objectives of the Common Agricultural Policy (CAP) and in cross-compliance [5].

Since 2012, in the Communication from the European Commission “A Blueprint to
Safeguard Europe’s Water Resources” the need for better implementation and increased
integration ofWFD objectives into sectoral policy areas is highlighted [6]. The dominant
belief is that the need for integration among policies is stronger in the agricultural sector
[7].

The CAP represents, in fact, an important implementation tool of the WFD, both
through the cross-compliance of direct payment (First Pillar) and by supporting, with
the measures of Rural Development (Second Pillar), commitments for the rational use
of water, the adoption of practices protecting water from polluting inputs, investments
to promote the efficient use of water and the creation of ecological infrastructures.

Especially Rural Development (RD) is an important source of funding for measures
that integrate water management with agricultural policy [8]. In some cases, this resulted
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in effective integration that followed programming timelines [9]. In Denmark, for exam-
ple, the Rural Development Program for 2006–2013 has been revised to provide funding
to support the implementation of the Water Framework Directive [9].

For the agricultural sector, the evaluations carried out by the EuropeanCourt ofAudi-
tors (ECA) in 2014 highlighted that only partially the integration of EU’s water policy in
CAP has been successful, in part due to the basic trade-off between the aims of the two
policy objectives (food production vs good ecological health) [7]. They highlighted a
limited impact of cross-compliance on water issues, as several important waters related
issues are not covered by cross-compliance (i.e., the use of phosphorus), and a not fully
exploitation of the potential of rural development to address water concerns [10].

Even in 2021, the ECA analysed the role of the CAP in the sustainable use of water
resources, placing some recommendations in view of the new CAP to: improve water
pricing levels for agriculture and authorisation for water abstraction; improve the use of
RD and market support to push sustainable water use in agriculture; apply the post-2020
CAP rules so that funded irrigation projects contribute to the WFD objectives [11, 12].

So many expectations have been placed on the new post-2020 programming period
and in the construction of the Green Architecture. In fact, a ring-fencing has been estab-
lished that obliges Member States (MS) to allocate at least 25% of First Pillar resources
(direct payments) to ecological schemes and a minimum percentage of 35% of Second
Pillar expenditure (Rural Development) to agri-environmental measures.

The Regulation on the Strategic Plans for the CAP 2023–2027 [13] integrates the
Water Framework Directives with a command-and-control approach [14]. The Regu-
lation, considering ECA’s recommendations about integration between the CAP and
the environmental objectives of the WFD, also requires MSs to refer to how national
environmental and climate plans acting EU policies, including theWFD, have been con-
sidered. In the described integration perspective, the irrigation investments financed by
the CAPmust be related to the areas identified by the RBDMPs and the related Programs
of Measures (PoMs).

In the Italian CAP Strategic Plan (CSP) much emphasis has been placed on the
integration of sustainable water use principles (Strategic Objective 5) with the funding
mechanisms provided by the RD and direct payment, favouring the linkage with River
Basin Management Plans (RBMPs).

The CSP defined by Italy encourages sustainable water management mostly within
the RD interventions of Second Pillar. These interventions contribute to water protection
objectives through investments (SRD), both at farm and off-farm level, environmental
and climate commitments and other management commitments (SRA), exchange of
knowledge and diffusion of information (SRH) [15]. The new CAP enhances environ-
mental and climatic requirements to be met implementing agricultural practices, such as
the crop rotation, safeguarding wetlands, and managing water resources in a sustainable
manner [16]. Therefore, cross-compliance (statutory management requirements (SMR)
and the maintenance of land in good agronomic and environmental condition (GAEC))
was strengthened even in relation to water issues. The issue of integration between the
common agricultural policy and theWater Framework Directive is still under-addressed.
Zucaro et al. (2017) conducted a geo spatial analysis method in order to assess if themea-
sures foreseen inRBMPs and in theRuralDevelopment Programmes (RDPs) 2014–2020
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address agriculture pressure on water resources, in particular those linked to irrigation
service [17].

More generally, the topic of policy integration has been addressed by several authors
originally, in the context of environmental studies [18]. Peters (2018) examines limits
of policy coordination problems. The author remarks the lack of a standardized method
for addressing coordination problems, and the importance of the context for the success
or failure of coordination attempts [19].

Alons (2017) investigates the limited scope of Environmental Policy Integration
(EPI) in the CAP, through the multidimensional concept of EPI as a process, output
and the outcome, finding that increased access of environmental actors to the decision-
making process does not necessarily give themmuch influence, and that moremandatory
policy instruments (output) do not guarantee more effective outcomes [20].

In Europe, useful coordination processes have been established, but they have dif-
ficulty in challenging existing institutional hierarchies and decision rules [21]. In this
context, negative coordination (i.e. finding an agreement on how to avoid interference
and conflict) should be overcome by positive coordination, which “involves multilateral
negotiations that must jointly consider the policy options of all involved parties to agree
on the contents of policies and resolve conflicts over distribution of resources” [21].
Urwin and Giordan (2008) recognize a good integration between agricultural policy
and the water framework directive according to a top-down approach. Instead, using a
bottom-up approach they track constraints on climate-adaptive planning that may arise
from seemingly unrelated policies [22]. The objective of this work is to underline the
approach for the integration between WFD and CAP, within the Italian policies imple-
mentation. Through the information provided by RBDAs, the correspondences between
RD interventions planned in the CSP and the measures of the PoMs included in the
RBMPswill be highlighted, to understand whether and to what extent the CAP resources
can contribute to the achieving of the WFD objectives. For this work, the authorities
(RBDA) were directly involved, which brought out the needs already expressed in their
POM, highlighting which specific agricultural policy interventions they consider most
useful for their territory among those available at national level. We aim to consider the
strategies of the actors involved in the implementation of the policies, with a bottom-up
approach, going beyond the investigation of the regulatory minimum-requirement for
WFD integration in the CAP.

2 Materials and Methods

The analysis was carried out basing on PoMs of Italian RBMPs approved in December
2021 (Table 1), the draft ofCSPnotified to theEuropeanCommissionon the31/12/20211,
and the final version of CSP approved in December 20222.

The analysis has been performed through a questionnaire submitted to each Italian
RBDA from July to September 2022, in a tailored form (see Annex 1).

In these surveys the RBDAs were asked to indicate which RD interventions could
potentially contribute to each measure of their PoM. To support the survey filling, the

1 https://www.reterurale.it/downloads/Piano_Strategico_Nazionale_PAC_31-12-2021.pdf.
2 https://www.reterurale.it/downloads/PSP_Italia_15112022.pdf.

https://www.reterurale.it/downloads/Piano_Strategico_Nazionale_PAC_31-12-2021.pdf
https://www.reterurale.it/downloads/PSP_Italia_15112022.pdf
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Table 1. List of Italian RBMPs approved in December 2021

RBD RBDMPs 2021–2027

Po https://pianoacque.adbpo.it/piano-di-gestione-2021/

Northern Apennines https://www.appenninosettentrionale.it/itc/?page_id=2904

Eastern Alps https://distrettoalpiorientali.it/piano-gestione-acque/piano-gestione-
acque-2021-2027/documentazione-e-cartografia/

Central Apennines https://www.autoritadistrettoac.it/pianificazione/pianificazione-distre
ttuale/pgdac/pgdac3-secondo-aggiornamento-adottato-dalla-cip-del-
20122021

Southern Apennines https://www.distrettoappenninomeridionale.it/index.php/piano-iii-fase-
2021-2027-menu/progetto-di-piano-di-gestione-acque-iii-ciclo-2021-
2027-menu

Sardinia https://pianogestionedistrettoidrografico.regione.sardegna.it/index.php?
xsl=509&s=76&v=9&c=93824&tb=6695&st=7

Sicily https://www.regione.sicilia.it/istituzioni/regione/strutture-regionali/pre
sidenza-regione/autorita-bacino-distretto-idrografico-sicilia/pianifica
zione/piano-di-gestione-direttiva-2000-60/ciclo3

RBDAs were provided with a table with the list of the PoM measures mainly related to
agricultural sector, and a selection of 43 interventions within the RD interventions of the
CSP notified to the European Commission on the 31/12/2021, basing on their direct and
indirect contribution to the protection of water and associated ecosystems) (see Annex
2).

Each RBMP’s measures were associated by RBDA to one or multiple CSP inter-
ventions. Since each measure is linked to one or more KTM in the PoM, each CSP
intervention was associated to one or more KTM3 in the responses [23]. Therefore, the
relationship between KTM and interventions is “many to many”.

After collecting the responses, the correspondence between CSP interventions and
RBMPs measures was checked to verify if the interventions could effectively contribute
to the implementation of the identifiedmeasures, considering the specific financing rules
of CSP and the detailed knowledge of intervention. Finally, the consistency between the
CSP interventions and the KTMwas verified, discarding the inappropriate or unfeasible
links. Moreover, after the above-mentioned checks, a summary table was filled with all
the data.

Initially, an analysis at national scale was performed. For a qualitative analysis,
the data were reorganized to evaluate the types of interventions chosen by RBDAs to
implement specific KTMs. More in detail, KTMs relevant to the agricultural sector,
related to water quality, water quantity, hydro morphology an adaptation to climate
change were considering for the current analysis (Table 2).

3 KTM are groups of measures with a common purpose. KTMs are therefore containers of
measures, independent even if not disconnected from each other, as the same individual action,
due to the multiplicity of its objectives and characteristics, can be part of more than one KTM.

https://pianoacque.adbpo.it/piano-di-gestione-2021/
https://www.appenninosettentrionale.it/itc/?page_id=2904
https://distrettoalpiorientali.it/piano-gestione-acque/piano-gestione-acque-2021-2027/documentazione-e-cartografia/
https://www.autoritadistrettoac.it/pianificazione/pianificazione-distrettuale/pgdac/pgdac3-secondo-aggiornamento-adottato-dalla-cip-del-20122021
https://www.distrettoappenninomeridionale.it/index.php/piano-iii-fase-2021-2027-menu/progetto-di-piano-di-gestione-acque-iii-ciclo-2021-2027-menu
https://pianogestionedistrettoidrografico.regione.sardegna.it/index.php?xsl=509&s=76&v=9&c=93824&tb=6695&st=7
https://www.regione.sicilia.it/istituzioni/regione/strutture-regionali/presidenza-regione/autorita-bacino-distretto-idrografico-sicilia/pianificazione/piano-di-gestione-direttiva-2000-60/ciclo3
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Table 2. List of Key Type of Measures considered

Code Description

KTM 2 Reduce nutrient pollution from agriculture

KTM 3 Reduce pesticides pollution from agriculture

KTM 6 Improving hydromorphological conditions of water bodies other than longitudinal
continuity

KTM 8 Water efficiency, technical measures for irrigation, industry, energy and households

KTM 24 Adaptation to climate change

Source 1.WFD Reporting guidance 2022

Particularly, the number of interventions correlated to each selected KTM, and the
interventions more often chosen for the implementation of the PoM measures were
evaluated. It is important to highlight that during the submission of the questionaries the
CSP was in the draft stage and the final regional requirements were not defined. In fact,
the CSP defines the complete list of interventions approved at national level, while each
region can choose which to implement among them in relation to specific geographical
needs and requirements. This choice was made after our survey. Therefore, after the
approval of the CSP on December 2022, an in-depth check was performed to verify that
in each RBDA at least one Region has adopted the RD intervention for which a link with
RBMPs measure was previously identified.

Afterwards, a quantitative analysis was also performed to identify the contribution
of RD intervention to the implementation of the RBMPs measures for selected KTMs
from the economical point of view. The Regional planned expenditure amount from the
CSP were considered and they were aggregated per RBD.

Finally, an analysis at RBD scale has been occurred to identify the contribution
of the RD interventions in the cost recovery of the RBMPs measures. Specifically,
for the Eastern Alps RBD a comparison between the planned expenditure for the RD
interventions and the cost of the linked RBMPs measures was performed, since the
relative PoM contains the cost of the planned measures even at the level of the individual
Regions.

Considering the same KTM used for national scale analysis (Table 2), for the RBD
scale analysis the following steps were applied:

1. from the PoM 2021–2027 of Eastern Alps RBMP 2021–2027 the amount of the cost
of measures linked to the CSP interventions for all the regions included in the RBD
were extract;

2. from the CSP approved in December 2022 the amount of planned expenditure for
the interventions linked to RBMPs measures for all the Regions included in the RBD
were obtained.

3. comparing the cost of the RBMPs measures and the planned expenditure for the
related CSP interventions for the entire RBD, the financial contribution of RD to the
implementation of the Eastern Alps RBMP measures was evaluated.
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3 Results

3.1 National Analysis

The data analysis shows that 36RD interventions can contribute to the implementation of
the RBPMs measures. Specifically, the RBDAs identified 30 of the 43 RD interventions
proposed in the questionnaire. Furthermore, they identified 6 RD interventions that were
not present in the questionnaire, since the entire list of RD interventions was available
(see Annex 2). Most of these interventions are related to the measures linked to KTM
6 and KTM 8. Moreover, a considerable number of interventions are connected to the
KTMs 2 and 4,while only a few interventions are related to theKTM3 (Fig. 1). As said, it
is important to consider that a measure (and the related CSP intervention connected to it)
can correspond to more than one KTMs so that the sum of the contributing interventions
is major than the total number of CSP intervention (43).

Fig. 1. Number of RD interventions linked to RBMPs measures for selected KTM. The rela-
tionship between KTM and interventions is “many to many”. Source: our elaboration on RBDAs
responses

Figures 2, 3, 4, and 5 show the number of RBDAs that have identified specific CSP
interventions contributing to measures associated to selected KTMs.

Figure 2 shows the interventions that are identified for the implementation of the
measures of the KTM 2. The highest number of interventions is under SRA24 (precision
agriculture), which include commitments for the adoption of precision agriculture for the
fertilization and phytosanitary treatments. These techniques will allow the optimization
of the use of pollutant input. This type of intervention also includes the adoption of
methods of precision irrigation that, by limiting the water excess on the field, reduces
the leaching of nutrients and pesticides [24, 25].
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Fig. 2. Number of RBDAs identifying specific RD interventions linked to KTM2 measures
(interventions are listed in Annex 2). Source: our elaboration on RBDAs responses

Fig. 3. Number of RBDAs identifying specific RD interventions linked to KTM3 measures
(interventions are listed in Annex 2). Source: our elaboration on RBDAs responses

Figure 3 shows that the interventions more frequently chosen for the implementation
of the measures linked to KTM 3 is SRC03 (Agricultural compensation for river basins),
which compensates some disadvantages for the compliance of the WFD, such as lim-
itation or prohibition of the use of pesticides and nutrients. This measure is important
because it allows the economical sustainability in the compliance of theWFD, contribut-
ing to overcome the disagreements resulting by the joint implementation of the CAP and
the WFD, in the case of conflicting environmental and economic objectives.
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The interventions that were more frequently identified as contributing to KTM 6
are SRA10 (Management of ecological infrastructures) and SRD04 (Non-productive
investments for environmental purposes) (Fig. 4). The intervention SRA10 contributes
to the improving of the hydro morphological conditions of the aquatic systems such as
wet meadows, wetlands and minor hydraulic network. These improvements are to be
performed through the control of the maintenance of the bank vegetation, the reshaping
of the banks and the maintaining of an adequate water level. The intervention SRD04
finances the investments for the realization and/or restoration of the ecological structures’
functionalities related to the water systems, such as small lakes, wetlands meadows,
resurgences, ditches etc. Moreover, this intervention finances the investment for the
remediation or the implantation of the riverbed vegetation and along the banks (buffer
strips-BS) in the irrigation ditches, and the realization of thewooded buffer strips (WBS).

Fig. 4. Number of RBDAs identifying specific RD interventions linked to KTM6 measures
(interventions are listed in Annex 2). Source: our elaboration on RBDAs responses

Fig. 5. Number of RBDAs identifying specific RD interventions linked to KTM8 measures
(interventions are listed in Annex 2). Source: our elaboration on RBDAs responses
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BS and WBS will contribute to reduce the waters pollution thanks to the potential of
vegetation to absorb nutrients and pesticides from surface runoff.

The intervention with the highest occurrence for the KTM 8 and KTM 24 is SDR08
(Infrastructures for environmental purposes) (Fig. 5 and Fig. 6). This intervention
finances the activities for the improvement, renewal and restoration of irrigation infras-
tructure, the creation and optimization of reservoirs and for the use of treated wastewater
as additional water source for irrigation. These investments will allow to increase the
efficiency of the water infrastructures (i.e., by reducing water losses from the irriga-
tion network) and to reduce the water usage by promoting alternative water sources.
For KTM 24 also SRA 02 “commitments for sustainable water use” has been selected,
which offers payments for the optimization of volumes applied to the field, through the
adoption of irrigation advisor methods based on soil/plant water balance.

Fig. 6. Number of RBDAs identifying specific RD interventions linked to KTM24 measures
(interventions are listed in Annex 2). Source: our elaboration on RBDAs responses

In addition, as a result of this analysis, it was found that in some cases, no Regions
included in the RBD have adopted the RD intervention for which the link with the
measure of the PoM was identify. This emerged from the verification of the regional
choices of RD interventions in the CSP. Figure 7 shows the number of interventions
connected to the measures for which economic resources were allocated (adopted) or
not (not adopted).

Figure 8 shows the total expenditure planned in the CSP for interventions related to
KTM in Millions of euros. A greater amount of resources is referred to the measures
linked to KTM 6 and KTM 8, for which the greatest number of interventions has also
been identified (Fig. 1). As previously highlighted, since each intervention can contribute
to more than one KTM, the amount of contribution to KTM could not be summarized.
Hence, the amount contribution must be read individually for each KTM.
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Fig. 7. Number of RD interventions connected to RBMPs measures, associated with the KTMs,
for which economic resources were allocated (adopted) or not (not adopted). Source: our
elaboration on RBDAs responses.

Fig. 8. Budget of RD interventions linked to RBMPs measures per KTM (Me). Source: our
elaboration on RBDAs responses and CSP approved in December 2022.

3.2 River Basin District Analysis

The RBD analysis has been occurred for Eastern Alps River Basin District, including
four Regions and Autonomous Provinces in North East of Italy (Fig. 9).

Figure 10 highlights the contribution of the RD interventions in the implementation
of theKTMsof theEasternAlpsRBMPcompared to the total cost of the linkedmeasures.
As can be observed in the graph below, the highest cost amounts are recorded for the
KTM 2 and KTM 8. The highest contribution of RD planned resources is for the KTM
6, both in absolute terms and in relation to the cost of the measures. The budget of RD
interventions linked to KTM3 measures covers the corresponding cost, exceeding the
financing need.
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Fig. 9. Eastern Alps River Basin District: administrative limits. Source: our elaboration on
SIGRIAN (National Information System for Agriculture Water Management) data

Fig. 10. Cost of Eastern Alps RBMP’s measures for selected KTM compared to budget for RD
linked interventions. Source: our elaboration on Eastern Alps RBDA responses and Eastern Alps
RBMP
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4 Discussion

The results show that CAP funds could have an important role in implementation of
RBMP measures through many interventions that finance several and different good
practices and investments for the sustainable management of water.

The CSP interventions identified by the RBDAs are quite appropriate with respect
to the type of measures to be implemented. However, the lack of interventions more
directly linked to water resources such as the SRA02 for some KTMs is controversial.
This intervention, in fact, promoting the efficient water management fully responds to
the KTM8 (Water efficiency, technical measures for irrigation, industry, energy and
household) but this connection has not been highlighted by RBDAs and so not emerge
from the results. Instead, SRA02 is identified as contributing to the KTM 24 (Adaptation
to climate change). This suggests that the optimization of water used for field irrigation
is seen mainly as a strategy to deal with the ever-decreasing water availability caused
by the increasingly frequent and severe drought periods, rather than a measure for water
use efficiency. This implies, also, that the attention is mainly given to face emergency
issues, with less view to the improve a structural condition in long terms.

Furthermore, most of the interventions reported by the RBDAs were chosen by the
Regions within their own RD strategy. However, some interventions identified by RBDA
have not been adopted and funded by Regions belonging to them. This is a weakness
of the integration process, as some PoMs measures cannot have potentially available
resources from agricultural sector.

From the cost recovery point of view, the results show the availability of large
resources in CSP for the implementation of the measures, especially for the KTM 6
and KTM 8. However, this amount must be compared with the cost of the PoM’s mea-
sures. The analysis carried out for the Eastern Alps RBD demonstrates that, even if RD
resources provide a significant contribution, they must be considered together with other
financing funds to provide an adequate cost recovery.

The results obtained do not only provide a list of CSP interventions that generally
have a positive impact on water resources. Rather, they provide an indication of the
needs identified by the RBDAs, suggesting which CSP interventions have priority in
their RBD, because they respond to RBMPs measures. This is a strong point of the
adopted methodology of analysis.

5 Conclusion

The long policy-making and implementation process, from the adoption of the WFD to
the integration of environmental objectives into the CAP, highlights a path that led to
the definition of methods for quantifying the environmental cost generated by both the
use of water and its recovery [26]. The process is still ongoing for the stated reasons,
as well as shifting the objectives of the CAP from an economical (income support) to
an environmental feature, requires effective strategies, which start from the integration
of policies. This is a complex operation because it requires fitting together different
planning processes. Specifically, the implementation of the WFD is based on water
management planning at the RBD level, which leads to the planning of measures to
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achieve the water-related environmental objectives, generating a financing requirement.
The CAP, as a sectoral policy, is called upon to respond to this need, starting from the
definition of the context and the objectives to be achieved.

The CSP, which includes the strategic choices of the regions to achieve various
objectives, including the protection of water and related ecosystems, offers different
opportunities. However, although an important source of funding, Rural Development
financial resources must be accompanied by other National or European sources such
as Recovery and Resilience Facility Plan, Cohesion Funds, national budget Law.

The points of lack of integration must be evaluated considering the different regula-
tory system of two programming tools - CSP and RBMPs. In fact, they follow different
logics. The main difference is the type of objectives which they pursue. The RBMPs
pursue purely environmental and water-specific objectives, albeit considering economic
aspects through the socio-economic analysis required by the WFD. On the contrary, the
CSP must respond not only to the WFD, but also to economic and social objectives, as
well as other environmental policies. In fact, in addition to RBMPs, the CSP contains a
list of other implementation tools for the national transposition of European Directives
to which it is called upon to respond. Among these are the Regional Priority Action
Plans for Natura 20000 for the implementation of Directive 2009/147/EC, the National
Air Pollution Control Program for the implementation of Directive 2016/2284/EC, the
National Integrated Plan for energy and climate 2030 (Directive 2009/28/EC) etc. Then,
Regions must allocate their limited RD resources to meet several and different objec-
tives. Consequently, some weaknesses in the integration were expected. However, weak
points of integration may be important to understand which RBMPs needs cannot be
met through the identified RD interventions, seeking other points of contact in the CSP,
seeking other sources of funding, or rethinking RD regional strategies.

In any case, it’s worth to note that the analysis shows a substantial consistency
among policies and the absence of conflicts, even if in some case the objectives could be
considered not entirely coincident. The results of the survey suggest that about 70%of the
proposed CSP interventions (30/43) is considered as a tool for the implementation of the
RBMPs. From this point of view, measures with a more transversal, such as technical
assistance and extension services [27], represent an innovative border for the overall
achievement of the objectives of efficient management of water resources. It deals with
a more comprehensive integration of the material and immaterial investments devoted
to environmental improvement and a more efficient management of natural resources
at a territorial level. The analysis carried out represents an attempt to investigate the
integration between CAP and WFD, emphasizing the context of the application of the
policies and considering the lack of a standardized method for addressing coordination
problems [19]. Furthermore, the involvement of the actors responsible for planning,
through a bottom-up approach [22], allows us to overcome the just non-conflict logic
between policies [21], seeking positive points of contact in terms of financial support
for the implementation of the environmental policy for water.

Appendix
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Annex 1. Format of the questionnaire submitted to the RBDAs - Eastern Alps sample

RD Interven ons

PoM Measures SRA01 SRA02 […] SRA11 […] SRA29 […] SRC03 SRD02 SRD04 [...] SRD11 […] SRE04 SRG01 […] SRG06 SRH01 […] SRH06

Measures to improve the ecological func onality of the wa-
tercourse 
Projects for irriga on transforma on from flow irriga on to
pressurized irriga on
Projects for irriga on transforma on from sprinkle to micro-
irriga on
Specific Phytosanitary Defense Measures with low FP input
Construc on of reservoirs and irriga on systems for the ra-

onaliza on of water resources and the enhancement of val-
uable crops
Restructuring and adapta on of the irriga on supply network 
fed by surface water bodies for the purpose of saving water
Strengthening and adap ng advisory services to farmers
[….]
River recovery and requalifica on for op miza on of water 
resources
Standards and measures for water reuse
Interven ons for the quan ta ve protec on of water re-
sources
Buffer distances from water bodies for the applica on of sew-
age sludge in agriculture

Annex 2. List of RD interventions potentially relevant to RBDMPs measures

Code Name Proposed to RBDAs Selected by RBDAs

SRA 01 INTEGRATED PRODUCTION X X

SRA02 COMMITMENTS FOR
SUSTAINABLE USE OF WATER

X X

SRA03 REDUCED SOIL WORKING
TECHNIQUES

X X

SRA04 INTRODUCTION OF ORGANIC
SUBSTANCE IN THE SOIL

X X

SRA05 GRASSING OF TREE CROPS X X

SRA06 COVER CROPS X X

SRA07 CONVERSION OF ARABLE CROPS
TO MEADOWS AND PASTURES

X X

SRA08 PERMANENT MEADOWS AND
PASTURE MANAGEMENT

X X

SRA09 NATURA 2000 HABITAT
MANAGEMENT

X X

SRA10 ACTIVE MANAGEMENT OF
ECOLOGICAL INFRASTRUCTURES

X X

SRA11 Not confimred in fial versione of CSP X

SRA12 ECOLOGICAL CORRIDORS X

SRA19 REDUCTION IN THE USE OF
PESTAL PRODUCTS

X X

SRA20 SUSTAINABLE USE OF NUTRIENTS X X

(continued)
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Annex 2. (continued)

Code Name Proposed to RBDAs Selected by RBDAs

SRA21 WASTE MANAGEMENT X X

SRA22 RICE FIELDS X X

SRA23 Not confimred in fial versione of CSP X

SRA24 PRECISION AGRICULTURE X X

SRA26 WITHDRAWAL OF ARABLE CROPS
FROM PRODUCTION

X

SRA27 SILVO-ENVIRONMENTAL
COMMITMENTS

X X

SRA28 FORESTATION
MAINTENANCE-FORESTATION

X

SRA29 ORGANIC PRODUCTION X X

SRB 02 SIGNIFICANT NATURAL
DISADVANTAGES

X

SRB 03 AREAS WITH SPECIFIC
CONSTRAINTS

X

SRC 01 NATURA 2000 AGRICULTURAL
COMPENSATION

X X

SRC 02 NATURA 2000 FORESTRY
COMPENSATION

X

SRC03 AGRICULTURAL COMPENSATION
FOR RIVER BASINS

X X

SRD 02 INVESTMENTS ENVIRONMENT
CLIMATE ANIMAL WELFARE

X

SRD 04 NON-PRODUCTIVE INVESTMENTS
FOR ENVIRONMENTAL PURPOSES

X

SRD 05 FORESTATION AND FORESTATION
OF AGRICULTURAL LAND

X

SRD06 PREVENTION AND RESTORATION
OF AGRICULTURAL
PRODUCTIVITY

X

SRD 07 INFRASTRUCTURES FOR
AGRICULTURE AND
SOCIO-ECONOMIC DEVELOPMENT

X X

SRD 08 INFRASTRUCTURES FOR
ENVIRONMENTAL PURPOSES

X X

(continued)
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Annex 2. (continued)

Code Name Proposed to RBDAs Selected by RBDAs

SRD 09 NON-PRODUCTIVE INVESTMENTS
IN RURAL AREAS

X

SRD 10 FORESTATION AND FORESTATION
OF NON-AGRICULTURAL LAND

X X

SRD 11 NON-PRODUCTIVE FORESTRY
INVESTMENTS

X X

SRD 12 INVESTMENTS FOR THE
PREVENTION AND RESTORATION
OF FOREST DAMAGE

X X

SRD14 NON-AGRICULTURAL
PRODUCTIVE INVESTMENTS IN
RURAL AREAS

X

SRE 04 NON AGRICULTURAL START UP X X

SRF02 DAMAGES MUTUALITY FUND X

SRG 01 SUPPORT FOR EIP-AGRI
OPERATIONAL GROUPS

X X

SRG 03 PARTICIPATION IN QUALITY
SCHEMES

X X

SRG06 LEADER - IMPLEMENTATION OF
LOCAL DEVELOPMENT
STRATEGIES

X

SRG10 PROMOTION OF QUALITY
PRODUCTS

X

SRH01 ADVISRORY SERVICES X

SRH03 TRAINING OF FARMERS X

SRH04 TRAINING ACTIONS X

SRH05 DEMONSTRATION ACTIONS X

SRH06 BACK OFFICE SERVICES FOR AKIS X
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Abstract. An economic analysis was performed for predicting the rate of return
and payback period for installing subsurface drainage on Okoboji and Canisteo
soil types for three different drain line spacings of 12.2, 18.3, and 24.4 m. DRAIN-
MOD model predicted significant yield improvements for both soil types when
compared with undrained conditions. With the parallel lateral drainage design
and its installation, payback periods for the two soil types were analyzed for three
different corn grain market prices. Analysis showed that the payback period was
seven years or less for all the drain line spacings. For Canisteo soil type, the anal-
ysis showed an increase in rate of return with quicker payback as the drain line
spacing was reduced from 24.4 m (80 feet) to 12.2 m (40 feet) for all three corn
grain market prices. This was not the case for Okoboji soil type indicating that the
spacing impacts payback period under different corn grain market prices. Cau-
tion should be used when interpreting the results from this analysis as drain line
installation costs vary by project design and type of installation. Higher subsurface
drainage project costs will increase the payback period.

Keywords: Subsurface · Drainage · Design · Yield · Economic · Analysis

1 Introduction

In the corn belt of United States and several areas around the world, subsurface drainage
plays a critical role in making crop productivity profitable leading to better farm man-
agement. Subsurface drainage causes the excess soil water to leave the plant root zone
resulting in better crop yields as the plant roots are not waterlogged for long time dura-
tions. In Iowa, subsurface drainage is fundamental to its agricultural economy. Farm
operations of cultivation, planting, and pesticide applications on several farms are only
feasible due to removal of excess soil water with subsurface drainage. As reported in
2019 by USDA-NASS [1], approximately 46.1% of Iowa’s land in farms (over 5.7 mil-
lion ha or over 14.1 million acres) is considered artificially drained with subsurface
drains.

The economics of payback on a drainage system typically depends on drainage inten-
sity (spacing and depth), drainage capacity (size and grade), water quality and quantity
management (controlled drainage, shallow drainage, bioreactors, wetlands, etc.). Spac-
ing and depth of subsurface drains are two key factors directly impacting the time it
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takes for excess soil water removal after intense rainfall events. Soil types i.e., saturated
hydraulic conductivity of the soil, also impacts how quickly the water will move through
the soil to the subsurface drains. These three factors can be modelled for their impact
on the soil water table and subsequently crop yields using a computer simulation model
called DRAINMOD [2]. This model simulates the hydrology of poorly drained soils
using climate data and predicts the effects of subsurface water management practices
(drain spacing and depth) on water table depths and crop yields.

An economic analysis was then preformed using the cost of the subsurface system,
its installation and maintenance costs, and increased revenue from improved crop yields
on the return on investment. The Drain Spacing Tool [3] only estimates the optimum
drain spacing that maximizes economic return on investment in the drainage system
under corn-soybean rotation. This tool does not provide the return on investment as
impacted by change in drain line spacings. A review of literature also did not show any
other related work measuring return on investment as a function of drain line spacing.
Secondly, economic information, based on yield improvements for different drain line
spacings is currently not available currently to landowners and land tenants. This work
can, therefore, help landowners and land tenants decide if it is beneficial to invest in
subsurface drainage and the optimal drain spacings based on multiple pricing outcomes.

2 Methods

To perform economic analysis of the return on investment for the subsurface drainage
system, the yield improvements were first predicted using the DRAINMOD computer
model [2]. A drainage system with subsurface drains was then designed to calculate the
drainage system costs. The increased revenue from improved yields at three difference
corn commodity prices were then analyzed against subsurface drainage system costs to
estimate the return-on-investment and payback periods.

2.1 DRAINMOD Modeling

Subsurface drain spacing is one of the key factors directly impacting the time it takes for
excess soil water removal after intense rainfall events. Soil types i.e., saturated hydraulic
conductivity of the soil, also impacts how quickly the water will move through the soil
to the subsurface drains. These two factors were modelled for their impact on the soil
water table and subsequently crop yields using a computer simulation model called
DRAINMOD [2]. This model simulates the hydrology of poorly drained soils using
climate data and predicts the effects of subsurface water management practices on water
table depths and crop yields.

Three drain spacings of 12.2 m (40 ft), 18.3 m (60 ft), and 24.4 m (80 ft) were studied
in this analysis using a drain depth of 0.9 m (3 ft). Different patterns of subsurface
drains exist on the farmland which consist of parallel, herringbone, double main, and
random. In this analysis, only the parallel subsurface drainage pattern was studied using
DRAINMOD [2]. Subsurface drainage system design is explained in the next section.
Two different poorly drained North Central Iowa soil types (Okoboji, and Canisteo)
with saturated hydraulic conductivities of 3.3 and 10.1 mm/hr, respectively, were used in
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DRANMOD [2] computer simulations to predict crop yields. These saturated hydraulic
conductivities were obtained from Web Soil Survey [4].

2.2 Drainage System Design

For the purposes of the subsurface parallel drainage pattern, a 32.38-hectare (80 acres)
farm field with a single uniform soil type was considered for design. A rectangular
configuration of the field was considered with drainage laterals running parallel to each
other with the main drainage line running perpendicular to the laterals (Fig. 1).

Field Boundary

Laterals

N

Main Line

System

Outlet

Fig. 1. A conceptual design (not to scale) of the parallel subsurface drainage system with green
lines indicating laterals, blue line indicating the lower section of themain line with larger diameter,
and the red line indicating the upper section of the main line with smaller diameter.

Field dimensions used in the design were 804.7 m by 402.3 m with the laterals
running parallel to the shorter field boundary. The field was considered having a slope
of 1% from northeast to southwest part of the field i.e., the laterals and main line were
considered at 1% slope. Hooghoudt equation [5] for subsurface drain flow for steady
state conditions was used to calculate the drainage coefficient for three different drain
line spacings. Using these drainage coefficients, the main line was sized to ensure there
was enough capacity in the main line to handle the flow rates being added to it from
the laterals. ASABE [6] also explains Hooghoudt equation in its design standard for
subsurface drainage.

Variables considered for completing calculations for the Hooghoudt equation [5]
were depth to the drains from the surface (0.91 m or 3 ft.), depth to the impervious layer
from the surface (2.44 m or 8 ft.), and depth to the water table midway between laterals
after drawdown (0 m or ft.). Soil profile saturated hydraulic conductivity, both above
and below the drain lines to the impervious layer, was considered to the same.

2.3 Drainage System Costs

Drainage system costs considered included cost of the drain line for different sizes, cost
of installation using drain line plow equipped with Global Position System Real Time
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Kinematics (GPS-RTK) and grade control, number of junctions, labor, fuel, and repairs
and maintenance. A phone survey was also conducted to obtain market prices from
three difference commercial drain line installers for the same configuration as provided
in Fig. 1. These costs of drain lines, as installed, were averaged and the average cost
of installation per meter of drain line installed was used in calculating the cost of the
project as dollars per hectare or dollars per acre.

2.4 Rate of Return (ROR) Analysis

Continuous Corn crop for grain was selected for analysis in this paper. Corn grain
yield improvements were calculated as a difference between the undrained yields and
the anticipated yield as predicted by DRAINMOD model [2] for different drain line
spacings. Yield potential of the different soil types, in metric tons per hectare (or bushels
per acre) for corn was obtained from the 2017 Iowa Soil Properties and Interpretations
Database [7].

The total length of laterals andmain line (inmeters) was calculated from the drainage
design for the three different spacings. Using the drain line costs as dollar per meter
installed, the total cost of the project was calculated and then converted to dollars per
hectare using the area of the field drained.

Corn grain is a commodity in USA and its price fluctuates with the market. As such,
a low price, a medium price, and a high price for the corn grain was used to calculate
the increased revenue received for the three different spacings. This increased revenue
was then used in the analysis to calculate the years it will take to pay off the drainage
system costs paid at installation.

Rate of Return (ROR) Analysis was completed using the 2023 Farmland Tile
Drainage Investment Analysis Spreadsheet available fromAgDecisionMaker [8]. Num-
ber of years to pay back the investment cost was determined using in the annual increase
in revenue but considering the annual cost for increased seed, fertilizer, grain handling,
drying, and storage, as well as tile maintenance costs. These costs were assumed to be
constant in the analysis irrespective of the corn grain market price.

3 Results

3.1 DRAINMOD Modeling

DRAINMODmodel [2] predicted a significant increase in crop yields over the undrained
conditions for bothOkoboji and Canisteo soil types for three different drain line spacings
as shown in Table 1 below. When compared with the undrained corn grain yields, the
model showed significant improved yields for both soil types. For Canisteo soil type,
corn grain yields were shown to have improved with closer spacings. For Okoboji soil
type, the yield improvement was larger for 18.3 m (60 foot) spacing than for 12.2 m (40
foot) or 24.4 m (80 foot) spacing although the difference between 12.2 m (40 foot) and
18.3 m (60 foot) was small.
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Table 1. Corn grain yields for three different drain line spacings.

Drain Line
Spacing
meters (feet)

ISPAID
Maximum Yield
MT/ha (bu./ac)

Undrained Yield
MT/ha (bu./ac)

DRAINMOD
Yield
MT/ha (bu./ac)

Yield
Improvement
MT/ha (bu./ac)

Okoboji Soil Type

12.2 (40) 11.8 (188) 7.08 (112.8) 11.67 (185.9) 4.59 (73.1)

18.3 (60) 11.8 (188) 7.08 (112.8) 11.68 (186.1) 4.60 (73.3)

24.4 (80) 11.8 (188) 7.08 (112.8) 11.56 (184.2) 4.48 (71.4)

Canisteo Soil Type

12.2 (40) 14.06 (224) 9.84 (156.8) 13.92 (221.8) 4.08 (65.0)

18.3 (60) 14.06 (224) 9.84 (156.8) 13.89 (221.3) 4.04 (64.5)

24.4 (80) 14.06 (224) 9.84 (156.8) 13.77 (219.5) 3.93 (62.7)

Conversion: 1 bushel corn grain = 56 lb

3.2 Drainage System Design

Total number of laterals and their total length, based on the subsurface drainage system
as shown in Fig. 1, were calculated for the three different spacings and are shown in
Table 2. Narrower spacings had more laterals, and therefore, more total length.

Table 2. Number of laterals and total lateral length for both soil types at three different drain line
spacings.

Drain Line Spacing
meters (feet)

Number of Laterals Total Lateral Length
meters (feet)

12.2 (40) 65 26,152 (85,800)

18.3 (60) 43 17,038 (55,900)

24.4 (80) 32 12,680 (41,600)

The diameter of the laterals (size) was determined to be 10.2 cm (4 inches) as this was
the smallest size available in the market. Using Hooghoudt equation [5], the drainage
coefficient was determined for both soil types and the three drainage spacings. The size
of the main line was then determined to ensure main line had enough capacity to handle
the flow rate. As the number of laterals in the upper part of the field were fewer, the upper
main size was determined as a smaller diameter line. This size increased for the lower
main line as the flow accumulated and thus a larger diameter was needed to handle the
accumulated flow. The lower main line, upper main line, and lateral sizes (diameters)
are shown below in Table 3.
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Table 3. Lower main line, upper main line, and lateral sizes (diameters) for two different soil
types at three different drain line spacings.

Drain Line Spacing
meters (feet)

Lower Main Size
cm (inches)

Upper Main Size
cm (inches)

Lateral Size
cm (inches)

Okoboji Soil Type

12.2 (40) 15.2 (6) 10.2 (4) 10.2 (4)

18.3 (60) 10.2 (4) 10.2 (4) 10.2 (4)

24.4 (80) 10.2 (4) 10.2 (4) 10.2 (4)

Canisteo Soil Type

12.2 (40) 25.4 (10) 20.3 (8) 10.2 (4)

18.3 (60) 20.3 (8) 15.2 (6) 10.2 (4)

24.4 (80) 15.2 (6) (6) 10.2 (4)

3.3 Drainage System Costs

Installed drain line costs per meter, as determined from the survey, are listed in Table 4.
The installed drain line costs increased as the drain line size (diameter) increased, how-
ever, this increase was not proportional to the drain line material cost for the respective
sizes. As such, an installation cost factor was determined and is shown in Table 4. Instal-
lation cost factor was higher for smaller diameter drain lines than the larger drain lines,
and its value decreased with increase in diameter. It should be noted that drain line mate-
rial costs and installed costs are variable and change over time due to changes in labor,
fuel, raw material costs, transportation, etc. Secondly, these surveyed costs are a sample
of a subset of installers and drain line manufacturers.

Table 4. Average costs for drain lines as installed, drain line material cost, and installation factors
for the different drain line sizes (diameter).

Drain Line Size
cm (inches)

Installed Cost
$/m ($/ft.)

Material Cost
$/m ($/ft.)

Installation Factor

10.2 (4) 3.15 (0.96) 1.31 (0.40) 2.4

15.2 (6) 7.58 (2.31) 3.44 (1.05) 2.2

20.3 (8) 12.27 (3.74) 5.58 (1.70) 2.2

25.4 (10) 21.65 (6.60) 10.83 (3.30) 2

30.5 (12) 27.89 (8.50) 13.94 (4.25) 2

38.1 (15) 36.09 (11.00) 18.04(5.50) 2
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3.4 Rate of Return (ROR) Analysis

Table 5 shows the Rate of Return (ROR) and the expected number of years to payback
period for the investment amount spent of subsurface drainage system. For Canisteo soil
type, the rate of return decreased, and payback period increased as the drain line spacing
decreased from 24.4 m (80 feet) to 12.2 m (40 feet) for the three respective corn grain
market prices used in the analysis. For the Okoboji soil type, this was true for the low
corn grain market price. For the medium corn grain price, the rate of return and payback
periods were similar. For the high corn grain price, the 18.3 m drain line spacing had
the highest calculated rate of return and the lowest payback period amongst the three
spacings.

Table 5. Rate of Return and Payback Period for three different corn grain prices, three different
drain line spacings for the two soil types.

Drain Line
Spacing
m (feet)

Rate of Return
percent

Pay Back Period
years

Rate of Return
percent

Pay Back Period
years

Okoboji Soil Type Canisteo Soil Type

Low Corn Grain Price ($137.80 / MT or $3.50 / bushel)

12.2 (40) 16.1 7 20.5 5

18.3 (60) 24.5 5 30.3 4

24.4 (80) 31.8 4 34.4 3

Medium Corn Grain Price ($177.17 / MT or $4.50 / bushel)

12.2 (40) 21.6 5 27.3 4

18.3 (60) 32.9 4 40.4 3

24.4 (80) 42.7 3 41.1 3

High Corn Grain Price ($216.54 / MT or $5.50 / bushel)

12.2 (40) 27.1 4 34.2 3

18.3 (60) 41.3 3 50.6 2

24.4 (80) 53.6 2 47.8 3

4 Discussion and Conclusions

Yield improvements achieved with subsurface drainage have a significant impact of the
profitability of a farming operation when compared with undrained conditions. In this
analysis, the field layout was assumed to be a uniform soil type which is seldom the case.
Typically, farm fields consist of several soil types and, thus, the yield improvements on
a whole farm basis will not be as high as noted in this analysis. It will depend upon the
weighted average of the area a particular soil type within a farm field and its respective
yield improvement. Overall, the analysis showed an improvement in corn yields with
subsurface drainage.
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Drainage design used in this analysis is a parallel lateral design whereas in actual
field conditions, a design may consist of a system which is herringbone, double main, or
random. As such, the costs of drain line system will be different from what is presented
in this analysis. Moreover, the cost of the drainage system can vary significantly on the
size of the project. Typically, smaller projects (fewer hectares) cost more than larger
projects which can also lead to differentiation in the economic analysis.

For Canisteo soil type, the analysis showed an increased rate of return with quicker
payback as the drain line spacing was reduced from 24.4 m (80 feet) to 12.2 m (40
feet) for all three corn grain market prices. This was not the case for Okoboji soil type
indicating that the spacing impacts payback period under different corn grain market
prices.
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