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Abstract. This research paper presents a smart driving assistance system that
utilizes deep learning for lane detection and departure alert, traffic sign detection,
and voice alerts. The system uses a combination of computer vision techniques
and neural networks to detect lanes and traffic signs in real-time. The lane depar-
ture alert feature alerts the driver when the vehicle begins to drift out of its lane,
and the traffic sign detection feature identifies and alerts the driver of any traf-
fic signs that are relevant to the current road. The voice alert feature provides
an additional layer of safety by audibly alerting the driver of any detected traffic
signs. The proposed system has been evaluated on a dataset of real-world driving
scenarios and has shown promising results in terms of accuracy and efficiency.
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1 Introduction

The field of autonomous vehicles has seen rapid growth in recent years, with advance-
ments in technology allowing for increased road safety and efficiency. One important
aspect of autonomous driving is detecting and responding to various road features and
obstacles. One such feature is lane detection, which allows the vehicle to stay within the
designated lanes on the road. Another important aspect is traffic sign detection, which
enables the vehicle to recognize and respond to traffic signs such as speed limits or stop
signs.

One approach to achieving these goals is the use of deep learning algorithms. These
algorithms can learn and recognize patterns in large amounts of data, making them well-
suited for tasks such as image and video analysis. In this research, we propose the use
of deep learning techniques for the development of a smart driving assistance system
that includes lane detection and departure alert, traffic sign detection, and voice alerts
regarding traffic signs detected.

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2024
S. Aurelia et al. (Eds.): ICCSST 2023, CCIS 1973, pp. 402418, 2024.
https://doi.org/10.1007/978-3-031-50993-3_32


http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-50993-3_32&domain=pdf
http://orcid.org/0009-0002-7021-930X
http://orcid.org/0009-0009-9257-3765
http://orcid.org/0009-0008-9137-7626
http://orcid.org/0009-0007-2896-6762
http://orcid.org/0000-0002-6283-2879
https://doi.org/10.1007/978-3-031-50993-3_32

Smart Driving Assistance Using Deep Learning 403

Our system is designed to improve safety and efficiency on the roads by provid-
ing real-time alerts and assistance to drivers. The lane detection and departure alert
feature helps to prevent accidents caused by drifting out of the lane, while the traffic
sign detection feature ensures that the driver is aware of and compliant with all relevant
traffic laws.

Additionally, the system includes voice alerts that notify the driver of any traffic
signs detected, further improving their awareness of their surroundings.

We will be using deep learning techniques for image and video analysis, such as
Convolutional Neural Networks (CNN5) to train our model for detecting traffic signs
and lanes. The data for training will be collected from cameras mounted on the vehicle
and will include a variety of different lighting and weather conditions to ensure robust
performance in real-world scenarios.

In this research, we will also discuss the evaluation methods and metrics we will
be using to evaluate the performance of our system and the challenges that need to be
addressed for the successful implementation of our smart driving assistance system.

2 Literature Survey

[1] proposed a new approach to traffic sign detection using convolutional neural net-
works (CNNs). The authors use the Hue and Saturation of pixels to extract the sign area
from an image, with a focus on the red border of the sign. The model achieves high
accuracy and efficiency but requires more GPU resources for training, and real-time
implementation is not yet available.

[2] present a method for robust lane marking detection using boundary-based
inverse perspective mapping. The authors process video data to convert color to
grayscale and then to black and white using binarization.

They then calculate the region of interest for road lines using edge detectors and
Hough transformations. The offset between the car and the lane lines is calculated and
displayed on the screen, with green indicating no offset and red indicating an offset
greater than 0.

[3] proposed a lane detection method that employs key point estimation and point
instance segmentation. The authors input a 512 x 256-pixel video frame into the net-
work, compress it to reduce computation, and classify pixels by class. The method
achieves accurate detection of curved lanes, but the added computation of classifying
all pixels in the image is a drawback.

[4] assess the performance of MDEffNet on an Indian dataset using various pre-
processing methods, including rescaling images to 48 x 48, extracting the region of
interest, converting to HSV, and applying histogram equalization to the V channel. The
authors select hyperparameters such as 3 x 3 max-pooling for CNN and kernel size for
MDEffNet through experimentation.

[5] proposed a traffic sign identification technique that uses deep learning and image
processing. The technique involves preprocessing images to highlight important details,
localizing signs using the Hough Transform, and classifying them using a CNN, achiev-
ing high accuracy in recognizing circular traffic signs.
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Advantages include its high recognition rate and ability to perform various com-
puter vision tasks. However, limitations may include the need for large training datasets,
the potential for overfitting, and reduced performance in adverse weather conditions or
when signs are obscured.

[6] proposed Perspective Mapping (IPM), a technique used in autonomous navi-
gation to accurately detect lane curvature. Gaussian filters are used to identify lane
markings and the IPM technique converts the view to a top-level view for accurate lane
detection. Line detection algorithms, such as canny edge detection and hough transfor-
mations, are used to detect lane lines, and the curvature of the road is calculated using
the IPM-detected lane lines. While the technique provides a clear idea of road curva-
ture and increases prediction accuracy, it may not be accurate in hilly areas or on steep
roads.

[7] proposed a model that utilizes Convolutional Neural Networks (CNN) and
Recurrent Neural Networks (RNN) with Long Short-Term Memory (LSTM) for video
processing using the TUSimple dataset. The model includes an Encoder CNN, a
Decoder CNN, and an LSTM network that sequentially processes the frames to extract
features and learn from them. The model outperforms baseline architectures that use a
single image as input, but the network requires high computational power to process
the images.

3 Datasets

The CULane dataset, a large-scale dataset for scholarly work on traffic lane recognition,
was used for the feature of lane detection. The dataset was collected using cameras in-
stalled on six different cars operated by various drivers in Beijing. The dataset is divided
into three sets: a training set of 88,880 images, a validation set of 9,675 images, and a
test set of 34,680 images. The test set is further divided into 8 categories, comprising
challenging and normal scenarios [8].

A custom dataset was created using publicly available German Traffic signs, with f
our classes: prohibitory, dangerous, mandatory, and other. The dataset was augmented
by enlarging images, adjusting brightness, and adding noise to improve the training of
the model and increase the accuracy of the results. The dataset contains 43 different
traffic signs.

4 Methodology

Frame by frame, the footage is processed. Every frame is given as an input, and from
every frame, information about lanes and traffic signs is retrieved and shown on the
dashboard (Fig. 1).

4.1 Lane Detection

The lane detection model uses a novel row-based selection technique that makes use of
global picture characteristics as part of its lane identification strategy. A 3-D tensor of
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Fig. 1. The flow of activities in the project

size C H W, where C, H, and W stand for the number of channels, rows, and columns,
respectively, serves as the model’s input. The first slice of this tensor is subjected to
the convolution layer, which consists of C kernels of size C x w, where w is the kernel
width. Then, this tensor is used to produce H slices.

Unlike standard convolutional neural networks, which simply relay the output of the
convolution layer onto the following layer (CNNs). Instead, a new slice is created by
combining it with the following tensor slice and sending it to the following convolution
layer. The softmax layer, the top layer of the model, is where this procedure is carried
out to calculate the likelihood that each pixel in the C, H, and W tensors corresponds to
a detected lane anchor.
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Each frame from the video feed is processed by various methods of the lane detector
class. A method from the lane detector model processes each frame to produce the
output.

The first step in the process involves passing the input frame to a custom function,
which applies some preprocessing on the input image using the other function which
involves converting the image to RGB format and then converting it into a numpy array
for ease of processing. The image is then resized to a specific shape and normalized to
reduce skewness.

The transformed image is then sent to the pre-trained model, which returns the
output in the form of numpy arrays containing the probabilities of the pixels in the
image. These arrays are then passed to a method, which processes the probabilities
received from the model to form the lanes from the detected points in each row of the
image as the anchors.

The row-based selection approach of the lane detection model is based on global
picture attributes. In other words, depending on global characteristics, the model
chooses the proper lanes for each preset row. In order to depict lanes as a collection
of horizontal places, preconfigured rows and row anchors are both used. Gridding is the
initial stage in depicting a location. The location is separated into several cells on each
row anchor. This makes it possible to compare picking certain cells over particular row
anchors to picking lanes.

To account for the form, it is required to determine where the lane is on each row
anchor. In order to determine locations from the categorization forecast, it makes sense
to find the greatest response peak. For each lane index i and row anchor index j, the
position Loci,j can be stated in the manner shown below:

Loc; ; = argmax, P; j  s.t. k € [1,w] (1)

This method enables the model to accurately detect the lane positions on the road,
which allows for the marking of the lanes, coloring them, and also finding the curvature
of the road using the center points of the bottom and topmost lanes. Additionally, the
model can detect if the car has switched lanes by storing a previous center value and
comparing it with the current center.

Overall, the lane detection model’s innovative approach to lane detection has great
potential in improving driving safety and reducing the incidence of accidents caused by
drivers drifting out of their lanes.

Lane Structural Loss: To represent the position relations of lane points, we employ
loss functions. One of these functions states that as lanes are continuous, neighbouring
row anchors’ lane points ought to be near to one another. Our solution preserves the
continuity constraint while utilising a classification vector to determine the position of
the lane by confining the spread of classification vectors within the closed row anchors.

C h-2

Lap=»_> I(Locij —Locij1) — @
i=1 j=1

(Lo cijr1— Locijy2) ||

Data Augmentation: A method of augmentation using rotation, vertical shift, and
horizontal shift is used to avoid the problem of over-fitting in a classification-based
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net- work caused by lane structure. In addition, the lane is extended to the picture
boundary to preserve the lane structure and improve performance on the validation set.

Upon running the lane detection model, the system will display the detected lanes
that the vehicle is currently traveling on in real-time on the screen. The output will
provide the coordinates of points on the lanes, which can be used to generate a visual
representation of the lanes in the form of highlighted points or dots on the current frame.

These dots can then be used to draw a solid line that accurately represents the posi-
tion of the detected lanes in the scene.

In addition to identifying the current lanes, the model may also provide useful in-
formation such as the width and curvature of the lanes. This information can be used
to infer the vehicle’s position on the road and help with decision- making, such as
lane changes or automatic steering. The system can also track the movement of the
detected lanes over time and predict their future positions, providing a useful tool for
autonomous driving or driver assistance systems.

4.2 Lane Departure Alert

The objective of this module is to provide an effective and reliable warning to the driver
when the car departs from its current lane. The user has the option to enable or disable
this function.

To calculate the center of the current lane, this module measures the distance be-
tween the left and right lanes the vehicle has traveled in. A significant variation in the
center between the succeeding frames indicates that the automobile is leaving the cur-
rent lane. This triggers a beep alarm to advise the driver of the lane departure. After
conducting several tests, a threshold of 200 was determined to be the optimal difference
between centers for detecting lane departures. If (previousCentre-presentCentre)>=200
implies that the vehicle has departed the lane (Fig. 2).

During testing, it was observed that the video processing was running behind when
the warning was generated. To address this issue, the module was designed using thread-
ing to enable video processing and alert creation to happen simultaneously and sepa-
rately. This design ensures that the warning is generated in real-time and does not cause
any delay in the video processing.

The module also includes a feature for providing driving instructions to the driver.
This feature detects the curvature of the road by locating the center of the lane between
the starting and finishing positions. The deviation between the two centers is used to
adjust the driving instructions based on the road curvature. Specifically, if the difference
between the top center and bottom center is greater than 180, there is a right curve ahead
and a left turn, and if none of these conditions are met, the road is straight (Fig. 3).

In conclusion, this module provides an efficient and reliable lane departure warning
system that enhances road safety.

The addition of the driving instructions feature makes it even more valuable to
drivers by providing them with real- time information about the road ahead.
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4.3 Traffic Sign Detection

The traffic sign and lane detection system involves processing each frame of the video
using trained models. The overall methodology is as follows:

— Extract frames from the video.
— For traffic sign detection, feed each frame to the trained model, which divides the

2)

3)

4)

frame into possible regions and classifies each region as a traffic sign. A confidence
threshold of 50% is set for traffic sign classification, and only the even- numbered
frames are processed to speed up the processing of the video.

For lane detection, apply various algorithms such as canny edge detection, hough
line transformations, and ResNet 18 to detect the lane, mark the region, and calculate
the curvature of the road.

YOLO Model: The general workflow of the YOLO (You Only Look Once) model
involves dividing the input frame into grids of equal size, labeling objects in the
grids to a particular class based on probability, and drawing a bounding box over the
grids of similar classes to locate the object correctly.

CNN Model: To identify 43 different categories, a CNN (Convolutional Neural Net-
work) model with four dense layers and five convolutional layers, each with a RELU
activation function, is created using Keras and TensorFlow. The softmax activation
function is present in the output layer. In order to categorise things with multiple
labels, YOLOvV3 employs binary cross-entropy loss. The chance that each label the
identified item falls within is returned by this technique. An imbalanced bespoke
dataset of 43 classes is used to train the model. The confidence threshold is estab-
lished at a number that is neither too high nor too low to prevent overfitting and
underfitting.

Data: Models have been trained using the YOLO algorithm and the German traffic
dataset with some customization. If the user enables the traffic sign feature in the
frontend, the traffic sign detection system will be enabled.

Output: Each item located in the bounding boxes is given a predicted label and a
confidence score by the YOLO model. The outcome of each surrounding box is the
label with the highest score. The bounding boxes are eliminated if the confidence
score is less than the user-defined threshold. The algorithm highlights the traffic
signs with bounding boxes and labels them with the type of sign it has determined
in order to convey its level of confidence (Figs. 4 and 5).

Traffic Sign Voice Alert

This module serves as a critical component in the overall system’s objective to alert
drivers when a traffic sign is detected on the road. As such, it receives the label of
the class that was identified by the traffic sign detection module as input to inform the
user. To ensure efficient and accurate communication, each label of the traffic sign is
stored in a file and assigned a unique id. The label-to-id mapping is then stored in a
dictionary for easy reference. This allows for quick and easy retrieval of the appropriate
audio file corresponding to the detected traffic sign, ensuring a seamless and efficient
communication process between the module and the driver.
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Fig. 4. Representation of bounding boxes around the detected object

One important consideration is the possibility of detecting the same traffic sign
repeatedly in consecutive frames, which can lead to unnecessary and repetitive voice
instructions. To address this, the module has been designed to ensure that instructions
about a traffic sign are only given once and that subsequent instructions are different
from the preceding one. This helps to reduce driver distraction and improve overall
system efficiency.

To further improve accuracy, the voice instruction is only given if the traffic sign is
detected in at least 3 consecutive frames. This ensures that the detected sign is consistent
and not a false positive or a temporary artifact in the video feed.

However, it has been observed that generating voice instructions can significantly
increase the processing time, particularly when the video feed is large and high res-
olution. To overcome this challenge, the module has been designed to utilize threads,
allowing voice instruction creation and traffic sign recognition to be performed simul-
taneously.

This helps to optimize system performance and ensure timely communication with
the driver.
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Overall, this module plays a critical role in the system’s objective of ensuring driver
safety by providing timely and accurate instructions about detected traffic signs on the
road. By everaging various techniques such as mapping unique ids to traffic sign labels,
limiting repetitive instructions, and utilizing threads for efficient processing, the module
helps to improve the overall effectiveness and efficiency of the system.

4.4 Results

The implementation of deep learning algorithms for lane detection, lane departure alert,
traffic sign detection, and voice alerts in a smart driving assistance system has produced
positive results. The following are the key findings from the study:

4.5 Lane Detection

When the traffic lanes are graphically represented as dots, the two lanes the motorist is
using will be highlighted. The accuracy rates on the training dataset and testing dataset
for the neural network, which was trained using the CUlane dataset, were 93% and
88%, respectively. The lane departure warning feature has been developed effectively,
and the model can perform well in all traffic and weather circumstances (Fig. 6).

A vV

Tramung data
Cross vaidation data

o
T
A

Accuracy rate
T

Epoch size

Fig. 6. Training and Testing accuracy of Lane detection model
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4.6 Lane Departure Alert

The lane departure alert system was able to effectively alert the driver when the vehicle
was deviating from its lane. This was demonstrated through various tests, where the
system accurately alerted the driver when the vehicle started to stray from its lane. The
alert system was also found to have a low rate of false alarms, which is an important
factor in ensuring that the driver is not constantly disturbed by unnecessary alerts.

4.7 Traffic Sign Detection

The YOLO model for traffic sign detection was able to detect and classify different
traffic signs with a high level of accuracy. The model was trained on a large dataset
of traffic sign images, and it was found to be able to detect and classify traffic signs
with an accuracy of over 90%. This is an important capability for a smart driving assis-
tance system, as it enables the driver to quickly identify and respond to road signs and
regulations.

4.8 Voice Alerts

The voice alert system successfully informed the driver of the detected traffic sign.
The voice alert was implemented using text-to-speech software, and it was found to be
effective in communicating the detected traffic sign to the driver in a clear and concise
manner. This can help to reduce the amount of time that the driver spends looking away
from the road, and it can also help to ensure that the driver is aware of important road
information, such as speed limits and road conditions (Fig. 7).

Here is the sample outcome of the proposed system in (Fig. 11).

5 Discussion

The use of deep learning algorithms in a smart driving assistance system has shown
promising results in enhancing driving safety. This technology employs a combination
of advanced features such as lane detection, lane departure alert, traffic sign detection,
and voice alert to create an integrated system that can significantly improve the overall
driving experience (Fig. 8).

One of the key benefits of this technology is the ability to detect and alert drivers of
potential lane departures, which is a leading cause of road accidents. The lane departure
alert system utilizes deep learning algorithms to detect the vehicle’s position relative to
the lane markers and provides audible and visual alerts if the vehicle deviates from its
intended path.

Another important feature is traffic sign detection, which uses deep learning algo-
rithms to recognize and interpret various road signs such as speed limits, stop signs, and
pedestrian crossings. This system provides timely alerts to the driver, ensuring they are
aware of any road hazards and adhere to traffic regulations.

Moreover, voice alert systems are integrated into the technology to provide drivers
with real-time notifications on the driving conditions, allowing them to make informed
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decisions on the road. This feature can be particularly useful for long-distance drivers,
reducing fatigue and improving their concentration levels (Figs. 9 and 10).

While the results of this study are encouraging, there is still room for improvement
in the technology. For instance, incorporating obstacle detection and avoidance into the
lane detection algorithm would provide even more comprehensive driving assistance,
reducing the risk of collisions. Additionally, advanced deep learning models, such as
convolutional neural networks, could be used to further increase the accuracy of the
traffic sign detection system.
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Fig. 11. Sample output of the proposed system

6 Conclusion

In conclusion, this research paper has presented a smart driving assistance system that
incorporates deep learning techniques for lane detection and departure alert, as well
as traffic sign detection. The system utilizes YOLO, a state-of- the-art object detection
algorithm, to detect traffic signs and provide voice alerts to the driver. The proposed
system has been tested and validated on real-world driving scenarios, and the results
show that it is able to accurately detect lanes and traffic signs, and provide useful alerts
to the driver in a timely manner. The proposed system has the potential to improve the
safety and efficiency of driving significantly and can be integrated into existing vehicles
to provide an additional layer of safety for drivers. However, it is important to note that
plagiarism is not acceptable in any academic work and it is crucial to always give credit
to the sources used in the research.

7 Future Work

Here are some of the suggested future works that can be done on the smart driving
assistance.
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— Integration with navigation systems for real-time lane guidance.

— Implementation of driver drowsiness detection and alert.

— Object detection and tracking for road obstacles such as pedestrians and cyclists.

— Integration with adaptive cruise control for improved driving comfort and safety.

— Further improvement in traffic sign detection accuracy through fine-tuning of
YOLO.

— Expansion of traffic sign detection to include additional signs and symbols.

— Improved voice alert system for better clarity and natural language processing.

— Development of an alert system for road conditions such as ice or heavy rain.

— Integration with autonomous driving technologies.

— Analysis of driving behavior data for personalized driving assistance.

— Real-time weather condition updates for improved driving safety.

— Integration with vehicle sensors for improved lane departure alerts.

— Expansion of the system to support multiple languages.

— Development of a mobile application for real-time monitoring and control of the
system.

— Utilization of machine learning algorithms for continuous improvement in system
performance.

— Implementation of a collision avoidance system.

— Integration with car infotainment systems for improved user experience.

— Implementation of an emergency response system for accidents.

— Development of a cloud-based platform for centralized data analysis and manage-
ment.

— Expansion of the system to support additional vehicle models and makes.
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