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Abstract. Inrecent years, the use of Machine Learning (ML) techniques
to exploit data and produce predictive models has become widespread
in decision-making and problem-solving across various fields, including
healthcare, energy, retail, transportation, and many more. Generally, a
well-performing ML model requires large volumes of training data. How-
ever, collecting data and using it to predict behavior poses significant
challenges to the privacy of individuals and organizations, such as data
breaches, loss of privacy, and corresponding financial damage. Therefore,
well-designed privacy-preserving ML (PPML) methods are significantly
required for many emerging applications to mitigate these problems. This
paper provides a comprehensive review of non-cryptographic privacy-
preserving ML along with selected methods, such as differential privacy
and federated learning. This paper aims to provide a roadmap for future
research directions in the PPML field.
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1 Introduction

Privacy-Preserving Machine learning (PPML) is one of the most prominent
application areas for data protection of computing operations [1]. This is espe-
cially crucial when the training sample contains sensitive or private data. Owners
of such data may wish to use it to train a model but do not want to give up
control over their data. PPML methods can help mitigate this risk by ensuring
that the data used to train the model is not linked to personal identity. This can
help protect the privacy of those predicted by the model.

This paper extensively reviews full-scale types of non-cryptographic privacy-
preserving in the ML method, detailing what, where, and how privacy-preserving
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can be provided. For this purpose, the concept of privacy-preserving ML is intro-
duced and then reviewed in the literature, along with various methods for pre-
serving data privacy while training ML models. The methodology is also briefly
discussed to extend the literature review. Then, these methods are compared,
and recommendations are provided for future work. The remaining sections of
this paper are organized as follows. Section 2 presents non-cryptographic privacy-
preserving machine learning methods. Section 3 provides opportunities and chal-
lenges. Section 4 examines the future research directions. Conclusions are drawn
in Sect. 5.

1.1 Literature Review

This section provides the literature review on non-cryptographic privacy-
preserving ML. Tables 1 and 2 summarize the current studies with their descrip-
tions for differential privacy and federated learning methods, respectively.

Shokri et al. [2] developed a general system for learning from participants’
data without disclosing private information. They created a neural network
model using the “Distributed Stochastic Gradient Descent” optimization app-
roach, training each participant independently. The method achieved success
rates of 99.14% on MNIST data and 93.12% on SVHN data. To increase the
security of the data and minimize the risks of leakage, a differential privacy app-
roach has been applied by updating the parameters (adding noise). Firstly, the
approach of applying differential privacy to Principal Component Analysis [3]
was used for feature selection. A success rate of 73% was achieved on CIFAR-10
data and 97% on MNIST data. Chase et al. [4] developed a new method by using
Secure Multi-Party Computation (SMPC) and differential privacy to protect the
confidentiality of each sample in the training data used to create their neural
network model.

Kotsogiannis et al. [5] offer One-Sided Differential Privacy (OSDP) that
meets sensitivity masking. Their model assures that an attacker cannot con-
siderably reduce the uncertainty about whether a record is sensitive using any
technique. Bassily et al. [6] present a differential privacy type of the Stochastic
Gradient Descent (SGD) method with enhanced composition and privacy ampli-
fication. For training models, Thakkar et al. [7] examine the adaptive gradient
clip technique with user-level differential privacy, eliminating the requirement for
comprehensive parameter tuning. Wang et al. [8] used non-IID (non-identically
independently distributed) data to provide a new convergence analysis on local
epoch size. In their study, a real-time control method that dynamically adjusts
global aggregation frequency was developed. Yang et al. [9] present an extensive
study of a secure federated learning framework in terms of definition, architec-
ture, vertical FL, horizontal FL, and federated transfer learning. Chen et al. [10]
check for inconsistencies between the global and lagged models by modifying
the number of local periods to predict recession, expediting convergence, and
avoiding straggler effect performance degradation. Konecny et al. [11] provide
a technique of a communication-efficient FL. model to decrease communication
costs for methods of sketched updates and structured updates.
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Table 1. Current studies in Differential Privacy

Description

Differential Privacy | -Two levels of privacy protection

-Doesn’t share raw data during the learning process [12]

-A refined analysis of privacy costs

-Non-convex objectives, under a modest privacy budget
(13]

-Private Aggregation of Teacher Ensembles (PATE) is
applied to preserve users’ privacy

-CT-Scan is affected by COVID-19 or not by comparing
with CNN model [14]

-Differentially private algorithms for convex empirical
risk minimization

-Optimal error rates are provided [6]

-Applied the adaptive gradient clip method with
user-level differential privacy [7]

-One-sided differential privacy (OSDP) to protect
sensitive records and for releasing count queries [5]

-Local and Central Distinctive Privacy (LDP/CDP)
techniques in FL

-Decreases white-box membership inference attacks in
FL [15]

-PRECAD framework that provides both privacy and
robustness for FL [16]

Hamm demonstrates the framework’s performance with realistic tasks such
as network intrusion detection, activity recognition, and malicious URL detec-
tion [27]. Choudhury et al. [12] illustrate the feasibility and usefulness of the
federated learning framework in providing increased privacy while maintaining
the global model’s utility by applying 1 million patients’ real-world electronic
health data. Abadi et al. [13] developed a new method using stochastic gra-
dient descent and differential privacy budget composition approaches. Noise is
added to the gradient before updating the precision-limited network parameters
of each training sample to preserve data. Chamikara et al. [18] propose a dis-
tributed perturbation algorithm called DISTPAB that achieves high accuracy,
efficiency, attack resistance, and scalability for the privacy preserving of horizon-
tally partitioned data. The privacy-preserving FedML demonstrates DISTPAB’s
perfect approach for preventing distributed machine learning privacy leaks while
maintaining high data utility.

Tran et al. [28] propose a method for Privacy-Preserving ML models that can
operate on a decentralized network setting without requiring a reliable third-
party server and provide confidentiality of local data with low-cost communica-
tion bandwidth. They have designed a new method called a Decentralized Secure
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Table 2. Current studies in Federated Learning

Description

Federated Learning | -Find the best balance between local updating and
global parameter aggregation for edge computing [17]

-Sketched updates and structured updates [11]

-A distributed perturbation algorithm using the
asymmetry of resources of a distributed environment
[18]

-Two new summoning defense mechanisms, Krum and
Trimmed Mean [19]

-The LDP-FedSGD algorithm is used [20]

-Privacy problems in composite learning [21]

-Obtained small amounts of data from different sources
from various hospitals and trains a global deep-learning
model using blockchain-based FL [22]

-FEDL outperforms vanilla FedAvg algorithm [23]

-IoT data sharing, data offloading and caching,
intrusion detection, localization, mobile audience
detection, and IoT privacy and security [24]

-A Distributed algorithm to develop an overall
decentralized optimization framework [25]

-Lightweight encryption protocol is performed [26]

Framework (SDTF) to protect the confidentiality of data in ML models. It aims
to protect the data’s privacy by supporting the parallel training process on a
decentralized network without needing any third-party server. The Secure Sum
Protocol is designed to safely calculate the sum of the participants’ inputs in a
large group. Randomization techniques and Secure Sum Protocol are combined
to ensure the model-sharing process protects local models, even if two of them are
confidential from honest but curious parties. This protocol aims to train a global
model without leaking information about the local intermediate parameters and
training inputs of the participants in the group. As a result of experiments on
MNIST and UCI SMS spam datasets, the proposed method achieved a high
success rate and efficiency for the created model.

Reich et al. [29] propose the method using Secure Multilateral Computing
(SMC) to cover feature extraction from texts and classification with tree ensem-
bles and logistic regression. They also make inferences about the reliability and
accuracy of the solution. Ma et al. [30] present a new perspective on multi-
lateral ML, which allows multiple neural networks to learn simultaneously and
protects privacy in cloud computing, where huge volumes of training data are
distributed among many parties. The authors conclude that the method meets
the requirements for verifiability and confidentiality.
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Kumar et al. [22] provide a model that obtains small amounts of data from
different resources and uses blockchain-based federated learning for training a
global ML method. Findings from the study show good performance. Liu et al.
[31] suggest the use of federated learning for COVID-19 data training. They also
compare the results of ResNet18, MobileNet, COVID-Net, and MoblieNet, four
popular models with and without a federated learning method. Chaudhuri et
al. focused on the classification problem of a deep neural network model where
the training data consists of sensitive information [32]. They designed a method
that aims to protect confidentiality in classifiers. The study used the approach of
minimizing the average estimation error on the training data while determining
the predictive value for each training sample by the classifier. They also used
differential privacy methods on sensitive data to protect privacy. Other research
on ML with differential privacy includes [33-35].

2 Non-Cryptographic Privacy-Preserving Methods

There are a variety of different methods that can be used to preserve the privacy
of data while training ML, models. These privacy-preserving methods are used to
protect the privacy of individuals whose data is being used to train the model.
These methods ensure that the data used to train the model is not linked to the
person’s identity. This section discusses widely used non-cryptographic privacy-
preserving methods, which can be used to make ML algorithms more secure and
protect sensitive data.

2.1 Differential Privacy

The concept of differential privacy is the core of privacy-preserving ML methods.
Differential privacy (DP) was suggested by Dwork et al. [3], which establishes a
sense of personal privacy and enables data analysis in ML. Then, it has become
a prominent privacy protection technology. DP allows the extraction of useful
information from a dataset without revealing any personally identifiable infor-
mation about the individuals in the database, as illustrated in Fig. 1. DP is the
foundation for ML and other encryption schemes that protect privacy. It is also
an anonymization approach that can improve ML and mitigate privacy issues.
DP can be used to generalize the ML process to mask the effects of specific
input data and provide differential privacy concerning individuals, resulting in
a verifiable guarantee of privacy [13]. A differential privacy method has been
implemented to train data for ML algorithms based on the Stochastic Gradient
Descent technique (SGD), an iterative process for incremental gradient updates
to minimize a loss function.

DP is also applicable, especially for group SQL queries involving count, aver-
age, sum, maximum, minimum, and median. It can increase the privacy of the
dataset by adding random noise to the query results.
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Fig. 1. The architecture of differential privacy (DP) overview

2.2 Federated Learning

Federated Learning (FedML or FL) was developed in 2016 as an efficient privacy-
preserving ML technique. In this approach, many clients train their models coop-
eratively in a distributed environment managed by a central server while the
training data is kept locally to protect privacy [9,36]. Figure?2 illustrates the
general FL overview. FL enables the decentralization of ML processes by con-
trolling the risk of compromising datasets and identity privacy as the participant
limits the information exposed to datasets. Traditional centralized ML intro-
duces system privacy issues and costs, which can be mitigated through FL. The
convergence of non-IID data and communications in federated learning scenarios
has been a common concern.
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Fig. 2. General federated learning (FL) overview

FedML is branched into five types based on different aspects of federated
learning as follows:
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— Federated averaging (Fed Avg): In this method, each client trains its local
model on its own data, then sends the model updates (not the data itself)
to a central server. The server then aggregates the model updates from all
clients and uses them to update the global model.

— Split learning (Splitting): In this method, each client trains its local model
on its local data and sends the output of its local model (not the data itself)
to the central server. The central server then aggregates the outputs from all
the clients to update the global model.

— Federated Averaging with split learning (SplitFedAvg): In this
method, each client sends both its local model and the output of its local
model (not the data itself) to the central server. The central server then
aggregates the models and outputs from all the clients to update the global
model.

— Federated Averaging with data sharing (ShareFedAvg): In this
method, each client sends its local model and training data to the central
server. The central server then aggregates the models and data from all the
clients to update the global model.

— Federated Averaging with data sharing and split learning (ShareS-
plitFedAvg): In this method, each client sends both its local data and local
model to the central server. The central server then aggregates the models
and the data from all the clients to update the global model.

3 Opportunities and Challenges

ML has become an integral part of many sectors, including image classification,
speech recognition, natural language translation, and image analysis. These pop-
ular applications heavily rely on ML nowadays [37]. Amazon SageMaker [38],
Microsoft Azure ML Studio [39], and Google Cloud ML Engine [40] are some
of the known MLaaS (ML as a Service) providers. ML can be used to achieve
various types of data privacy-related work. Human activity recognition (HAR)
can generate massive data [41]. These datasets are from the synergy of com-
munication [42—44] and the Medical Internet of Things (MIoT) [45,46]. These
huge datasets are useful for the ML method because it enhances the study of
the subject, such as the health diagnosis of patients. However, in the case of
healthcare datasets, the privacy of the patient’s information is sensitive. This
kind of data needs to be protected from leakage. The two major algorithms for
this purpose are homomorphic encryption [47,48] and differential privacy [49].
Applying these algorithms mentioned above allows a patient’s data to be stored
by providing privacy. Also, using Federated Learning, data sharing through ML
is better and risk-free. There are remarkable outcomes in applying ML. The
composition between the input and output consists of many layers. The training
data consists of an individual’s private information, which means the datasets
can cause some risks if leaked. To prevent this, some privacy models have been
adopted. Furthermore, financial companies can collect their users’ information,
transactions history, and other information. By applying these data to ML, it
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would be easier to detect fraud. As users’ data plays a vital role in enhancing
datasets’ accuracy, this is one reason why large companies take their users’ infor-
mation to train and enhance these models. Those data can be used to recognize
images, label photographs to objects, etc. [50].

During the process of ML, many challenges are present. These are some of
the downsides of ML models. ML is a data-driven model, which means that the
more data is present, the better the results. A large amount of data is needed
to feed the ML model to achieve accurate results. ML models work with the
maximum amount of input data from people and try to turn it into reality
by providing accurate results. Recent studies have advanced and enabled vast
knowledge to be learned from. Significant achievements include efficient storage,
better processing, and computing on big datasets. However, collecting a large
number of datasets for a particular project can sometimes become difficult due
to the unavailability of data. A low number of data might give outputs that
could be more accurate, which can ruin the outcome and provide false answers.

4 Future Research Directions

Despite ML’s rapid development, it still has challenges and an ever-changing
room for growth. This article reviewed privacy-preserving ML methods and their
latest developments. We discussed FL and different kinds of privacy-preserving
mechanisms. Some potential room for growth and future research directions are
discussed below.

1. To provide data privacy, several FL frameworks have been developed. How-
ever, the quality and accuracy of the data tend to degrade those adapted FL
frameworks. A basic framework of FL is provided for the privacy-preserving
model. A good model can be collaborated using datasets, but privacy is not
guaranteed [51,52].

2. In FL, data privacy for clients lays the most important part. Gradient commu-
nication between participants and the aggregator can reveal sensitive infor-
mation about the participants’ datasets [53,54]. Encryption techniques such
as homomorphic encryption and secret sharing can be utilized to prevent
this. However, computation and communication overhead is something that
encryption-based FL faces. Therefore, it is necessary to find an efficient way
to stop this from occurring. Also, there needs to be a balance between the
trade-off. Perturbation techniques can be utilized to protect weight and gra-
dient updates by adding noise, but this results in degraded model accuracy
and increased computational overhead. A good balance between these two
conflicting performances is necessary.

3. Sensitive information can be extracted from the final model if the query
results are not protected properly. Efficient solutions are needed to protect
the final model. Two possible directions are: a) utilizing encryption or pertur-
bation techniques to protect the final model against external attacks, and b)
utilizing the splitting technique to personalize the model for each participant
by splitting the global model [52,55,56].
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4. The cost of computation and effectiveness differs in terms of privacy-
preserving mechanisms. Optimization of deployment of defense mechanisms
or measurements is necessary. Studies [57] show a useful guide to conduct a
comprehensive investigation on diverse metrics to measure data utility and
data privacy. Most studies focus on frameworks with a central server. Future
research is needed to determine whether privacy attacks against an FL frame-
work without a central server work properly or not.

5 Conclusion

A large amount of data is used in developing ML models during training and
estimation, and the data used may consist of personal data. These data may
include sensitive data of individuals, such as hospital and bank databases. Using
this data in ML models poses security and privacy risks for data owners. Tools
applied to increase the confidentiality and security of data used in ML models are
given in this study. These tools are typically based-on differential privacy and
federated learning for non-cryptographic privacy-preserving ML. In addition,
ML-based architectures created in the literature to increase data security and
privacy using privacy-preserving tools are examined, along with how and at what
stage these tools are applied to the models.
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