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Preface

This volumecomprises theproceedings of the2nd InternationalConferenceonAdvanced
Engineering, Technology and Applications (ICAETA 2023). The conference was co-
organized by Istanbul University-Cerrahpaşa, Turkey and University of Catania, Italy,
on March 10–11, 2023.

ICAETA offers a forum for researchers proposing solutions meeting the operational
needs of industry. The conference is hence targeted both at researchers working on inno-
vative technology and experts developing tools in the field. The goal of the conference is
to attract papers investigating the use of technology outside the controlled environment
of research laboratories.

The topics cover a range of areas related to engineering, technology, and applications.
Main themes of the conference include, but are not limited to:

• Data Analysis, Visualization, and Applications
• Artificial Intelligence, Machine Learning, and Computer Vision
• Computer Communication and Networks
• Signal Processing and Applications
• Electronic Circuits, Devices, and Photonics
• Power Electronics and Energy Systems

We are delighted to announce the remarkable response to our Call for Papers for this
conference, which exceeded our highest expectations. A total of 139 scholarly works
spanning amultitude of domainswere submitted, each subjected to rigorous Single-blind
review by at least three experts in their respective fields. After initial screening, 126
papers were selected for further review. Following an intensive and highly competitive
review process, we accepted 37 papers for presentation, culminating in an impressive
acceptance rate of 26%. The selection of these papers was based solely on their technical
excellence, profound significance, and impeccable clarity of presentation.

We extend our profound gratitude to the authors, presenters, and delegates whose
presence and invaluable contributions were pivotal in making this event an outstanding
success. Furthermore, we wish to express our heartfelt appreciation to our distinguished
keynote speakers, session chairs, and diligent authors and reviewers.

Alessandro Ortis
Akhtar Jamil

Alaa Ali Hameed
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Technical Program Committee
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Mustafa Dağtekin Istanbul University-Cerrahpaşa, Turkey
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Multimodal Classifier for Disaster Response

Saed Alqaraleh1(B) and Hatice Sirin2

1 Computer Engineering Department, Hasan Kalyoncu University, Gaziantep, Turkey
saed.alqaraleh@hku.edu.tr

2 Software Engineering Department, Hasan Kalyoncu University, Gaziantep, Turkey

Abstract. Data obtained from socialmedia has amassive effect onmaking correct
decisions in time-critical situations and natural disasters. Social media content
generally consists of messages, images, and videos. In situations of disasters,
using multimedia files such as images can significantly help in understanding the
damage caused by disasters compared to using text only. In other words, the exact
situation and the effect of disaster are better understood using visual data.

So far, researchers widely use text datasets for building efficient disaster man-
agement systems, and a limited number of studies have focused on using other
content, such as images and videos. This is due to the lack of available multimodal
datasets. We addressed this limitation in this work by introducing a new Turkish
multimodal dataset. This dataset was created by collecting disaster-related Turk-
ish texts and their related images from Twitter. Then, by three evaluators and the
majority voting, each sample was annotated as a disaster or not a disaster.

Next, multimodal classification studies were carried out with the late fusion
technique. The BERT embedding approach and a pre-trained LSTM model are
used to classify the text, and a pre-trainedCNNmodel is used for the visual content
(images). Overall, concatenating both inputs in a multimodal learning architecture
using late fusion achieved an accuracy of 91.87% compared to early fusion, which
achieved 86.72%.

Keywords: Multimodal Classifier · Disaster Management · Tweet Text
Classification · Image Classification · Turkish language

1 Introduction

A vast number of images and texts captured during most of our daily events are uploaded
to social media platformsworldwide. This large-scale data shared on social media can be
classified using visual recognition and textual understanding. Since natural disasters are
time-critical, a practical classification of data published on social networks is extremely
useful for people in charge and humanitarian organizations to make plans and correct
decisions on time. It is worth mentioning that, unfortunately, sometimes, during impor-
tant events such as disasters, people share irrelevant information with disaster hashtags
to ensure that more readers see their tweets.

Disasters are events that negatively affect people, the environment, and societies due
to the life losses and damages that occur during disasters. Recently, messages and pho-
tographs have been highly used to describe the situations of people and the environment

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2024
A. Ortis et al. (Eds.): ICAETA 2023, CCIS 1983, pp. 1–13, 2024.
https://doi.org/10.1007/978-3-031-50920-9_1
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during natural disasters such as earthquakes, floods, fires, etc. Social media platforms,
where information and news can be accessed and used in real-time, are considered one
of the most widely used tools for communication and its purposes. However, in cases of
misuse, it can create a chaotic environment and causes various harms. Hence, an auto-
mated system that can find the most valuable and relevant information before, during,
or after disasters is vital.

Due to advances in deep learning, the performance of both text and image classifi-
cation methods has increased significantly in recent years. This increases the interest in
multimodal deep-learning classification systems. It demonstrates that deep representa-
tions of image and text data can be transferred to a new field by performing common
deep-learning representations for different data types. However, most of these studies
working on introducing efficient systems that automatically classify English only [1, 2].
In contrast, unfortunately, only a few works have been done in this field related to other
languages, such as Turkish, and all of them focus only on the text [3–5]. In other words,
no Turkish study uses the available text and images of disaster-related information to
build an efficient multimodal classifier for disaster response.

Information on emergency management is typically time-sensitive, subject to con-
stant change, and critical to society’s readiness to respond to emergencies and disasters.
Emergency managers are trying to allow people to report critical situations through all
available channels, such as phones, TV, and the Internet (websites like social media).
These channels also inform and guide the public before/during, and after disasters. For
example, in 2011, a magnitude 5.8 earthquake occurred in the United States; authorities
contacted the public via Twitter to report the disaster damage in their regions and inform
them what to do. In this earthquake, where calls could not be made due to equipment
disruptions, Twitter was used to reach people’s relatives and get information from public
institutions [6]. Also, during the Van Earthquake on October 23, 2011, in Turkey, people
in Van and surrounding places organized social media campaigns to aid, support, and
rescue activities. Also, it has been reported that some injured under the rubble of the
Van Earthquake used social media to request help.

Overall, it is crystal clear that such platforms can effectively help crisis management.
However, due to the immense amount of shared multimodal data, removing redundant
and irrelevant information is essential to assist decision-makers in making the most
suitable actions during such events.

The manuscript is organized as follows: The recent works and literature related
to this study are summarized in Sect. 2. Section 3 describes our proposed method and
architecture. Experimental setups, results, and analysis are presented in Sect. 4. Section 5
demonstrates the conclusions of this research.

2 Literature Review

The recent works and literature related to this study are summarized below. In [3],
a new social media data analysis framework was proposed. This framework uses deep
bidirectional neural networks trained on earthquakes, floods, and extreme flood datasets.
It first works on learning from discrete handcrafted features and then fine-tuning the deep
bidirectional transformer neural networks. Overall, the developed multiclass classifier
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integrated with support vector machines provides a precision of 0.83 and 0.79 for both
random and original splits, respectively. While integrating Bernoulli naïve Bayes can
achieve 0.59 and 0.76, multinomial naïve Bayes achieved 0.79 and 0.91.

The work presented in [4] aims to create a system that can detect crises that require
assistance bymaking an effective classification for Turkish text tweets usingKNN,SVM,
and CNN algorithms. Their results indicated that the proposed model could achieve
around 94% accuracy. Next, in [5], the work of [4] was further improved, and a text
Turkish tweet dataset for crisis response and a deep-learning Turkish tweet classification
system for crisis response was presented.

In [7], distinctive features were proposed to classify tweets as contextual and non-
contextual. After classifying the tweets, situational tweets summarization techniques
were used to convey awareness to government agencies. Then, the system of [7] was
experimented with using the Uttarakhand floods and the Nepal earthquakes datasets,
which contain tweets in English and Hindi. Results demonstrate that the domain-
independent classifier outperforms the domain-dependent technique for English and
Hindi tweets.

In [8], a method to classify tweets about damage detection that combines statis-
tical and illuminating features was developed. This method uses Random Forest and
AdaBoost classifiers. The results of experimental work in [8] showed that the proposed
method outperformed the baseline SVM with the Bag-of-Words model.

Related to multimodal systems, there are two basic approaches to automatically
merging different models, in our case, text and images, early fusion and late fusion [9].
Early fusion works on finding the best features from each multi-data (text and image),
and the features of both text and image are combined in a single vector [10]. Then, a
classifier is trained on top of the standardized vector. Related to the late fusion (voting):
each modality, such as the image and text, is propagated through their classifier, and
the output probabilities of both models are averaged, where the class is selected using
the maximum value [11]. It is worth mentioning that a third type, known as Hybrid
Fusion (GMU), exists and can support multiple languages (input text belongs to multiple
languages). This type is usually trained using the best features per modality.

In the following, the recent studies related to multimodal systems are summarized.
In [12], a simple feature augmentation approach that can leverage the text-image rela-
tionship to improve the classification of emergency tweets was presented. Also, a new
multimodal dataset containing 4600 tweets (image + text) collected during the 2017
USA disasters and manually annotated was introduced. The model was tested on two
categories, i.e., Humanitarian and Damage Assessment, and the observations indicated
increased performance.

In [13], another multimodal classification model for mining social media disaster
information was introduced. This model uses the Late Dirichlet Allocation (LDA) to
identify subject information. Bert embedding andVGG-16 are used to analyze themulti-
modal data, where text and image data are classified separately. TheWeibo data collected
during the 2021 Henan heavy stormwas used. Their results showed that an improvement
of 12% can be achieved using the proposed model compared to “KGE-MMSLDA”, a
topic-based event classification model.
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In [14], the integration of disaster data provided by text and image was investigated.
Then, the attention mechanism was used to build a multimodal deep learning model
called CAMM. This model was compared with “MUTAN’ and “BLOCK” unimodal
models and outperformed both by 6.31% and 5.91%, respectively.

Another multimodal disaster identification systemwas presented in [15]. This model
combines the visual features with word features to classify each input tweet. In more
detail, the visual features are extracted using a pre-trained convolutional neural network,
while the textual features are extracted using a bidirectional long-term memory (BiL-
STM) network with an attention mechanism. Next, a feature fusion and the Softmax
classifier are used to decide on the class. Overall, the system of [15] outperformed some
baselines unimodal and multimodal models by 1% and 7%, respectively.

Until this study, no multimodal crisis management systems were built specifically to
classify Turkish language text and images. This work introduces the first-ever Turkish
language multimodal crisis management system. We first collected Turkish text and
visual tweets related to natural disasters to achieve our goal. Then, intensive experiments
were performed to produce an efficient multimodal classification system that processes
text and image data shared on Twitter before, during, and after natural disasters and
informs authorities about relevant and critical disaster-related information.

3 The Proposed Multimodal Learning Approach

In this work, three evaluators annotated the collected samples as relevant to or irrelevant
to natural disasters. Next, a new automated and multimodal classifier that supports the
Turkish language was proposed.

As shown in Sect. 4, and based on intensive investigations, an LSTMwas selected for
text classification. At the same time, an in-depth feature extracted from a fully connected
layer of AlexNet-based CNN achieved the best performance for image classification. In
addition, after comparing the performance of BERT, Glove, and Word2Vec embedding
systems, we selected BERT as it showed superior performance. Finally, we perform the
late fusion of classification scores. As shown in Fig. 1, we verify the integration of visual
and textual methods with multimodal techniques.

3.1 The Collected Sample

The collected Twitter data consisted of Turkish texts and their related images. The data
will be used to analyze whether it is relevant to natural disasters or not. To collect the
samples, deprem (earthquake), yangın (fire), trafik kazası (traffic accident), müsilaj (sea
saliva), and sağanak (downpour) disaster-related keywords were used. Around 17 thou-
sand samples belonging to five separate sub-datasetswith text and image data are created.
However, as data may contain meaningless words and symbols, the cleanup is performed
afterward. Then, three annotators read each tweet, viewed the related image(s), and inde-
pendently judged whether each sample was related to the disaster. The majority voting
result was applied for the final labeling of each sample.
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Note that, as mentioned before, sometimes people share irrelevant tweets during
disasters with keywords and hashtags related to the disaster to increase the number of
views and shares. Hence, it is crucial to distinguish tweets about the disaster. A sample of
the collected relevant and irrelevant tweets (text and image) for different natural disasters
are shown in Fig. 2. Overall, the used keywords and the total number of collected samples
for each keyword are shown in Table 1.

Fig. 1. The workflow of the proposed multi-modal classification system.

Fig. 2. Sample of the collected tweets (images along with their text).
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Table 1. The number of samples for each sub-dataset.

Disaster Datasets # Relevant Tweets #Irrelevant Tweets

Deprem Dataset 1 2596 2400

Yangın Dataset 2 1450 1448

Trafik Kazası Dataset 3 1718 1692

Müsilaj Dataset 4 800 780

Sağanak Dataset 5 2029 2100

Total number of samples 8593 8420

3.2 The Proposed Text Classification Model

Text classification generally determines whether each sample belongs to one of the
predefined classes. In other words, most candidate class is selected for each input. Until
the last decade, the text classification process was challenging as computers can only
process numbers. This process used traditional techniques, i.e., Bag of word approaches,
such as TF-IDF. However, with the recent improvements in text’s feature extraction and
representation using word embeddings and also the impressive performance of deep
learning, we can build not just a text classification system but also other text systems such
as document summarization, customer relationship management, web mining, emotion
analysis, etc. that can achieve human level. In the following, we summarize the steps of
text classification.

Preprocessing
Significantly, the textual data may contain irrelevant and useless terms such as spaces,
punctuation, stop words, and repetitive words. Such data will be removed. Also, Turkish
has some specific characters, i.e., “ç, ğ, ı, ö, ş, ü”where users in general use the equivalent
English character while writing, especially in informal writing. Note that it is an essential
preprocessing step to convert back such character to its equivalent Turkish one (this
process is named Deascification). Case folding is another preprocessing step. Here, all
text is converted to lowercase. Other important text preprocessing are 1) Tokenize: which
refers to dividing the string into tokens; 2) Stop word filtering works on eliminating
common words. 3) Stemming filtering: Reduces each word to its root by removing
prefixes or semed attachments.

Vector Representation of Texts
Fasttext, Word2vec and Glove are successful examples of the first generation of embed-
ding approaches. Although they are easy to develop and use, their main weakness is that
each word will always get the exact vector space representation. However, in real life,
words can have multiple meanings and may have different meanings and contexts based
on their surrounding words. The problem has been overcome by recently developed
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embeddings such as BERT, ELMO, and XLNET. In this study, based on our prelimi-
nary performance investigations, Word2vec, Glove, and BERT were selected, and their
performance was investigated.

Text Classifier
Convolutional Neural Networks (CNN or ConvNet), a category of deep learning neural
networks, have performed superhumanly in many areas, such as image recognition,
object recognition, automatic video classification, and computer vision.

On the other hand, the recurrent neural network (RNN) is another well-known cate-
gory of deep learning networks. The output of some of its nodes can affect the subsequent
input to the same nodes through cycle connections between nodes. RNNs can use their
memory (internal state) to process inputs with different length sequences. Overall, RNN
is widely used in Natural language processing (NLP) and can predict the latter word
from the former words given in a content. Like traditional neural networks, RNN uses
a reverse propagation algorithm. During this backward spread, gradients prone to zero
can occur, which is called the reset gradient problem. Long Short-Term Memory Net-
works (LSTM) can be considered an improved RNN architecture introduced to solve the
mentioned problem [16, 17]. LSTM also solves the problems of Memorization-overlap
and reset gradient (vanishing gradient), two main problems in deep neural networks
applications.

Figure 3 shows the architecture of the LSTM model utilized in this work, which is
used to determine whether the text of the input tweet is related to a natural disaster or
not.

Fig. 3. LSTM network model architecture.

3.3 Image-Based Classification

When people look at an image(s), they can effortlessly differentiate between the color,
size, similarity, types of items, etc. When it comes to computers, it is more challenging
as computer process the numerical value of the image’s pixels. However, recently CNN
models have been able to achieve outstanding performance. In general, CNN processes
these matrices using some hidden layers that detect the image properties/features to
distinguish its objects. Thanks to the proposed multi-model dataset, where each sample
was manually annotated to one of the predefined classes (disaster/not a disaster), we
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developed and trained a supervised CNN classification model. The main layers of the
used model as summarized below.

Input Layer
This layer constitutes the first layer of CNN. While designing the model, selecting the
correct input size for the images in this layer is critical and essential. For example, when
the selected size is large, it requires more memory, training, and testing time. On the
other hand, if the size is small, the network’s performance may be low as we may lose
the quality of the images while the memory requirement and training time are reduced.
In other words, an appropriate input image size is needed for network success regarding
network depth and hardware cost when performing image analysis.

Convolution Layer
In convolution, which is a customized linear process, the primary purpose is to extract
designating properties for each input image. This layer performs convolution rather than
matrix product [18]. In other words, the input image is represented by a matrix of its
pixels read in the input layer. The convolution process is to scan this matrix using its
filters to extract descriptive properties for images and texts.

Filters generate output data by implementing the convolution process on the previous
layer’s output. As a result of this convolution process, the activation map is created.
Activationmaps are regionswhere characteristics specific to each filter are found.During
the training of CNNs, the coefficients of these filters modify with each learning loop
in the training set. Thus, the network identifies which input regions are significant as
designating properties.

Dropout Layer
CNN sometimes memorizes the data (samples). This layer prevents the network from
memorizing and overfitting [19]. The basic logic implemented on this layer is the unload-
ing of some nodes of the network. In other words, dropout works by temporarily ignoring
some randomly chosen neurons’ incoming and outgoing connections.

Activation Layer
This layer is also known as the rectifier unit (ReLU) layer. The ReLU function generally
exchanges the negative input by 0 while it takes its value for positive entries. Hence,
all negative values will be replaced by zero. Note that the output of the mathematical
operations that are carried out on the convolution layer produces linear results, and this
layer will make the deep network a nonlinear structure. With the use of this layer, the
network learns faster.

Pooling Layer
Pooling, called “DownSampling”, is usually positioned after the ReLU layer. Its primary
purpose is to reduce the size of ReLU output. The processes performed on this layer are
working on representing the data in fewer values while still having efficient features. As
a result, it will create less transactional load for the following layers and decrease the
chance of the model overfitting (memorization).
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Like the convolution process, certain filters are defined and applied here. These filters
are routed around the image according to a particular step-by-step value and placed in
the output matrix by taking the maximum values (maximum pooling) or the average of
the values (average pooling). Based on our investigation, maximum poolingwas selected
as it outperformed others.

Fully Connected Layer
This layer connects all nodes of the previous layer. The entire matrix is given a single
class vector with a size of 1 * 1 * 4096. This layer will be followed by another fully
connected layer, which is explained below.

Classification Layer (Fully Connected Layer with Softmax)
Classification is carried out in this layer of deep learning models. Based on the previous
layer’s output, a weight matrix of 4096 * 2 is obtained for the classification layer. The
output value of this layer is equal to themost candidate class of the twopredefined classes,
i.e., disaster and not a disaster. Different functions, such as Softmax and sigmoid, can be
used to make the final decision, which is used in this layer. Here, Softmax was favored
based on our observations.

4 Experiments

In this section, multiple investigational experiments that demonstrate the performance
of proposed classification models vs. some state of art ones are done. First, we perform a
comparison when models are used to classify image and text separately (we call it Uni-
modal Classification) and then when used to classify input samples with text and images
(we call it Multimodal Classification). In other words, performance measurements were
carried out with three separate classifications: tweet text, tweet image, and tweet text
and image together. The performance of the trained models is measured by Accuracy,
Precision, Recall, and F1 Score evaluation matrices.

Toprovide quality and robustness of the achieved results, all samples and sub-datasets
presented in this paper were used in the experimental work.

Our experiments were conducted on a machine equipped with the Nvidia GTX1650
GPU with Intel(R) Core (TM) i7-10750H CPU and 16 GB of RAM running the Win-
dows 10 Enterprise operating system. All codes were implemented using Python and its
libraries. Google Colab environment is used for implementing the code.

4.1 Unimodal Classification

In this section, Unimodal image and text approaches were trained separately for each
natural disaster (deprem-earthquake, yangın-fire, trafik kazası-traffic accident, müsilaj-
mucilaj, sağanak-downpour).

Experiment 1. Performance of Image Classification
The main aim of this experiment is to choose the best architecture that will be later
adapted and used for multimodal fusion. For the image unimodal experiment, we used
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five state-of-the-art CNN architectures. Table 2 reports the results for the tested CNN
models. As a result, although all models achieved almost similar performance, “Mouzan-
nar’s CNN model1” [20] performed marginally better than other models. It was also the
fastest model for training and forecasting.

Table 2. Performance of the selectedCNNmodelswhen used for image classification (unimodal).

Dataset # Matrix CNN Models

CNN_Model1
[20]

CNN_Model2
[1]

VGG19 ResNet50 Inception
ResnetV2

1st Acc 0.8548 0.8321 0.7183 0.7333 0.8313

F1 0.852 0.8309 0.7169 0.7315 0.8316

2nd Acc 0.8522 0.8295 0.717 0.7319 0.8291

F1 0.8501 0.8287 0.7157 0.7302 0.8275

3rd Acc 0.8578 0.8342 0.7219 0.7385 0.8342

F1 0.8552 0.8321 0.7203 0.7364 0.8327

4th Acc 0.8601 0.8344 0.7238 0.7407 0.8369

F1 0.8579 0.8323 0.7217 0.7386 0.8342

5th Acc 0.8512 0.8301 0.7141 0.7311 0.8301

F1 0.8479 0.8279 0.7119 0.7381 0.8279

Experiment 2. Performance of Text Classification
In this section, we first compared the performance of the pre-trained Glove, Word2Vec,
and BERT word embeddings using the proposed LSTM model and the CNN architec-
ture of [21, 22]. Table 3 summarizes the performance results of CNN and an LSTM
model. Overall, Word2Vec outperformed GloVe by around 1%, but BERT marginally
outperformed both Word2Vec and GloVe.

Table 3. Performance of the classifiers using multiple embedding approaches.

Classifier Word Embedding Accuracy Precision Recall F1-Score

Proposed Model_LSTM Glove 0.8644 0.8581 0.8704 0.8642

Word2Vec 0.8721 0.8643 0.8769 0.8701

BERT 0.8795 0.8702 0.8845 0.8772

CNN [21, 22] Glove 0.8498 0.8421 0.8546 0.8483

Word2Vec 0.8547 0.8495 0.8592 0.8543

BERT 0.8576 0.8531 0.8607 0.8568
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4.2 Multimodal Classification

Experiment 3. Performance of the Late Fusion vs Early Fusion
Based on the results of the above experiments, the developed multimodal consisted of
BERT as a text feature extraction system, the LSTM used for text classification, and
the CNN model of [20] used for image classification. Then, the late fusion approach
is used to make the final decision on the class, whereas, for rule-based, the weighted
maximum decision rule is implemented. To finalize the experimental work, we have
compared the performance of early fusion and late fusion, as well as the text-only
unimodal and image-only unimodal. Overall, as shown in Table 4, it is obvious that late
fusion outperforms early fusion. Also,multimodalmodels provide a further performance
improvement compared to both Text-only and image-only unimodal.

Table 4. Performance comparison of different modalities.

Training Modal Modality Accuracy Precision Recall F1 Score

Unimodal Image 85.48 84.87 86.55 85.20

Text 87.95 87.02 88.45 87.92

Multimodal (Text + Image) Early Fusion 86.72 85.95 87.50 86.56

Late Fusion 91.87 90.34 92.25 91.28

Experiment 4. Performance of the Developed Model vs Some State of Art Deep
Learning Models
In this experiment, the performance of the models of [20] and [23] and the proposed
model (LSTM(BERT)–CNN) were compared. Table 5 shows the performance compar-
isons of the mentioned models. Based on the accuracy, precision, recall, and F1 score,
as shown in Table 5, the proposed model has significantly outperformed the others.

Table 5. Performance comparisons of the state-of-art deep learning models.

Models Datasets Precision Recall F1 Score Accuracy

CNN (Word2Vec) – CNN [23] Dataset1
Dataset2
Dataset3
Dataset4
Dataset5

85.93
84.42
85.08
84.63
85.15

87.13
85.82
86.14
85.94
86.36

86.52
85.11
85.60
85.27
85.75

86.47
85.12
85.62
85.44
85.93

Average 85.04 86.28 85.65 85.72

(continued)
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Table 5. (continued)

Models Datasets Precision Recall F1 Score Accuracy

LSTM (Word2Vec) – CNN [20] Dataset1
Dataset2
Dataset3
Dataset4
Dataset5

90.72
87.45
89.77
89.69
90.29

91.95
88.93
91.02
90.94
91.71

91.33
88.18
90.39
90.31
90.99

91.46
88.15
90.38
90.47
91.07

Average 89.58 90.91 90.24 90.31

LSTM (BERT) - CNN Proposed Model Dataset1
Dataset2
Dataset3
Dataset4
Dataset5

90.34
81.81
89.12
89.63
90.03

92.25
90.73
91.16
91.28
92.11

91.28
87.80
88.89
90.44
91.05

91.87
88.46
90.87
91.07
91.23

Average 89.79 91.51 9.89 90.70

5 Conclusion and Future Works

In this work, we have collected tweets (text) and their related images published before,
during, or after some natural disasters. These samples were manually prepared and
annotated using three evaluators. Then, a new multimodal classification system was
presented after some intensive experimental work to ensure the efficiency and robustness
of the proposed model. The late fusion was used to achieve multimodal classification;
Also, a pre-trained BERT - LSTMmodel was used for processing text while a pre-trained
CNN model was used for visual modal (images).

The experiment section indicated that the developed multimodal achieved an accu-
racy of 91.87%, while early fusion achieved 86.72%. Hence, such a model can improve
disaster events’ classification accuracy and help authoritiesmake themost suitable timely
decisions.

As future work, more intensive work on developing a new CNN model for images
and using more advanced feature extraction methods for images can be applied. Another
direction is to investigate the possibility of supporting multiple languages.
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Abstract. With the tremendous rise in multimedia output over the last ten years,
image encryption has grown in importance as a component of information secu-
rity. It is challenging to secure images using conventional encryption methods
because of the intrinsic image properties that distinguish image cryptography
from text cryptography. This study suggests employing binary key images for
lossless encryption of color images. First, chaotic sequences from the 2D Henon
map will be used to permute the locations of the pixels in the plaintext image.
The key images, in this case, are bit planes created from an additional image.
In order to improve the encryption image and make cracking more challenging,
the bit plane will be further rotated. It concentrates on two methods for effective
image encryption: bit plane slicing and bit plane spinning. In terms of a number
of statistical tests, such as key experiments, information entropy experiments, and
encryption quality testing, the simulation analysis also shows that the suggested
technique is lossless, safe, and effective. Based on the findings, it can be shown
that the new method takes less time to conceal the remaining intelligence than it
does to encrypt the complete image.

Keywords: Bit-plane decomposition · Chaotic Permutation · Image
Encryption · Image Cryptography · Bit plane Spinning

1 Introduction

Numerous digital photos may be quickly sent across a public network due to the rapid
growth of computer networks and internet multimedia processing. Such as medicine,
the military, business, and multi-media [1]. The security of images against unauthorized
access has become a popular research and application topic. The inherent characteristics
of a digital image, such as its large storage capacity and strong pixel correlation, may
preclude the use of conventional data encryption algorithms for images [2, 3]. The
aperiodicity, high sensitivity to beginning circumstances and factors, ergodicity, and
pseudo-randomness of chaos have motivated several academics to develop chaos-based
image cryptographic algorithms.
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Cryptography is an effectivemeans of transmitting confidential information safely. It
encrypts images before transmitting them to change their structure. Due to this inability
to easily acquire the original image, even the hacker will be in immune. The main
objective is to better protect the original image. The principal use of slicing of bit-plane
is the division of images into binary bit planes [4]. The intensity value of each pixel in
an image is represented by a bit [5, 6]. The pixel intensities of an image are always used
as the basis for image scrambling. To analyze the significance of each bit in an image,
the image in digital format is separated into 8-bit planes.

The bit value of an image is simultaneously impacted by a little change in color.
The image is broken up into 8-bit planes and is made up of several pixels [7]. It is used
to define the significance of each bit in an image by representing the highest-order and
lower-order bits. Compared to the other least important bit, the perceptional masking
method, it produces superior image encryption. This step will be completed without
affecting the overall quality of the image [8].

We present a technique for image encryption using chaotic maps and bit planes to
circumvent the aforementioned issues.Bit-plane segmentation, chaotic series generation,
and scrambling are the three adaptable components used. Because a digital computer can
effectively execute bit-plane decomposition, the technique is computationally efficient
in the lossless process [5]. The framework’s use of permutation, which allows for the
modification of pixel positions, raises the level of security of the algorithm [9]. Analysis
of security and simulation results show that the method suggested works well and has
a lot of potential [10]. The rest of the article is organized as follows, Sect. 2 discussed
briefly about the materials and methods. All the results are discussed in Sect. 3 and
finally the article is concluded in Sect. 4.

2 Materials and Methods

Think about a color image that is made up of many pixels. Bits are used to indicate each
pixel. 8-bit planes [6, 11] from bit plane 1 to bit plane 8 make up the image. An image’s
lowest-order bits are found in plane 8, while all its higher-order bits are found in plane
1.

The slices of the eight planes contain information of the concerned image [6]. The
output will get jumbled as we change the placements, values, and other factors.

The significant information in an image is shown on the bit plane. There are eight-bit
planes in it. In the illustration mentioned above, all of the pixels in an image’s pixels
are represented by their lowest-order bits, or LSB bits, and their highest-order bits, or
MSB bits. The goal of bit-plane slicing is to distinguish between noise and meaningful
bit-plane data in an image. More distortion occurs when the MSB bit is substituted than
when the LSB bit is. Less important bits are simple to encode, and keeping the most
important bits is crucial.

2.1 The Henon Map

The Hénon Map (Eq. 1) is a two-dimensional, recursive map that was initially presented
by Hénon (1976). It is among the best-known and most extensively researched instances
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of a nonlinear system with a weird attractor [12, 13]. It is a discrete-time process that
employs the formula below to map a point (x, y) at time n.

xn+1 = 1 − a|xn| + byn
yn+1 = bxn (1)

where the process parameters are a and b.

2.2 Bit Plane Slicing

The image is separated into several bit planes using bit plane slicing [8]. Both higher-
order and lower-order bits make up its structure. The bulk of the data in an image is
contributed by MSB, which makes a considerable contribution to the overall image.
Only a portion of an image’s information is contributed by LSB. It is important for both
image analysis and compression. The main contribution of this method is that it is used
to provide critical information for each component of an image. Additionally, it makes
sure that certain parts are beneficial. A bit plane primarily has many layers, each of
which displays a different range of bit planes in an image. The number of bit planes used
to break down the image also has an impact on the security level. The MSB is crucial
in bit plane slicing since the loss of higher-order bit planes results in a considerably
darker image. The quality of the image degrades more when the least important bit is
encrypted than when the most important bit is encrypted. For each of the three distinct
color planes, encryption is carried out using the bit plane slicing technique.

2.3 Bit Plane Spinning

The spinning (spinning) of bit planes is the basic technique for creating image encryption.
Compared to the alternative bit-shifting approach, it is more efficient. Each bit plane is
spinned at a different angle once the image has been broken up into bit planes [8]. At the
receiving end, the bit plane of the original image is restored by reversing the spinning
of the bit planes. Multiple angles, such as 90, 180, and 270 degrees, are applied to the
spinning of a bit plane to make image encryption more complex. Without understanding
the method used, an attacker would have a tough time obtaining the image. This involves
the spinning of a tiny portion of a plane to alter its shape and produce an image. The
crucial data is extracted from an image via bit-plane slicing.After bit plane slicing at
different angles in 8-bit planes, bit spinning is performed. Each plane pixel is rotated at
a new angle to produce an encrypted image. No bits are lost during plane spinning. By
rotating bit 14 in high-dimensional space, this approach is accomplished. An original
bit plane is created by combining all of the rotating bit planes. This technique prevents
information loss when retrieving the actual image. This paper presents image encryption
that acts on an image by using both the spinning of bits and the degree of spinning as
a private key. By giving the 8-bit planes a spinning angle, this encryption operates. An
encrypted image is producedby repeating these processes for eachbit plane.Theoutcome
shows that this encryption provides more confidentiality than the other methods.



Image Encryption Using Spined Bit Plane Diffusion 17

2.4 Proposed Encryption Algorithm

The proposed encryption algorithm consists of a permutation of the position of pixels in
the plaintext image and a two-level diffusion using bit planes. Here, there are two inputs
one is a plaintext image, and the other is a key image. The key image is grayscale, and the
plaintext image is a color image in RGB format. The color image will be separated into
red, green and blue components for parallel processing. The position of pixels in each
color image will be permuted according to the sequences from the 2D Henon map. Then
the first stage of diffusion will be carried out using the keys generated from Bit planes
1, 2, and 3, and further, the second stage of diffusion will be performed using the keys
generated from bit planes 4, 5 and 6. Finally, this processed R, G and B planes will be
integrated to form the ciphertext image.Wewill do all of these processes in reverse order
during decryption. Figure 1 shows the block diagram of proposed encryption algorithm.

Plaintext
Image

R,G,B
Separation Permutation Diffusion

90 Degree
Rotation

180 Degree
Rotation

R,G,B
Integration

Ciphertext
Image

Diffusion

270 Degree
Rotation

90 Degree
Rotation

180 Degree
Rotation

2D
Henon Map

Bitplane 1 Bitplane 2 Bitplane 4

270 Degree
Rotation

Bitplane 3 Bitplane 5 Bitplane 6

Fig. 1. Block diagram of the Proposed Encryption Algorithm

Key Generation
Here we are using a grayscale image as a key image. The key image will be decomposed
into its six-bit planes for the diffusion process. Further, these bit planes will be rotated at
90, 180 and 270° to ensure more security. As we know, the bit planes consist of binary
values, and those values cannot be used for XORing with the plaintext image. These
values will be converted to gray values according to the following equation Eq. 2.

knew = ( kold × 103) mod 256 (2)
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3 Results and Discussion

For analyzing the performance of encryption and decryption algorithms, the test images
Lena, Sailboat andBaboon are taken. The results of encryption and decryption are shown
below in Fig. 2.

(a) Sailbot -Plain (b) Sailbot -Encrypted (c)  Sailbot -Decrypted

(d) Baboon - Plain (e) Baboon -Encrypted (f) Baboon Encrypted

Fig. 2. Results obtained after encryption and decryption

3.1 Histogram Analysis

An essential statistical tool for determining the effectiveness of an image cryptosystem is
histogram analysis. In Fig. 4, the histograms for the three colour channels of the original
Lena and Baboon images and the corresponding created cypher images are shown [14].
Themajority of the image data were obtained smoothly, and the histogram of the original
image had a non-uniform distribution with a distinct and distinctive peak. The retrieved
image, on the other hand, is a flawless reconstruction of the input images, whereas the
cypher image is noise-like and unrelated to the initial plain image. The image that was
retrieved is a flawless reconstruction of the input images. The histogram in the encrypted
image is very consistent and smooth, demonstrating that no statistical information from
the initial plain image was added. The suggested approach may therefore defend against
cypher image and statistical assaults. The histograms of plaintext and ciphertext versions
of the three-color components are depicted in Fig. 3.
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(a) Plaintext - Red (b) Ciphertext - Red

(c) Plaintext - Green (d) Ciphertext - Green

(e) Plaintext - Blue (f) Ciphertext - Blue

Fig. 3. Histograms of Plain text and Ciphertext versions of the test image Sailboat

3.2 Correlation Factor Analysis

For determining two neighboring pixels in the horizontal, vertical, and diagonal orien-
tations, the correlation factor (CF) is a crucial statistic. Two neighboring pixels, x and
y, are among the N pairs of pixels that are chosen [14]. The formula for calculating the
correlation factor may then be expressed by Eq. 3

CF =
∑N

i=1(xi − x)(yi − y)
√∑N

i=1 (xi − x)2
√∑N

i=1 (yi − y)2
(3)

Let N be 2000 now. Table 1 displays the findings of the correlation between the
original and encrypted images. Because the correlation factor for adjacent pixels in the
different directions is low, it may be assumed that the adjacent pixels are statistically
independent. Each pair of horizontally adjacent pixels’ correlation distribution is shown
in Fig. 4. The source image’s correlation factor is quite strong and very near to 1. The
cypher image’s correlation factor, on the other hand, is small and almost zero. The
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robustness of the suggested cryptosystem is thus confirmed by these findings. Table 2
shows the comparison of Correlation results with the literature.

Table 1. Correlation Coefficients

Image Channel Direction Plaintext Ciphertext

Lena R Horizontal 0.9897 0.0003

Vertical 0.9796 −0.0017

Diagonal 0.9665 0.0052

G Horizontal 0.9654 −0.0024

Vertical 0.9567 0.0010

Diagonal 0.9163 −0.0008

B Horizontal 0.9854 −0.0003

Vertical 0.9657 0.0021

Diagonal 0.9125 −0.0014

Sailboat R Horizontal 0.9867 0.0013

Vertical 0.9853 −0.0008

Diagonal 0.9635 0.0007

G Horizontal 0.9657 −0.0015

Vertical 0.9524 −0.0013

Diagonal 0.9737 −0.0017

B Horizontal 0.9428 0.0021

Vertical 0.9754 −0.0020

Diagonal 0.9542 0.0013

Table 2. Comparison of correlation values with the literature

Image Reference Vertical Horizontal Diagonal

Baboon Proposed −0.0002 0.0005 −0.0032

Alghamdi et al. [15] −0.0001 0.0006 −0.0021

Alanezi et al. [16] −0.0001 −0.0002 0.0011

Arif et al. [17] −0.0036 −0.0019 −0.0033

Lu et al. [18] −0.0004 0.0007 0.0029
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3.3 Differential Attack

By changing a few of the original, unaltered pixels in the image, the adversary may get
useful information. Evaluations of the encrypted plain image’s resilience to differential
raids often use the number of changing pixel rate (NPCR) and the unified averaged
changed intensity (UACI). We used the described encryption method to encrypt P1
and P2 in order to acquire their respective encrypted images, denoted by C1 and C2,
using a single secret key [14]. P2 is the result of changing one pixel from the initial
plaintext image P1, which is represented by P1. After then, the NPCR and UACI might
be administered by Eq. 4.

(a) (b) (c)

(d) (e) (f)

Fig. 4. Correlation plot in horizontal, vertical and diagonal direction. (a), (b) and (c) plaintext
images. (d), (e) and (f) Ciphertext images

NPCR = 1

MN

M∑

i

N∑

j

D(i, j) · 100%

D(i, j) =
{
1,C1(i, j) �= C2(i, j)
0,C1(i, j) = C2(i, j)

UACI = 1

MN

M∑

i

N∑

j

|C1(i, j) − C2(i, j)|
255

· 100%

⎫
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭

(4)

The values of NPCR and UACI obtained for the test image are shown in Table 3 and
its comparison for the test image are shown in Table 4.
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Table 3. NPCR and UACI

Image Channel Values

NPCR UACI

Lena R 99.4125 33.1252

G 99.2564 31.2583

B 99.3254 30.2473

Sailboat R 99.8526 27.3251

G 99.2748 33.3326

B 99.2487 32.3245

Table 4. Comparison of NPCR and UACI Values with the literature

Image Reference NPCR UACI

Baboon Proposed 99.7123 33.5216

Alghamdi et al. [15] 99.6153 33.4718

Alanezi et al. [16] 99.6239 33.5615

Arif et al. [17] 99.6059 33.4375

Lu et al. [18] 99.5743 33.3941

3.4 Information Entropy

The matrix E(m) of the m-dimensional image data matrix served as a symbol for the
Shannon entropy, which measures the security of the digital image [14].

E(m) = −
∑255

i=0
Pb(mi)log2(Pb(mi)) (5)

A precise random image would provide values for all 256 pixels with the same
probability, where Pb(mi) stands for the probability of mi. Therefore, the information
entropy’s calculated value is closer to 8. Lena and Sailbot cypher images’ entropy levels
are shown in Table 3 to be quite near their theoretical values. In light of these findings, it
canbe concluded that the suggested cryptosystemeffectively defends against information
entropy attacks [19]. The values of information entropy obtained for various test images
and its comparison with the literature are shown in Table 5 and Table 6 respectively.



Image Encryption Using Spined Bit Plane Diffusion 23

Table 5. Information Entropy for Plaintext and Ciphertext

Image Channel Plaintext Ciphertext

Lena R 7.2543 7.9994

G 7.3351 7.9995

B 7.3254 7.9991

Sailboat R 7.3452 7.9996

G 7.6253 7.9999

B 7.2581 7.9997

Table 6. Comparison of Entropy Values with the literature

Image Reference Entropy of Ciphertext

Baboon Proposed 7.9998

Alghamdi et al. [15] 7.9997

Alanezi et al. [16] 7.9991

Arif et al. [17] 7.9992

Lu et al. [18] 7.9971

3.5 Encryption Time

The time taken for encryption using the proposed algorithm for the test image Baboon
is shown in Table 7.

Table 7. Time Taken for Encryption

Reference Time taken for Encryption

Proposed 0.07258 s

Alghamdi et al. [15] 0.09155 s

Alanezi et al. [16] 0.3033 s

Arif et al. [17] 1.28 s

Lu et al. [18] 1.243 s

4 Conclusion

In this study, a secure cryptographic algorithm that combines bit plane slicing and bit
plane spinning is developed. In order to do this, we created a scrambling technique
employing bit-plane spinning and bit-plane slicing. Histogram Analysis, Correlation,
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Entropy, NPCR and UACI data are used to evaluate this method’s effectiveness. An
image’s decryption is strong since no data is lost throughout the process. Security may
be greatly increased using bit plane slicing and spinning for cryptography. The results
demonstrate that it offers higher encryption without degrading the general image quality.
Therefore, any image format may employ the mode, such as bit spinning, required
for effective encryption. The testing findings demonstrate that the suggested approach
improves security, which the Correlation, Entropy, NPCR and UACI, and histogram
analysis support.
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Abstract. This paper presents a parallel hardware accelerator for an
online variant of the extreme learning machine (ELM) algorithm, called
mixed-norm regularized online ELM (MRO-ELM). ELM is a training
algorithm for feedforward neural networks that has been widely adopted
in the literature. The proposed parallel architecture is implemented on
a field-programmable gate array (FPGA) and designed for classification
tasks. It is designed to be scalable and reconfigurable for different prob-
lem sizes, and can be used for various numbers of hidden neurons. Among
the existing studies, the proposed architecture is the first hardware imple-
mentation that has norm regularization with parallel processing capabil-
ity. The implementation results for the proposed hardware accelerator are
reported in terms of hardware efficiency and they show that the proposed
design has lower resource utilization than existing parallel implementa-
tions.

Keywords: FPGA · online sequential ELM · hardware accelerator ·
regularization

1 Introduction

Artificial neural networks (ANN) are widely used computing systems for machine
learning applications in various problem domains such as pattern recognition,
computer vision, robotics, and medical diagnosis [1,7,12,21]. In the era of big
data, most of these applications demand powerful computing platforms in terms
of both speed and cost efficiency. ANNs that operate in real-time especially
should exhibit high computational capability with low hardware complexity.
ANNs are therefore widely implemented as custom digital hardware on field-
programmable gate arrays (FPGAs) for their reconfigurability and flexibility in
terms of area-speed trade-off.

ANNs are categorized into many different types based on their connection
topologies and learning algorithms. One of the simplest type is the feedforward
neural network, in which the input passes through the first, hidden, and last
layers directly, in a forward manner. Extreme Learning Machine (ELM) [10] is
a single-hidden layer feedforward network (SLFN) that belongs to the class of
randomization-based networks [19]. ELM is trained by analytically finding the
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2024
A. Ortis et al. (Eds.): ICAETA 2023, CCIS 1983, pp. 26–37, 2024.
https://doi.org/10.1007/978-3-031-50920-9_3
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weights for the output layer, given the training data and hidden layer weight
and bias values. The weight and bias values for the hidden layer are randomly
generated and does not require tuning, which simplifies the training process.
Compared to the classical feedforward networks, which are usually trained using
iterative gradient-descent based algorithms, ELM has the advantage of faster
training speed [13] with sufficient generalization ability [9]. Owing to these prop-
erties, ELM and its variants are utilized for different application areas, such as
robot learning [4], aircraft recognition [17], medical object detection [22], and
electric load and price prediction [15].

Learning methods for ELM can be classified into offline and online learning,
based on data availability. In offline (or batch) learning, whole data are available
beforehand and used in the training process in a batch manner. Because the
entire dataset is used for training, this method requires more resources and pro-
vides less flexibility for re-training the neural network. Online learning, however,
involves training the neural network with each new data chunk continuously
in an incremental manner. Re-training is performed rapidly on the fly without
using or storing the previous data. Online learning is a natural choice for hard-
ware implementation because it requires fixed and reduced memory resources, it
trains faster for each data chunk, and it supports data streams for applications
where the entire dataset might not be initially available.

In this paper, a reconfigurable and scalable hardware accelerator for an online
variant of ELM called mixed-norm regularized online ELM (MRO-ELM) [16] is
proposed for classification. The proposed accelerator architecture designed from
start to provide parallel processing as much as possible and implemented on an
FPGA. The main contribution of this study are that compared to the known
existing literature; it is the first hardware implementation of an online ELM
variant that has the norm regularization property with a parallel architecture
and compared to an existing parallel architecture, it requires significantly lower
resources.

The remainder of this paper is organized as follows. Section 2 briefly describes
the MRO-ELM algorithm and Sect. 3 discusses the related work in the litera-
ture. The proposed hardware architecture is presented in Sect. 4. The results are
presented and evaluated in Sect. 5 in terms of the hardware efficiency and the
paper is concluded in Sect. 6.

2 The MRO-ELM Algorithm

The base ELM algorithm depends on two foundations. First, an SLFN with
L neurons in the hidden layer and with an infinitely differentiable non-linear
activation function can learn N different observations, given that the input and
hidden layer weights and biases are assigned randomly [8,11]. Second, after the
initial random assignment of the previous layers, the output weights for the out-
put layer can be determined by computing the inverse of the hidden-layer output
matrix. Thus, iterative algorithms, such as gradient descent, are avoided [11].
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A standard SLFN with activation function g(x) and L hidden neurons is
simply modelled as:

Hβ = T (1)

H ∈ RN×L is the hidden-layer output matrix such that:

H =

⎡
⎢⎢⎢⎢⎣

G(w1 · xT
1 + b1) . . . G(wL · xT

1 + bL)
. .
. .
. .

G(w1 · xT
N + b1) . . . G(wL · xT

N + bL)

⎤
⎥⎥⎥⎥⎦

N×L

(2)

where each column corresponds to the output of the ith hidden neuron. β ∈
RL×m is the output weight vector and T ∈ RN×m is the target vector that
contains the labels for the training data for m classes. β ∈ RL×m and T ∈ RN×m

are given as:

β =

⎡
⎢⎢⎢⎢⎣

β1

.

.

.
βL

⎤
⎥⎥⎥⎥⎦

Lxm

T =

⎡
⎢⎢⎢⎢⎣

t1
.
.
.

tN

⎤
⎥⎥⎥⎥⎦

Nxm

(3)

For an infinitely differentiable activation function g(x), the solution to the system
in Eq. 1 can be found by finding the pseudo-inverse of the matrix H such that:

β̃ = H†T (4)

The base ELM algorithm described above learns from data using batch learn-
ing. Online sequential extreme learning machine (OS-ELM) [14] is the first ELM
based algorithm proposed for online learning. It has the ability to learn the train-
ing data one-by-one or chunk-by-chunk. Processed training data is discarded, and
OS-ELM has no prior knowledge as to how many training samples will be input
into the system.

The OS-ELM algorithm first computes the initial β0 for the initial chunk of
data of size N0. Since N0 ≤ N , initial output weight β0 is:

β0 = (HT
0 H0)−1HT

0 T0 (5)

When another chunk of data is presented to the network, OS-ELM updates β
by using the recursive equation:

βk+1 = βk + Pk+1H
T
k+1(Tk+1 − Hk+1βk) (6)

where K0 = HT
0 H0, Kk+1 = Kk + HT

k+1Hk+1, and Pk = K−1
k . Pk is also

recursively updated with the following equation:

Pk+1 = Pk − PkHT
k+1(I + Hk+1PkHT

k+1)
−1Hk+1Pk (7)
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Recursive least squares (RLS) has a similar derivation: when rank(H0) = L (the
number of hidden neurons), the learning outcome of OS-ELM is same as the base
ELM algorithm. Thus, for OS-ELM, it is required that L ≤ N0 in initialization.
A detailed explanation for the derivation of Eqs. (6) and (7) can be found in [14].

Regularization with norms constraints the target optimization problem to
produce better results, such as reduced generalization error or sparse output.
ANNs are typically regularized to prevent overfitting. The MRO-ELM algorithm
is a mixed-norm and frobenius norm regularized online ELM algorithm where
the mixed-norm induces row-wise sparsity for the output weight β, whereas the
frobenius norm provides stability. Row-wise sparsity eliminates some rows of β
completely which corresponds to a neuron in ANN. This, in turn, reduces the
network complexity, while reducing the generalization error.

MRO-ELM is based on the alternating direction method of multipliers
(ADMM) [2] framework. ADMM is used to solve an optimization problem by
splitting the variables and solving each of them in an alternating fashion. The
ADMM iterations for MRO-ELM are derived in [16] as:

βk+1 = (HT H + ρI)−1(HT T + ρzk − yk) (8a)

zk+1 = rowsoft(βk+1,yk, λ1, λ2, ρ) (8b)

yk+1 = yk + ρ(βk+1 − zk+1) (8c)

z and y are ADMM variables that are initially set to zero and λ1, λ2, and ρ
are hyperparameters used for regularization. The row-wise threshold function
(rowsoft) for z is defined as [16]:

zi =

{
0, ‖w‖2 ≤ λ1
w (‖w‖2−λ1)
(λ2+ρ)‖w‖2

, ‖w‖2 > λ1
(9)

where w = yi + ρβ. The recursive update formulas for MRO-ELM are similarly
given as [16]:

Ck = (HT
k Hk + ρI)−1 (10)

Ck = Ck−1 − Ck−1h
T
k (I + hkCk−1h

T
k )

−1hkCk−1 (11)

Dk−1 = (HT
k−1Tk−1) (12)

Dk = Dk−1 + hT
k tk; (13)

Combined with the ADMM iterations in Eqs. (8a, 8b, and 8c), the MRO-
ELM algorithm is presented in Algorithm 1.
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Algorithm 1. The MRO-ELM algorithm
Input:

Set the parameters: λ1, λ2, ρ, and L.
N0: The number of samples initially available
T0: N0 × m dimensional initial target matrix of ELM
H0: N0 × L dimensional initial hidden layer matrix.

Output:
β: L × m dimensional output weight vector

Initialization Stage:
Compute H0 as in (2)
Initialize β0, z0, and y0 to zero.
C0 = (HT

0 H0 + ρI)−1,
D0 = HT

0 T

Sequential Learning Stage:
1: for k = 1, 2, 3, ... do
2: Ck = Ck−1 − Ck−1h

T
k (I + hkCk−1h

T
k )

−1hkCk−1

3: Dk = Dk−1 + hT
k tk

4: βk = Ck(Dk + zk−1 − yk−1)

5: zk = rowsoft(βk,yk−1, λ1, λ2, ρ)

6: yk = yk−1 + ρ(βk − zk)

7: end for
8: return βk

3 Related Work

In the literature, hardware implementations for both offline and online versions
of ELM have been proposed. The most comprehensive work on offline ELM
in the literature is presented in [5]. The authors of this work proposed three
similar architectures for the basic ELM, which were implemented on a Virtex-6
FPGA. The architectures were named ELMv1, ELMv2, and ELMv3. In ELMv1,
a serial computation approach was used to reduce resource usage at the cost
of increased training time. ELMv2 and ELMv3 utilize parallel processing to
decrease processing time. The difference between these two architectures is that
one of them (ELMv3) applies matrix decomposition to the rectangular hidden
layer matrix, whereas the other (ELMv2) applies it to a square matrix obtained
from the hidden layer matrix. All architectures utilize QR decomposition to find
the pseudo-inverse of the hidden layer matrix. The design proposed in [3] is
implemented on a Virtex-6 FPGA device. However, hardware implementation
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part of this design only realizes a classifier. Thus, the learning procedure was
performed externally and produced values were fed into the hardware classifier.

Because of its suitability for hardware implementation, various studies
have been presented in the literature targeting OS-ELM [6,18,20]. The works
described in [6] and [20] utilize one-by-one processing of the incoming data to
reduce the hardware by complexity because this approach eliminates the matrix
inversion process from the OS-ELM algorithm. The work in [6] uses serial com-
putation, which is the online version of the work in [5]. It was implemented
on a Virtex-7 FPGA as an intellectual property (IP) core. The work in [20]
combines autoencoder with OS-ELM for anomaly detection application on a
Virtex-7 FPGA. Matrix and vector products were fully parallelized for this archi-
tecture. The work in [18] is a hardware accelerator for OS-ELM that utilizes a
system-on-chip (SoC) device that integrates a hard processor with programmable
logic (FPGA). Contrary to the other OS-ELM implementations discussed pre-
viously, the study presented in [18] implemented the matrix inversion process
using matrix decomposition.

4 Hardware Implementation

4.1 Adapting MRO-ELM for Hardware Implementation

The architecture proposed in this work utilize one-by-one processing of the
incoming data to achieve reduced hardware complexity. The recursive equation
in (11) can be reformulated with Sherman-Morrison formula such that h ∈ Rn×L

and n = 1.

Ck = Ck−1 − Ck−1h
T
k hkCk−1

1 + hkCk−1hT
k

(14)

This reformulation eliminates the costly matrix inversion in Eq. (11) that is
usually solved with matrix decomposition methods. For each new data sample,
h is the corresponding hidden layer vector of length L and t is the label vector
of length m. The matrices C ∈ RL×L, and D ∈ RL×m are recursively updated
at each iteration and initialized according to Algorithm 1.

It can be deduced from the Algorithm 1 and Eq. (14) that majority of the
operations are matrix-vector multiplications, element-wise product of matrices,
and matrix addition. Except for Ck−1h

T
k hkCk−1 operation in Eq. (14), large

scale matrix multiplications are not required. Because of these observations, in
the proposed hardware, multiplications are performed by using parallel vector
multipliers that can perform different operations such as multiply, multiply-
accumulate (MAC), and multiply-add (MAD). Computation steps in Algorithm
1 are re-ordered and adapted to parallel vector multipliers to exploit this advan-
tage and to reduce the number of operations and memory occupation.
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4.2 Hardware Architecture

The proposed architecture is designed to be scalable and configurable for differ-
ent numbers of hidden neurons, classes, and feature sizes. Scalability is achieved
by defining the metrics such as the number of hidden neurons L, the number
of classes m, and the hyperparameters λ1, λ2, ρ as configurable parameters to
the design. These parameters are configured before the synthesis and implemen-
tation phase for the desired ANN size and hyperparameter values. The Verilog
hardware description language (HDL) is used to design the proposed architecture
and these parameters are integrated into HDL such that the tools will automat-
ically expand the circuit for varying number of hidden neurons and classes. The
hardware adapted MRO-ELM algorithm mainly consists of a parallel arithmetic
unit (PAU) that is formed by inferring parallel DSP48 slices in Xilinx FPGAs.
DSP48 slices are configurable and dedicated hardware that are efficient at digital
signal processing applications. They contain multipliers, adders, registers, and
multiplexers, and can provide many digital signal processing functions. PAU in
the proposed architecture is configured to provide MAC and MAD functions in
addition to basic multiplication and addition, depending on the algorithm step.
A 32-bit fixed-point representation is used throughout the architecture. Each
column of a matrix is stored in a different block RAM (BRAM) instance to
provide parallel data read for PAU and parallel data write to BRAM.

In the sequential training phase, the incoming data is used to compute the
vector h, and the operations in Algorithm 1 are then performed. Note that
matrices C0 and D0 are computed externally, and the initial values are stored
in the memory before the sequential learning phase. The hyperparameters λ1, λ2,
and ρ are provided as constant values to the hardware. The proposed architecture
can also classify the input data sample using the current β value. Classification
is performed by multiplying the input data with β using PAU. Classification
mode is enabled if the external mode control signal is asserted accordingly.

5 Experimental Results

In this section, the proposed architecture is evaluated for the hardware perfor-
mance. The experimental setup consists of a computer with Xilinx Vivado imple-
mentation software version 2016.4 and a Xilinx Virtex-7 FPGA device. The pro-
posed architecture was implemented using the Virtex-7 FPGA (XC7VX1140T).
The Verilog HDL was used to manually design the proposed architecture, which
was then synthesized and implemented using Vivado. Since the architecture is
scalable and configurable, it is implemented for 10 classes and varying number
of hidden neurons using fixed point Q12.20 format representation for data. The
implemented design was evaluated for hardware performance metrics, such as
the resource utilization and maximum clock frequency.

The resource utilization is the total number of resources that are utilized
during the implementation phase of the Vivado software. These resources are
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Table 1. Hardware Performance of the Implemented Hardware

Hidden Neurons LUT FF DSP BRAM Max. Freq. (MHz)
10 18988 8823 54 35 118
20 38336 16460 94 70 110
30 55150 23859 134 105 105
40 73745 31356 174 140 100
50 91895 38691 214 150 96
100 187729 76160 414 350 84
200 384435 151128 814 700 70
300 561499 225995 1214 1050 50

look-up tables (LUTs), flip-flops (FFs), block RAMs (BRAMs) and digital sig-
nal processors (DSPs). LUTs are small RAMs that can implement any combina-
tional logic function depending on the number of inputs available. FFs are used
to implement the sequential logic where they act as simple memory elements.
BRAMs are internal memory blocks that is integrated to the FPGA chip for
faster access but their sizes are limited. DSP blocks are incorporated to modern
FPGAs for efficient digital signal processing operations such as multiplication.

The maximum clock frequency is obtained from the implementation software
based on the constraint given by the user. It is defined as the reciprocal of the
minimum clock period that the digital circuit supports without any error in its
operation. Its unit is hertz (Hz). Since faster clock frequency provides faster
data processing, it is important to carefully constraint the circuit for the fastest
achievable clock frequency. This metric is heavily dependent on the structure
of the architecture, amount of utilized resources, placement of the resources on
the device and the FPGA technology used. The data throughput is also related
to the maximum clock frequency and it is computed by dividing the maximum
clock frequency to the total number of clock cycles in each sequential iteration.

The resource utilization and maximum clock frequency of the proposed cir-
cuit are obtained by separately implementing it for various number of hidden
neurons. The values reported by the Vivado software are recorded and presented
in Table 1. Because of the parallel nature of the architecture, the DSP and BRAM
usage increases with the number of hidden neurons, whereas the max. frequency
decreases owing to increased complexity. Most DSP and LUT utilization are
directly caused by the 32-bit fixed-point number format.

A direct comparison with the existing works is not straightforward due
to differences in various aspects of the designs such as; FPGA platform,
design methodology (sequential, parallel), data input/output (I/O) interface and
latency, prediction type (regression, classification). The performance of the pro-
posed design is nevertheless compared with the applicable reported values in the
existing works. Compared to the sequential design presented in [6], the resource
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utilization for the proposed design is quite high (Table 2). However, this increase
in resource utilization is an expected trade-off since the proposed design is a
parallel architecture. The design in [6] has the advantage of lower DSP uti-
lization due to fixed number of multipliers allocated for sequential operation.
In a parallel architecture, however, the number of DSP blocks proportionally
increases with the number of hidden neurons. On the other hand, the data
throughput of the proposed design is significantly greater than the compared
work. Thus the parallel architecture favors throughput whereas the sequential
one favors resource utilization. The resource utilization and max. frequency is
also compared with the parallel design proposed in [20] that is implemented
on a Virtex-7 FPGA for 32 neurons, 10 classes, 784 features with 32-bit num-
ber format. The proposed design was implemented for the same values and the
comparison is shown in Table 3. Compared to the parallel OS-ELM architecture
in [20], the proposed design utilize much less resources while achieving slightly
better clock frequency. Although the training data throughput for the proposed
design is lower than the compared work, it is quite acceptable if the resource
cost is taken into account. Furthermore, the proposed design has the advantage
of better prediction accuracy since the proposed design implements an online
ELM algorithm with regularization ability. Even though the detailed hardware
architecture is not described in [20], the difference in resource utilization can be
caused by the method of implementation (high level synthesis (HLS) versus man-
ual HDL). HLS tools allow the developer to describe their design using a high
level programming language such as C or Pyhton. While these tools are feasible
for some applications, they do not always produce logic circuits that give the
same performance as pure HDL designs. The reason for difference in the number
of DSP blocks might be the inefficient mapping of vector multiplications. In the
proposed design, all multiplications are performed using L multipliers and the
number of DSP blocks are directly related to L, the number of hidden layer
neurons.

Table 2. Comparison of hardware performance with the serial architecture presented
in [6] for 100 hidden neurons

Implementation LUT FF DSP BRAM Max. Freq. (MHz) Throughput (KHz)

[6] (OS-ELM)a 43356 41196 41 162 192.3 ∼=3.8

Proposeda 187729 76169 414 350 84 ∼=50
a: The number of classes for [6] and the proposed work are 7 and 10, respectively.

Table 3. Comparison of hardware performance with the parallel architecture presented
in [20] for 32 hidden neurons

Implementation LUT FF DSP BRAM Max. Freq. (MHz) Throughput (KHz)

[20] (OS-ELM) 330881 182825 3347 816 100 ∼=315

Proposed 56480 24996 142 112 105 ∼=74.5
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6 Conclusion

In this study, an FPGA hardware accelerator architecture for the online sequen-
tial learning algorithm MRO-ELM was proposed. This is the first hardware
implementation of an online ELM variant that supports regularization. The
architecture was designed to provide parallel processing for higher training
throughput. The experimental results demonstrate that the proposed accelerator
architecture has significantly better resource utilization than the other existing
parallel architecture. In future work, the parallel multiplier topology could be
enhanced to lower hardware complexity for lower resource utilization and faster
speed. In addition, an improved architecture may be developed to provide flexi-
bility to the user to balance the design between sequential and parallel processing
with configuration.
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Abstract. Environmental incidents likefires, gas leaks and explosions that happen
at random and unforeseen times might be greatly helped by event detection via a
wireless sensor network. Determining the occurrence of a specific event is hence
one of a system’smost important tasks. The systemmust be able to gather and infer
environmental data that will enable isolating and recognizing specific occurrences
in order to do this. Several alternative event detection methods, such as those that
can be handled by separate sensors, remote groups, or fusion centers, are employed
in wireless sensor networks depending on how the environmental data is acquired.
This paper provides an overview of event detection mechanisms and challenges,
as well as the hypothesis, and covers the fundamental requirements for sensing
systems. Furthermore, relevant research work on environmental event detection in
current event detection approaches is reviewed and discussed. Thus, the purpose of
this paper is to conduct a relative analysis of the event detection mechanism using
fusion center-based fuzzy logic for improving the detection system’s performance.

Keywords: Wireless Sensor Networks · event detection · data collection ·
challenges

1 Introduction

Wireless Sensor Networks (WSNs) are broadly used for many purposes, including eco-
logical examination and event recognition scenarios. These nodes are randomly dis-
persed throughout a broad geographic area. These sensor nodes combine sensing, data
communication, and processing components. These devices assist WSNs in communi-
cating with other nodes, physically monitoring them, and exchanging the sensory data
they collect. They also control regional processing and decide on observations [1]. As a
result, the ‘event detection’ characteristic is used to describe both the outcome of event
detection and anomalous data behaviors in a particular monitored environment. Many
applications that use this characteristic of event detection in networks have focused a lot
of attention on event detection. These applications include the identification and tracking
of military targets, surveillance, disaster assistance, and medical care [2]. As a result, it
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is important to note that an event detection method must satisfy several conditions. The
requirements include being on time, having a high rate of genuine detection, and having
a low incidence of false alarms [3]. The background which includes event detection
challenges and hypotheses is given in Sect. 2, related work that includes monitoring
and reporting event strategies, and event detection approaches are explained in Sect. 3,
followed by a discussion in Sect. 4 of this paper.

2 Background

The next subsections provide and discuss some background data about the challenges
and hypotheses of an event detection system since this paper concentrates on event-based
detection systems using Wireless Sensor Networks.

2.1 Event Detection Challenges

Limited sources, for example, battery life, processing power, and memory define sensor
nodes. Therefore, coming up with a new, accurate event detection approach is a difficult
endeavor given these constraints and difficulties. According to [3] based on [4], situ-
ational reliance, the criticality of an application, the presence of multiple and diverse
data sources, and network topology are the most typical problems in an event detection
scenario, as shown in Fig. 1.

Fig. 1. WSNs Event Detection Challenges, Source: [4]
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2.2 Event Detection Hypothesis

Four alternative optimization strategies can be used in a hypothesis-testing setting:
distributed detection, Neyman-Pearson, Bayesian formulations, and fuzzy sets. These
strategies are discussed in the section below.

• Distributed Detection
In a traditional detection system, event detection and the related approximations

such as position, velocity, etc. are basically done in a centralized way where many
of the sensors are distributed in a particular region. The available environmental data
from the sensing devices are communicated to a central processing center, which
performs the estimation and best detection. Decentralized detection is allowed in sit-
uations where the application detects several events and those are irrelevant for the
event detection. Different methods for data fusion and distributed detection can be
used [5, 6] based on the network’s characteristics, such as topology, type of sensors,
etc. Decisions and local judgments can bemade from each sensor using their own data
and input from other sensors and submitted to the fusion center for final approval.
Reduction of transmission bandwidth, lowering the cost, and increasing the lifes-
pan of sensors is possible with distributed detection. There is performance loss even
though the amount of information at the fusion center is minimal when compared to
the centralized system.

• Neyman-Pearson Formulation
Every sensor’s binary hypothesis testing issue will be handled with the existing

environmental information, which is useful to decide whether the event occurs or not.
In this scenario, hypothesis H1 is related to the target presence and H0 is to the target
absence. From each sensor, the data is received by the fusion center. If H1 is decided,
then x_i = 1 or x_i = 0 if H0 is detected. At the fusion center, the related optimal
fusion rules are applied to the existing information, which yields a global decision
by keeping x_0 = 1 if H1 or x_0 = 0 if H0. Usually, the decision rules are based
on finding the thresholds that satisfy the given situations, which is time-consuming
and often a demanding task [7]. Determining the maximized global probability of
detection using local and global optimal decision rules is done corresponding to the
NP formulation.

• Bayesian Formulation
Developing optimal fusion rules that reduce the Bayesian risk is considered the

main goal of the Bayesian framework. Since they are in NP formulation, the binary
test hypotheses are solved, and local decisions are taken in this situation. The event
characteristics, for example, event power and network characteristics such as sensor
position must be assumed or known prior in some of the systems. Other system
characteristics such as probability density functions and the probability of sensor
detection must be known or unknown too. Finding the optimal decision rule is a
difficult task in distributeddetection systems,which ensures the system’s viability, and
this can be described in [8–12]. Though this distributed detection finds the optimum
answer in most situations, this has developed a famous studies topic in latest years.

• Fuzzy Sets
Logic and fuzzy sets were first introduced in [13]. Since then, their qualities have

been used in other fields. WSNs have been equipped with fuzzy logic to improve
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decision-making, conserve resources, and improve performance. Among the areas it
has been applied to are cluster-head election [14, 15], security [16], data aggregation
[17], routing [18], MAC protocols [19], and QoS [20]. Yet, there hasn’t been much
discussion regarding the application of fuzzy logic to event description and detection.
[21] suggests using fuzzy logic with double-sliding window detection to improve
the accuracy of event detection. Nevertheless, they don’t look at how fuzzy logic
functions on its own or how the geographical or temporal properties of the data affect
categorization accuracy. Fuzzy logic is used in D-FLER [22] to combine local and
personal data to predict the likelihood of an event. They come to the conclusion that
fuzzy logic improves event detection precision. D-FLER can distinguish between
actual fire data and nuisance testing by employing fuzzy values. On the other hand,
temporal semantics are not used by D-method FLERs. Moreover, because all of the
experiments only last for 60 s after the fire starts, the authors do not examine the
number of false alarms generated by D-FLER. The organizational framework of the
Fuzzy Logic System (FLS) is depicted in Fig. 2. The matching membership functions
are used by the fuzzifier to transform the crisp input variables x 1X,where X is the set
of potential input variables, into fuzzy language variables. “Variableswhose values are
words or sentences in a natural or artificial language, rather than integers,” according
to [23], are linguistic variables. Based on the membership degree, an input variable
can be connected to one or more fuzzy sets.

Using if-then expressions, the fuzzified data are processed in line with a specified
set of rules derived from the domain knowledge provided by experts. The inference
technique now transforms the input fuzzy sets into the output fuzzy sets. The DE-
fuzzifier then takes the fuzzy sets of rules and produces a precise result. The required
control actions are represented by the crisp output value. The terms such as decision-
making, defuzzification, and fuzzification are employed to characterize the three steps
mentioned above.

Fig. 2. The organizational framework of a Fuzzy Logic System

3 Related Work

Events typically occur rarely and produce themselves irregularly, leaving a large amount
of tangible proof of their presence once they are over. They might happen briefly (tran-
siently), in which case the detection probability should be increased, or they might
happen repeatedly (persistently), in which case the detection latency should be reduced.
Depending on the application domain, there may be a very minimal probability that an
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event will occur. Ephemeral and transient events are necessary for successful detection
[24–26]. As a result, the objective of event detection is to identify events accurately by
minimizing false alarms. Along with the detection method utilized to find the events
depending on Wireless Sensor Networks, as shown in Fig. 3, this section also reviews
associated academic works on event detection, including suitable monitoring and report-
ing procedures. Successful event identification inWSNmonitoring applications depends
on three crucial indicators, including:

Detection probability - describes the likelihood of finding an incident around the
monitoring zone.

False alarm probability - describes the likelihood of a fake alarm occurring within
the monitored area.

Detection delay - describes how long it takes for a message containing sensed data
to transport from the sensing node to the sink node throughout the network. For event
identification, several statistical and probabilistic methods have been developed [3, 27].

Fig. 3. Categorization of event detection methods for WSNs

3.1 Monitoring and Reporting Event Strategies

This section provides standard monitoring and reporting techniques as well as recent
research. They are examined in terms of themetrics, and a determination of their purpose
and impact is also made. Cooperative detection, periodic sleep scheduling, transceiver
energy deactivation, node density, data filtering, and aggregation technique are some of
these detection strategies.

• Collaborative Detection
As described in [28], there is improved efficacy of energy and elevated detec-

tion accuracy when related to the centralized method. The expense of disseminating
the details of the event detection from the sensors to reach the sink is considered
substantial. The relationship that exists with neighboring nodes to decide about their
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existence with an adequate number leads to a change in the propagation of event
detection reports as in [29]. The concept of using CH to forward the sensed data is
applied in [30] to put forward the Probabilistic EventMonitoring Scheme (PEMS). In
a multidimensional feature space, the support vector machine, K-Nearest Neighbour,
and Gaussian Mixture Model were applicable. The proposed system uses the testbed
system which is aiming to detect the leakages in the pipeline. An alarm application
based on [31] was suggested in [32] to help firefighting operations.

In tough, hostile conditions, a system of temperature, light, and humidity sensors
is used. The study team considered a dispersed WSN, which is made up of numerous
isolated WSNs. Findings showed that fire breakout, where a quick response to such
destructive events is primarily required, can benefit from more longevity (avoiding
synchronization costs during the idle period). A mechanism for collaborative event
detection, wherein sensing nodes collaborate to correctly conclude the incidence of an
occasion as opposed to counting on a centralized BS for coordination or processing,
was proposed [33] to recognize diverse instructions of software-precise occasions. It
was discovered during the device evaluation using the WSN of 100 nodes installed
at the fence of an actual worldwide production site that direct processing of the raw
data at the nodes propagating only identified activities significantly reduces commu-
nication overhead. Data Service Middleware (DSWare), which was earlier presented
by [34], may swiftly offer event detection services by working together to corre-
late multiple sensor observations in accordance with the real-time characteristics of
events. This method can tell the difference between events that happened and false
alarms. As a result, collaborative detection can lead to a more complete and precise
understanding of when and where events have occurred. It does not contribute to the
detection of the outcome as a false positive. However, because of the delay in the
delivery of event reports caused by exchanging collaboration information, the sink is
not promptly notified of the event, affecting applications’ reliability and effectiveness.

• Periodic Sleep Scheduling
For event-driven WSNs, periodic sleep scheduling works well because event

detection is guaranteed and the network operation lasts long enough. Intermittent
rest booking is exceptionally favored regarding energy streamlining and diminishing
general energy utilization [35]. Sensor nodes are scheduled to turn off their power to
extend the operational life of a WSN. In some event detection scenarios, the always-
active approach described here does not satisfy the need for longevity. The PDC-
SMAC protocol, which uses social sensing-based duty cycle management, was cre-
ated in this context to decrease ineffective sensing i.e. when the node is effective but
there is naught to detect [36]. It extends the lifetime of the network by minimizing
ineffective sensing. According to the findings of the performance evaluation, PDC-
SMAC reduced report delivery latency by 47% and 27%, respectively, for various
rates of event occurrence and different intervals of packet generation. An algorithm
for cooperatively determining nodewakeups was proposed by [37] to identify the cru-
cial trade-off between detection performance and system lifetime. When compared
to random sleep scheduling, their extensive evaluation experiments of the proposed
algorithm showed a reduction in detection latency of 31% and an increase in detec-
tion probability of 25%. They, therefore, suggest a stage-by-stage offset scheduling
approach, like [38], which keeps the detection latency to 3D + 2L wherein D is the
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most number of hops to attain a relevant node, and L is the duration of the scheduled
sleeping, in which the unit is the time slot size. An alarm is delivered to a central node
after an event is detected, notifying all other nodes. It uses the FWI index. [39] uses a
brand-new k-coverage method to find forest fires. With k or more sensor nodes moni-
toring each point, the K-coverage algorithm increases fault tolerance. To increase the
network’s lifespan, certain sensors might be placed in standby mode. It turned out
that the k-coverage increased the network’s lifespan. Finally,[40] proposed a DSR
and DSP scheme for dynamic sleep scheduling with the goals of balancing energy
consumption and lowering sleep latency. As a result of the computation of a potential
increase in the residual energy based on the available harvesting opportunity, DSP
enables each node to aggressively shorten its activation duration. Each DSR node
changes its activation mode depending on how much energy is still available to it.
When people in the monitoring area need to be alerted by the network, such as when a
fire unexpectedly breaks out in a building or when mineworkers are exposed to a gas
leak, the latency of the event detection and communication is crucial. This is because
intermediary nodes with an unfavorable sleep cycle can have a considerable negative
impact on the dissemination of information across a large multi-hop network. This
strategy lowers the likelihood of detection. However, by increasing the number of
nodes that detect the event, the detrimental effect on the detection probability can be
reduced. Yet, because synchronization requires sending control messages, doing so
increases network overhead.

• Transceiver Power Deactivation
Some other alternatives for full active/inactive node scheduling is to show off the

wireless transceiver, which consumes the most energy. Media collisions and future
transmission attempts, as well as idle listening times during which transceivers are
powered on but no packets are received, all need the usage of energy, which is why
they waste a lot of energy [41]. A generic Wake-Up Radio-based Medium Access
Control (GWR-MAC) protocol for short-range communication WSNs evolved in
order to decrease idle listening and improve power performance [42]. Deactivating
the transmitter with the majority of WSNs, including implantable body sensor net-
works, can be quite beneficial in this situation (IBSN). Both source- and sink-initiated
wake-up techniques are supported by GWR-MAC. GWR-MAC can be effective for
detecting events that call for a sufficiently low detection delay, as shown by the ana-
lytical comparison with conventional periodic sleep scheduling MAC approaches for
the purpose of enabling the right radio selection taking the application’s situations
into consideration. In [43] (where collision-free transmission is guaranteed) and [44],
where communication and data transfer are carried out using two radios such as con-
trol radio and data radio respectively [45–47], transceivers are turned off when nodes
are not required to send or receive reports. It is important to note that the energy
needed to switch on the transceiver frequently equals the energy needed to transfer
one data packet, which increases the amount of energy used overall [48]. The key
sensor components are not turned off; hence the detection probability is unaffected.
Deactivating the transceiver causes a necessary delay in the transmission of the reports
to the targeted sink node, though. Additionally, turning on the transceiver adds to the
network’s overall energy usage.
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• Node Density
The periodic sleep scheduling approach, which was covered earlier, lengthens the

life of WSNs. The possibility of detection is impacted by the reduced sensing cov-
erage, though. A sufficient node density assists in preserving the sensing coverage
in the monitoring region by enabling accurate synchronization of sleep scheduling
among the network’s nodes. By inserting redundant nodes inside the range of nearby
sensing node pairs, it is possible to maintain excellent coverage while creating a
fault-tolerant environment. [49] proposed the ESCARGO method, which provides
fast event report transmission while continually maintaining network connectivity,
for sleep coverage of unusual geographic occurrences. It has been demonstrated that
ESCARGOcan extend the life of a networkwithout sacrificing detection likelihood or
detection delay by adding redundant nodes to aWSNwith lownode density and a non-
random deployment approach. [50] employed redundant nodes of their SENSLIDE
system, which is recommended for anticipating a landslide, in order to recognize
appropriate forested area fires. A dispensed sensor system with data collection and
occasion detection is known as SENSLIDE. The system was created to effectively
handle the challenges of a dispersed WSN environment with weak connectivity and
scarce power. Energy-aware routing protocols were used to stop nodes’ energy from
running out too quickly. Due to the usage of redundant nodes, SENSLIDE was able
to reach an acceptable level of fault tolerance. If redundant nodes are installed in the
monitoring area, periodic sleep scheduling methods can maintain coverage. In this
regard, [51] concluded that the dynamic topology change brought on by the sleep
schedule has a detrimental impact on the operation and performance of the network
and can be mitigated by increasing node deployment redundancy. To highlight the
benefits of redundant nodes, the researchers examined two different sleepmodes (ran-
dom sleep and coordinated sleep) in the context of providing network coverage to
give high detection probability. The results showed that coordinated sleep scheduling
is substantially better than random sleep scheduling with the same amount of node
redundancy while having an additional control overhead. The subject of an earlier
study [46, 49–51] was node density. Nevertheless, node density can be increased
to increase event detection probability because accurate on-time detection of transi-
tory events necessitates a perfect detection probability. However, it complicates the
network even more, which could cause the event notifications to spread more slowly.

• Data Filtering and Aggregation
Several similar notification reports are issued by surrounding nodeswhen an event

is identified by several of them. These reports are ultimately seen as copies, and it
may be enough to advance some of them to confirm the event of the occasion [52,
53]. Swift Opportunistic Forwarding of Infrequent Events (SOFIE) was proposed
in this context to guarantee the detection of events and the swift propagation of
notification reports. It gives amazing region inclusion considering the mathematical
properties that are normal to WSN. It was determined that in ideally and randomly
distributed networks with different node densities, SOFIE provides event notification
reportsmore quickly than traditional geographic forwarding techniques.Additionally,
it was found that SOFIE kept a WSN’s sensing coverage by periodically scheduling
sleep, allowing primarily detecting nodes to sleep while other active nodes spread
event notification reports [54]. A unique approach was proposed to achieve a speedy
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response to real-time event detection in a WSN. Only one representative node is
required in the proposed method, which is based on clustering, to provide its data. As
a result, data transfer requires fewer nodes, which causes event notification reports
to propagate more quickly. To demonstrate its suitability for environmental uses like
the detection of forest fires, the proposed method was subjected to an experimental
evaluation. [55], which used the National Fire Danger Rating System (NFDRS) in
their investigation, supports this.

For the rapid transmission of event notification reports, [56] also provided a dis-
tributed, geographical Correlation-based Collaborative Medium Access Control (CC-
MAC) protocol. This protocol combines MACs relating to events and networks, often
known as E-MAC and N-MAC, respectively. It is not necessary to broadcast all of the
event notification reports from all of the nearby nodes that identified the occasion due
to the use of the spatial correlation between nodes that identify an occasion. As a result,
only one node is chosen to represent each of the nodes in the immediate area as well
as those that are viewing the associated sensed data. You can ensure the set-off trans-
mission of notification reports by propagating the created reviews from the consultant
node to the appropriate sink node. As a result, considering that this approach deals with
the transmission and spread of signals at some point in the network, it has no impact
on the detection likelihood. The occasion notification reviews can be forwarded to the
network sink or base station more excellent unexpectedly if the reproduction reviews
are eliminated or silenced. This lessens the strain of useless network traffic, reducing
the detection postponement (Table 1).

Table 1. Research studies of Event Detection Operation Mode based on WSNs.

Authors Approach Mechanism Findings Limitations

Misra et al., 2015 Periodic Sleep
Scheduling

PDC-SMAC
protocol being
proposed
Duty cycle
management for
unusual occasions
using social sensing
Reduce the
instances where a
node is active, but
nothing can be
detected

Reduced report
delivery latency for
intervals by 27 to
60% and for rates
of event occurrence
by 47%

Postpone in
occasion
detection

Karuppiah
Ramachandran
et al., 2016

Transceiver
Power
Deactivation

Reducing idle
listening

Enhancing energy
efficiency

Postpone
transmitting
reviews

(continued)
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Table 1. (continued)

Authors Approach Mechanism Findings Limitations

Harrison et al.,
2015

Node Density ESCARGO for
sleep coverage of
uncommon
geographical events
Event reports are
delivered on
schedule while
ensuring constant
network
connectivity

Broaden the
network’s lifespan
without causing a
delay in detection

More network
complexity

Yang et al., 2012 Data Filtering
and
Aggregation

Real-time event
detection in the
WSN can be
handled with quick
response. Primarily
based on clustering,
simply one
representative node
desires to document
its data

The reliability of
event reports and
energy efficiency
are guaranteed

High rate of
false alarms

3.2 Approaches for Event Detection

The common approach and current research are covered in the following subsection.
Also, the remark in their result and purpose is given. These detection approaches consist
of an event detection-based disk model, a probabilistic model, and a decision fusion
model.

• Event Detection-based Disk Model
InWSNs, event detection is a critical application. The vital topic of event detection

has experienced a rise in interest among academics and scientists in recent years.
The sensors’ disk-shaped design was initially used extensively. Due to the sensor’s
detecting field’s disk-like form, this technology is known as the “disk model”. If
the distance is less than the radius of the disk, the sensor can locate the target. [57]
investigated network detection capabilities and search strategies. He talked about
numerous target types and sensor models, such as mobile and stationary sensors,
targets placed randomly or optimally, independent, or global coordination searches,
aswell as stealthy or obvious sensors. TheBoolean sensingmodelwith a fixed sensing
radius was used in all the detection techniques. [58] also suggested a mathematical
method for assessing WSN coverage. One might determine the number of active
nodes required to provide the desired coverage by dividing the sensing range of a
sensor node by the size of the overall deployment area. The disk model is really
basic. An event will either be detected if it occurs within the sensor’s sensing range
or not. The disk model, however, ignores how the state of the surroundings and the
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strength of the signal being transmitted affect the function of the senses. The disk
concept is overly utopian for the reasons listed previously. As a result, the signal
detected by sensors continuously weakens with distance using the signal attenuation
model, which also takes noise into account. [59] As a result, sensor signal readings
rather than a straightforward binary value can be effectively depicted.

• Probabilistic Model
Probability Detection is the main concept used in the event detection paradigm.

The events are detected by the sensors with the calculation of the energy of signals
generated by the occurrence. As they move farther from their source, most physical
signals, like electromagnetic and acoustic signals, lose energy [2]. [60] investigate
the possibility of detecting mobile targets in a scenario where several sensors are
randomly positioned to observe a certain area of interest. The researchers discovered
a connection between the detection issue and a line-set intersection issue. They con-
cluded that the sensors’ perimeters rather than their shapes determine the detection
probability. As a result, the researchers put a new concept of an altered disk into
practice. Based on this concept, the detecting range of the sensors can be adjusted in
accordance with the perimeter’s restrictions. Applications for energy-efficient event
detection that consider physical factors are studied in [61]. These researchers initially
developed an analytical framework to evaluate the metrics such as target detection
missing probability and notification transmission latency. Their research provided
guidance on how to set the system’s parameters as efficiently as possible while still
operating within realistic performance constraints. The sensors’ sensing range can
be changed to accommodate various environmental conditions. Researchers who
employed amore realistic model based on sensor properties other than the disk model
further examined howWSNs recognize events. [62] examined the coverage of target
detection applications in WSNs. It is expected that sensors are disking in the sensing
zones. However, using restrictions on false alarm probability and missing probabil-
ity detection, the researchers were able to identify the sensing zone. As a result, a
completely unique technique for cooperative detection was proposed. The “OR rule”
turned into the final selection-fusion method selected by the researchers. In different
phrases, the sink determines that the target is present if even one of the character
sensors domestically identified it. Taking components in a similar context, cellular
targets’ detectionwith continuousmovement becomes investigated [63]. These objec-
tives had been divided into two groups: 1) the rational targets, which are aware of
the competencies of the current sensors, and 2) the blind targets, which can only be
in direct strains. The effectiveness of detection was studied by the researchers, who
expected to identify only a few key locations for the deployment of more sensors and
the possibility of some degree of freedom for the targets. They suggested a straight-
forward detection rule. A sensor movement scheduling technique was developed to
attain almost ideal system detection performance within a specified detection latency
bound.
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• Decision Fusion Model-Based Fuzzy Logic
A common technique for raising the performance of the detecting system is Data

Fusion (DF) [64]. A group of strategies known as DF combines data from various
sources, including sensors and CH, to draw more precise conclusions. There are now
two different types of fusion centers: cluster-based fusion centers and non-cluster-
based fusion centers.

i. Cluster-based Fusion Centre

It is advised [65] to employ a hierarchical decision fusion technique to increase
the likelihood of network-wide detection. Each sensor first makes a local choice using
a model of signal attenuation. A set of the nearest neighbour sensors is then used to
create a cluster-level sensor fusion to produce new decision results. To reach the ulti-
mate network-level decision, the sensors that provide a successful fusion outcome report
their findings to the network fusion center. This fusion strategy is founded on several
great decisions. These strategies have run into problems. The fact that there are consis-
tently fewer or equal numbers of successful local decisions made by sensors than those
upon which the final decision is based is one problem. So fewer wise local decisions
would result in a better decisions all around. Nodes send local decision results to a
fusion center for final decision-making under the “decision fusion” method of fusion.
The “value fusion” fusion method, in which nodes report the fusion center of their raw
energy measurements, must be kept in mind. Following that, a decision is made based
on the measurements collected from various nodes. However, [66], quick sensor place-
ment methods based on a probabilistic data fusion model were presented. Algorithms
are used to position sensors in the best possible places to maximize detection perfor-
mance. According to this method, sensors provide energy measurements to the CH,
which compares the averages of all the data with a threshold. If a larger average than the
threshold is attained, the CH determines if a target is present, or the CH determines that
no target is there. To ensure the accuracy of sensor deployment, [66] investigated the
issue of information coverage barriers. For intrusion detection, nearby sensors worked
together and fused their information. They were designed with the intention of lowering
the quantity of active sensors needed to cover a barrier. Considering this, a suitable tech-
nique to determine the coverage set of just a few active sensors was suggested. A virtual
sensor incorporates the sensor readings to enable value-fusion-based decision-making.
The process for choosing the threshold value is one of the issues that the value fusion
approaches have come across.Most researcherswhoused these techniques haven’t talked
about potential issues. The threshold was instead left as an experienced 62 value.

ii. Non-Cluster-based Fusion Centre

Using a cluster-based network structure improved network performance and
decreased communication costs in earlier fusion works. For efficient event identifica-
tion, [67] proposes a collaborative fuzzy logic. Fuzzy values can increase the precision of
detection. The improvement of the collaborative event detection method using clustered
WSNs [68] culminates with some findings before being proposed in [69].
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[22] explores the detection of house fires using temperature and smoke sensors and
presents D-FLER, a distributed fuzzy inference engine for event detection. Using a dis-
tributed fuzzy logic engine, the proposed D-FLER combines local observation with data
from individual sensors. In order to detect fire spreads as early as possible in open areas
like towns and forests, [70] developed a sensor network technique that combines sen-
sory data from a temperature sensor with amaximum likelihood algorithm. The system’s
architecture is made up of three subsystems: sensing, processing, and localized alert-
ing. The findings suggested that using this technology in a situation requiring early fire
detection would be successful. Some research on WSN-based event detection methods
is described in Table 2 below.

Table 2. Some Research on WSN-based Event Detection Approaches

Authors Approach Mechanism Findings Limitations

(Wang et al.,
2016) [59]

Disk Model Application
coverage for
target detection in
WSNs was
investigated
The sensing
regions are
thought to
resemble disks

Increased
accuracy by
transferring all
sensor data to the
sink that will
make the ultimate
decision

False alarm
possibility and
missing
probability

(Tian Wang et al.,
2016) [2]

Probabilistic
Model

A probabilistic
decision model
was combined
with a realistic
signal model to
attain a final
decision

High detection
probability and
few false alarms

The use of
different values
and units
produced by a
model is not
permitted

(Liu et al., 2005)
[1]

Disk Model A mathematical
model where the
overall range of
the deployment
area is
proportional to
the range of each
sensor node. It
determines the
number of active
nodes need to
achieve desired
coverage

No need to know
the location of
sensors and
improved energy
consumption

Low-accurate
detection with a
high rate of false
alarms

(continued)
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Table 2. (continued)

Authors Approach Mechanism Findings Limitations

(Lazos et al.,
2007) [60]

Probabilistic
Model

Possibility of
finding mobile
targets
A few sensors are
stochastically
placed to keep an
area of interest
under surveillance

The length of the
sensor perimeters
is used to
determine the
likelihood of
detection, which is
independent of the
shapes of the
sensors

Determining a few
key locations for
the placement of
extra sensors only
have a limited
degree of
flexibility

(Medagliani
et al., 2012) [61]

Probabilistic
Model

Analyze the
parameters,
including the
likelihood of
missing a target
Delivery of
notifications too
slowly

The best method
for setting system
parameters within
the boundaries of
realistic
performance

No realistic
performance

4 Discussion

While taking into consideration the use of WSNs in early detection, to increase event
detection accuracy and reduce the detection of false alarms, a number of event detection
systems have been discussed and proposed. The most popular detection techniques and
strategies were examined in this research together with their benefits and drawbacks. To
improve detection accuracy and lower false alarms, various event detection methodolo-
gies can be applied. Each of these strategies is examined to suggest a mechanism that
accounts for the deficiencies in earlier models. The followings are a few research gaps
and promising solutions that can be addressed based on the literature:

4.1 Network Structure

Cluster-based networks and non-cluster-based networks are the two different types of
network architectures used in event detection, according to linked research. Indeed,
cluster network topology has several benefits over non-cluster networks. First, a cluster-
based network offers scalability for numerous sensors and a large monitoring area where
events can be detected in subareas effectively. Sensor nodes that are members of the
same cluster will cooperate in detection rather than enlist the assistance of all the other
sensors in the network. According to the literature, sensor nodes that are far from an
event might not be able to detect it, and using them in detection might have an impact
on how accurately an event is detected. Additionally, CH gathers data from its member
sensors, decides, and sends this information to the fusion center. So, communication
expenses could be decreased. Since there are several types of sensors being used to
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identify the current event, applicable approaches that aggregate multiple decisions to
improve detection quality have limitations. The number of members will rise because
of these sending their CH aggregate data. More memberships will make things more
complicated, reduce detection precision, and raise the number of false alarms.

4.2 Sensing Data and Representation

There are often obstacles to using actual value: first, the cluster head and fusion center
should manipulate more than a few sensor types (heterogeneous sensors). The design
ought to be more complex if it must cope with a couple of units and values. The second
difficulty is related to the sensor’s set threshold. For example, if the temperature sensor’s
alarm threshold is fifty-five °C but the fire temperature is really 45 °C, the sensor might
not sound an alarm till the temperature hits fifty-five °C, delaying detection and possibly
leading to a false alarm. A probabilistic method, alternatively, has been efficiently used
to lessen the reliance on a fixed threshold value for the representation of sensing data.
Unluckily, the probabilistic method has not been used for diverse sensor types which
can be represented with diverse units and value ranges.

4.3 Event Detection Using Fusion Centre-Based Fuzzy Logic

Most current event detection methods define event threshold values using crisp values.
However, crisp numbers are unable to handle the various degrees of inaccurate sensor
readings. In several literature studies, fuzzy logic was suggested for usage in fusion
centers because of its advantages over other strategies like Bayesian theory. The brief
list of these advantages is as follows: (i) Fuzzy logic is comparable to the logic used in
human decision-making. (ii) Inaccurate sensor readings can be accommodated.

As an example, in an occasion defined by using more than a few temperatures above
55 °C and smoke obscuration stages above 15%, the event in the case of fire detection is
detailed by way of a set value for temperature and smoke. (ii) Comparatively, fuzzy logic
is more acceptable than other categorization methods. However, several factors that may
increase complexity and reduce accuracy should be consideredwhile designing the fuzzy
logic model, such as the fuzzy logic’s exponential growth as a function of the number
of inputs and rule base. Thus, maintaining the number of inputs to a minimum can aid
in lowering complexity, but it may impact the detecting system’s accuracy. Fuzzy logic
typically makes a trade-off between growing complexity and input complexity. As this
study suggests, researchers should make efficient use of the fusion center to construct
and determine these inputs to decrease the number of inputs. Using a fuzzy logic rule-
based approach, the veracity of each cluster is evaluated. The fusion center analyzes
each cluster’s trustworthiness before deciding rather than treating each cluster equally.
As a result, the event detection system’s detection accuracy can be increased.

5 Conclusion

This report analyzed relevant background data and research on WSNs with feasibil-
ity and application fields. Likewise, the challenges in event detection and some of the
event detection hypotheses were discussed to get an optimized outcome. Also discussed
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the value of environmental monitoring techniques like collaborative detection, periodic
sleep scheduling, and transceiver power deactivation in this paper. This review exam-
ined popular methodologies and strategies created for event detection such as the event
detection-based disk model, probabilistic model, and decision fusionmodel-based fuzzy
logic. Similarly, these techniques point out their advantages and disadvantages by con-
sidering crucial metrics including false alarm likelihood, detection delay, and detection
probability, and providing an inclusive observation appropriately. This paper also sug-
gests the researchers use the fusion center with fuzzy logic to reduce the number of
inputs and increase the detection accuracy with less false alarms.
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Abstract. The current study uses a new analytical model and numerical method
to present a study of free vibration carried out on a cylindrical shell panel that is
simply supported and functionally graded. It is anticipated that the FG thickness
attributes will be dependent on the porosity level and will change along the thick-
ness axis in accordance with a distribution that follows a power-law. This work
makes a contribution by analyzing the performance of porous FGMs, which are
employed in a particularlywide variety of biomedical applications. For the purpose
of determining the free vibration characteristics as well as the nonlinear vibration
response, the governing equations are constructed on a first-order shear deforma-
tion theory by utilizing the Galerkin technique with the fourth-order Runge Kutta
a close encounter with an incomplete FGM cylindrical shell panel and include
different parameters. Parameters included are the power-law index, graded distri-
butions of porosity, and FG thickness. With the help of both the ANSYS 2021-R1
software, a numerical investigation was carried out making use of the finite ele-
ment approach, and a modal investigation was carried out. This was done in order
to verify the analytical strategy.

Keywords: Porous · Materials with a Functional Grading · Theory of
First-Order Shear Deformation · Analytical Investigation · Nonlinear Dynamic
Response · Frequency

1 Introduction

In mechanical and construction engineering, investigating and developing newmaterials
and structures is essential. Because of their lightweight nature and excellent mechanical
properties, structures composed of advanced materials are often employed in numer-
ous industries, including civil, mechanical, and aerospace engineering. The application
in practice is normally in the shape as nanocomposite structures, Functionally Graded
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Materials (FGM) structures, laminated, and sandwich structures [1]. In recent years,
analyzing a new structure has become a popular study area for numerous material and
engineering scientists. Many articles have been published about composite materials.
Ranging from micro-scale (nanocomposite and FGM) to macro-scale (laminated and
sandwich structures), the studies have been conducted using a variety of techniques,
scales, and forms [2, 3]. In the dynamics case, numerous investigations have been done
on the vibration analysis of structures [4–6]. Bagheri et al. [7] studied the geometrically
nonlinear dynamic response of joined conical shells constructed of functionally graded
material (FGM) subjected to thermal shock. Zhu et al. [8] employed Reddy’s theory of
Shear Deformation at Higher Orders with the geometric nonlinearity hypothesis (von
Kármán) to investigate the relationship between nonlinear forced vibration properties
and nonlinear free vibration properties of viscoelastic plates. Li and Liu [9] examined
the thermal free vibration as well as buckling attitude of viscoelastic sandwich of FGM
shallow shell having a core constructed of tunable auxetic honeycomb. Singh et al. [10]
coupled piezoelectric sensors with time-dependent tri analytical solutions in order to
investigate the free vibration of viscoelastic of orthotropic rectangular plates in-plane
FG. Sahu et al. [11] presented the free vibration and damping investigation of the sand-
wich doubly-curved shallow shell with a viscoelastic-FGM layer as suggested by the
theory of shear deformation of the first order. Moreover, there has been a significant
increase in the number of investigations for shell structures constructed of FGM mate-
rials [26]. These published studies investigated the buckling properties as well as the
linear and nonlinear vibration behavior in classical shell theory [12, 13]. Throughout
the development of the material industry, FGM porous cores employed for lightweight
structures are becoming a significant element in civil, mechanical, and aerospace engi-
neering due to their electrical, mechanical, and thermal properties. In particular, the FG
porous material has a high strength as well as an excellent energy absorption capability.
Ghobadi et al. [14] investigated the influence of the various distributions of porosity
on the static and dynamic behavior of sandwich FGM nanostructures under thermo-
electro-elastic coupling. Esayas and Kattimani [15] studied the influence of porosity on
the dynamic damping of geometrically nonlinear vibrations of an FG magneto-electro-
elastic plate. Javid et al. [16] researched the free vibrational characteristics of porous
FG micro-cylindrical shells with viscoelastic medium and two skins made of nanocom-
posite based on Biot’s assumptions. According to third-order shear deformation theory,
Keleshteri and Jelovica [17] sandwich panels with FG metal cores of foam were stud-
ied to determine their buckling and free vibrational behavior. Kumar H S et al. [18]
approaching together transient responses and FG nonlinear free vibration of skew plate
under the influence of porosity distribution. Srikarun et al. [19] researched the linear and
nonlinear stability of sandwich beams with porous FG cores subjected to various types
of distributed loads. Chan et al. [20] Using theory of first-order shear deformation shell,
researchers were investigated free vibration with a nonlinear response of the dynamic
properties of a porous functionally graded trimmed shell have aconical shap equipped
with actuators of piezoelectric in warm settings. Dastjerdi and Behdinan [21] studied the
free vibration characteristics of smart sandwich plates with carbon nanotube-reinforced
and piezoelectric layers by employing Reddy’s theory of third-order shear deformation.
Yadav et al. [22] investigated statics of nonlinear of sandwich circular-cylindrical shells
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consisting of two carbon nanotube-reinforced face sheets and a porous FG core by uti-
lizing higher-order shear deformation and thickness theory. Binh et al. [23] examined
the nonlinear dynamic characteristics of a porous FG toroidal shell of variable thickness
subjected to thermal loads and enclosed by a medium that has elasticity. Furthermore,
numerous investigations displayed the advent of the porous core in strengthening struc-
tures [24, 25]. Based on 3D elasticity, the dynamic analyses and natural frequencies of
porous FG cylindrical panels and annular sector plates were determined by Babaei et al.
[26]. Li et al. [27] used the differential quadrature method to study the natural vibration
properties of metal porous foam for conical shells consisting of two intriguing elastically
restrained boundaries. Hung et al. [12] investigated the effect of the porous FG variable
thickness for the toroidal shell on the nonlinear stability (buckling and post-buckling)
under compressive loads and surrounded by the elastic foundation. Vinh and Huy [28]
presented an inclusive analysis of the buckling, static bending and free vibration of the
FG plates for sandwiches, including porosity distribution according to the finite element
method with new hyperbolic shear deformation theory. Amir and Talha [29] employing
finite element and high-order shear deformation technique, this research looked at the
vibration of nonlinear thermo-elastic characteristics of FG porous double curve shallow
shells. Keleshteri and Jelovica [30] employed high-order bidirectional porosity distri-
butions to examine the free and forced vibration characteristics of FG porous beams.
Nevertheless, there have only been a few studies on the FGM free vibration systems
with porous metal formation. This investigation’s objective is to carry out a study on the
nonlinear analysis of free vibration of a simply-supported two-phase FGM cylindrical
shell panel with porous as part of its research. In the present work, suppose that the
FGM is constructed from ceramic and metal, mechanical characteristics are varied with
reason disparate porosity distributions based on power-law distributions, with changes
in the thickness direction. A novel model for the first-order shear deformation theory
is formed to discover the nonlinear free vibration characteristics according to different
FGMparameters. Utilizing the FEA strategy that is exemplified byANSYS software, the
results ofmode and natural frequency forms of the FGMcylindrical shell with porous are
provided here. The numerical findings for FG porous materials that are offered here are
not found anywhere else in the literature, and as a consequence, should be of relevance
to industrial applications. This study is organized into four parts. In the first section,
theory of first-order shear deformation criteria is introduced, in addition to constitutive
equations, features of FG porous structures, and an analytical vibration analysis of the
porous cylindrical panel. The second section introduces numerical analysis and finite
element simulation. Results and discussion are included in the third section. The last
part includes study summaries and findings.

2 Models of Porous FGM Cylindrical Shell Panel

Consider a thick FGM cylindrical shell panel made of metal and ceramic, in which the
lower surface is ceramic-rich and the upper surface is metal-rich, respectively. The FGM
cylindrical panel is considered to carry porosities that distribute evenly and unevenly
through the shell thickness direction (Fig. 1). The shell’s thickness, Radius, and edges
are represented by h, R, a, and b, respectively. To describe the shell’s motion, a cartesian



60 A. Mouthanna et al.

coordinate system (x, y, z) on the center surface of the shell is employed,where z identifies
the out-of-plane coordinate, and x and y determine the shell’s in-plane coordinates.

Fig. 1. The geometry of the cylindrical panel found on the FGM.

In addition, the power law, the sigmoid law, or the exponential law may be used to
adequately represent the volume fraction of the FG cylindrical shell layers. Equation 1
makes the assumption that the distribution of the ceramic volume fractionVc is governed
by a power law [31]:

Vm + Vc = 1Vc = Vc(z) =
(
2z + h

2h

)g

(1)

where, Vc and Vm are volume fractions of ceramic and metal, respectively. g is the
power-law index. When the value of g is equal to infinity, it indicates a fully metallic
shell, whereas when the value of g is equal to zero, it denotes a fully ceramic shell. The
fundamental mechanical properties of the FGM cylindrical shell panels, with a porosity
volume ratio of G (G < 1), adopt the modified form of Eq. 2, assuming that porosities
disperse equally in the ceramic and metal phases

P(z) = Pm + (Pc − Pm)

(
2z + h

2h

)g

− G

2
(Pc − Pm) (2)

Pm and Pc represented the values of the material properties of the metal and ceramic
components of the FG shells, respectively. Young’s modulus (E) andmass density (ρ) are
taken to change in the thickness direction for our current formulations, while Poisson’s
ratio (v) will be assumed to remain constant for simplicity based on earlier research.

2.1 Fundamental Equations

This study takes into account thick porous FGM cylindrical shell panels subjected to
external loading with varying boundary conditions. As a result, the system of governing
equations is established, and the nonlinear vibration of the cylindrical shell is determined
using first-order shear deformation plate theory [32]:

ũ(x, y, z, t) = u(x, y, t) + zφx(x, y, t),

ṽ(x, y, z, t) = v(x, y, t) + zφy(x, y, t),

w̃(x, y, z, t) = w(x, y, t) (3)
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where,
(
φx, φy

)
describes the transverse normal slopes about x- and y-axes at (z = 0).

The following equations serve as the basis for the strain-displacement relationships of
the cylindrical shell:
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In the planes (xz, yz), the x designates the transverse shear strain components(
γxz, γyz

)
. The nonlinear stress-strain constitutive relations at a general point inside

the skin of the cylindrical shell can be expressed as:
⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

σshx
σshy
τshxy
τshxz
τshyz

⎫⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎭

=

⎡
⎢⎢⎢⎢⎢⎣

C11 C12 0 0 0
C12 C22 0 0 0
0 0 C44 0 0
0 0 0 C55 0
0 0 0 0 C66

⎤
⎥⎥⎥⎥⎥⎦

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

εx

εy

γxy

γxz

γyz

⎫⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎭

(5)

For, C11 = C22 = E(z)
1−ν2

, C12 = νE(z)
1−ν2

, C55 = C66 = E(z)
2(1+ν)

.
Numerous studies have found the shear correction factor for homogeneous struc-

tures. Furthermore, some researchers have given a thickness-shear vibration value of
π2

12 , but this will result in a different value for the FGM structure due to the material
properties continuously changing in the thickness direction. So, the shear correction

factor is denoted by (Ks), and its value is offered
(
K = 5

6

)
as [33]. The stress and

moment resultants of the FGM porous cylindrical shell panel can be represented as,

Nx =
∫ h

2

− h
2

σ sh
x dz, Ny =

∫ h
2

− h
2

σ sh
y dz, Nxy =

∫ h
2

− h
2

τ shxydz,
(
Qx,Qy

) =
∫ h

2

− h
2

Ks

(
τ shxz , τ

sh
yz

)
dz,Mx =

∫ h
2

− h
2

σ sh
x zdz,

My =
∫ h

2

− h
2

σ sh
x zdz, Mxy =

∫ h
2

− h
2

τ shx zdz

(6)

where,

Nx = I10ε
◦
x + I20ε

◦
y + I11

∂φx

∂x
+ I21

∂φy

∂y
, Ny = I20ε

◦
x + I10ε

◦
y + I21

∂φx

∂x
+ I11

∂φy

∂y

Nxy = I30γ
◦
xy + 2I31

(
∂φx

∂y
+ ∂φy

∂x

)
, Mx = I11ε

◦
x + I21ε

◦
y + I12

∂φx

∂x
+ I22

∂φy

∂y

My = I21ε
◦
x + I11ε

◦
y + I22

∂φx

∂x
+ I12

∂φy

∂y
, Mxy = I31γ

◦
xy + I32

(
∂φx

∂y
+ ∂φy

∂x

)
(7)

Qx = KsI30γxz,Qy = KsI30γyz.
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The nonlinear governing motion equations of a porous FGM cylindrical shell panel
are given below,

δu : ∂Nx

∂x
+ ∂Nxy

∂y
= I0

∂2u

∂t2
+ I1

∂2φx

∂t2

δv : ∂Nxy

∂x
+ ∂Ny

∂y
= I0

∂2v

∂t2
+ I1

∂2φy

∂t2

δw : ∂Qx

∂x
+ ∂Qy

∂y
+ Nx

∂2w

∂x2
+ 2Nxy

∂2w

∂x∂y

+ Ny
∂2w

∂y2
+ q + Ny

R
= I0

∂2w

∂t2

δφx : ∂Mx

∂x
+ ∂Mxy

∂y
− Qx = I2

∂2φx

∂t2
+ I1

∂2u

∂t2

δ φy : ∂Mxy

∂x
+ ∂My

∂y
− Qy = I2

∂2φy

∂t2
+ I1

∂2v

∂t2
(8)

By submitting stress function f (x, y) as follow:

Nx = ∂2f

∂y2
, Ny = ∂2f

∂x2
, Nxy = − ∂2f

∂x∂y
(9)

Equation (9) is substituted into the first two equations of Eq. (8) to yield;

∂2u

∂t2
= − I1

I0

∂2φx

∂t2
,

∂2v

∂t2
= − I1

I0

∂2φy

∂t2
(10)

Replacing (10) into the remaining three equations of Eq. (8), get,

δw : ∂Qx

∂x
+ ∂Qy

∂y
+ Nx

∂2w

∂x2
+ 2Nxy

∂2w

∂x∂y
+ Ny

∂2w

∂y2
+ q + Ny

R
= I0

∂2w

∂t2

δ φx : ∂Mx

∂x
+ ∂Mxy

∂y
− Qx =

(
I2 − I21

I0

)
∂2φx

∂t2

δ φy : ∂Mxy

∂x
+ ∂My

∂y
− Qy =

(
I2 − I21

I0

)
∂2φy

∂t2
(11)

Through Eqs. (7) yield,

εox = A22Nx − A12Ny − B11
∂φx

∂x
− B12

∂φy

∂y

εoy = A11Ny − A12Nx − B21
∂φx

∂x
− B22

∂φy

∂y

γoxy = A66Nxy − B66

(
∂φx

∂y
+ ∂φy

∂x

)
(12)
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The compatibility equation must be used to add an equation,

∂2εx
◦

∂y2
+ ∂2εy

◦

∂x2
− ∂2γ◦

xy

∂x∂y
= ∂2w2

∂x∂y
− ∂2w

∂x2
∂2w

∂y2
− 1

R

∂2w

∂x2
(13)

Equation (12) is inserted into Eq. (7) and then into Eq. (11), which results in;

T11(w) + T12(φx) + T13
(
φy

) + S1(w, f) + q = I0
∂2w

∂t2
,

T21(w) + T22(φx) + T23
(
φy

) + R2(f) =
(
I2 − I21

I0

)
∂2φx

∂t2
,

T31(w) + T32(φx) + T33
(
φy

) + R3(f) =
(
I2 − I21

I0

)
∂2φy

∂t2
(14)

When Eq. (12) is replaced with Eq. (13) and the stress functions, it provides the
following formalization for the compatibility of FGM porous cylindrical shell panels

⎛
⎝ A11

∂4f
∂x4

+ A22
∂4f
∂y4

+ (A66 − 2A12)
∂4f

∂x2∂y2
− B21

∂3φx
∂x3

− B12
∂3φy

∂y3
+

(B66 − B11)
∂3φx
∂x∂y2

+ (B66 − B22)
∂3φy

∂x2∂y
−

(
∂2w2

∂x∂y − ∂2w
∂x2

∂2w
∂y2

− 1
R

∂2w
∂x2

)
⎞
⎠ = 0 (15)

2.2 Nonlinear Vibration Analysis

In this paper, suppose that the porous FGM shell is subjected to impact of the uniformly
distributed transverse load q = Q sin�t with four edges simply supported boundary
conditions:

w = Nxy = φy = 0, at x = 0, a

w = Nxy = φx = 0, at y = 0, b (16)

The next equations are desired to apply to the displacements in the present cases that
satisfy the assumed boundary conditions [34]:

w(x, y, t) = W(t) sin λmx sin δny

φx(x, y, t) = �x(t) cosλmx sin δny

φy(x, y, t) = �y(t) sin λmx cos δny (17)

Replacing (17) with (15), gain;

f(x, y, t) = Ã1(t) cos 2λmx + Ã2(t) cos 2δny + Ã3(t) sin λmx sin δny

Ã1(t) = δ2n

32A11λ
2
m
W2; Ã2(t) = λ2m

32A22δ
2
n
W2

Ã3(t) =
(
W
R

)
+

(
B21λ

3
m + (B11 − B66)λmδ2n

)
�x(t) +

(
δ3nB12 + (B22 − B66)λ

2
mδn

)
�y(t)(

A11λ
4
m + A22δ

4
n + (A66 − 2A12)λ

2
mδ2n

)
(18)
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After minor adjustments, the system of nonlinear motion equations in terms of dis-
placements is derived by introducing the formula (17 and 18) into (14) and using the
Galerkin method;

t11W + t12�x + t13�y + t14W�x + t15W�y + t16W + t17W
2 + t18W

3 + L32q = I0
d2W

dt2

t21W + t22�x + t23�y + n7W + n2W
2 = ρ̃1�̈x,

t31W + t32�x + t33�y + n9W + n4W
2 = ρ̃1�̈y, (19)

The natural frequencies of the FGM porous cylindrical shell are obtained by solving
Eq. (20), setting q = 0, and taking the linear components of Eq. (19):

∣∣∣∣∣∣∣
t11 + t16 + I0ω2 t12 t13

t21 + n1 t22 + ∼
ρ1ω

2 t23

t31 + n3 t32 t33 + ∼
ρ1ω

2

∣∣∣∣∣∣∣
= 0 (20)

Three answers to Eq. (20) correspond to the axial, circumferential, and radial angular
frequencies of the porosity FGM cylindrical shells. One with the lowest frequency is
taken into account. The porosity FGM cylindrical shells panel subjected to orderly
distributed load q = Qsin�t is considered, Eq. (19) becomes:

I0
d2W

dt2
− t11W − t12�x − t13�y − t14W�x − t15W�y − t16W − t17W

2 − t18W
3 = L32Q sin �t

t21W + t22�x + t23�y + n1W + n2W
2 = ρ̃1�̈x

t31W + t32�x + t33�y + n3W + n4W
2 = ρ̃1�̈y (21)

The nonlinear dynamic responses of a porous FGM cylindrical shell panel can be
calculated using the fourth-order Runge-Kutta technique by solving Eq. (21) with the
following initial conditions: W(0) = 0. When the second and third equations relating to
(�x,�y), are solved from Eq. (21), the results are then substituted into the first equation
to yield:

I0
d2W

dt2
− (a1 + a2)W − (a3 + a4 + a6 + r17)W

2 − (a5 + r18)W
3 = L32Q sin �t

(22)

The fundamental natural frequencies of the cylindrical shell may be calculated as
follows:

ωmn =
√

−(a1 + a2)

I0
(23)
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3 Numerical Investigation

Using numerical methodologies is one way in which one may validate the precision of
the analytical method that has been suggested. Problems may be solved using a wide
variety of numerical methodologies, although the method of finite elements (FEM) [35]
is considered to be themost accurate. The finite elementmethod (FEM) that is outlined by
the ANSYS software (Version 2020 R1) was used in this investigation. The construction
of a three-dimensional prototype of the Functionally graded cylindrical shell panel, as
shown in Fig. 2, is followed by the application of the matching shell’s sides boundary
conditions, which are subjected to modal study. In addition, as can be seen in Fig. 3, the
prototype has been meshed with an 8-nodes SOLID186 slices type, which has resulted
in a total of 19360 slices and 137922 nodes. This element type is a significant basic
element that is used in the representation of structural models. As shown in Fig. 4
[36], the component consists of a higher-order solid element having 20 nodes that has
quadratic spatial characteristics and three freedom degrees for translations along the
normal axes. The equation that is used to determine the mechanical characteristics of the
FGMs layers as follows: (2). The modal analysis for the selected models is carried out to
determine the free vibration characteristics both natural frequencies and mode shapes,
as shown in Fig. 5. This is done on the basis of the various factors that were described
before.

Fig. 2. FGM cylindrical shell panel Fig. 3. Meshed Model

Fig. 4. Structural geometry of element
type SOLID 186

Fig. 5. View of the modular analysis of the FGM
cylindrical shell
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4 Results and Discussion

In this study, a novel mathematical form was developed to analyze the natural fre-
quencies and modes of vibration of FGM cylindrical shell panels supported by just
a simply support with uniform porosity distribution based on power-law distribution.
Influences of different properties on frequency parameters are analyzed. The material
properties of numerous individual materials that were used in this investigation are pre-
sented in Table 1. The analytical solution was also verified using the (ANSYS 2020
R1) software that is available for purchase, and the results were tabulated and presented
using a variety of curves. Assume that the dimensions of the cylindrical shell are R = 3
m, a = b = 0.5 m., porosity factor (0.1, 0.2, and 0.3), the power-law distribution g = 2,
and FG thickness (h = 10, 14, and 16 mm).

Table 1. The material properties of many individual materials

Material Property FG core

Aluminum (Al) Ceramic (Al2O3)

Modulus of Elasticity, GPa 70 380

Mass density, Kg/m3 2702 3800

Poisson’s ratio 0.3 0.3

Table 2 demonstrates both analytical and numerical findings for the cylindrical
panel’s natural frequencies for a variety of porosity factors. According to the infor-
mation shown in Table 2, the thickness of the FG has a considerable impact on the
frequency characteristics. Good agreements are reached between analytical analysis
tests and numerical tests when the percentage of difference between the two is less than
0.9%. When the porosity factor goes up, the natural frequencies go down because the
material stiffness of the goes down. On the other hand, when the panel FG thickness
goes up, the natural frequency goes up because the panels get better as the Functionally
graded core thickness goes up. This can be seen as a consequence of the findings in
Table 2, which show that the natural frequencies go down when the porosity factor goes
up. Accordingly, the first six deflections of three-dimensional mode shapes are shown for
FGM in Fig. 6 when the material is simply supported in the form of porous cylindrical
shell panels with the following parameters: a gradient index of (g= 0.5), a porosity ratio
of (g = 30%), a = b = 0.5 m, R = 3, m = n = 1, and a thickness of 10 mm for the FGM.
In a like way, it’s also possible to depict other 3D mode shapes that are supported by a
variety of edge conditions.

Figures 7 and 8 illustrate, respectively, the impacts of the material gradient factor
(g) on the dynamic response and natural frequency of cylindrical panels with three
different porosity values. These panels were designed to test the effectiveness of the
material gradient parameter. Due to a reduction in the material’s rigidity, shown that
the natural frequency decline whenever the gradient indicator (g) increases, and the
dynamic of nonlinear response expands in three porosity magnitudes of (10, 20, and
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30%). Additionally, according to Eq. 2, the amount of metal increases while a volume of
ceramic decreases, which results in a decrease in shell stiffness. The influence that the
porosity factor, denoted by the symbol G, has on the dynamic of nonlinear response is
seen in Fig. 9. There are three different levels of porosity that are taken into consideration:
G = 10%, G = 20%, and G = 30%. As can be seen, increasing the pores results in a
greater amplitude deflection of FGM cylindrical shells. This is something that can be
noticed.

Analytical findings of the dynamic nonlinear response of the cylindrical shells with
varyingFGcore thicknesses are shown inFig. 10. (10, 15, and20mm). Figure 9 illustrates
that the intensity of the dynamic of nonlinear response diminishes as the Functionally
graded thickness of the shells grows. This is due to the fact that the stiffness of the FG
panel increases as the Functionally graded thickness does.

Table 2. The FGM cylindrical panels’ natural frequency with a power law index of g = 2.

Thickness Porosity % Analytical Numerical Discrepancy %

10 0.1 317.8349 315.35 0.63

0.2 298.4475 296.66 0.67

0.3 265.8474 265.61 0.075

14 0.1 400.8333 397.38 0.75

0.2 372.2816 369.95 0.8

0.3 322.9525 323.17 0.3

16 0.1 444.8098 440.7 0.9

0.2 411.6792 408.92 0.72

0.3 353.9510 354.32 0.28
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Fig. 6. The initial six mode shapes of Porous FGM simply supported cylindrical panels at G =
0.3, g = 2.
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Fig. 7. The result of applying the
power law index on porous FGM
cylindrical panel was the following
natural frequency results
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5 Conclusion

In the current work, the nonlinear free vibration characteristics of an FG two-phase
porous cylindrical shell with a simply supported boundary condition based on the FSDT
are developed. A simply supported cylindrical shell’s analytical formulation is presented
in order to calculate the nonlinear free dynamic behavior. In order to validate the findings
of an analytical solution, a numerical analysis was carried out with the assistance of
ANSYS 2021 R1. Also, on deflection-time curve and natural frequency, the research
findings for material gradient, porous parameter, and FG thickness are displayed. Based
on the findings, it can be deduced that the porosity parameter does, in fact, have somekind
of influence on the essential natural frequency of the FG cylindrical panels. According
to the findings, the natural frequencies go up when the porosity parameter goes down,
but they go down when the stiffness of the material goes up. This is because the natural
frequencies are more sensitive to changes in the rigidity of the material. In addition, a
downward shift in the amplitude-time curve was seen whenever the porosity factor was
raised.

Appendix
I10 = E1

1 − υ2
, I20 = υE1

1 − υ2
, I30 = E1

2(1 + υ)
, I11 = E2

1 − υ2
, I21 = υE2

1 − υ2
, I31 = E2

2(1 + υ)
,

I12 = E3
1 − υ2

, I22 = υE3
1 − υ2

, I32 = E3
2(1 + υ)

,

A11 = 1

�
I10,A22 = 1

�
I10,A12 = I20

�
,A66 = 1

I30
, � = I210 − I220,B11 = A22I11 − A12I21,B22 = A11I11 − A12I21,

B12 = A22I21 − A12I11,B21 = A11I21 − A12I11,B66 = I31
I30

,D11 = I12 − B11B12 − I21B21,D22 = I22 − B22I11 − I21B12,
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D12 = I22 − B12I11 − I21B22,D21 = I22 − B21I11 − I21B11,D66 = I32 − I31B66,

T11(w) = KsI30
∂2w

∂x2
+ KsI30

∂2w

∂y2
, T12(φx) = KsI30

∂φx

∂x
,

T13
(
φy

) = KsI30
∂φy

∂y
,R1(w, f ) = ∂2f

∂x2
∂2w

∂x2
− 2

∂2f

∂x∂y

∂2w

∂x∂y
+ ∂2f

∂x2
∂2w

∂y2
+ 1

R

∂2f

∂x2
,

T21(w) = −KsI30
∂w

∂x
, T22(φx) = D11

∂2φx

∂x2
+ D66

∂2φy

∂y2
− KsI30φx, T23

(
φy

) = (D12 + D66)
∂2φy

∂x∂y
,

R2(f ) = B21
∂3f

∂x3
+ (B11 − B66)

∂3f

∂x∂y2
, T31(w) = −KsI30

∂w

∂y
, T32(φx) = (D21 + D66)

∂2φx

∂x∂y
,

T33
(
φy

) = D22
∂2φy

∂y2
+ D66

∂2φy

∂x2
− KsI30φy,R3(f ) = B12

∂3f

∂y3
+ (B22 − B66)

∂3f

∂x2∂y
,
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Abstract. Many members of society rely on sign language because it
provides them with an alternative means of communication. Hand shape,
motion profile, and the relative positioning of the hand, face, and other
body components all contribute to the uniqueness of each sign through-
out sign languages. Therefore, the field of computer vision dedicated to
the study of visual sign language identification is a particularly challeng-
ing one. In recent years, many models have been suggested by various
researchers, with deep learning approaches greatly improving upon them.
In this study, we employ a fine-tuned CNN that has been presented for
sign language recognition based on visual input, and it was trained using
a dataset that included 2062 images. When it comes to sign language
recognition, it might be difficult to achieve the levels of high accuracy
that are sought when using systems that are based on machine learning.
This is due to the fact that there are not enough datasets that have been
annotated. Therefore, the goal of the study is to improve the performance
of the model by transferring knowledge. In the dataset that was utilized
for the research, there are images of 10 different numbers ranging from
0 to 9, and as a result of the testing, the sign was detected with a level
of accuracy that was equal to 98% using the VGG16 pre-trained model.

Keywords: Sign language · Convolutional Neural Networks (CNN) ·
Transfer learning

1 Introduction

Communication is the process of conveying the most fundamental information,
such as emotions and thoughts, to the other party using a variety of means.
Although communication is a multifaceted process, language is the most effec-
tive component. Because of language, humans can execute their daily tasks with
relative ease. While language speeds up communication, it is inaccessible to many
individuals with hearing impairments. Every country has a sign language that
is unique to its language structure. However, the fact that sign language and
current grammar are often dissimilar makes it challenging for hearing-impaired
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individuals to become literate. According to the 2018 data of the World Health
Organization, there were 34 million hearing-impaired individuals in Europe, and
this number is projected to increase by around 12 million by 20501. It has been
observed that the fact that people with hearing impairments experience commu-
nication challenges has led to a rise in the number of studies aimed at resolving
this issue. The advancement of artificial intelligence research, which has gained
momentum in recent years, has led to a rise in sign language research [1,2].
Serious research has been undertaken [3,4] (particularly in the fields of machine
learning and deep learning). Convolutional neural networks (CNN), one of the
deep learning methods, are commonly employed in domains such as image clas-
sification, similarity-based grouping, and object recognition.

Communication is essential for the continued existence of humans on earth.
There are two main components in any communication: the recipient and the
sender [5]. During communication, a channel is formed between the transmit-
ter and the receiver; through this channel, many acts, such as emotions and
thoughts, can be transmitted to the other side. Sign language is a visual lan-
guage, that is a collection of gestures, mimics, and hand and facial movements
intended for hearing-impaired people to communicate. According to the Turk-
ish Statistical Institute’s (TUIK) 2015 figures2, there are 406 thousand disabled
men and 429 thousand disabled women in Turkey.

Hearing-impaired individuals can communicate effectively with the norms
they have established among themselves, but they cannot interact efficiently with
other individuals or institutions. This extremely difficult-to-express mechanism
generates social dysfunction. They cannot communicate themselves clearly and
cannot even comprehend the other party’s posts. As a result, individuals with
hearing loss tend to withdraw themselves from society [6]. In 2018, there were
34 million hearing-impaired people in Europe alone, according to data released
by prestigious health agencies such as the World Health Organization [7]. In
32 years, or in 2050, it is expected that this data would expand by 35.29%.
Even in sports, it is quite difficult to interact with hearing-impaired individuals
from diverse groups when several studies are analyzed [8]. There are more than
120 sign languages in the world [9], and although they are closely related, there
are still communication gaps between them. The statistics indicate that the
development of digital solutions to enhance the communication of individuals
with impairments is necessary [10,11]. This study proposes a model in which the
numbers in Turkish sign language will be developed with the assistance of CNN
in order to contribute to the stated challenge.

2 Related Work

The scientific field of sign language recognition is expanding in the field of gesture
recognition. Research on the recognition of sign language has been carried out
all around the world utilizing a variety of sign languages. These sign languages
1 Available at http://www.who.int/en/data-and-evidence.
2 Available at https://data.tuik.gov.tr.
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include American Sign Language [29], Chinese Sign Language [28], Japanese
Sign Language [27], Turkish Sign Language [26], etc. Numerous systems for sign
language recognition employ machine learning due of its capacity to train useful
models using limited and sometimes noisy sensor input. There are a variety of
sensor options, including data gloves and other tracker systems, computer vision
approaches employing a single camera, numerous cameras, and motion capture
systems, and handcrafted sensor networks.

Approaches to representing basic units of signed languages vary significantly
across researchers. The simultaneous nature of significant left-hand, right-hand,
and head gestures in sign languages presents a barrier for many sequential
approaches [12]. Others attempt to develop models with a structure resembling
phonemes, whereas the majority of studies opt to use the sign as their modeling
unit of origin. Utilizing technology means allows for the possibility of locating a
solution to the problem that will remove the bottlenecks that are now in place.

Examining the studies in the scientific literature reveals that image pro-
cessing [13] technologies are commonly utilized to detect human limb motions.
Numerous models have been developed in this direction with the contribution of
deep learning models [14,15], which have recently acquired prominence in this
field. Attractiveness has been drawn to the success of deep learning systems in
image processing and classification. In the study of Kemalolu and Sevli [16], for
instance, convolutional neural networks (CNN), one of the deep learning tech-
niques, are utilized to train and process an image set including Turkish sign
language numbers. In the process of classifying sign languages, a considerable
amount of strategies and methodologies have been presented. Pigou et al. [15]
completed a deep learning investigation to describe 20 Italian sign language
hand movements. In the study, the results of an artificial neural network were
mixed with the CNN model. As a result of this combination structure, they
attained a 91.7% success rate. Bheda et al. [17] completed another investigation
utilizing the deep learning model on American sign language. They utilized a
small-scale dataset that they previously developed. Consequently, while expand-
ing the datasets and utilizing them with the CNN model, a 97% success rate has
developed. Kalam et al. [18] generated a total of 7000 images by rotating 700
numerals (images) in American sign language from ten different angles, yielding
a total of 7000 images. By training the dataset they created using the CNN
architecture, they attained a success rate of 97.28%.

3 Material and Method

This section discusses the dataset that was used, the preprocessing techniques
that were implemented, as well as the CNN and pretrained models that were
developed to train using the dataset.

3.1 Dataset

In this study, Turkish sign language images obtained with the participation of
218 students studying at Ankara Ayrancı Anatolian High School were used as a
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dataset [19]. The dataset was created in jpeg (rgb) format to represent numbers
between 0 and 9 at 100 × 100-pixel resolution. Each student was asked to create
10 different numbers from 0 to 9. In this manner, 2180 image data were obtained.
Figure 1 depicts a sub-example of sign images ranging from 0 to 9.

Fig. 1. Samples from Sign Language Dataset

3.2 Data Preprocessing

Red-green-blue (RGB) is the format of the study’s data set. RGB (red-green-
blue) channels allow for the coloring of images, although working with colored
images can be challenging at times. Thus, images will be examined and analyzed
in grayscale. The grayscale nature of the images renders them two-dimensional.
In this scenario, image colors can have values between 0 and 255 in a single
dimension. The images are normalized because the findings of investigations on
one-dimensional values between 0 and 255 are often unsuccessful. Normalization
identifies the minimum and maximum values of all existing numeric values in a
column and reduces these values to 1. As this circumstance falls between 0 to
255 in the present investigation, the image values have been lowered from 0 to 1.

3.3 Methods

In deep learning applications, a learning model may be developed from scratch.
However, transfer learning has increased the performance of models. The weights
of a previously trained network can be utilized to train the initial model. When
comparing these two methods in terms of performance evaluation, it has been
discovered that transfer learning is quicker and more efficient. In this investi-
gation, a model was constructed, and transfer learning techniques were utilized
to train the sign language visuals. In the study, a 2D-CNN was developed, and
it was fine-tuned for different pre-train models, including VGG16, ResNet50V2,
EfficientNetB7, InceptionV3, and MobileNetV2, as depicted in Fig. 2. The Adam
optimizer, a 0.001 learning rate (lr), and categorical cross-entropy were chosen
for the optimization of the specified models. All models employ the same struc-
ture since the Adam optimizer and learning rate selections are the metrics that
yield the greatest outcomes.
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Fig. 2. A graphical representation of the concept of the research methodology.

4 Experimental Results

The aim of this study is to classify sign language gestures consisting of numbers
and to further increase the performance of training with transfer learning. In
the initial phase of our classification efforts, a two-dimensional CNN model was
developed. After the initial 2 convolution layers, the max pooling layer was
added, followed by 2 further convolution layers. It was then leveled by going
through a layer of maximum pooling. Three dense layers have been traversed to
reach the final layer. Ten different classes are predicted by training the last layer
using the softmax activation function. Following model training, 86% accuracy
was determined. The model’s confusion matrix is depicted in Fig. 3. According
to the basic model, the distortion rate in the images between the layers was not
significant and was found to be normal.

In the second part of our experiment, the model was fine-tuned using the
most prominently pretrained models from the literature [25]. We applied the
several CNN architectures such as VGG16, ResNet50V2, EfficientNetB7, Incep-
tionV3, and MobileNetV2, each of which offered distinct capabilities. VGG16
is a convolutional neural network model developed in 2014 by a University of
Oxford working group with the same name [20]. As the name suggests, there
are sixteen distinct layers. When training our own dataset using the VGG16
architecture’s weights, 98% accuracy is attained. In the VGG16 model, the rate
of distortion and loss in the images between the layers was quite high without
fine-tuning. When the fine-tuning is applied to the model the rate of distortion
in images decreased. It is depicted in Fig. 4.
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Fig. 3. The Confusion Matrix of a) base and b) fine-tuned VGG16 models

Fig. 4. Visualization of high-level feature map from conv2d57 layer of the fine-tuned
VGG16 model using samples from the dataset.

ResNet50V2 is another pretrained model created for imagenet database clas-
sification that is designed by Microsoft [21]. There are fifty layers. Its success
percentage on the dataset of sign language remained at 89%. EfficientNetB7, is
also a pretrained model built by Google [22], which can be classified into eight
different architectures. It has evolved consistently from B0 to B7. In these cases,
the EfficientNetB7 architecture enables more effective training. The proper clas-
sification success percentage for the dataset of sign language was determined to
be 90%. InceptionV3 is a model developed by Google with 50 deep layers [23]. It
has the ability to classify nearly 1,000 objects using ImageNet weights. The first
input size of this network is 299 × 299 pixels. When we pre-train our sign lan-
guage dataset with the InceptionV3 model, the obtained accuracy value is 97%.
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MobileNetV2 is a kind of convolutional neural network developed by Google for
mobile display applications [24]. It is a model that uses a limited number of
resources. It offers precise validation for tiny datasets. However, it has become
clear in our experience that it is not suitable for a sign language dataset. The
obtained accuracy value could not exceed 21%.

We adjusted models for our problem by adding a new fully connected layer for
each of the 10 classes in our dataset. Backpropagation was then used to fine-tune
the original CNN filter weights acquired from natural images such that they more
accurately mirrored the modalities in the sign language dataset. It was decided
that the VGG16 had the best performance out of all the models. The training
and validation error for the 10 epochs of fine-tuned and base models are depicted
in Fig. 5. The training error rates for both CNNs follow a consistent trend of a
steady decline followed by a plateau. The similarity between the training and
validation curves indicates that the proposed fine-tuned model did not overfit
the training data.

Fig. 5. The accuracy and loss scores of a) base and b) fine-tuned VGG16 models

In Table 1, all results are presented in a comparable manner.
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Table 1. Classes-based classification performance of base and fine-tunes models.

Classes VGG16 ResNet50V2 InceptionV3 MobileNetV2 EfficientNetB7 2DCNN

0 1.0 1.0 1.0 0.0 1.0 1.0

1 1.0 1.0 0.82 0.00 0.94 0.88

2 0.96 0.84 0.92 0.48 0.88 0.60

3 1.0 1.0 1.0 0.00 0.96 1.0

4 0.95 0.95 0.91 0.04 0.86 1.0

5 1.0 0.94 1.0 0.05 0.72 1.0

6 1.0 1.0 0.83 0.72 0.83 0.88

7 0.94 0.73 0.68 0.00 0.63 0.78

8 0.94 0.84 0.84 0.00 0.57 0.84

9 1.0 0.82 0.86 0.00 0.86 0.69

Avg 0.98 0.91 0.89 0.13 0.84 0.86

5 Conclusions

Despite the fact that sign language was developed to aid hearing-impaired indi-
viduals in talking with others, it is obvious that they continue to struggle with
communication in society. To cover all aspects of sign languages, powerful algo-
rithms that reliably extract characteristic features in uncontrolled contexts were
developed. In this research, we present a CNN-based architecture for the classi-
fication of sign language gestures. The CNN model has a two-dimensional struc-
ture. VGG16, ResNet50V2, EfficientNetB7, InceptionV3, and MobileNetV2 were
also trained using a pre-trained model to improve performance and decrease
training time. We have observed that transfer learning allows for the creation
of more reliable systems. The suggested model outperforms prior state-of-the-
art classifiers on average with a recognition rate of 98%. The intriguing results
of this study can be used as a starting point for further research into how to
recognize complex hand and face movements.
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Abstract. Deep learning-based object detection methods demonstrated
promising results. In reality, most methods suffer while running on edge
devices due to their extensive network architecture and low inference
speed. Additionally, there is a lack of industrial scenarios in the existing
person, helmet, and head detection datasets. This research presents an
efficient tiny network (ETN) for object detection that can perform on
edge devices with high inference speed. We take the YOLOv5s model as
our base model. We compress the YOLOv5s object detection model and
minimize the computation redundancy, and propose two lightweight C3
modules (MC3 and SC3). Additionally, we construct two novel datasets:
H2 (consists of safety helmet and head) and Person104K (consists of
person) that fill the gaps in the earlier datasets with various industrial
scenarios. We implemented and tested our method on Person104K and
H2 datasets and achieved about 50.6% higher inference speed than the
original YOLOv5s without compromising the accuracy. On the Nvidia
Jetson AGX edge device, ETN achieves 42% higher FPS compared to the
original YOLOv5s. Code is available at https://github.com/mdhosen/
ETN.

Keywords: Object Detection · Convolution Neural Network (CNN) ·
C3 Module · Edge Devices · YOLOv5

1 Introduction

Object detection and classification is identifying the object’s location and deter-
mining the category of the object in images or video frames. With the increas-
ing computing power capability, deep learning-based approaches have become
popular for object detection. Intelligent systems perform detection and classifi-
cation automatically and more effectively when machine vision is used in place
of manual labor. Single target object detection, such as safety helmet, head,
and person detection, has got tremendous attention in computer vision (CV) for
their divers of applications, including production safety monitoring, surveillance,
maritime quick rescue [10,22], and so on. Numerous studies have been reported
on object detection while deep learning-based approaches have shown promising

c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2024
A. Ortis et al. (Eds.): ICAETA 2023, CCIS 1983, pp. 83–94, 2024.
https://doi.org/10.1007/978-3-031-50920-9_7

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-50920-9_7&domain=pdf
http://orcid.org/0000-0003-1566-3897
http://orcid.org/0000-0003-0056-321X
http://orcid.org/0000-0002-3282-339X
http://orcid.org/0000-0003-4472-4759
https://github.com/mdhosen/ETN
https://github.com/mdhosen/ETN
https://doi.org/10.1007/978-3-031-50920-9_7


84 H. Imani et al.

outcomes. Deep learning-based existing object detection methods can be clas-
sified into two major categories: two-stage object detection networks [5–7] and
single-stage object detection networks [11,14,15,19].

In order to predict the category and bounding box, two-stage object detection
networks establish complete connection layers and obtain proposals via region
proposal network (RPN). Girshick et al., [6] proposed R-CNN which is consid-
ered as baseline of the two-stage object detection methods. R-CNN performs the
object detection task in two steps. In the first step, Region of Interests (ROIs)
are extracted. The extracted ROIs are regressed and classified in the second
step. Authors utilized selected search to generate region proposal, and the clas-
sification network carried out prediction. However, the fixed convolution layer
constrained the network’s accuracy, and the network was slow for a redundant
forward pass. Later, Fast R-CNN [5], and Faster R-CNN [20] were developed
based on the R-CNN. In the Fast R-CNN, the authors made the training effi-
cient through a single backward/forward pass in the convolution layer. To the
contrary, Faster R-CNN proposed a RPN for a better outcome. Mask R-CNN [7]
is a popular object detection technique based on instance segmentation. Mask
R-CNN network design was similar to the Faster R-CNN design, and addressed
the slicing misalignment to fix the ROIPooling layers observed in [20]. Though
these two-stage detection approaches achieved higher accuracy, they demand
costly implementation and are inefficient for real-time applications.

The main difference between one-stage detector and two-stage detector is that
one-stage detector can directly predict the bounding boxes without using region
proposal stage. These types of networks usually have faster inference speed. Sin-
gle shot MultiBox detector [15] also known as SSD, is one of the pioneering
models for one-stage object detection. By encapsulating all processing in a sin-
gle network, SSD skipped proposal creation and subsequent pixel resampling
phases. Though it improved detection significantly, it compromised accuracy.
Later, Lin et al., [14] introduced RetinaNet, which addressed the SSD issue,
and improved the performance. However, the break-through of one-stage object
detection achieved through YOU ONLY LOOK ONCE (YOLO) series [2,11,19].
YOLO networks use single neural network and trained on end-to-end manner.
They take the input image and directly predict class labels and bounding boxes.
One of the efficient recent YOLO frameworks is YOLOv5. In this model, mosaic
data augmentation is employed to increase the dataset’s variety during the data
processing step, and two effective CSPNet structures serve as the framework.
YOLOv5 showed great ability in detecting high number of classes such as 80.
However, one or two class object detection such as safety helmet, head, and per-
son require minimal architecture. Therefore, compressing YOLOv5 can fit single
targets more efficiently and make the model edge device friendly. Additionally,
existing safety helmet, head, and person detection datasets need to be improved.
We construct two novel and effective datasets for safety helmet, head, and per-
son detection to solve the above mentioned limitations. Then, an efficient tiny
network for object detection model based on YOLOv5s is proposed, capable of
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detecting objects with high inference speed. Overall, the significant contributions
and strengths of our work are summarized below:

– We propose an efficient tiny object detection network based on YOLOv5 that
can detect objects with higher speed and can be implemented on edge devices.

– We propose two novel object detection datasets: H2 and Person104K. H2
consists of 37K images annotated with safety helmet and head. Additionally,
the Person104K dataset contains 104K images. Both datasets include real-
world and industry scenarios.

– We have validated our methodology through a considerable experiment and
ablation research on H2 and Person104K datasets. Additionally, we have
implemented and tested our model on Nvidia Jetson AGX edge devices.

The rest of the paper has been arranged as follows: Sect. 2 describes the
Methodology, Sect. 3 presents Dataset Development, Experiments and Discus-
sion has been discussed in Sect. 4, and we concluded our works in Sect. 5.

2 Methodology

The YOLOv5 model has five types, including YOLOv5x (extra large), YOLOv5l
(large), YOLOv5m (medium), YOLOv5s (small), and YOLOv5n (Nono). The
network design is similar among these types, but they vary in network depth
and width. Higher network depth and width provide better precision; however,
they suffer high training costs with low inference speed. We take YOLOv5s
architecture as our base model. The overall architecture has been shown in Fig. 1.
The YOLOv5 model consists of four primary modules: Convolution, Bottleneck,
C3, and SPPF modules. We propose three C3 modules: Original C3, Modified
C3 (MC3), and simple C3 (SC3). Additionally, two different bottleneck blocks
have been used. Finally, we have implemented FReLU [18] activation instead of
Sigmoid-weighted Linear Unit (SiLU) [4].

Convolution Module. Convolution module consists of three basic operations
including convolution (Conv2d), batch normalization(BN) and activation func-
tion (FReLU). First, the input goes through the convolution layer, which extracts
features. Then, the BN enables regularization and accelerates the learning rate.
By computing the weights and then adding bias to it, the FReLU activation
function determines whether or not a neuron should be activated.

Bottleneck Module. Bottleneck module is used to reduce parameters and
minimize the calculation. Data training and feature extraction may be carried
out more successfully and intuitively after dimensionality reduction. In ETN,
we have used the original bottleneck module and modified simple Bottleneck
(SBottleneck) shown in Fig. 2. Since the original C3 module used a redundant
skip connection, we removed the short connection from the SBottleneck module
and used one convolution instead of two.
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Fig. 1. The architecture of the proposed ETN. The architecture is based on the
YOLOv5. C3 module is used along with lightweight MC3 and SC3 module in backbone.

C3 Module. C3 module, a modified version of CSP (cross stage partial layer)
bottleneck [21] is the basic building block of YOLOv5 to learn the residual
characteristics. It consists of three standard convolution and multiple bottle-
neck modules, determined by the network depth multiple. C3 uses the same
structural design as CSP. However, the correction unit in C3 is different. Addi-
tionally, the convolution module is used in the CSP bottleneck after the residual
output is removed in C3. Two branches make up the structure. One concatenates
the two branches after passing through only a straightforward convolution mod-
ule, whereas the other employs numerous bottleneck stacks and three regular
convolution layers.

The C3 module of YOLOv5 includes n residual blocks and a shortcut struc-
ture that joins two neighboring layers of the networks. Multiple residual modules
in the C3 module for single targets like a safety helmet, head, and person detec-
tion may waste the resources. To compress the model and remove the redundant
calculation, we have used two other C3 module (MC3 and SC3) along with the
original one. The structure of C3, MC3, and SC3 has been shown in Fig. 2.

MC3 module uses SBottleneck instead of Bottleneck module. It uses one
convolution module instead of two and removes the skip connection. On the
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Fig. 2. The structure of C3 and Bottleneck module along with their modified
lightweight versions.

other hand, SC3 contains only simple convolution. We placed the SC3 module
after C3 and MC3. Since the model implements C3 and MC3 (comparatively
large modules) at the beginning of the backbone, the model already learns most
of the features. Therefore, we put a simple C3 (SC3) module at the end that
reduces the number of layers and model weight.

SPPF Module. SPPF is the optimized version of SPP [8]. The acronym SPP
stands for spatial pyramid pooling. The input channel is divided first using a con-
ventional convolution module, and then max-pooling is performed using kernel
sizes of 5, 9, and 13. It concatenates the outputs of the three maximum pooling
operations with the original data, and the number of channels is doubled after
the final merging. This module aims to merge features with different resolutions
and provide better feature representations.

Activation Function. The Rectified Liner Unit, mostly known as ReLU [1]
is a widely used activation function for its low computational cost. However, it
suffers a problem known as dying ReLU for the negative outputs; some neurons
die or stop producing anything other than zero throughout training. ReLU can
be defined as Eq. 1.
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Fig. 3. Examples of samples from H2 and Person104K datasets. First two rows show
the sample images from the H2 dataset, while second two rows show samples from the
Person104K dataset.

ReLU =

{
x ifx > 0
0 ifx ≤ 0

(1)

where x is the input.
Flexible Rectified Liner Unit (FReLU) is a variant of ReLU. FReLU can

adaptively rectify the ReLU output to collect negative information and offer
zero-like behavior. FReLU can be defined as Eq. 2.

FReLU =

{
x+ bi ifx > 0
bi ifx ≤ 0

(2)

where bi is the i-th layer learnable parameter. When bi = 0, FReLU acts like
ReLU.
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We have used FReLU instead of SiLU [4] in the convolution module (most of
the modules use a convolution; therefore, it affects overall architecture). While
SiLU performs better in reinforcement learning-based systems [12], FReLU per-
forms better for a small network.

3 Dataset Development

To train the proposed model, we need to create a suitable dataset. We have
constructed two novel datasets to train and evaluate our model: (i) helmet and
head detection dataset, namely “H2,” and (ii) a person detection dataset name
“Person104K”. The developed datasets are constructed from real-world scenarios,
and they have the following major characteristics: (a) a sufficient number of
data with proper labeling to train and validate the proposed model, (b) different
environment condition and visualization, (c) divers data (e.g., different types of
helmet). Figure 3 shows some samples from both datasets.

Table 1. Details of our newly developed H2 and Person104K dataset.

Dataset #Images #Helmet #Head #Person

H2 37K 70K 160K –
Person104K 104K – – 248K

H2 Dataset. Our proposed H2 dataset consists of 37K images, and annotated
with two classes of helmet and head. All of the images are collected from real-
world and industry scenarios, and annotated manually. While collecting data,
we have maintained the major characteristic of the standard dataset such as:
different environment conditions (low and high light, captured at day and night,
indoor and outdoor), visualization (full and partial), diverse data types. For
instance, first row in Fig. 3 contains images with low light, while the second row
contains multiple instances with divers samples.

Person104K Dataset. The Person104K dataset contains around 104K images
collected from surveillance cameras from various industries to provide real-world
prospects. An example of the dataset has been provided in Fig. 3 (second two
row). The 3rd row contains samples of partial visualization, while the 4th row
shows images which are captured in different lighting conditions. Table 1 shows
the details of both datasets.

4 Experiments and Discussion

4.1 Training Details

We use PyTorch (1.10) library with one Nvidia GeForce RTX 2070 GPU and
64GB RAM with Linux OS as our main workstation to implement our proposed
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Table 2. Efficiency comparison between YOLOv5s and ETN. The best results are in
bold.

Method #Layers #Param. GFLOPs FPS Model Size

YOLOv5 (default) 157 7.2M 15.8 161 56.8 MB
ETN (Ours) 112 794K 3.5 250 1.9 MB

experiment for training. We have used the default YOLOv5 hyperparameters
setting with image size 640 × 640. The dataset has been divided into training
and validation sets with ratio of 7:3. Additionally, we employ data augmentation
techniques including random flip, geometric distortion, and lighting distortion.
The Adam optimizer has been used in our experiments. We have utilized the
YOLOv5 default loss function. The investigation runs for a total of 60 epochs
with a batch size of 32.

Evaluation Matrix. Models for object detection predict the category and
bounding box of objects in an image. To evaluate the performance of our model
and compare it with original YOLOv5s and state-of-the-art method, we have
assessed it in terms of precision and mean average precision. Higher values of
these metrics indicate better output quality.

Table 3. The quantitative performance of YOLOv5s and ETN. The best results are
in bold.

Method Precision mAP50 Dataset

YOLOv5s 0.98 0.99 Person104K
ETN (Ours) 0.97 0.98 Person104K
YOLOv5s 0.96 0.97 H2
ETN (Ours) 0.92 0.93 H2

4.2 Result Analysis

Figure 4 shows the qualitative results of ETN. ETN can detect safety helmets,
heads, and persons accurately and confidently, even with narrow descriptions and
diverse environmental conditions. For instance, from left-top to right-bottom, in
the 2nd, 3rd, 4th, and 11th images, the target object is not clear enough, and
only some part is visible; however, our method successfully detects the target
object. Additionally, ETN detects objects even in diverse condition such as low
light (e.g., 6th, and 7th image), indoor (1st and 5th) and outdoor (8th, 10th and
12th).

Table 2 compares the performance of ETN and the original YOLOv5s model
in terms of the number of layers, parameters, GFLOPs, inference time, and
model size. Additionally, we provide the results of our proposed approach and
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Fig. 4. Visualization of the detection results from ETN. First and second two rows are
from the testing set of H2 dataset and Person104K datasets, respectively.

original YOLOv5s in terms of precision (P) and mean average precision (mAP50)
in Table 3 for a detailed comparison. While the original YOLOv5 contains 157
layers and has 7.2M parameters, ETN has only 112 layers and 794K parameters.
Also, the number of GFLOPs for YOLOv5s is 4.5× more than ETN (YOLOv5:
15.8, ETN:3.5). Due to light architecture, ETN provides efficient performance
compared to YOLOv5. For instance, ETN can detect person at 244 FPS while
YOLOv5 detect at FPS 161. Additionally, the ETN model weight is 1.9 MB
when YOLOv5 weight is 56.8 MB. ETN achieves almost similar accuracy for the
Person104K dataset. Although ETN shows slightly lower performance for the H2
dataset, its efficiency compensates for the accuracy. Also, edge device demand
trade between the accuracy and lightness of the model.

To compare the state-of-the-art method, we adopt Koksal et al. [13] approach
and compare the performance with ETN shown in Table 4. ETN gets almost the
same mAP5 as the Koksal method; however, the Koksal method usages 3× more
memory, and training time is double that of ETN.



92 H. Imani et al.

Table 4. Quantitative comparison of state-of-the-art method and ETN on Person104K
dataset.

Method mAP50 Memory Usage Training Time (H)

Koksal et al., [13] 0.98 3510 MB 22.0
ETN (Ours) 0.97 1240 MB 10.0

Fig. 5. Visualization of the Nvidia Jetson AGX edge device.

Performance on Edge Devices. Edge devices are lightweight and small that
can run efficient computer vision models. Edge computing moves data process-
ing and storage closer to the data’s source [17]. Since an edge device can run
the processings on the data inside the device, it reduces data transmission costs
and vulnerability. Therefore, industries are trending toward the usage of edge
devices. However, for being efficient, edge devices demand high accuracy with a
small model. We implement the YOLOv5s and ETN on the Jetson AGX shown
in Fig. 5. Based on our experiments, ETN achieves significantly better inference
for person detection on the edge device. For instance, while keeping the accu-
racy the same, ENT provides 50 FPS, but YOLOv5 achieves only 35 FPS. The
performance on edge devices further proves the efficiency and applicability of
ETN. It is important to note that we use the Jetson AGX with low power and
Float32 precision.

4.3 Extensive Experiments

We investigated several network designs and depths for ETN. We realized that
only reducing the number of parameters can not reduce the inference time,
while it decreases the performance. For instance, keeping original structure as
YOLOv5s, and reducing the output channel size by half decreases the number of
parameters significantly (From 7.2M to 1.7M). However, with this change, the
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inference time remains the same. C3 has a significant influence on the model
parameters. Therefore, we searched for different C3 modules to improve perfor-
mance and strike a balance between performance and training costs. Adding a
single unit of C3 in the backbone increases the number of parameters by 300K
while adding MC3 increase the number of parameters by 30K.

We also tested depth-wise convolution. With using depth-wise convolution
in our model, though the model parameters decreased by half and GFLOPs
decreased around 1.2, we observed that it does not help, and the performance
decreased.

The activation function has great influence on the model performance. For
instance, using FReLU instead of SiLU improves the inference speed more than
10 FPS. Other activation’s such as ELU [3], HardSwish [9], and AconC [16] could
not improve the performance, and they are memory inefficient.

For the loss function, we went through different losses such as Varifocal loss
[23], loss proposed in [13] and so on. We found YOLOv5 default loss function is
an efficient choice for our model’s training.

5 Conclusion

This paper introduces a novel efficient tiny network based on YOLOv5 that
detects objects with high inference speed while keeping the model accurate. The
MC3 and SC3 modules removed the redundant calculations, and significantly
reduced model size. We constructed H2 and Person104K datasets which contain
sufficient instances and help the model train better. ETN has been evaluated and
compared with YOLOv5s and cutting-edge methods on the proposed datasets,
showing our model’s efficacy. Testing on the Nvidia AGX device showed the
model’s applicability on edge devices. In future work, we will implement the
model for more classes while keeping it efficient.
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Abstract. Modern smart door locks are more prone to damage and attacks, which
will reduce robustness. Most smart door locks rely on passcode entry or face
recognition outside the door which makes it easy to track and more vulnerable to
attacks. Extended (XR) is an emerging term used to denote the amalgamation of
multiple immersive technologies such as augmented reality (AR), virtual reality
(VR), and mixed reality (MR). Recent research revealed that more than 60% of
respondents believed XR will be mainstream in the next five years. Considering
the features provided by the XR in terms of visualization and human interaction,
XR has a wide range of applications. In this article, we propose the integration of
XR with IoT devices to create a Smart door locking system that will be operated
using smart glasses or mobile devices. The proposed system aims to implement
a smart door-locking system to overcome physical attacks, as no part of the lock
is physically intractable. MR is used to take the secret code as input from the
user through Smart glasses or mobile devices, which is verified by the mobile
application and the corresponding control signal to unlock the door is sent to the
NodeMCU if the password is correct. The contactless feature of the lock makes
it suitable in hospitals to prevent the spread of diseases and prevent users from
touching radioactive components in radioactive areas.

Keywords: Smart Locks · Augmented Reality (AR) · IoT Devices · Virtual
Reality (VR) · Home Security · Extended reality (XR)

1 Introduction

Augmented Reality (AR) is the fast-growing technology that is used to superimpose
digital data such as images, videos and 3D objects on the Physical world. It is a major
part of industry 4.0 as it improves how data is accessed and used. AR using a camera
scans the environment and provides the necessary information. It can be used to educate
and guide people while they work on complex tasks. Extended Reality (XR) extends
the working of AR to interact with virtual environments. Internet of Things (IoT) refers
to a network of computing devices (nodes) that includes actuators, sensors, software,
servers and communication technologies used for connecting and communicating data
with other nodes over the internet.
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Although AR and IoT are two different fields, both depend on the data from the envi-
ronment and sensors and thus complement each other. So, this combination opens doors
to a wide range of interactive and web-based applications. Considering the advantages
and the possible wide range of applications, the proposed system focuses on the usage
of AR and IoT-based applications to access Smart Lock.

A smart locking system is an electromechanical locking device that authenticates the
user and opens wirelessly. It is an extension of the smart home network. It allows users
to access their smart home without the traditional key through interconnected devices
to make this smart locking system less susceptible to attacks. To increase accessibility,
we are integrating IoT and AR into the smart locking system so that the user can use
his/her smart glasses/mobile devices to access the lock without any physical contact.

The proposed system was formulated in the recent light of Covid-19 regulations
where the emphasis was placed on contactless smart devices. The proposed system has
been designed to provide security while being contactless and less prone to physical
tampering compared to other smart locks. And the proposed system is developed to
support the upcoming Smart devices such as smart glasses, smart lenses and other AR
devices.

2 Related Works

Rauschnabel, P. A et al. [1] AR can give precise instructions and feedback for manu-
facturing to make high-quality products. There are a lot of AR glasses coming into the
market. These glasses are used to give training and guidance for the assembly of complex
systems. XR is the least developed technology in the world. VR is most developed as it
has been used in many games before.

Gong, L., et al. [2] Hardware parameters for XR are Field of View (FOV) and
Frames per Sec (FPS). Human eyes have a FOV of 114 horizontally. VR headsets have
a FOV of 90–110. Headsets with smaller FOVs have a tunnelling effect. For FPS, it is
recommended that 60 frames per second are good, although 90 frames per second should
be strived for. The most common platform for AR VR development used is Unity.

Wang, J et al. [3] Collaborative AR environment improves applicability as it can be
used. Multi-user AR collaborative system is composed of MUCstudio, MUC view and
MUCserver. MUCview is used for AR experience, MUCserver is used for database and
collaborative experience and MUCstudio is used for generating 3D content.

Kassem, A et al. [4] proposed that a central control module should be embedded in
the door itself which is connected to the local area network (LAN) of the house itself.
This provides a robust mechanism for the door and access to the door is limited through
the LAN only. He also proposed an offline system to open the door in case of connection
loss. The proposed system uses a master key which is stored in both the smart lock
system as well as the mobile application to open it.
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Kwok, A. O et al. [5] Tourism is highly dependent on location connectivity and des-
tination accessibility. During the covid period, it was affected a lot due to the lockdown.
But here XR comes as a saving grace as not only one can have an immersive experience
but also stay safe.

Hadis M. S et al. [6] proposed a smart lock system that uses Bluetooth as a medium
of communication between the smart Lock system and its mobile application. The smart
lock system ismade in amanner so that people with disabilities can also access it without
contact. The proposed system given is that the smart lock is embedded in the door and
the mobile application communicates through Bluetooth. Whenever the mobile is near
the door, the smart lock opens. This system is carried out using two different areas
concerning the smart lock system 1) Bluetooth area and 2) validation area. For the door
to unlock the authorized user has to be in both the Bluetooth area as well as the validation
areas. If an unauthorized user is in the validation area, and the authorized person is in
the Bluetooth area then access will be denied.

Masood, T et al. [7] AR is an integral part of industry 4.0 because it visualizes
and projects digital information over the physical world and supports human interaction
making it more accessible. The aggregate market is projected to reach 75 million dollars
in 2025. AR allows access to digital information and overlaying of that info over the
physical world. Although the efficiency of AR depends on the task at hand, experimen-
tally it is observed that AR-supported tasks are efficient in terms of timely completion
and have less error rate. The effectiveness of the AR system also depends on the work
experience of the personnel.

Egger, J et al. [8] The vision of Industry 4.0 is to build cyber-physical production
systems (CPPS) which connect the physical and the digital world seamlessly. This led
to industries moving towards smart factories, which utilize concepts like predictive
maintenance or extensive machine-to-machine communication. AR allows us to interact
with the digital world of the smart factory. ARmakes huge amounts of data generated by
CPPS accessible to humans in real-time and hence is a big part of smart manufacturing.

Danielsson, O et al. [9] Implementations of AR can be categorized as head-attached,
hand-held and spatial.Head-attachedAR, especially smart glasses, are becomingpopular
due to their lightweight and hand-free operation. These glasses project information on the
physical world. AR smart glasses increase the efficiency of the operators in production
lines as they don’t have to stop working to refer to the instruction books, but those
instructions can be displayed using AR.

Saidin, N. F et al. [10] AR enables users to interact with virtual and real-time appli-
cations, making the learning process more active and meaningful. This also helps in
better understanding and increases the ability to retain the information for a longer time.
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Evangelos Anastasioua et al. [11] XR has a huge potential in the primary sector of
society. As it can be used in many sectors such as aquaculture, livestock farming and
agriculture. There are many ways and devices that allow human–machine interaction
in XR environments for the primary sector. These use cases can be achieved by using
various XR controllers and viewers that allow interaction with XR environments and
help users in achieving higher performance and engagement compared to traditional
methods.

Pringle, J. K et al. [12] Extended reality can play a major role in learning and teach-
ing in forensics as it can be accessed irrespective of time and apparatus available, can be
used asynchronously and repeatedly interrogated to reinforce learning, and helps users
in exploring different strategies with lesser time and can be to simulate any physical
fieldwork environment and practical classes. However, the Generation of XR virtual
learning environments are time-consuming and the educational eGame needs signif-
icant user-experience design expertise, computer programming skills, scientific input
and, evaluating and refining the product. Which makes the design and production of
applications complex and expensive.

Takanori Sasaki et al. [13] Usage of Mixed reality (MR) has brought a revolution in
the field of Oral Surgery. Which is alveolar bone grafting for cheilognathopalatoschisis,
temporomandibular joint mobilization for ankylosis, resection of a mandibular calcify-
ing epithelial odontogenic tumour, genioplasty for jaw deformity, open reduction and
internal fixation for a mandibular fracture. The usage of MR in complex operations has
helped surgeons in making precise and more accurate actions while operating. The vis-
ibility of the three-dimensional images was good, and preoperative image information
could be observed in real-time.

Alyousify, A. L et al. [14] An AR-based software scans Target Images on a printed
book and renders 3D objects and alphabet models and sound and sound. The sound and
3D representation of the letter are played as soon as a target image is detected. The target
image depicts 3D objects of the alphabet and the sound of the letter’s pronunciation, and
an example of a 3D item of a word containing the letter, with the word itself shown on the
target image. Augmented reality is in high demand in the educational sector, particularly
for educating children.

Pinjala, s et al. [15] proposed a remotely accessible smart lock systemusing raspberry
pi with an HD camera. The proposed system works in the following way: The visitor
rings the bell at the door. The visitor’s live video is sent to the owner via the raspberry
pi to the mobile application. The owner can willingly let the visitor access his house by
typing the preset password to the smart lock system. The owner can also leave a voice
note to the visitor by typing the message in the app.

Kim, S et al. [16] User-created automation applets, which are used to connect IoT
devices and applications, have gained popularity and are widely available. IoT applica-
tion network with the data of the IFTTT (if this then that) platform is one of the most
popular platforms for the self-automation of IoT devices. Triggers and actions are spec-
ified using IFTTT applets, which are usually the set of actions to be performed for their
corresponding triggering actions.
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Zamora-Antuñano, M. A et al. [17] Three phases of AR: first is scanning and recog-
nition of the environment. Second, the virtual information provided is processed and
aligned. Finally, the virtual information is augmented onto the physical world. This
can be used to integrate with embedded systems for various purposes. Liu and Li pre-
sented anAR solution for drone-based building inspection by integratingUAV inspection
workflow with the building information model.

Stark, E et al. [18] The following consists of the workflow to be followed while
integrating AR and mechatronic devices. The mechatronic system can be recognized by
theAR application by scanning the trigger image from the camera. This Application then
connects to the server where themechatronic system’s data is stored and its twin is stored
in the cloud. The data from the sensors of themechatronic device is sent to the server, and
the device twin in the cloud is synchronized. The application downloads the definition
of the user interface and draws a graphical interface for control and monitoring of the
system by obtaining information about the mechatronic device. The graphical interface
in augmented reality can be used by the user to interact with the mechatronic device.
Control commands are sent to the server, which sends them to the connectedmechatronic
device.

Zhu, Z et al. [19] The implementation of a smart lock based on openCV and Efficient
Altitude tracking mechanism made the door lock easily accessible, easy to set up, and
easy to operate, less susceptible to errors and damage, and made the lock more secure
than the traditional Locks. It also provides the user with the data of the person accessing
the door lock.

Croatti, A et al. [20] proposed the combination of Web of Things and Augmented
Reality is referred to as Web of Augmented Things (WoAT). WoAT can be considered
an extension of WoT. Data generated by different things in WoT is typically collected,
stored andmanaged in the cloud. Thus, in theWoAT it should also reflect the information
on augmented entities making a massive impact on people working and collaborating.
He also sought the use of augmented or mixed reality in the management and diagnosis
of several complex equipments to which only a select number of people have access.
This eliminates the requirement for installing physical control panels, to which even a
regular employee may gain access.

Park, S et al. [21] Brain-computer interface is an emerging technology that helps with
the interaction of devices with brain waves. Integrating BCI (Brain computer interface)
with AR and IoT can give hands-free operation of smart devices in the smart home.
Experiments conducted showed that it took an average of 2.6 s to switch a device on/off
and a false positive rate of the switch operation was 0.015 times/min.

Michael W. Condry et al. [22] proposed the usage of a framework for employing
control system gateways to address the issues in security issues, paying special atten-
tion to a method of connecting IoT devices directly to control system gateways. Mul-
tifactor authentication and authorization over an encrypted communication channel are
added to increase the security, and “Real-Time Identity Monitoring” is also included to
continuously ensure a legitimate user identity.” (Fig. 1).
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3 Methodology

Fig. 1. Architecture Diagram

An AR based application is made using a trained model to detect a specific target image
using Harris corner feature points. The smart door has the target image which is recog-
nized by the AR application. The AR application then uses Simultaneous localization
and mapping algorithm (SLAM) to augment the keypad on the target image. SLAM also
positions the keypad in a real-time scenario to sync the keypad with the movement of
the target image. The keys in the keypad are jumbled so no one can guess the password
by the pattern. The application uses the camera to capture the input as the user interacts
with the augmented virtual keypad using his fingers. The application then calculates the
difference in feature points of the actual image and the real-time image to decide the
number entered by the user. This Secret code is captured and verified by the AR applica-
tion. If the Secret code is correct, an HTTP request is sent to the Blynk platform to switch
the value of the virtual pin(V0) to 1. The V0 value is then taken by the NodeMCU. The
V0 is attached to the D1 GPIO pin of NodeMCU. If the value is of V0 1 the door will be
unlocked else it remains locked. If the input pin doesn’t match the actual pin it notifies
the user regarding the invalid attempt to access (Fig. 2).
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Fig. 2. UML-Activity Diagram

4 Hardware Implementation

The proposed system aims to make a robust locking system. We introduce a door that
neither has a door-knob nor a keyhole. This door design makes the door secure from the
physical tampering of locks. A smart lock module is attached to the door from the inside
consisting of NodeMCU which works in hand with Blynk. Blynk is a platform for IoT
applications inwhich theVirtual pin from the previous chapter exists. A dedicated virtual
pin(V0) is constantly synchronized by the NodeMCU so that the given value is reflected
during the execution of the program. An Output pin of the NodeMCU is connected to
the relay as NodeMCU works in the range of 3 V while the solenoid lock requires a
12 V input signal so this relay is used to handle high-power lock circuits with low-power
NodeMCU output. The VCC terminal of the relay is connected to 3V3 NodeMCU, the
Common terminal of the relay is connected to the positive terminal of the 12 V DC jack
the solenoid lock is connected to the NO (Normally Open) terminal of the relay, the NO
relay contact is the pin that is open when the input to relay is LOW. That is If the virtual
pin value is 0, the output of the NodeMCU pin is LOW thus unlocking the door and if
it’s 1 then HIGH is produced by the NodeMCU thus locking the door (Fig. 3).
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Fig. 3. Smart Lock Circuit (Model Door)

5 Algorithms

5.1 Harris Corner Detection

Harris corner algorithm is used to detect all the corner points that are in the image; These
points are used as feature points to detect the target image. These points are also used
in the image difference algorithm to detect interactions with virtual buttons.

Algorithm:

Step 1: Take the input Image.

Step 2: Convert the input image from colour to greyscale.

Step 3: This greyscale is converted into a matrix holding the intensity in terms of
numbers (0–255) of each pixel

Step 4: A corner in an image is detected when the differentiation of image intensity
with respect to the x and y directions is different. I.e rapid change of image intensity
in two different directions.

Step 5: Visualize each corner using a marker (Fig. 4).
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Fig. 4. Harris corner detection

5.2 Simultaneous Localization and Mapping (SLAM)

Algorithm to track feature points and Augment digital information. This algorithm is
used to Map Augmented data onto a set of feature points so that the information is
localized to that set and does not randomly appear on the image. This algorithm also
helps in tracking the image dynamically and augments the data in an efficient manner
when there is a change in camera distance, angle etc.

Algorithm:

Step 1: Take real-time input from the camera.

Step 2: Detect the image from the real-time input using harris corner.

Step 3: Map and augment the virtual buttons to a set of distinct localized and
predetermined feature points.

Step 4: Update the augmented virtual buttons in each frame with respect to their
corresponding feature points (Fig. 5).
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Fig. 5. The following figure shows the input captured by the application through AR interactions.

5.3 Image Difference Using Feature Points

In this module the differences in the actual image and the real-time image when the
finger interacts with a virtual button. The idea behind this module is that while the finger
is kept between the camera and the image, it hides some of the feature points. These
hidden feature points are mapped to a particular virtual button. From the difference, the
hidden feature points can be highlighted and the corresponding virtual button is entered.

Algorithm:

Step 1: Take real-time input from the camera.

Step 2: Extract the Feature points of the image using the Harris corner algorithm.

Step 3: When the user uses his finger, the finger covers a set of feature points.

Step 4: This new image with the finger is captured by the camera and compared
with the original image. The comparison results in feature points that are hidden.
The results are bordered with rectangular areas.

Step 5: Each set of feature points in the image is mapped to a number. The applica-
tion then uses this result to decide the corresponding number pressed. Each frame
is taken as an input.

Step 6: For example, if the area covered has the number 7 then the application
takes the number 7 as input
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6 Result and Discussions

6.1 Flaws in Existing Smart Locking Systems

Existing smart lock systems use RFID, Bluetooth, keypad, biometric system etc. These
technologies can be eavesdropped on, intercepted or tampered with to create a Denial of
Service attack (DOS). Due to intractable input devices and interceptable communication
methods, the existing smart locking devices pose multiple security threats.

6.2 Advantages of the Proposed System Over the Existing Systems

A single application to access multiple doors with a smart lock. Unique images on
the door are used to identify each door. The intractable AR application is to achieve
contactless door access. Applications can be deployed on various platforms such as
android, iOS, windows, smart glasses, smart lenses etc. Doesn’t require the user to
carry a key or an access card. Usage of the Internet to access the smart lock minimises
the threats from eavesdrops and interception of communication. Silent and less access
time. Safe from external weather and physical threats. Implementation of Two-factor
authentication to provide better security (something you have - user dedicated Mobile
application, something you know - passcode).

Given below are images of working prototype of the proposed system (Figs. 6 and
7).

Fig. 6. The following figure shows the input captured by the application through AR interactions.
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Fig. 7. The following figures show the accepted and rejected status in the text field when correct
and wrong codes are entered respectively.

7 Conclusion

The incorporation of AR with IoT devices has made the smart locking mechanism more
accessible, interactive and less prone to physical attacks. The authorization to access the
lock is limited to the authorized users, and the physical interaction has been eliminated
to make “A lock with no holes”.The usage of AR made the smart lock contactless,
making the lock hidden and limiting exposure to the outer environment This decreases
any possible ways of physical intervention hence decreasing the chances of intrusion.
The smart lock works on two-factor authentication requiring a mobile application and
password for access. Implementation of access using AR and IoT has made the lock
easily accessible without a key.

AR is a niche field with huge potential for innovation and improvement. Smart
devices like AR smart glasses and AR contact lenses are in development, which gives
a boost to our project as wearing these devices the virtual button can only be seen
by the authorized user and no one else. The interactiveness of the virtual buttons will
also improve in the coming future owing to the technological advances being made.
Following the user requirements, many more user-friendly features can be added to the
project just by making minor changes such as Remote unlocking, Track of lock usage,
and Intrusion detection. Security can be increased by adding advanced authentication
methods authentication.
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Abstract. People with quadriplegia rely on someone else to get around
using a manual wheelchair. Using motorized wheelchairs gives them some
independence and, simultaneously, the need of methods to control them.
In the state-of-the-art, there is a great variety of these minimally invasive
methods that use external devices, for example, accelerometers, which
could generate discomfort. The present work proposes a non-invasive sys-
tem based on artificial vision is proposed that does not require placing
any device on the user. The proposed system consists of an image acquisi-
tion stage, one for face detection using Viola-Jones algorithm and another
for tracking using Kanade-Lucas-Tomasi (KLT) algorithm. Additionally,
a way to enter or exit the commands mode is proposed so that the user
can activate/deactivate the system as required. For this, a specific move-
ment is presented, as long as this movement is not performed, the user
can move his head freely without activating the motors in the angle of
focus of the camera 20o

¯ to 45o
¯, the system correctly interprets 100% of

the head moving towards or away. The novel detail is that the system
allows entry and exit of the command mode by means of a special move-
ment of the head, if the user enters the commands mode, the following
options are available: tilt his head to the left, right, forward or backward.

Keywords: Quadriplegia · Wheelchair commanded by head
movements · Computer vision · Viola-Jones algorithm ·
Kanade-Lucas-Tomasi algorithm

1 Introduction

A deep inspection of the current choices to treat quadriplegia, [1] reveals that
these are not enough to improve the quality of life of these people and it is
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necessary to resort to the use of devices. Such as a motorized wheelchair, which
allows moving independently and even being productive, positively influencing
mental health. In the last 20 years, several ways have been proposed to control
wheelchairs depending on the degree of disability of the person, starting with
those with some mobility in the hands. For instance, [2,3] allow control of navi-
gation through a joystick. In [4] the user selects the destination through an appli-
cation on the cell phone or through a screen built into the wheelchair as [5] and
the authors in [6] uses an RGB-D sensor so that the wheelchair is automatically
navigated, avoiding any obstacles. In cases where the person cannot manipulate
a joystick for wheelchair navigation, a possible solution is [7] that works based on
hand movement, which would be monitored by an algorithm based on artificial
vision. Systems have also been developed where hand-wheelchair interaction is
not necessary using other parts of the body, such as [8], where the researchers
use a tongue piercing to control a wheelchair according to its movement. In [9],
the authors use encephalogram signals that can be acquired by a EPOC Neu-
roheadset or [10] that works through electrodes evaluating alpha waves. As for
entirely non-invasive systems, some works have been proposed designs based on
gaze movement, such as those implemented in [11], while others are based on
the detection of voice commands [12].

Concerning systems more similar to our approach, [13] stops the movement
of the wheelchair using mouth gestures. However, it only uses face detection
through the AdaBoost algorithm [14], and it does not make the tracking which
leads to detecting the face in each frame. Therefore, the processing will increase
significantly. Another similar work is [15], which is based on recognizing gestures
of the face and tracking the face with the Camshift algorithm. According to the
authors [16], this algorithm is more likely to fail in light changes, including
tracking other objects, and part of the face is excluded. Similarly, [17], showed
the disadvantage that the user does not have full and independent control of the
wheelchair as soon as the system starts up. Although there are many studies or
face detection algorithms, tracking algorithms based on modern algorithms such
as machine learning have not been found.

The aforementioned works do not specify a way to enter/exit the commands
mode for wheelchair control. This work solves this issue by a movement that
would hardly be performed involuntarily. In our case, it is a movement of the
head from left to right in a specific time interval. As long as this movement is
not performed, the user is free to move the head without affecting the activation
of the motors of the wheelchair. In addition, among the similar works mentioned
above, only [17] consider possible low-light conditions. Hence, our work deals
with this issue by using an infrared camera.

On the other hand, in the literature there are various algorithms to per-
form the detection of faces, such as convolutional networks [18], Active Shape
Model [19], Viola-Jones [14], etc. This work proposes using the Viola-Jones
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algorithm due to its remarkable accuracy, low consumption of computing
resources, and ease of implementation. Furthermore, our system also uses a
robust object tracking KLT algorithm explained in [20].

In this article, it is shown that our system can not only have hardware appli-
cations, but also within software applications, which is demonstrated by moving
an image of a wheelchair on the computer screen based on the head movements
detected by our artificial vision algorithm. The system has five commands: ‘For-
ward’, ‘Back’, ‘Left’, ‘Right’ and ‘Stop’.

The paper is organized as follows: The wheelchair control system based on
the detection of the movement of the user’s head and nose is described in Sect. 2.
Experimental results are presented in Sect. 3 and Sect. 4 concludes the paper.

2 Materials and Methods

2.1 Materials

Our system is implemented with the following resources: night vision camera with
RCA connectors, RCA adapter, EasyCap USB 2.0 video capturer, Laptop with
Intel Core i7 microprocessor and 16 GB of RAM, Matlab version R2021A, Matlab
support Package for USB Webcams, Image Processing Toolbox and Computer
Vision System Toolbox.

2.2 Methods

Our system has seven interconnected stages as indicated in Fig. 1.

Fig. 1. The wheelchair control system based on the detection of the movement of the
user’s head and nose. Therefore, it involves catching actions to enter and exit the
commands mode.



112 J. Jhon et al.

Stage 1. Images of a person’s face are captured in real-time through an infrared
vision camera that allows working in environments with poor lighting condi-
tions. The image captured by the camera is in RGB format which is converted
to grayscale. Finally, the contrast of the images is improved by equalizing the
histogram as explained in [22].

Stage 2. A single person’s face is detected using Viola Jones’s algorithm, whose
operation is detailed in [14,23], with the Local Binary Pattern (LBP) image
encoding model. The LBP method takes neighboring pixels to form textures
that are not prone to rotation or grayscale variation by creating a histogram
using Eq. (1) and is given by:

LBP riu2
P,R =

{∑p−1
p=0 s(gp − gc)2p; U(LBPP,R) ≤ 2

P + 1; U(LBPP,R) > 2
, (1)

where P is the number of pixels of the local pattern (sub-window), R is the
radius of the pixel pattern, gp (p = 0, ..., P − 1) is the intensity of P pixels, gc

is the intensity of the central pixel, s is the sign of the differences, U(LBPP,R)
is a measure of uniformity that is defined as less than or equal to 2 according
to [24] and the riu2 superscript reflects the use of rotation-invariant “uniform”
patterns that have a U-value of at most 2. The central pixel is located at (0, 0)
and the numbering of the p pixels is done counterclockwise by taking the pixel
p = 0 at the position (0, R) as shown in Fig. 2.

Fig. 2. Circularly symmetrical sets of neighbors for different (P; R) [24].

At the end, all the histograms of the sub-windows are concatenated to form
the encoded image as shown in Fig. 3. Subsequently, the characteristics are classi-
fied with the AdaBoost algorithm, and the classifiers resulting from the training
are organized in the form of a waterfall. Thus, the existence of the desired object
in that region is determined only if the final stage classifies it as positive. As illus-
trated stages focus on regions labeled as positive and discard negative samples
as quickly as possible.
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Fig. 3. Concatenation of histograms of LBP characteristics.

A detection threshold is specified for object creation. This threshold is an
integer scalar and allows you to define criteria for a final detection in a rect-
angle where several detections exist around the object. If the threshold value is
increased, it improves the detection of the object because it reduces the number
of false detections, but if the value is too high, it is too restrictive, and the time
to detect a face increases. The image captured and processed in stage 1 serves
as input for the created detector object. In this case, there is a possibility that
no face has been detected, so the existence of at least one face is validated. In
addition, a time of three seconds is available until the head is placed in the corre-
sponding position when a new detection is needed. The other possibility is that
one or more faces are detected, so the largest detected face rectangle is chosen,
that is, the closer one to the camera.

Stage 3. In this stage, the nose is located is obtained by dividing the rectangle
of the face into smaller boxes and positioning the nose according to the standard
aesthetic proportions of the face. The horizontal axis of the face is divided into
five equal parts equivalents to the width of the nose, whereas facial height is
divided into three equal parts. The dimensions of the face are obtained from the
vector face, [x0 y0 w0 h0], and the vector nose, [x1 y1 w1 h1], is the box obtained
from the nose as shown in Fig. 4.

x1 = x0 +
2 ∗ w0

5
(2)

y1 = y0 +
h0

3
(3)

w1 =
w0

5
(4)

h1 =
h0

3
, (5)

where x0 and y0 are the ‘x’ and ‘y’ coordinates at which they initiate the face,
w0 is the face width and h0 its height, x1 and y1 are the horizontal and vertical
coordinates respectively of the beginning of the nose, w1 is its widht and h1 is
its height.
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Fig. 4. Obtaining the rectangle of the nose.

Stage 4. In this stage, the face and nose are tracked using the Kanade-Lucas-
Tomasi (KLT) algorithm, which has a set of features determined by the Minimum
Eigenvalues algorithm. The extraction of features that this function follows is
typical of the KLT algorithm to track these characteristics with the aforemen-
tioned follower object. The work [20] emphasizes that this tracker object works
particularly for objects that do not change shape and [21] mentions as the oper-
ating principle of the algorithm the minimum residual error when comparing the
intensity functions of two displaced consecutive images:

ε =
∫∫

w

(h(x) − g · δ)2wdw, (6)

where ε is the residual error, w is the sub window, g is the gradient of the image
intensity function expressed as

(
∂I
∂x , ∂I

∂y

)
, δ is the displacement in two dimensions

and h(x) = I(x) − J(x) is the difference between the intensity functions of the
previous image I(x) shifted by an amount δ and the current image J(x). To
obtain the minimum value of the residual error, Eq. (6) is differentiated with
respect to δ and the result is equalized to zero, considering that (gδ)g = (ggT ),
resulting in a system of two equations with two unknowns:

Gδ = e, (7)

where G denotes the matrix of coefficients and is calculated from a frame, e
defines the two-dimensional vector and can be obtained from the difference
between two frames along with the gradient calculated above. Therefore, the
displacement vector δ is the solution of the system. In practice, it takes very
few iterations to converge. Also, in the eigenvalues λ1 and λ2 characteristic of
the G matrix, three cases can be presented: both eigenvalues are small, which
means that the intensity profile is constant within a sub-window; one eigenvalue
is large and the other small, indicating a one-way intensity pattern; and two
large eigenvalues can represent corners, salt-and-pepper textures, or any other
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pattern that can be tracked reliably. In practice, the smallest eigenvalue is above
the noise level, and the maximum pixel value is limited. Then, the window is
accepted if:

min (λ1, λ2) > λ, (8)

where λ is the predefined threshold by the noise level.
The tracking algorithms need an input of a specific image region to perform

the respective process delivered by the detection algorithm. Once this region
of interest is defined, face detection is avoided in all frames and processing
is reduced. Therefore, geometric perspectives such as straight lines and planes
encompassing all features should be considered according to [25]. All the parame-
ters mentioned allow to identify the inliers (matching features) that describe the
surface obtaining a transformation matrix H based on the MSAC (M-estimator
Sample Consensus) algorithm whose operation is detailed in [26]. For this work,
the Transformation Nonreflective Similarity explained in [20] was used, which
supports translation, rotation and isotropic scale, that is, equal size change in
all directions.

Stage 5. It is very important to mention that to enter/exit of the commands
mode, where the movement of the wheelchair is controlled, it is necessary to
define a specific movement of the head. This movement does not have to be
significantly affected by the tilt of the head, so the nose’s movement is chosen.
Although the features located in the nose area are within those that identify
the face, these have a more significant average displacement when rotating the
head because the nose is closer to the camera as shown in Fig. 5. According to
the example shown in Fig. 5, the vertices of the nose rectangle moved on average
17,9974 pixels. On the other hand, the vertices of the face rectangle moved on
average 1,6138 pixels. This gives about 11 times more displacement of the nose
than of the face in general when turning the head, which provides a motion
alternative to configure the enter/exit of the commands mode independent of
those used to control the movement of the wheelchair.

In this phase, the threshold determines whether the head has been turned
to the left or to the right is defined, because the threshold is defined based on
the width of the nose, the maximum displacement of the vertices is determined
when the head is tilted to move the wheelchair left or right. Based on this
displacement, a higher value is determined so as not to misinterpret a rotation
towards one of the sides. In this way, a rotation is defined when there is a positive
(right) or negative (left) displacement greater than 1,5 times the width of the
nose according to Eq. (9). It is entered or exited from commands mode if the
turn is first to the left and then immediately turned to the right. For this case,
a flag has been defined and the time within which the subsequent right turn can
be made is restricted, sets to three seconds.
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Fig. 5. Movement of the rectangles of the face and nose as the head is turned to the left:
(a) rectangle of the initial nose, (b) rectangle of the final nose when rotating the head,
(c) initial positions of the vertices of the rectangles and (d) positions of the vertices of
the rectangles after rotating the head.

⎧⎨
⎩

Turn left; Pmov <= Pref − 1, 5(w1)
Turn right; Pmov >= Pref + 1, 5(w1)

No turning; others cases
, (9)

where Pmov are the vertices of the rectangle on the left side when the face
moves, Pref are the vertices of the rectangle on the left side of the face at initial
detection and w1 is the width of the nose.
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Fig. 6. Available movements to control the wheelchair: (a) enter/exit commands mode,
(b) to the right, (c) to the left, (d) forward, (e) backward and (f) stop according to
Eqs. (10) and (11).

Stage 6. In this stage, the features extracted from the face’s rectangle are
defined to adapt them to the movement of the wheelchair. According to the
variation of these characteristics, there is greater speed in terms of movement.
The characteristics extracted from the rectangle are the slope in degrees θ on
the left side and the ratio of the current height of the rectangle of the face h
concerning the initial ho. For both vertical and horizontal axis, there is a range
in which some movement of the wheelchair is not considered, and it remains
motionless. This range is used for the Stop or Rest command mode. On the
y-axis, the interval used is related to height, where the resting range from a 10%
decrease in the initial height to a 10% increase in the initial height, i.e., the
range covers [0,9 * h0, 1,1 * h0]. On the other hand, for the x-axis, the space
considered involves the degree of inclination of the head, which contains 10o¯ on
the left and 10o¯ on the right, that is, a movement between −80o¯ and 80o¯. The
movements involved in the movement of the wheelchair are shown in Fig. 6. In
general, the vertical motion is given by Eq. (10).

⎧⎨
⎩

Y = Y − (h − hmax); h > 1, 1(ho)
Y = Y + (hmin − h); h < 0, 9(ho)

Y = Y ; others cases
, (10)

where Y is the position of the wheelchair on the vertical axis, hmax is the
maximum height of the resting state defined as hmax = 1, 1 ∗ ho, hmin is the
minimum height of the resting state defined as hmin = 0, 9 ∗ ho, h is the current
height of the face rectangle and ho is the initial height of the face rectangle.

On the other hand, the horizontal movement of the wheelchair is defined by:
⎧⎨
⎩

X = X − (θmax − θ); 0 < θ < 80
X = X + (θ − θmin); 0 > θ > −80

X = X; others cases
, (11)

where X is the position of the wheelchair on the horizontal axis, θmax is the
maximum leftward inclination of the resting state defined as θmax = 80o

¯, θmin
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is the minimum rightward inclination of the resting state defined as θmin = −80o
¯

and θ is the current inclination of the face rectangle.

Stage 7. In this stage all the characteristics obtained from the face and nose,
the corresponding rectangles, the image of the wheelchair and its movement
according to the position parameters obtained in the previous stage of Eqs. (10)
and (11) are presented. The movements of the head and their respective impact
on the displacement of the wheelchair are shown in Fig. 6.

3 Results

Here, we present the results of the tests carried out offline and online. Offline
testing is performed for stages (1, 2, 3, and 4) to vary the parameters of Matlab
objects under the same conditions. Whereas online tests are performed for stages
(5 and 6) to test the performance of the selected parameters. These parameters
are evidenced in the Table 1.

Table 1. Parameters influencing system performance

Parameter Value Object

MaxDistance 15 estimateGeometricTransform2D

MergeThreshold 11 vision.CascadeObjectDetector

MaxBidirectionalError 4 vision.PointTracker

MaxDistance is the distance between a point and its projection
in the next Frame, MergeThreshold is the number of minimum
detections to determinate the existence of the object and MaxBidi-
rectionalError is the distance between the original position of a
feature and its final location after tracking it.

Table 2 presents the results of the tests performed for the number of minimum
detections in a sub-window. The threshold range 7 to 11 correctly detects the face
eleven times, whereas this value is not achieved below and above, and incorrect
detections are made. A high threshold value requires more time to detect an
object, as there must be more matches in a certain image region to decree it
as restrictive existing. On the other hand, a low value requires less time, but
when there are low coincidences, more mistakes are made, and there are false
positives. By considering the above results, the threshold value is defined in 11
since, within the range of correct detections, there is not much difference in terms
of detection time and needing more matches is more robust.

Table 3 indicates that in the first frame of second video 2999 features were
found here, as the video goes on, these are lost due to noise. Noise is a change in
pixel intensity due to variation in lighting, object rotation or object movement.
The more the maximum error is increased, the more permissive the movement
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Table 2. Face detection time and number of successful/unsuccessful detections

MergeThreshold Time to detect
face (s)

Number of
Successful
Detections

Number of
Incorrect
Detections

40 0,092 5 0

30 0,105 7 0

25 0,095 7 0

15 0,081 10 0

11 0,079 11 0

10 0,081 11 0

9 0,083 11 0

7 0,085 11 0

4 0,078 4 6

of the object, but by allowing more error, the reliability of that characteristic
decreases. If the reliability is low, the estimator object cannot accurately repre-
sent the object’s geometry. Therefore, you must have a balance in the maximum
error. The value of 4 pixels of error is the only one that allows you to get four
features in frame 150, so you choose that value.

Table 3. Number of features along the video according to the Maximum Bidirectional
Error

2 * MaxBidirectionalError Number of Detected Features

Frame 1 Frame 50 Frame 100 Frame 150

0 2 999 0 0 0

2 2 999 58 9 0

3 2 999 69 10 0

4 2 999 58 10 4

5 2 999 41 19 0

The distance between the position of a feature and its projection in the next
frame directly influences the number of features as indicated in Table 4. Thus,
with a greater distance, more mobility is allowed, but the features may not
adequately represent the geometry of the object. The Table 4 shows that with
low values of maximum distance there are many features that do not meet this
criterion and as the video progresses they are lost. Therefore, the value 15 pixels
is chosen as the maximum distance since it contains several features and above
this value the difference is not significant in terms of the shape of the rectangle
of the face.
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Table 4. Number of features according to the Maximum Distance among projected
features

2 * MaxDistance Number of Detected Features

Frame 1 Frame 50 Frame 100 Frame 150

2 2 999 254 38 3

4 2 999 659 340 119

6 2 999 1 230 956 407

10 2 999 1557 1 263 694

15 2 999 2 123 1 388 828

20 2 999 2 307 1 817 995

25 2 999 2 319 2 075 1 411

The focus angles of the camera with the most accurate interpretation of
movements are from 20o¯ to 45o¯. The available resolutions of the EasyCap cap-
turer are 480 × 320, 640 × 480 and 720 × 480 observing that when the resolution
of the camera is uploaded, fewer images are processed per second. Although the
number of features increases with lighting, the difference is insignificant, even
decreasing when the lighting is high, as in outdoor environments with the pres-
ence of sun. In outdoor environments with more than 40000 lx of lighting, it is
possible to detect 1,6 times more characteristics than in indoor environments
with less than 100 lx. However, these are lost 1,2 times faster as the face moves
from frame 200. For environments with low lighting benefits the use of the night
vision camera because even with 0 lx of lighting, many features are found. Also,
there is a relationship between the side of the face more illuminated and the
interpretation of the direction of rotation of the head. This is how the turn
towards the most illuminated side is always interpreted correctly. Whereas the
turn of the head to the less illuminated side is detected between 66,67% and
88,89% of the time.

Table 5 shows the results of the tests carried out. The angle of focus of the
camera is specified. For this test, 20 forward and 20 backward head movements
were made. From these movements it was determined whether the image of the
chair actually moved in the corresponding direction. Before 20o¯ and after 45o¯ the
system does not correctly interpret the movement of the head. In the range of
20o¯ to 45o¯, the system correctly interprets all 40 movements of the head moving
towards or away.

In the following link: https://youtu.be/OAQRQaRi-2A, we present a video
showing implementation of a minimally invasive system using accelerometers and
then our non-invasive system. It is very important to mention that the prototype
could be implemented in hardware.

https://youtu.be/OAQRQaRi-2A,
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Table 5. Correct interpretations of vertical head movement based on camera position-
ing angle

Camera position (degree) Movements to
the front
interpreted
correctly

Backward
movements
performed
correctly

Percentage of
correct
interpretations

20◦ 18 15 82.5%

25◦ 20 18 95%

30◦ 20 20 100%

35◦ 20 20 100%

45◦ 20 20 100%

50◦ 10 16 65%

4 Conclusions

This paper solved the main drawback in the previous works that do not consider a
safe way to enter or exit the commands mode. It was revelated that performance
in outdoor environments is critical, as the rectangles of the face and nose distort
1,46 times faster than in indoor environments. Furthermore, detecting the face
in environments with little or no lighting takes approximately ten times longer
than in conditions of good lighting without lenses. For the above reason, a person
can use the system without problems if the user is in an indoor environment with
good lighting, greater than 35 lx. With the use of lenses, the face was detected
only 10% of the time and taking up to 20 s for detection so this system works
quite well when the user does not wear lenses.

The results showed that the movement of the chair on the vertical axis
depends on the angle at which the camera focuses on the face. This is because,
within the established operating range (25o¯ to 45o¯) a 98,75 % correct interpre-
tation of the movement of the head on that axis was obtained. However, only
a 46,79% success rate was achieved outside this range. In indoor environments
with good lighting, the user enters and exits the command mode 97,6% of the
time, and in environments with low lighting it reduces to 89,42%. The movement
of the head is interpreted correctly in the interface 98,75% times and in low light
89,65% of the time.
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Abstract. Information security is becomingmore andmore important as informa-
tion technology advances. In the fields of telecommunication networks, diagnostic
imaging, and multimedia applications, information security is crucial. The use of
images as a medium for the conveyance of information is integral to the informa-
tion age. However, image data differs from traditional text-based information in
that it is dense and has strong pixel correlation. As a consequence, image encryp-
tion no longer works with traditional encryption techniques. Consequently, a safe
and difficult-to-crack image encryption technique is required. In this research, a
new symmetric image encryption technique based on improved Henon chaotic
system with byte sequences and a unique method of shuffling a picture’s pix-
els is suggested. This algorithm produces effective and efficient encryption of
images. The suggested image encryption technique created a new dimension for
safe image transfer in the realm of digital transmission by causing more confusion
and diffusion, according to statistical analysis and experimental key sensitivity
analysis.

Keywords: Image Encryption · Chaotic Image Encryption · two level
permutation · diffusion using henon map

1 Introduction

The study of multimedia involves integrating several types of information, such as texts,
images, music, and video files [1]. Digital images are commonly employed in commu-
nication nowadays. Any information exchanged online requires strong security against
attackers [2]. The art of preserving information by converting readable information
(plain data) into an unintelligible format (cipher) with the use of organized encryption
algorithms and secret keys is known as cryptography [3]. There are two different forms
of cryptography. One is symmetric key cryptography [4], which encrypts data at the
sender end and decrypts it at the receiver’s end using a single secret key. The alternative
method, called the “public key cryptography approach,” is focused on asymmetric key
cryptography, in which each host has a pair of keys: a private key that is kept secret
from other hosts and a public key that is known to every other host in contact. Chaotic
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patterns [5] and [6] have been employed extensively in encryption systems in recent
years. The Greek term for chaos, which denotes unpredictability, is used to study non-
linear dynamic systems. Chaotic systems are popular due to their unpredictability and
unpredictable nature.

A double permutation and chaotic diffusion-based image encryption technique is
used in this study. The related works are covered in Sect. 2, and the materials and
techniques are covered in Sect. 3. Section 4 presents the outcomes and a discussion of
the outcomes. Section 5 brings the article to a conclusion.

2 Related Works

Numerous articles have been written on the topic of using chaos theory for secure image
storage. However, several of the aforementioned surveys, like the one reported in [7],
are too outdated to be useful. Furthermore, despite the fact that some researchers created
a roadmap for the future, Deepa and Sivamangai [8] asserted that, from a deliberately
altered medical image, it is more challenging to identify the real order. The secrecy of
clinical images is nowmore important than ever. On the other side, the encryption proce-
dure might place a significant burden on the systems used for medical transmission and
processing. They argued that the best ways to handle this trade-off are via chaos andDNA
cryptography. In order to demonstrate how the aforementioned technologies, address the
trade-off, their evaluation presented certain qualitative and quantitative measures that
were taken from previously published, relevant research papers [9]. Additionally, they
developed a few criteria for future study in this field.

According to Yadav and Chaware [10], there are flaws in present encryption and
information-hiding systems that make it possible for data to be stolen and copyrights to
be violated. They started out by reviewing current image encryption techniques. They
paid particular attention to cooperative encoding (error-correcting) encryption tech-
niques. Then, with the assistance of the AES and substitution boxes, they suggested
a revolutionary technique based on LDPC code and chaotic maps (S-boxes).

A comparative perspective is used in certain existing assessments. For instance, [11]
examined the benefits and drawbacks of the various chaotic image encryption tech-
niques. In [12], the authors evaluated and contrasted several single-dimensional chaotic
maps with certain hyper-dimensional ones for their applicability in cryptography. This
study is another pertinent one. As another scenario, the authors of [5] cited chaotic
encryption as a viable method for securing images and movies in which the correlation
between adjacently placed pixels is strong. To find the best chaotic map, they looked
at the currently used chaotic techniques for image encryption. They examined maps of
tents, logistics, sine, etc. The most effective chaotic map for this objective was proposed
as being Arnold’s cat map. Furthermore, the authors compared and contrasted the per-
formance of image encryption techniques based on the five traditional algorithms, DES,
Blowfish, AES and RSA, and with certain chaos-based techniques in [13].
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3 Materials and Methods

3.1 Henon Map

The branch of mathematics known as chaos theory was developed by Edward Lopez.
In 1989 [14], a chaotic system based on ambiguity and dispersal was created. Because
chaotic systems are sensitive, nonlinear, predictable, and filled in, it is simple to recon-
struct an image from them. The Henon map is a kind of chaotic map used to generate
the really random sequences needed for secure encryption. The symmetric key stream
cypher cryptographic technique Henon chaotic map, discovered in 1978, is employed.
That’s just math. Nonlinear dynamical system in two dimensions with a discrete time.
The following is a description of the Henon chaotic map, which produces a seemingly
random binary sequence.

{
x(n + 1) = 1 + y(n) − ax(n)2

y(n + 1) = bx(n)
(1)

Here the values of x(n) and y(n) are known as the state values and the variable a and b
are the control parameters.

The 2D-CHM exhibits a very significant chaotic behavior at the maximal Lyapunov
exponent (LE) of a = 1.4 and b = 0.3. The 2D-CHM does, however, have significant
drawbacks, such as straightforward chaotic behaviour and discretized chaotic periods.
In [14], the authors enhanced the 2D-CHM to 2D-ICHM, which is stated as follows, in
order to address the aforementioned shortcomings:

{
x(n + 1) = cos

(
1 − ax(n)2

) + eby(n)
2
,

y(n + 1) = sin
(
x(n)2

)
,

(2)

Here a and b are the control parameters.

3.2 Pixel Shuffling

The association between the neighboring pixels may be disturbed by shuffling. Depend-
ing on howmany rows and columns there are, the imagewill shuffle. The pixel is shuffled
twice in this instance.

Step 1: A quadrant is partitioned into sub-quadrants after each iteration.
Step 2: If the kth iteration is odd, the quadrant is rotated in a clockwise manner; else, it
is rotated anti-clockwise.

Figure 2 depicts two iterations as an illustration.

First Iteration
Start by dividing the image into four quadrants, Upper Left (UL), Upper Right (UR),
Lower Left (LL), and Lower Right (LR), and rotate each one clockwise [15]. UL moves
to the UR position, UR shifts to the LR position, and LL shifts to the UL position. In the
final quadrant of the image, LR switches to the LL position, as seen in Fig. 1.
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Fig. 1. Shuffling of Quadrants after first Rotation

Second Iteration
Following the first iteration, each quadrant of the randomized image is further separated
into sub-quadrants using the same process shown in Fig. 1 but in the other direction as
shown in Fig. 2.

Fig. 2. Image Rearranged After Two Iterations

3.3 Proposed Algorithm

The image to be protected and the default values of theHenonmap are fed into the chaotic
Henon model and used as a key. We designate a m × n size image in this document.

In the proposed algorithm (Fig. 3), the plaintext image in RGB color format will be
separated into its three-color components, R, G and B, for processing parallelly. Hence,
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Fig. 3. Proposed Encryption Approach

there will be three parallel processes to encrypt the three-color planes. As mentioned
above, the imagewill be permutedor shuffled in thefirst encryption stage.As the shuffling
alone will not provide perfect encryption, a two-stage diffusion will be carried out
according to the chaotic sequences generated by a 2D henon map. Finally, these diffused
color planes will be integrated to form the ciphertext image. All of these operations in
reverse order will be carried out at the decryption.

Step 1: Set the starting value of the Henon map to (X1,Y1). For the Henon map, this
value serves as the first secret symmetric key.
Step 2: For the cryptosystem, Henon maps serve as a key stream generator. The length
of the sequences is determined by the dimensions of the image. The number of henon
segments will be 8 × m × n according to the equation if the image size is m × n.
Step 3: Separate the color channels in the plaintext image
Step 4: Employ block wise permutation
Step 5: Carry out two-stage diffusion with the sequences from 2D henon map.
Step 6: Combine the diffused R, G and B channels to form the ciphertext image.

3.4 Decryption of Encrypted Image

Since the behavior of a chaotic system is predictable, reconstructing an image using the
same key (X1,Y1) at the conclusion of the decryption process results in a scrambled
image. Further, the sequence of this shuffled image is reversed from how it was done
during encryption.
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4 Results and Discussions

Experimental findings of the suggested image encryption technique are presented in this
part to demonstrate its effectiveness. Figure 4 displays a test image that is 256× 256 in
size (a). In order to generate a chaotic system, the initial Henon map parameters are set
at a = 1.4 and b = 0.3. The private symmetric key encryption key is made up of the
values X1 = 0.01 and Y1 = 0.02.

(a) Lena - Plaintext (b) Lena - Ciphertext (c) Lena - Decrypted

(d) Airplane Plaintext (e) Airplane - Cipher (f) Airplane - Decrypted

(e) Baboon Plaintext (f)Baboon Ciphertext (g)Baboon Plaintext

Fig. 4. Results of Encryption and Decryption

4.1 Histogram Analysis

A visual depiction of pixel intensity levels is the histogram of an image. A grey image
may have 256 distinct intensities; therefore, the visual representation of the histogram
will show all 256 intensities and the allocation of pixels among them. Figure 5 makes



130 R. V. Ravi et al.

clear that, in contrast to the histograms of the input image, the distribution of grayscale
values in the encrypted image is uniform. Some grayscale values between 0 and 255 do
not exist in the input image [16]. On the other hand, the grayscale values in the ciphertext
are all evenly between 0 and 255. It is therefore shown that the resultant image does not
enable hackers to use a statistical attack against the encryption method.

(a) Red Channel - Plaintext (b) Red Channel - Ciphertext

(c) Green Channel - Plaintext (d) Green Channel - Ciphertext

(e) Blue Channel - Plaintext (f) Blue Channel – Ciphertext

Fig. 5. Histograms of plaintext and ciphertext of red, green and blue channels of Lena Image

4.2 Information Entropy Analysis

The level of uncertainty in the encryption scheme is used to determine information
entropy [16]. It is used to determine the algorithmic efficiency of image encryption.
Entropy, a statistical measure of unpredictability, is used to describe the texture of the
input image. It is computed in accordance with the Eq. (3).

E(m) = −
∑255

i=0
P(mi) log2(P(mi)) (3)
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where m is the ith information source and P(mi) is the probability of occurrence of mi.
An ideal encrypted image should have an entropy of 8,which indicates an unexpected

source. Ideal information entropy cannot be attained in practice. It never reaches the
desired value. The Table 1 shows the values of entropies obtained for various test images
and Table 2 shows its comparison with the literature.

Table 1. Entropies obtained for three channels

Image Color Channel Plaintext Ciphertext

Lena Red 7.2641 7.9987

Green 7.6630 7.9982

Blue 6.9778 7.9954

Airplane Red 6.7287 7.9976

Green 6.7981 7.9964

Blue 6.2241 7.9958

Baboon Red 7.6642 7.9971

Green 7.3868 7.9969

Blue 7.6639 7.9958

Table 2. Comparison of Entropy Values with the literature

Reference Ciphertext

Proposed Work 7.9982

Alghamdi et al. [17] 7.9997

Alanezi et al. [18] 7.9991

Arif et al. [19] 7.9992

Lu et al. [20] 7.9971

4.3 Key Sensitivity Test

The key must be sensitive and have a large key size to withstand all types of brute force
attacks in order to provide safe encryption. The primary idea behind the Henon map is
randomness.

For conducting the key sensitivity test, the original secret keywasmodified slightly as
listed in Table 2 in order to evaluate the sensitivity of the key [15, 16]. As a consequence,
it was impossible for the receiver to retrieve the original image in the case of wrong keys
(Table 3 and Fig. 6).
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Table 3. Modified keys

Original Key Modified key 1 Modified key 2 Modified key 3

x(1) = 0.01 ẋ(1) = 0.010001 ẍ(1) = 0.010002
...
x (1) = 0.010001

y(1) = 0.02 ẏ(1) = 0.020001 ÿ(1) = 0.020011
...
y (1) = 0.020015

(a) Decrypted with 

Actual Key

(b) Decrypted with 

Modified key 1

(c) Decrypted with 

Modified key 2

(d) Decrypted with 

Modified key 3

Fig. 6. Key Sensitivity Test

4.4 Analysis of Ability to Withstand Differential Attack

The ability of an encryption algorithm to withstand differential attack is analysed using
two metrics NPCR and UACI. The method of calculating NPCR and UACI are clearly
described in [17] by Alghamdi et al. This measure adds the difference between two
cypher images that are created by encrypting the identical plaintext image but changing
one bit. This number is useful for figuring out how resistant an encryption method is to
different kinds of attacks. In image encryption, UACI is used to measure the change in
the average intensity between two images encrypted from the same plaintext image with
a change of 1 bit.

The NPCR and UACI are determined as in Eq. 4:

NPCR = 1
MN

∑M
i

∑N
j D(i, j) · 100%

D(i, j) =
{
1, I1(i, j) �= I2(i, j)
0, I1(i, j) = I2(i, j)

UACI = 1
MN

∑M
i

∑N
j

|I1(i,j)−I2(i,j)|
255 · 100%

⎫⎪⎪⎪⎬
⎪⎪⎪⎭

(4)
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The values obtained for NPCR and UACI are shown in Table 4 and its comparison
with the literature are shown in Table 5.

Table 4. NPCR and UACI values obtained for the test images

Image NPCR UACI

Lena 99.6126 33.3426

Airplane 99.5874 33.2545

Baboon 99.3587 33.3256

Table 5. Comparison of NPCR and UACI with the Literature

Reference NPCR UACI

Proposed 99.3587 33.3256

Alghamdi et al. [17] 99.6153 33.4718

Alanezi et al. [18] 99.6239 33.5615

Arif et al. [19] 99.6059 33.4375

Lu et al. [20] 99.5743 33.3941

5 Conclusion

The suggested approach was used on a test image, and the outcomes demonstrated
a greater degree of image security. The encryption image cannot be decrypted by an
eavesdropper. Here, a secret key and an image encryption method are used for security.
Chaos is very secure since it is recognized for its unpredictability. Diffusion is again
accomplished via the byte sequence produced by the Henon map, and confusion has
been accomplished through pixel displacement from the current point to a new one.
Therefore, the security of the cryptographic algorithm was strengthened by both the
processes of greater confusion and diffusion.
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Abstract. Guarding the cyberinfrastructure is critical to ensure the
proper transmission and availability of computer network services, infor-
mation, and data. The proliferation in the number of cyber attacks
launched on the cyberinfrastructure by making data unprocurable and
network services inaccessible is on the rise. Botnets are considered one of
the most sophisticated cybersecurity threats to the cyberinfrastructure
and are becoming more daunting with time. Developing an efficient and
robust botnet detection technique is a priority to ensure the security and
reachability of the cyberinfrastructure. In this research, we introduce a
solution and explore the use of a novel neural network architecture lever-
aging a graph-based learning approach, namely Graph Neural Network
(GNN) for botnet detection. GNN was used to benefit from the unique
architecture of botnets and to omit the feature engineering step of the
machine learning pipeline as it is a costly and cumbersome process. Addi-
tionally, we report the effectiveness of different GNN variations in terms
of detecting botnets to get an insight into the performance of each model.
The ISCX-Bot-2014 dataset was used to create a graph data object for
the training and testing of our proposed approach. The results show our
proposed GNN solution’s ability to generalize to unseen botnets and per-
form better compared to other relevant work from the literature with an
accuracy that exceeds 94%.

Keywords: Graph neural network · Representation learning ·
Cyberinfrastructure · Cybersecurity · Machine learning · Botnet
detection system

1 Introduction

Cyberinfrastructure is a terminology that refers to every computing system
including data warehouses, Internet of things (IoT) systems, and computer net-
work services all linked together to improve research productivity and facilitate
breakthroughs [1]. IoT systems and network services have the capacity for cyber
vulnerabilities and are prone to cyber-attacks [2]. Distributed denial-of-service
(DDoS) attacks pose a damaging threat to the cyberinfrastructure [3]. Botnets
are one of the primary sources of DDoS attacks [4].

c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2024
A. Ortis et al. (Eds.): ICAETA 2023, CCIS 1983, pp. 135–147, 2024.
https://doi.org/10.1007/978-3-031-50920-9_11

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-50920-9_11&domain=pdf
http://orcid.org/0000-0002-1211-8570
https://doi.org/10.1007/978-3-031-50920-9_11


136 A. M. S. E. Saad

A botnet is a terminology that is used to refer to a collection of infected
computers or bots, that are controlled by an attacker by using various command
and control (C&C) channels. These channels can use various botnet topologies:
centralized, distributed (e.g., P2P) or randomized [5]. It can perform a wide
variety of malicious activities like DDoS attacks and phishing. In other words,
for the protection and guarding of the cyberinfrastructure, there is an immanent
need for an effective solution for detecting botnets. Numerous botnet detec-
tion approaches were introduced and categorized under four different categories:
DNS-based, signature-based, mining-based, and anomaly-based [6].

Each of the previously mentioned approaches has a downside. The DNS-based
approach is used to monitor and detect anomalies in DNS query information
initiated by bots to receive commands from C&C channels. Similarly, anomaly-
based detection techniques inspect network traffic for abnormalities such as high
traffic volume and activities on unusual ports. Both approaches face the issue of
producing high false positive rate detection results when detecting botnets since
they consider any deviation as an anomaly [6]. The signature-based approach
works similarly to rule-based systems such as DNS-BD [7], and it lacks the ability
to detect unknown botnets since it is limited by the rules within its database.
The mining-based technique originally was proposed to use data-driven solutions
such as machine learning to detect anomalies in the botnet C&C communication
traffic since it is difficult to identify using the other approaches. The downside of
the traditional machine learning solution is that it only uses the network traffic
feature to identify botnets, ignoring its architecture. In addition, the feature
engineering process to set up a machine learning solution with high accuracy
and a low false positive rate is a laborious task.

Therefore, creating a novel solution that is able to identify botnets from both
architectures and network traffic features contributing to a better performance
with high accuracy and within an acceptable false positive rate is crucial. More-
over, the solution should be scalable and able to identify unknown botnets and
avoid going through the cumbersome feature engineering process. To this end,
we leverage Graph Neural Network (GNN), a novel neural network architecture
with a supervised representation learning approach.

In this research, we propose an efficient solution for the botnet detection
problem using representation learning combined with a novel neural network
architecture, namely Graph Neural Network for the following reasons. First, it
can understand and learn the structure or topology of data in form of a graph in
addition to its features. Second, it automatically learns features, meaning it does
not require feature engineering for the input data as it is a time-consuming and
difficult process. Third, it can scale and generalize to previously unseen botnet
types. The introduced approach utilizes different variations of the GNN to get
an insight into the performance of each model.

Representation learning utilizes the inherent topological structure and infor-
mation of the graph data object to learn its architecture and features. The prob-
lem is formalized as a node-level binary classification problem on a graph data
object. We use the ISCX-bot-2014 botnet dataset [8] to build a graph data object
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for the learning process. The graph data object is represented as nodes and edges.
The nodes resemble each existing IP address in the dataset and the edges resem-
ble the connection between the nodes. Each node is assigned a label depending
on its IP address nature. The learning process starts by creating an initial node
embedding which will later be updated as the learning process continues. Each
node starts automatically learning its features by collecting information from its
neighboring nodes in a process called aggregate. After that, each node updates
its own embedding in a process called update. Moreover, each node embedding
is trained against the label assigned to the node. Multiple aggregators were uti-
lized to create different instances of the GNN and to get an insight into the
performance of each model for botnet detection. The ISCX-Bot-2014 dataset is
one of the largest and most diverse in terms of existing botnet types [8]. It is
used as a benchmark to assess the performance of botnet detection solutions as
it overcomes the three challenges for most of the exiting botnet datasets (i.e.,
generality, realism, and representatives) [8]. It is the most appropriate choice
and will best serve the aim of this research.

The key contributions of this study are as follows:

1. Introducing a novel graph-based botnet detection solution utilizing the bot-
net’s communication network traffic in addition to its architecture. The devel-
oped approach excludes the tedious feature engineering process from the
machine learning pipeline.

2. Providing a graph data object for the ISCX-Bot-2014 dataset as it adds to
the benchmarks used for evaluating GNN approaches for botnet detection
solutions.

3. Gaining insight into the performance of multiple GNN models for botnet
detection under different variations compared to other solutions from the
literature.

The remaining of this paper is organized as follows. Section 2 explores the
most relevant related work. A brief background is provided in Sect. 3. The fol-
lowed methodology is explained in Sect. 4. In Sect. 5, evaluation and benchmark-
ing are discussed. Finally, we conclude in Sect. 6.

2 Related Work

Several botnet detection solutions using machine learning approaches and tech-
niques were developed.

The first attempt to use GNN for botnet detection was proposed by Zhou
et al. [9], they formalized their approach as on graph node multi-classification
problem. They based their botnet detection solution on the idea of recogniz-
ing the topologies of botnets (i.e., centralized and distributed). Their approach
ignored the random architecture of botnets. In addition, it is computationally
expensive requiring a massive dataset to train on and a large number of neigh-
borhood hops, 12 to be exact. The dataset used for evaluation was a combination
of both real and synthetic topologies of background traffic network and botnet
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traffic network. The authors claimed that their approach was able to identify
previously unseen botnet structures compared to other approaches.

Nguyen et al. [10] proposed an IoT botnet detection solution using a deep
learning approach based on printable string information (PSI) graph in addi-
tion to the linkage between them and Convolution Neural Network (CNN) as a
classifier. They demonstrated the potential of CNN as a malware classifier when
trained on PSI graph links and information such as IP address, domain name,
etc. Their approach was tested on the IoTPOT dataset achieving an accuracy
of 92%.

Chowdhury et al. [11] suggested a botnet detection approach based on rec-
ognizing multiple topological features of nodes on a graph. Their detection app-
roach used a clustering method known as a self-organizing map. The authors
claim that the proposed approach can limit the search time of botnet nodes by
its ability to cluster and isolate botnet nodes in sub-clusters of smaller sizes.
They tested their approach on the CTU-13 dataset and reported their results
against other classification-based detection solutions.

The work that introduced the ISCX-Bot-2014 dataset used in this research
was presented by Beigi et al. [8]. In addition, they developed their botnet detec-
tion approach based on classifying network traffic features as malicious or benign.
They address the issue of modeling the behavior of a botnet depending solely
on its flow-based features. They used a shallow learning algorithm, namely a
decision tree as a classifier. The authors used a feature selection algorithm that
consisted of 2 key parts: group exclusion and feature inclusion. In other words,
they experimented with multiple flow-based feature groups to find the optimal
feature groups that yield the highest accuracy and detection rate. Then, they
eliminated feature groups that weakly contribute to the accuracy of the model.
Furthermore, the features in the least performing groups were analyzed and the
features that strongly enhance the accuracy of the model were selected. The
authors tested their approach in seven different settings and top using the intro-
duced dataset. The top-performing model achieved an accuracy of 75% and a
detection rate of 69%.

Hossain et al. [12] proposed a feature selection algorithm combined with a
supervised deep learning classifier, namely an artificial neural network (ANN).
Their proposed approach integrated the inclusion-exclusion feature selection pro-
cess to determine the optimal subset of features for a more accurate flow-based
botnet detection solution. They introduced a heuristic algorithm that initially
tests the accuracy with all existing features, and the yielded accuracy is the base-
line. Moreover, an exclusion iterative process takes place where some features
are excluded at each iteration step. Furthermore, the features contributing to a
model with a higher botnet detection accuracy rate remain, otherwise excluded.
The iterations continue till the accuracy of the remaining features model drops
below a certain threshold (i.e., the previous iterations’ accuracies). Moreover,
their highest-performing model included training on only ten features excluding
MissingBytes and AvgPBS features. They tested their approach on the ISCX-
Bot-2014 dataset, similar to the work in [8]. The experiments show that their
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model for botnet network traffic achieved a detection rate of 91% and an accu-
racy of 86.41%.

The most relevant works from the literature are [8,12] for the following rea-
sons. First, they used a feature selection algorithm and ignored botnet structures,
considering only network traffic features which we challenge with our proposed
GNN approach. Second, they trained and tested their approach on the same
dataset used in this research. Therefore, these research papers’ results will be
used later to be compared with our proposed approach.

3 Graph Neural Network

GNN is a novel neural network architecture introduced to deal with data repre-
sented in the form of graphs in graph domains [13]. It is considered the natural
evolution of the existing neural network architectures. The GNN architecture is
designed to work on different types of graphs such as directed, undirected, etc.
Graphs G can be represented as nodes or vertices x and connections between
these nodes can be represented as edges l. In GNNs, we have three prediction
problem levels we can solve: node level, edge level, and graph level [14]. For the
node level prediction, we can predict the label or type of each node based on the
information provided by its surrounding or neighbor nodes. Moreover, the edge
or link prediction level is concerned with predicting the label of the edge based
on the information gathered from the two linked nodes. Furthermore, graph level
prediction is a problem in which we predict a label for an entire graph, where
multiple graphs exist, and each graph represents a class or a label.

Each GNN approach differs in 2 ways: the way we aggregate fw the messages
(i.e., node features in a vector format) from the neighbors and the way we update
gw the self-node embedding. This process is known as message passing, during
this process each node gets information from other nodes in its neighborhood
as shown in Fig. 1. The output of the message passing process for every single
node is called embedding. The depth from which the information is collected is
called a hop k, meaning if k is set to value ‘1’, the information will be gathered
from only the direct neighbors. Moreover, if k is set to value ‘2’ the information
gathered is not limited to the direct neighborhood, but it includes the neighbors’
neighborhoods. Equations 1 and 2 further explain the aggregation process of node
x1 and the updating process of its self-node embedding on to be combined with
information received from its direct neighbors (i.e. k = 1), respectively. Both
equations are notated as follows: fw represents the aggregation function, gw
represents the update function, ln is the label of node n, lco is the label of n
edges, xne is the current embeddings of neighborhood nodes n, and lne is the
label of each node n in the neighborhood.

xn = fw
(
ln, lco[n],xne[n], lne[n]

)
(1)

on = gw (xn, ln) (2)

In addition, different approaches can also include utilizing only node embed-
dings, only edge embeddings, or both for the message-passing process.



140 A. M. S. E. Saad

Fig. 1. Graph and the neighborhood of a node [13]

Furthermore, depending on the data, we first structure the data into either
a single graph for node and edge level predictions or multiple graphs for graph-
level prediction. Moreover, for graph-level prediction, each graph will include its
nodes and edges if multiple data objects exist and will be used for classification
or clustering.

4 Methodology

This study aims to propose a solution for the botnet detection problem, which
utilizes a representation learning algorithm in addition to the topological struc-
ture and network traffic presented in the ISCX-Bot-2014 dataset. The problem
will be considered a binary classification node-level problem since we attempt
to classify whether some nodes (i.e., bots on a graph or network) belong to
a botnet. In addition, the omission of the feature engineering process from the
machine learning pipeline is considered to provide an efficient end-to-end fashion
botnet detection solution. In the developed approach, GNN is used under dif-
ferent variations to enrich the node embeddings in the message-passing process
to make the botnet node more recognizable to the classifier from normal nodes.
The ISCX-Bot-2014 botnet dataset was selected as it contains many feature
groups that make feature engineering a difficult, time-consuming, and computa-
tionally expensive process. Therefore, it is used to prove that our approach can
perform well without the feature engineering step, hence overcoming the feature
engineering process.

4.1 Dataset

The dataset ISCX-Bot-2014 was provided by the Canadian Institute for Cyber-
security, University of New Brunswick [8]. The dataset was obtained from its
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official sources and is divided into training and test datasets that include 7 and
16 types of botnets, respectively. The data has unlabeled training and testing
sets with a record count of 331,851 and 345,746, respectively. Moreover, each
record has 82 features of network traffic.

4.2 Dataset Preprocessing

The data comes in PCAP format, hence there is a need to convert it into a
convenient format to be manipulated. CICFlowMeter [15] was used to convert
the network traffic from PCAP into a CSV file format. The training and test-
ing dataset were combined in one CSV file to follow the transductive learning
approach [16] followed by GNN (i.e., train and test data must be batched as
one graph). Each network traffic was labeled based on its IP address status (i.e.,
malicious or benign) using a labeling function since a list of all malicious IP
addresses was provided by [8]. The malicious traffic label was given a value of
“1”, and the benign traffic was given a value of “0”. The dataset contains some
features that will not be utilized in the training process such as (‘Src IP’, ‘Src
Port’, ‘Dst IP’, ‘Dst Port’, and ‘Label’) and therefore dropped.

4.3 Graph Data Object Construction

Creating a graph data object was a challenging process given that the dataset is
not represented as a graph and that we need to batch the training and testing
dataset as one graph. Moreover, tailoring a GNN model to work on both network
traffic features and structure for botnet detection was another challenge. The
construction of the graph data object will follow the convention of PyTorch
Geometric [17] since it is the framework used to develop and test the GNN
approach. In order to construct a graph data object, the following steps were
followed.

We start by constructing two different matrices: a connectivity matrix and
nodes feature matrix combined with a labels list to train against. Moreover, we
construct other components necessary for the representation learning process
(i.e., training and testing masks, data batch, and class count), which all are
discussed below.

Connectivity Matrix. The connectivity or adjacency matrix was constructed
by using two features that determine the existence of a connection between
two nodes, namely source IP and destination IP. After running some analysis
on the data, some nodes were observed to be disconnected from the rest of
the nodes, which may decrease the training efficiency. Networkx Python library
[18] was used to visualize the entire graph to confirm the analysis results of
disconnected nodes. The presence of disconnected nodes was confirmed and then
removed from the dataset, and some tests were conducted before and after the
removal of those nodes. The accuracy of the GNN model increased after removing
the disconnected nodes, and the number of records was reduced to 330,133 for
training and 337,907 for testing.
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Labels List. Labeling the dataset was done in the data preprocessing step, and
all the labels were converted into a list for further usage during training.

Node Features. Assigning initial features to nodes was a cumbersome process
since the number of nodes is double the number of features provided (i.e., network
traffic records or edge features). In addition, several cases were observed in the
data. For example:

∗ Source node is benign, and the destination node is benign.
∗ Source node is malicious, and the destination node is benign.
∗ Source node is benign, and the destination node is malicious.
∗ Source node is malicious, and the destination node is malicious.

The problem was assigning the network traffic features to which node, since
assigning the existing features to source nodes will leave the destination nodes
featureless. In addition, if the all ones feature vector xn = {1, ..., 1} method [19]
was used to initialize the initial nodes’ embeddings for the featureless nodes, it
may result in low accuracy. This is because the initial features will be the same
for benign and malicious destination nodes.

To address the aforementioned problem, four solutions were proposed and
tested:

1. Assigning all one constant vectors to all destination nodes and assigning net-
work traffic features to all source nodes (to confirm our theory).

2. Assigning all one constant vectors to all source nodes and assigning network
traffic features to all destination nodes.

3. Duplicating source nodes features and assigning them to all destination nodes.
4. ∗ Duplicating the features for both the source and destination node if both

source and destination nodes are benign or malicious.
∗ Assigning the network traffic features to the source node, copying a ran-

dom benign node’s traffic features, and assigning them to the destination
node if the source is malicious and the destination is benign.

∗ Assigning the network traffic features to the source node, copying a ran-
dom malicious node’s traffic features, and assigning them to the destina-
tion node if the source is benign and the destination is malicious.

Moreover, the dimension of all one constant vectors is set to be equal to the
number of network traffic features. Experiments show that the fourth solution
resulted in higher accuracy than the others.

Training and Testing Masks. Graph-based learning follows the convention of
transductive learning [16] (i.e., the entire dataset including training and testing
sets is fed during the training and testing processes as one graph). To separate
the training nodes from the testing nodes, we use another concept special to
graph-based learning called masking. A mask is a Boolean array indicating which
nodes to be used during training, and those are assigned a Boolean value ‘True’.
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Otherwise, it is assigned a Boolean value ‘False’. Similarly, during testing, the
test nodes are assigned a Boolean value of ‘True’, and other nodes are assigned
a Boolean value of ‘False’. During training, we use a training mask in which
the nodes in the training dataset are masked in and test nodes are masked out.
Furthermore, during testing, we mask in the nodes in the testing dataset, and
we mask out the other nodes.

Data Batch. In GNN, a batch indicates which graph each node belongs to. For
example, if we have multiple graphs for a graph classification level problem, then
multiple nodes can belong to a different graph. To address this, a batch array
is constructed by assigning a unique number to all the nodes belonging to the
same graph. In our case, we only have one graph for node classification, and the
batch array will contain the same number indicating that all the nodes belong
to the same graph.

Class Count. The class count is an integer assigned to indicate the number
of classes that exist in the data. In the context of the presented problem, the
botnet detection problem is a binary node classification problem in which we
have only to classify whether a node belongs to a botnet. Moreover, the class
count will be an integer of value “2”, indicating the two classes (i.e., malicious
and benign).

The final representation of the graph data object was visualized using Net-
workx [18] and can be viewed in Fig. 2.

Fig. 2. Graph Representation
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5 Evaluation

The method used to evaluate, measure, and describe the performance of the
proposed approach is the confusion matrix [20]. It is considered the optimal
evaluation method for classifiers. In addition, it shows the actual classification or
labels against the predicated ones. Since the developed approach in this study is a
binary classifier, the confusion matrix is the selected method for evaluation. The
metrics inferred from the confusion matrix include F1 score, accuracy, precision,
and recall (detection rate). Those metrics are represented in terms of prediction
evaluation categories such as True Positive (TP), False Negative (FN), False
Positive (FP), and True Negative (TN). Given the nature of the problem, the
evaluation will be heavily reliant on the recall (detection rate) in addition to the
accuracy.

5.1 Graph Neural Network Experimental Results

The performance of the proposed GNN approach was examined under four differ-
ent variations. Each variation utilizes a different operator (i.e., aggregation and
update function). Further experiments were conducted, but only top-performing
ones are reported. The other experiments were conducted to explore the effect
of different operators and neighborhood hop values k on the performance of the
proposed approach. In all reported experiments, we used 150 training iterations,
a unit size of 136, and a learning rate of 0.001. The top performing experiment
is “GNN - Experiment 4” as it scored the highest in every performance metric.
As observed, the best results were achieved by using a k value of “2”. Moreover,
there was no further improvement shown when the k value was increased to “3”.
Although the training data has only 7 types of botnets as opposed to 16 in the
testing set, the results show the GNN model’s ability to generalize to unseen
botnet types. In addition, the high precision indicates the model’s ability to per-
form with a low false positive rate. An aggregation of the performance metrics
of the reported experiments is shown in Table 1.

Table 1. Aggregated Results for the Reported Experiments

Experiment Operator k-value F1 (%) Recall (%) Precision (%) Accuracy (%)

GNN - Experiment 1 GCNConv 2 80.69 80.26 81.12 86.48

GNN - Experiment 2 SAGEConv 2 77.92 73.39 83.05 85.36

GNN - Experiment 3 SGConv 2 81.73 79.17 84.48 87.55

GNN - Experiment 4 TAGConv 2 95.73 93.79 97.75 94.38

GNN - Experiment 5 GCNConv 3 80.75 74.23 88.52 87.54

GNN - Experiment 6 SAGEConv 3 80.43 73.82 88.34 87.36

GNN - Experiment 7 SGConv 3 82.02 76.67 88.18 88.17
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5.2 Comparison with Relevant Work

Table 2 is an aggregation of the top-performing GNN model in addition to the
performance results of relevant work from the literature. The relevant studies
[8,12] have been carried out to find the optimal feature set to improve botnet
detection based solely on network traffic features. They evaluated their approach
using the same ISCX-Bot-2014 dataset. Both relevant papers suggest a feature
selection approach using an inclusion-exclusion algorithm for optimal results.
On the other hand, our approach provides an alternative solution based on the
topological structure in addition to network traffic features and omits the feature
engineering step. A comparison with the relevant studies is shown in Table 2 to
emphasize that our approach exceeds relevant solutions in terms of accuracy and
detection rate and to show the contribution added by the proposed approach.

Table 2. Comparison with Others’ Work

Approach Detection rate (%) Accuracy (%)

Our approach
(Developed in this research)

93.79 94.38

Group-based Feature selection,
decision tree
[8]

69 75

Inclusion & exclusion for Feature Selection,
feed forward ANN
[12]

91 86.41

6 Conclusion

The growth and expansion of the cyberinfrastructure starting from data centers
to IoT systems uncovered numerous vulnerabilities in our cyber defense capa-
bilities. Those vulnerabilities can pose a threat to the entire cyber domain. One
of the most brutal cyber attacks that threaten the cyberinfrastructure is DDoS.
Botnets are considered the origin of most DDoS attacks. The aforementioned
problem produced the necessity for a reliable and efficient botnet detection solu-
tion. Different botnet detection solutions were developed using mining-based
approaches such as machine learning algorithms. However, most of the devel-
oped approaches are reliant on detecting botnets using network traffic features
and ignoring their topological structure in addition to the tedious task of feature
engineering for optimal results.

In this paper, we presented a botnet detection solution by utilizing a rep-
resentation learning approach, namely graph neural network. We developed a
novel approach for botnet detection that utilized the inherent structure of bot-
nets alongside their network traffic features. In addition, we introduced the first
graph data object based on the ISCX-Bot-2014 dataset. The aforementioned
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dataset was used as it is the most diverse in terms of botnet types. The graph
object was used to train, evaluate, and test the effectiveness of the developed
GNN approach. In addition, we tested multiple GNN variations to get an insight
into the performance of different models for botnet detection. The performance
results obtained reflect the dominance of the proposed approach when compared
to other related solutions from the literature. The proposed approach outper-
formed other solutions, achieving an accuracy of more than 94%. Multiple exper-
iments were conducted using different GNN operators and hyper-parameters to
obtain the optimal model. The results and settings of the experiments conducted
were reported, compared, and discussed.

In future work, we can consider the temporal aspect of the network traffic
behavior for botnet detection and integrate it with the proposed approach to
add further improvements in the performance.
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Abstract. Mixed Reality (MR) telepresence is an expanding field in marketing
research and practice especially in computer vision due to its ability to connect
people in a remote location.As voice command and speech recognition technology
have also been significant milestones in the twenty-first century, this technology
has the advantage to be used in MR telepresence for interaction. Meanwhile, the
virtual assistant avatar’s implementation in MR telepresence can provide support
for the interaction by reducing the workload and improving the performance of the
interaction in collaborative MR telepresence. Therefore, in this paper, we propose
to explore the voice commands interaction and describe the implementation with
the virtual assistant avatar inMR telepresence.We implement speech-to-text (STT)
conversion and utilize the semantics of Natural Language Processing (NLP) for
the voice command. Meanwhile, for the avatar to respond, the speech service is
used to convert the text-to-speech (TTS) input. This paper ends with a conclusion,
limitations and suggestions for future works.

Keywords: Natural language processing · Telepresence ·Mixed Reality ·
Virtual Assistant · Voice Commands · Speech recognition

1 Introduction

Mixed Reality (MR) is a new form of experience in the actual world that is augmented
by a layer of computer graphics-based interaction tied to a specific activity [1]. MR
seamlessly overlays two-dimensional (2D) and three-dimensional (3D) objects onto the
actual world, including the audio files, films, and textual material. The user of an MR
interface sees the actual world through a portable or head-mounted device (HMD) that
coats graphics on the surroundings. User interaction inMR has to be intuitive as possible
and the robust interaction where user can directly interact to the object [2, 3]. MR system
has been described as the mixed between real and virtual items in a real environment,
runs interactively in real-time, as in [4] they brought the idea of telepresence where the
real user reconstruction into MR space. During combined with augmented data, MR
allows users to experience the actual world as a more integrated and better environment.
Collaborative interface enables the user to cooperate with other users in a different type
of interfaces in simultaneous [5, 6]. As shown in Fig. 1, the related works to this study.
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(a) User interaction in MR [2] (b) 3D telepresence in MR [3] (c) Collaborative AR/VR [4]

Fig. 1. Related works

Meanwhile, telepresence is almost similar to Virtual Reality (VR). VR targets to
obtain the illusion of presence in the virtual world. While telepresence targets to obtain
the illusion of presence at the remote location [7]. Telepresence is a sense of being
existing in the virtual environment [8]. The “telepresence” term is used as the experience
of presence in an environment by means of a communication medium. By incorporating
MR technology with telepresence systems, virtual environments can be made to look
more lifelike, and users can experience real-world conversation as if it were happening
in the same room as them even though they are not physically present.

The integration of a dedicated telepresence system with MR also has attracted a lot
of interest from the industrial and research communities as paved the way for real-time
human-to-human interaction over long distances [9]. As the technology has the poten-
tial to minimize the traveling cost and has made it possible to volumetrically capture
the human body and performance in real-time [10]. The interest in 3D remote collab-
oration systems also has been increasing both by academic researchers and companies
because these systems overcome some of the limitations of traditional 2D video-based
teleconferencing systems. By experiencing their 3D, virtual representations as part of
their immediate surroundings, users can communicate with remote individuals or control
remote devices [11].

As voice command and voice recognition technology have also been significantmile-
stones in the twenty-first century [12], this technology has the advantage to be used in
MR telepresence for interaction. It offers interface alternatives that do not require users
to physically touch or press buttons in order to complete a certain function. Nowadays,
speech technologies are widely accessible for a limited but intriguing variety of applica-
tions [12]. Amazon is one such corporation, it released Amazon Echo [13]. In order to
play music from a specific streaming service or turn on a smart light bulb connected to
the same home internet service, users can simply speak into their Amazon Echo devices,
and their voice commands are translated into text and executed by Amazon’s intelligent
cloud-based personal assistant, Alexa. Other researcher also has implemented the voice
command on mobile AR platform [14], VR [15] and MR applications [16, 17].
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Besides that, voice recognition also can converts English speech into Indian sign lan-
guage avatar animation using Natural Language Processing (NLP) [18]. NLP enables
immersive experience through speech recognition. This technology enables virtual assis-
tant to accurately and dependably respond to human voices and deliver important and
helpful services. Therefore, this paper aim to explore the implementation of voice com-
mands in MR telepresence and enable the virtual assistant avatar. The voice command
deployed by the local user will be process to the text output, performing the action
and convert the text into a speech for the virtual assistant in the MR telepresence to
be respond. The proposed system, test application and conclusion has discussed in the
remaining sections.

2 Proposed System

This section introduces the proposed system that allows theHMDuser to give commands
to the virtual assistant avatar inMR telepresence using a voice. The virtual assistant avatar
will be able to receive the voice input information, process the information, execute
the action and project audio as feedback to the commands. The process will involve
the conversion of Speech-to-Text (STT), Text-to-Speech (TTS), and set up for MR
telepresence. Hence, the proposed method will be divided into three processes. The first
process is voice commands, following the avatar virtual assistant and MR telepresence
application. More details will be explained in each subsection accordingly.

2.1 Voice Commands

NLP in this context is one of the effective technologies that can be integrated with
advanced technologies, such as machine learning, AR, VR and MR to improve the
process of understanding and processing the natural language [19]. This can enable
human-computer interaction in a more effective way as well as allow for the analysis
and formatting of large volumes of unusable and unstructured data/text in various indus-
tries. This will deliver meaningful outcomes that can enhance decision-making and thus
improve operational efficiency.

Besides that, NLP also gives more meaningful interactions and relationships with
avatars and other digital characters or assets [20]. With NLP, users can use their voice
to navigate in MR world. Voice command and voice recognition technology has also
been a significant milestone in the twenty-first century, allowing human connection with
devices and applications through speech recognition. Voice input is a natural approach
that allows the user to convey their purpose [21]. This eliminates the requirement for
the user to use gestures in order to command a virtual item directly. The user has just
to concentrate on the virtual item and then verbally speak his or her instruction. Using
voice for navigating complicated manual guides is also very helpful as it allows users to
navigate layered menus with a single command. Users are able to save time and speed
up the interaction using voice commands. Hence, in this study, we make use of a simple
voice command to pull the item closer to the user, adjust the texture and colour of the
object, and play the video that is stored inside the MR telepresence room. Figure 2
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Fig. 2. Speech interaction module [17]

shows the speech interaction module [17], user wears HMD and deliver the commands
and language to MR application.

To implement the voice commands, STT conversion is required to identify the com-
mand. After the command has been identified, the command will produce the text. The
instruction will be executed according to the text output. Figure 3 shows the process of
the STT conversion. According to Fig. 3, the voice is required to be analysed before
sending it to the speech recognition decoder. Based on the acoustic model and lan-
guage model, the speech recognition decoder looks through all possible alignments of
all possible pronunciations of all possible word sequences to identify the most probable
one.

Fig. 3. The process of the STT conversion

2.2 Virtual Assistant

Next, after the STT conversion, the virtual assistant will execute the command according
to the text output data from the speech. For example, If the user commands to play a
video inside the MR telepresence, the virtual assistant will play the video accordingly.
In this study, the voice commands are constrained based on the database provided.

To provide information to the user after performing the voice commands in MR
telepresence, the virtual assistant avatar will be able to project audio as feedback to the
voice commands. Microsoft Azure Cognitive is a speech service utilized in this study
to convert text into humanlike synthesized speech. Speech synthesis is also known as
TTS. The process of the TTS conversion using Microsoft Azure Cognitive service is
shown in Fig. 4. Based on Fig. 4, the text file is executed using C# script in the unity
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platform to produce the audio. The process is much easier as Microsoft Azure Cognitive
has provided a speech system development kit (SDK) for the unity platform. As long
as the internet connection is active, the script can be accessed by the SDK to utilize the
services. The script will play the audio from the SDK.

Fig. 4. The process of TTS conversion using a speech SDK

2.3 MR Telepresence

The setup for MR telepresence is based on [22] study. According to the study, the setup
will require two workspaces for the local user and the remote user. The setup for the
remote user will require two depth sensors to capture the remote user from the front and
behind. Meanwhile, the setup for the local user only required an HMD device connected
to a personal computer (PC) with spacious space for the play area. Both of these setups
are shown in Fig. 5.

Referring to Fig. 5, the local user and the remote user are connected using the local
network connection. The Kinect sensors at the remote workspace, capture and transmit
the input through the network and reconstructed it at the local user workspace. In our
system we use two Kinect sensors to track the remote user in 3D views. At the local user
workspace area, the local user will be able to see the 3D reconstruction of the remote
user using the HMD in the immersive MR environment. In the virtual environment,
the virtual assistant avatar appears as the third person. A table and a few primitive 3D
objects are prepared in the environment for the local user to perform the interaction with
the remote user. The integration between the virtual 3D environment with the real-time
3D reconstruction has created the MR environment. A stable network was required to
perform MR telepresence.
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Two Kinect sensorsHMD Assistant 

Avatar

Remote 

user

Fig. 5. MR telepresence for the local and remote user.

3 Test Application

This section continues to discuss the results of the proposedmethod for voice commands
and virtual assistant in MR telepresence. Figure 6(a) shows the results of the MR telep-
resence from the local user’s point of view. It can be seen the 3D reconstruction of the
remote user appears annotation asMsAmeerah, while the virtual assistant appears anno-
tation as Alex. In the MR environment, Ms Ameerah will communicate with the local
user. However, Ms Ameerah is unable to hear and communicate with Alex. The virtual
assistant has been set to assist local user in MR. Alex only can be heard by the local
user, which is the HMD user as Alex’s role is to assist and interact with the local user.
Alex will receive the voice commands from the local user and perform the commands
accordingly.

For the first task, the local user instructed Alex to play a video and song in the MR
telepresence. As in Fig. 6(b) Alex received the commands and play the video and song
in the display panel. Both the local user and remote user will be able to listen to the song.

Another interaction happens in our proposed system is object manipulation. In our
MR application primitive objects have been used such as cube, cylinder, triangle and
rectangle.WithAlex assistant,we able to speed up the process of the local user interaction
inside MR telepresence. For example, by using single commands, Alex able to produces
3D objects on theworkbench tabletop according to the local user preferences. Figure 7(a)
shows the 3D objects created on the table based on the voice commands by the local
user. Red colour is the default colour for the 3D objects. As we can see in Fig. 7(a), the
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(a) Video panel is hidden        (b) Video panel visible after the voice command

Fig. 6. The environment of the MR telepresence

3D object is far from the local user. Hence, the local user is able to bring the objects
closer to them by giving voice commands to the virtual assistant. Figure 7(b) shows the
3D objects become closer to the local user after the voice commands.

Fig. 7. The 3D object appears (a) at the centre of the table (b) closer to the local user (Color figure
online)

Moreover, we also added commands for the local user to change the texture of the
object into a different texture. As presented in Fig. 8(a), the voice command for changing
the texture of the object is applied to the cube and cylinder objects in the scene. The
texture of both cube and cylinder is changed from brick texture to grass texture as shown
in Fig. 8(b).

This result is achieved as the virtual assistant responds to the voice command
instructed by the local user. The voice command between local user and Alex virtual
assistant as listed in Table 1. To begin interacting with Alex, “Hello Alex” as a greeting.
OnceAlex response, the local user can start to give commands. Ten commands have been
tested in this experiment. The data involves such as video, textures in 2D images, 3D
object including primitive objects and virtual environment with workbench in the mid-
dle space area. Based on the proposed interaction, virtual assistant has planned to speed
up the process when in conventional method, user need to bring UI panel to select the
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Fig. 8. The texture of the 3D object change to (a) brick (b) grass

texture and the different panel shows the object listing where user can click to instantiate
the object.

Table 1. Voice command with response from the virtual assistant.

Voice Commands Virtual Assistant response

Hello Alex Hello there

Alex, play the UTM song Okay, UTM song is play

Alex, pause the song The song is paused

Alex, load the primitive’s object onto the
table

We have cube, cuboid, cylinder and prism. Do
you want to load it all?

Yes, please Okay

Alex, what texture do we have? We have sand, grass, brick wood and metal

Okay apply brick texture to the cube and
cylinder

Brick texture applied

Alex, apply grass texture to both of them Okay, grass texture is applied

Apply wood texture to the cuboid Wood texture applied

Alex create another cube A cube is created

Change the cube colour to yellow The colour is changed to yellow
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4 Conclusion

The goal of this study is to explore and implements the voice command and virtual
assistant features to enhance the interaction in our MR Telepresence system. The voice
command is deployed by the local user using TTS conversation and NLP language to
execute the command. Then, the command will be replied by the virtual assistant in
the MR telepresence using STT conversion. The setup for the MR telepresence has
been discussed. The interaction using voice command is much more reliable and faster
without the requirement of heavy physical movement during the interaction. This will
allow the user to be more immersed and focused on the scene with reduced distraction
from other gestures or movements. In [23], they have performed real hand gesture inMR
with speech to speed up the interaction. Our system local user uses virtual assistant to
spawn the object and change the texture of the object through speech voice commands.
Further improvement in our prototype is to add more six degrees of freedom (6DOF)
object manipulation including translation, scaling and rotation.

However, there are several constrained that are required to be highlighted in future
works. One of the constrain is the network latency or connection. If the network is
lagging, it will increase the chances of the local user being distracted and break the
immersive interaction due to the delayed command. Other than that, it is suggested to
enhance the virtual assistant avatar by training the avatar for artificial intelligent (AI) to
broaden the database of commands and answers. It can be envisioned that the interaction
for business for example smart house of the future using a voice command approach with
the help of a virtual assistant can be implemented in MR telepresence. In this research,
the voice commands have been fixed into several instructions, as this is the initial result
for voice commands and virtual assistant inMR telepresence. For future work, this study
can be extend by performing the evaluation on the voice command accuracy by referring
to [17] for the implementation of voice commands in MR telepresence. Despite that,
another suggestion as future research is to enhance the voice commands by implement
AI in the virtual assistant, to make the instruction more varied.
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Abstract. Photovoltaic cells play a crucial role in converting sunlight into elec-
trical energy. However, defects can occur during the manufacturing process, neg-
atively impacting these cells’ efficiency and overall performance. Electrolumi-
nescence (EL) imaging has emerged as a viable method for defect detection in
photovoltaic cells. Developing an accurate and automated detectionmodel capable
of identifying and classifying defects in EL images holds significant importance
in photovoltaics. This paper introduces a state-of-the-art defect detection model
based on the Yolo v.7 architecture designed explicitly for photovoltaic cell elec-
troluminescence images. The model is trained to recognize and categorize five
common defect classes, namely black core (Bc), crack (Ck), finger (Fr), star crack
(Sc), and thick line (Tl). The proposed model exhibits remarkable performance
through experimentation with an average precision of 80%, recall of 87%, and an
mAP@.5 score of 86%across all defect classes. Furthermore, a comparative analy-
sis is conducted to evaluate themodel’s performance against two recently proposed
models. The results affirm the excellent performance of the proposed model, high-
lighting its superiority in defect detection within the context of photovoltaic cell
electroluminescence images.

Keywords: Deep learning · Detection · Solar panel · Electroluminescence
image detection

1 Introduction

Photovoltaic (PV) cells, also known as solar cells, are a crucial component in the func-
tioning of solar panels and play a vital role in the generation of clean, renewable energy.
As with any technology, PV cells are subject to various anomalies and defects that can
impact their performance and efficiency. Detecting and addressing these anomalies and
defects in a timely manner is essential to ensuring that solar panels operate at optimal
capacity. Anomaly and defect detection in PV cells can be performed through a variety
of methods, including visual inspection, electrical testing, and computer-based image
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analysis. These methods aim to identify and classify different types of anomalies and
defects, including cracks, hotspots, broken cells, shading, etc. By detecting and address-
ing these issues, the efficiency and lifespan of solar panels can be improved, reducing
the cost of solar energy production and promoting the growth of the renewable energy
sector.

Electroluminescence (EL) is a phenomenon in which a material emits light in
response to an applied electric field [1]. This light emission occurs due to the move-
ment of electrons within the material and the recombination of electrons with holes. EL
is widely used in various applications, including displays, lighting, and imaging. In solar
cells, EL refers to the emission of light from amaterial as a result of the flow of an electric
current. This phenomenon is used in PV cells for detecting anomalies and defects. By
applying a voltage to the cell and observing the emitted light, one can identify issues
such as cracks, hotspots, and other defects that can reduce the efficiency and lifespan of
the cell. EL can also be used to determine the quality of the materials used in the cell
and monitor the aging process of the cell. The EL technique is a non-destructive and fast
method for detecting and analyzing defects, making it an important tool for improving
the performance and reliability of photovoltaic systems.

As shown in Fig. 1, a typical setup for EL involves a high voltage source to supply
an electric field across a solar cell sample, the sample is illuminated with a low-intensity
light source, usually from a near-infrared LED, to excite the photovoltaic materials
and generate an electrical current, the resulting light emissions are captured by a CCD
camera, which records the pattern of the light emitted by the sample, the EL image is then
analyzed to detect any anomalies or defects in the solar cell, such as cracks, open circuits
or others [2]. The information gathered from the EL image can be used to optimize the
cell design, improve the cell performance, and identify areas for repair or replacement.
A near-infrared (NIR) CCD camera is a device used to capture and record EL signals
in solar cells, the camera operates in the NIR spectrum and is sensitive to the NIR EL
signals emitted by the solar cell, by using a NIR CCD camera, it is possible to detect
and analyze various types of anomalies and defects in PV cells that cannot be seen with
the naked eye, this technology helps to improve the quality control process of PV cells
and ensure the efficiency and longevity of PV systems [3].

The classification process for PV cell EL typically involves using machine learning
algorithms to analyze the images and classify them into different categories based on
the presence or absence of defects, first, the images are preprocessed to remove noise
and enhance the relevant features. Then, features are extracted from the images using
techniques such as convolutional neural networks (CNNs),which are designed to identify
patterns in the image data, once the features are extracted, they are used to train a
classification model, such as a support vector machine (SVM), to predict the class labels
of new images. The model is trained on a labeled dataset, where each image is assigned
to a specific category based on the type of defect present, such as cracks or broken
cells, the trained model can then be used to classify new images into the different defect
categorieswith a high degree of accuracy. This process allows for automatically detecting
and classifying defects in PV cells, which is crucial for maintaining their performance
and ensuring their longevity [4–6].
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The detection of anomalies in photovoltaic panels refers to the process of identifying
any faults, defects, or damages in these panels. Photovoltaic panels convert light into
electricity and it is crucial to ensure their proper functioning for the efficient production
of electricity. Over time, the method used for detecting anomalies in photovoltaic panels
has improved and evolved. Initially, optical images were used to detect anomalies in
photovoltaic panels. However, this method had certain limitations, as optical images
only provided a limited view of the panels functioning. As technology advanced, more
specific images, such asmulti-spectral, thermal, optical, etc.,were adopted.These images
provide a more detailed and accurate view of the panels functioning, enabling better
detection of anomalies. Multi-spectral images, for example, capture images in different
wavelength ranges, which helps to detect anomalies related to the performance of the
panel. Thermal images capture the heat generated by the panel and can be used to detect
faults in the electrical connections.

In recent years, a growing number of researchers have focused their efforts on utiliz-
ing PV cell EL images to identify and diagnose anomalies in photovoltaic panels. The
task of identifying defects in multiscale electroluminescence images from photovoltaic
cells is difficult because the features tend to disappear as the network becomes deeper
[7]. Bidirectional Attention Feature Pyramid Network (BAFPN) has been proposed in
[8], it combines the feature pyramid network (FPN) with a bidirectional attention mech-
anism, which enables the network to have a better ability to capture and propagate
context information throughout different levels of the feature pyramid, BAF-Detector is
a modification of Faster RCNN + FPN, which incorporates a type of feature pyramid
network (FPN) called BAFPN into the region proposal network, by doing so, it aims
to improve the accuracy and efficiency of object detection by utilizing the advantages
of both Faster RCNN and BAFPN, the aim of the BAFPN is to extract features from
multiple scales and provide high-resolution features for objects of different scales in an
image, the bidirectional attention mechanism also allows the network to attend to differ-
ent regions in the image and make decisions based on the most relevant features, thereby
improving its accuracy and robustness. The complementary attention network (CAN)
has been proposed in [9], CAN is a novel architecture designed to address the chal-
lenging problem of automatic defect detection in solar cell EL images, CAN connects
a channel-wise attention subnetwork with a spatial attention subnetwork sequentially
to suppress background noise features and highlight defect features simultaneously, the
channel-wise attention subnetwork integrates output features extracted by global average
pooling layer and global max pooling layer using convolution operations; additionally,
CAN is embedded into a region proposal network in a faster R-CNN to extract refined
defective region proposals, and construct an end-to-end faster RPANCNN framework
for detecting defects in raw EL images.

The PV cell EL imaging detection still has many challenges. The background in EL
images can be complex and noisy, making it difficult to identify defects accurately. Addi-
tionally, there may be similarities between different types of defects, making classifying
and differentiating them challenging. Researchers are developing advanced techniques
such as deep learning-based approaches, attention networks, and other machine learning
algorithms to overcome these challenges. These approaches aim to improve the accuracy
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and efficiency of defect detection in EL images and are constantly being improved to
address new challenges that arise.

This paper proposes a state-of-the-art detectionmodel calledYolov7 for Photovoltaic
cell Electroluminescence. The model is designed to detect five different classes, namely
black core (Bc), crack (Ck), finger (Fr), star crack (Sc), and thick line (Tl). The paper
presents in-depth details about the model’s architecture. Finally, we compare our results
with those of two other papers that have used different models.

2 Dataset

A dataset has been created for detecting anomalies in photovoltaic cells on a large scale
in [10], this dataset consists of 10 categories, several detection models were investigated
based on this dataset, the best model Yolov5-s achieved 65.74 mAP@.5. The provided
Table 1 shows the models and their corresponding characteristics for detecting defects
in PV cell EL images, the models listed are BAF-Detector, Faster RPAN-CNN, and our
model proposed Yolov7, with PVCEL being the images type, the number of training
and testing images vary among the models, BAF-Detector was trained on 847 images
and tested on 1282, while Faster RPAN-CNN was trained on 847 images and tested on
2782, Yolov7 was trained on 4700 images and tested on 430, the defects that each model
detected were listed as Bc, Ck, Fr, Sc, and Tl. Figure 2 shows a comparison of the ground
truth samples used in this paper and those used in references [8] and [9].

Table 1. Distribution of PV cell EL images datasets in the training/testing.

Ref Model Images type Training Testing

[8] BAF-Detector PVCEL 847 1282

Bc Ck Fr

[9] Faster RPAN-CNN PVCEL 847 2782

Bc Ck Fr

Proposed Yolov7 PVCEL 4700 430

Bc Ck Fr Sc Tl
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Fig. 1. A typical setup for Electroluminescence (EL)

(a)

(b)

(c)

Fig. 2. Compares the ground truth samples prepared to identify the PV cells. a) shows the ground
truth prepared by [8], b) shows the ground truth prepared by [9], and c) shows our ground truth.

3 Methodology

3.1 CNN-Based Detection

RCNN [11], Fast-RCNN [12], Faster-RCNN [13], YOLOv3 [14], YOLOv5 [15], and
YOLOv7 [16] are all state-of-the-art object detection algorithms. Each algorithm uses
different architectures and techniques to detect objects in images or videos. RCNN
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(Region-based Convolutional Neural Network) is a two-stage object detection algorithm
that uses selective search to extract object proposals and then uses a convolutional neural
network to classify each proposal. RCNN was introduced in 2014 and improved with
Fast-RCNN and Faster-RCNN. Fast-RCNN was introduced in 2015 and is a faster and
more accurate version of RCNN. Instead of using selective search to extract proposals,
Fast-RCNN uses a single convolutional neural network to generate feature maps for the
entire image, and then selects regions of interest (RoI) from those feature maps. Faster-
RCNN was introduced in 2015 and built upon the improvements made in Fast-RCNN.
It uses a Region Proposal Network (RPN) to generate proposals instead of using the
selective search or a separate network. ThismakesFaster-RCNNfaster andmore accurate
than previous versions of RCNN. Faster-RCNN achieves state-of-the-art performance
on various object detection benchmarks, including COCO and VOC. Yolov3 is a real-
time object detection algorithm that identifies specific objects in videos, live feeds, or
images.Yolov3 uses a few tricks to improve training and increase performance, including
multi-scale predictions, a better backbone classifier, and more. It achieves state-of-the-
art performance on the COCO dataset. Yolov5 is a family of compound-scaled object
detection models trained on the COCO dataset. It includes simple functionality for Test
Time Augmentation (TTA), model ensembling, hyperparameter evolution, and export
to ONNX, CoreML and TFLite. Yolov5 achieves state-of-the-art performance in both
speed and accuracy. Yolov7 is the fastest and most accurate real-time object detection
model for computer vision tasks. It was introduced in 2022 and used a trainable bag
of freebies to set a new state-of-the-art for real-time object detectors. Yolov7 achieves
state-of-the-art performance on the COCO dataset and outperforms its competitors in
terms of speed and accuracy.

3.2 Yolov7 Architecture

The overall architecture of the Yolov7 model is shown in Fig. 3. The stem refers to the
initial layers that process the input image before it is passed through the backbone layers.
The stem layer is typically composed of a sequence of convolutional layers, max-pooling
layers, and batch normalization layers that help extract low-level features from the input
image. The output of the stem layer is then passed to the backbone layers for further
processing and feature extraction.

The term backbone refers to the feature extractor part of the network, which is
responsible for extracting high-level features from the input image. The backbone typi-
cally consists of several convolutional layers and is usually pre-trained on a large dataset,
E-ELAN (Extended efficient layer aggregation network) is a computational block used
in the Yolov7 backbone. It has been designed to improve the speed and accuracy of the
Yolov7 model by analyzing the following factors that impact both speed and accuracy:
memory access cost, I/O channel ratio, element-wise operation, activations, and gradient
path.

Spatial Pyramid Pooling Cross Stage Partial Connection (SPPCSPC) is a technique
used in object detection Yolov7, which is applied as a third step after the stem and
backbone. SPPCSPC combines two techniques: Spatial Pyramid Pooling (SPP) and
Cross Stage Partial Connection (CSPC). SPP is a technique that allows a CNN to receive
input images of various sizes and scales by pooling the features over various regions of the
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image. CSPC, on the other hand, connects the input and output of a convolutional layer
across multiple stages, allowing the model to learn more complex features. SPPCSPC
uses SPP to generate fixed-length featuremaps from input images of various sizes, which
are then fed to the CSPC module. The CSPC module connects the output of one stage
to another stage’s input, allowing the model to learn features of different scales and
complexities. By using SPPCSPC, object detection models are able to process images of
various sizes and scaleswhile also learning complex features, resulting in better accuracy
and performance.

Furthermore, Yolov7 applied CSP-OSA is an improved version of the Cross Stage
Partial network (CSPNet), a backbone network used for object detection in computer
vision. CSP-OSA stands for Cross Stage Partial network with Orthogonal Spatial Atten-
tion, which combines the CSPNet architecture with an attention mechanism called
Orthogonal Spatial Attention (OSA). This attention mechanism is designed to improve
the ability of the network to attend to important features while suppressing irrelevant
features. The combination of the CSPNet and OSA in CSP-OSA has shown improved
performance in object detection tasks compared to the original CSPNet.

In object detection models, we have two heads, the lead head and auxiliary head
refer to two separate paths in the network used to predict the final output. The lead
head is responsible for predicting the bounding box coordinates, objectness score, and
class probabilities for the detected objects. The auxiliary head is a secondary path that
provides additional information to the network to help improve its predictions. It may
take intermediate features from the backbone network and use them to predict additional
outputs that can help refine the lead head’s predictions. During training, the loss is
calculated for both the lead head and auxiliary head based on the same soft labels that
are generated. Ultimately, both heads get trained using the same soft labels. Finally, the
loss function is calculated for both the lead head and the auxiliary head based on the
same generated soft labels. However, the difference between the loss functions for the
two sub-networks lies in their weighting. The lead head’s loss is given more weight than
the auxiliary head’s loss, as the lead head is responsible for making the final predictions.

Fig. 3. Yolov7 detection steps: the four key components
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3.3 Mathematical Model

In model pipelines, one of the initial steps is to resize the input image to a fixed size to
ensure consistency across all input images, the input image is resized to 640 x 640. This
fixed size can also simplify subsequent processing steps in the object detection pipeline.
We can express the formula in the following way:

Iresized(x, y, c) = 255

max
(
Ioriginal

) Ioriginal

(⌊
x

sx

⌋
,

⌊
y

sy

⌋
, c

)
(1)

where Ioriginal is the original input image, Iresized is the resized image, (x, y, c) are the
pixel coordinates and color channel of the resized image, sx and sy are the scaling factors
in the x and y directions, and max

(
Ioriginal

)
is the maximum pixel value in the original

image, in image processing, 255 is often used as the maximum value for pixel intensities
in an 8-bit image, note that this formula assumes that the scaling factors sx and sy are
chosen such that the aspect ratio of the original image is preserved.

The second step in object detection involves feeding the resized image obtained from
the previous step into a CNN, the purpose of this step is to extract relevant feature maps
from the input image that will help the model detect objects accurately. Convolutional
layers are a fundamental building block of CNNs, and they consist of a set of learnable
filters that are convolved with the input image to produce a feature map, these filters are
designed to detect various features of the input image, such as edges, corners, and other
relevant patterns. The output feature maps are then passed through additional layers of
the network to further refine the detected objects. The formula can be defined as shown
below:

conv(x)ijk = bk + ∑
l = 1Cin

Hf∑

m=1

Wf∑

n=1
wk
lmnx

(j−1)Sw+n(q−1)+p2
(i−1)Sh+l(m−1)+p1

(2)

where bk is the bias term for the kth filter, wk
lmn is the weight for the kth filter, Sh and

Sw are the horizontal and vertical strides, p1 and p2 are the padding values, and Cin,Hf ,
andWf are the number of input channels, filter height, and filter width, respectively, the
output dimensions of the convolution layer are determined by the input size, filter size,
stride, and padding. The dilations and groups parameters are not explicitly used in this
formula, but they affect the weight and bias values used in the convolution operation.

The sigmoid function ensures that the probability values are in the range of [0, 1],
which makes it easier to compare them and to decide whether an object is present in
the image or not. Therefore, the sigmoid function plays a critical role in the detection
process, as it helps to interpret the output of the convolution layer in a meaningful way.
We can define the equation as follows:

σ(x) = 1
1+e−x (3)

where σ is the sigmoid function and x is the input.
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Max pooling is an operation that is commonly used in neural networks, including
those used for object detection. It is a form of down-sampling that reduces the spatial
size of the feature maps by taking the maximum value within a certain window, typically
a 2 × 2 window, and moving that window across the entire feature map. The output of
the max pooling operation is a new feature map with smaller dimensions, but with the
same number of channels as the input feature map. The formula can be formulated as
follows:

Oi,j,k = 1
max
m=0

1
max
n=0

I(i+m·strides[0]),(j+n·strides[1]),k (4)

where I is the input tensor, O is the output tensor, i and j are the spatial indices of the
output tensor, and k is the channel index.

In object detection models, concatenation refers to the operation of concatenating
the output feature maps from multiple previous layers into a single tensor, which is then
passed to the subsequent layer. The multiplication operation usually involves element-
wisemultiplication of two tensors. The addition operation usually involves element-wise
addition of two tensors. These operations are used to combine information frommultiple
layers to improve the detection accuracy. We can express the formulas in the following
way:

Concatenation:

concat(x1, x2, . . . , xn) = [
x�
1 , x�

2 , . . . , x�
n

]� (5)

Multiplication:

y = x1 × x2 (6)

Addition:

y = x1 + x2 (7)

where x1, x2, . . . , xn are the input tensors and y is the output tensor. Note that the shapes
of the input tensors must be compatible for these operations to be valid.

The evaluation in object detection is a crucial step in assessing the performance of a
model. The evaluation metrics commonly used in object detection are recall, precision,
F-score, and intersection over union (IoU). The recall is ametric that measures the ability
of the model to detect all positive samples. It is the ratio of the true positive (TP) samples
to the sum of TP and false negative (FN) samples. Precision measures the ability of the
model to detect only the positive samples correctly. It is the ratio of TP samples to the
sum of TP and false positive (FP) samples. F-score, or the F1 score, is the harmonic
mean of recall and precision, providing a balanced measure between these two metrics.
IoU measures the degree of overlap between the predicted and ground truth bounding
boxes. It is the ratio of the area of intersection to the area of union between the predicted
and ground truth bounding boxes. These metrics are typically used in object detection to
evaluate the performance of a model on a test dataset. The higher the recall, precision,
F-score, and IoU, the better the model’s performance.

Recall = TP
TP+FN (8)
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Precision = TP
TP+FP (9)

F1 = 2 · Precision · Recall
Precision+ Recall (10)

IoU = Area of Overlap
Area of Union = TP

TP+FP+FN (11)

In the above formulas, TP represents the number of true positive detections, FN
represents the number of false negative detections, and FP represents the number of
false positive detections.

4 Results and Discussion

4.1 Training Process

The training process involves training an object detection model to classify input images
into five classes: black core, crack, finger, star crack, and thick line. The training set
consists of 4700 PV-C-EL images that belong to these classes. The number of epochs
used for training is 80, which means that the entire training dataset will be used 80 times
to update themodel parameters. During each epoch, the model will use a batch of images
to compute the gradients of the loss function, which measures the difference between
the predicted output and the actual output. The optimizer will use these gradients to
update the model parameters to minimize the loss. This process is repeated for each
batch of images until the end of the training epochs. The evaluation of the trained model
will involve bounding box loss, objectness loss, and classification loss. Furthermore, the
training process includes the validation of themodel,where a set of 432 validation images
will be used to evaluate the model’s performance. The evaluation of the model on the
validation set will include measuring the losses, such as bounding box loss, objectness
loss, and classification loss. Additionally, all models were evaluated in terms of recall,
precision, and mAP@.5.

As we see in Fig. 4(a), bounding box loss is used to measure the difference between
the predicted bounding boxes and the ground-truth bounding boxes; the values of bound-
ing box loss are usually small and gradually decrease during training in the case of the
given data, the values of bounding box loss start from 0.0708 and gradually decrease to
0.02157 after 80 epochs of training. Objectness loss is used to measure the confidence
score for the predicted bounding boxes, the values of objectness loss are usually smaller
than those of bounding box loss and also gradually decrease during training, in the
given data, the values of objectness loss start from 0.008271 and gradually decrease to
0.00357 after 80 epochs of training. Classification loss is used to measure the difference
between the predicted class labels and the ground-truth class labels, the values of classi-
fication loss are usually the smallest among the three types of losses and also gradually
decrease during training, the values of classification loss start from 0.01963 and grad-
ually decrease to 0.0008734 after 80 epochs of training. The gradual decrease of loss
values during training indicates that the model is learning and becoming more accurate
in detecting objects. The values of loss in the given data suggest that the training process
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is progressing well and the model is achieving good results. As shown in Fig. 4(b), the
validation results measure the losses, including bounding box loss, objectness loss, and
classification loss, using the same analysis criteria as the training set.

As shown in Fig. 5, the mAP@.5 values provided show the model’s performance at
different epochs during validation, the mAP@.5 values range from 0.18 to 0.87, with
a general increasing trend in performance as the model is trained. A higher mAP@.5
indicates better performance in detecting objects. Similarly, the recall values provided
show the fraction of true positives detected by the model, the recall values range from
0.178 to 0.864, with a general increasing trend in performance over epochs. Lastly,
the precision values provided show the fraction of true positives to the total number
of predicted positives. The precision values range from 0.39 to 0.998, with a general
decreasing trend in performance over epochs. In general, a good object detection model
should have high precision, recall, and mAP@.5 values.
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Fig. 4. Shows the training process for calculating losses during both: (a) training, (b) validation.



170 A. A. Al-Dulaimi et al.

0 10 20 30 40 50 60 70 80
Epochs

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

%

P
R
mAP@.5

Fig. 5. Shows the validation performance based on recall, precision, and mAP@.5.

4.2 Testing Models

In the testing process, there are a total of 430 images, with five different classes: black
core (Bc), crack (Ck), finger (Fr), star crack (Sc), and thick line (Tl), the number of labels
for these classes is 99, 165, 319, 20, and 152 respectively, the evaluation metrics used
to analyze the results of the testing process include recall, precision, and F-score, with
the average of all classes calculated to determine the mAP at the IoU threshold of 0.5.
Figure 6 shows the results of all classes based on themetricsmentioned above. In Table 2,
we can see that the model achieved high precision and recall for the Bc class, indicating
that it is able to identify these objects accurately. The Ck class has lower precision and
recall, suggesting that the model has more difficulty with these objects. The Fr class
has relatively high precision and recall, indicating that the model is performing well on
these objects. The Sc class has lower precision but high recall, suggesting that the model
identifies most of the positive examples but also produces many false positives. The Tl
class has high precision and recall, indicating that the model is accurately identifying
these objects. Overall, the mAP at a threshold of 0.5 for all classes is relatively high,
suggesting that the model is performing well across all classes.

Table 3 compares the performance of three different object detection models in
detecting anomalies in photovoltaic cell electroluminescence images. The first model is
the BAF-Detector, a model proposed in a previous paper that can detect three categories
of anomalies. The second model is the RPAN-CNN (GAP&GMP), another previously
proposed model that can also detect three categories of anomalies. The third model is
the one proposed in this paper, which uses Yolov7 and can detect five categories of
anomalies. The table shows the mAP of each model at a confidence threshold of 0.5.
The mAP@.5 metric measures how well the model performs in terms of precision and
recall. The results show that while the BAF-Detector and RPAN-CNN models perform
well in detecting three categories of anomalies, the model proposed in this paper has a
slightly lower mAP but can detect five categories of anomalies, making it more versatile
for detecting defects in photovoltaic cells.
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Fig. 6. Testing process results based on recall, precision and F-score metrics.
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Figure 7 displays eight images that the proposed detection model for photovoltaic
cell electroluminescence has detected. The image set has been chosen to demonstrate
the effectiveness of the detection model for identifying different types of defects in pho-
tovoltaic cells. The figure shows how the model has successfully detected and localized
the different types of defects in the images, including Bc, Ck, Fr, Sc, and Tl. The model
accurately identifies the location and type of each defect and produces a bounding box
around it. Overall, the visualization of the final detection results in this figure indicates
the effectiveness of the proposed detection model for identifying and localizing various
types of defects in photovoltaic cell electroluminescence images.

Table 2. Precision, recall, and mAP scores for each class.

Classes No. of images No. of labels P R mAP@.5

Bc 430 99 0.96 0.93 0.97

Ck 430 165 0.65 0.74 0.72

Fr 430 319 0.83 0.88 0.88

Sc 430 20 0.71 0.90 0.85

Tl 430 152 0.84 0.87 0.89

Table 3. mAP@.5 for all classes

Detector Number of categories mAP@.5

BAF-Detector [8] 3 0.88

RPAN-CNN (GAP&GMP) [9] 3 0.873

Our (Yolov7) 5 0.864

Fig. 7. Visualization of final detection results for fault detection on PV cells.
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5 Conclusion

This research presented cutting-edge models for detecting defects in photovoltaic
cells using electroluminescence images. The proposed model leverages advanced deep
learning techniques, showcasing remarkable performance with an impressive overall
mAP@.5 score of 86%. It also exhibits high precision and recall rates across all five
classes. These outstanding results serve as evidence for the effectiveness of the proposed
model in accurately identifying defects, thereby contributing to the enhancement of the
quality and reliability of photovoltaic cells and the overall efficiency of solar energy
conversion systems.

Future endeavors could focus on further refining themodel’s performance for specific
types of defects, delving into the intricacies of their detection. Additionally, exploring
real-world applications and evaluating the practical implementation of the proposed
model would be valuable areas of investigation for future research.
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Abstract. The research presents a model for detecting potential security attacks
in the Industry 5.0’s Internet of Things (IIoT) model using an Anomaly Detection
Algorithm, with Blockchain technology to further enhance security. One-class
Support Vector Machines (SVM) is used as the Anomaly Detection Algorithm,
to identify any unusual behavior in the IIoT system. The proposed model ensures
the integrity of data by implementing the decentralized features of Blockchain
technology. This paper aims to address the current security challenges faced by
Industry 5.0 and enhance the reliability of the IIoT model. Since Industry 5.0 is
not here yet, hypothetical data is used to train the model which is generated after
seeding using Numpy. The Blockchain technology enhanced the overall security
of the Industrial Internet of Things (IIoT) model whereas, to secure it even fur-
ther by detecting anomalous activities, themachine learning algorithm is proposed.
Anomaly detection algorithmwithGaussian distribution is proposed throughOne-
class SVM. The threshold for an activity to be classified as unusual or anomalous
is discussed in the paper alongwith the difference between classification algorithm
and anomalydetection algorithm.The research implementedOne-class SVMalgo-
rithm to train the model by randomly seeding data using Numpy with an average
accuracy of 92.8% after 5 different runs with different datasets. The algorithm also
focused on other applications of the model like detection of faulty driver, device,
or equipment.

Keywords: Artificial Intelligence · Machine learning · Blockchain · IIoT ·
Industry 5 · Anomaly Detection Algorithm · Gaussian distribution

1 Introduction

The existing technologies and models are being upgraded to new levels because of the
improvement in some of the technologies like Artificial Intelligence, Blockchain, IoT,
etc. Most of the domains are grateful to these technologies as their flow is dependent on
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them. The world is stepping into a new world where the interaction between humans and
machine will increase drastically. Even a lot of places like restaurants, stadiums, clubs,
etc. are using varieties of machines to ease their work and labour. In the research, the
trending, powerful and futuristic technologies are studied along with implementation of
the integration. The aim of the research is to provide the security and is useful for the
next industry and also for any major model that deals with sensitive data and requires
an advanced security model.

Internet of Things (IoT) is everywhere these days, however, it is not the best version
of its true capability. As the device communication increase, the network needs to be
stronger and after that comes the model power of the device, which is, is it able to
communicate well and perform the task well for which it is made. Improving the IoT
would surely solve these issues. IoT are classified in various category mostly based
on their applications like IoNT, IIoT, etc. In this study, we will focus on the Industrial
Internet of Things (IIoT). As its name says, it is an extension of the IoTwhich is primarily
developed for the industrial application. Since we are on the verge from going to Industry
5.0 from Industry 4.0, we could only reach after some major improvements in the IoT.
The device-to-device communication can be made faster by using networks like 5G
or 6G [1], but its security cannot be guaranteed. Moreover, as the IoT will replace all
traditional tools and will spread in every home all over the world, one weak frame or
loophole will let the hacker get access to all the devices and its data, which would be a
disaster. Therefore it is the need of the model to be secure. In the further sections, the
paper discusses how the security can be implemented in the model along with making
it intelligent to detect any kind of bugs, objects, etc. that might harm the system [3].

Blockchain technology is considered as an ideal system for security and it does stand
up to its reputation. It is a decentralized system, which means that the authority or power
is not central (controlled by one who could modify for selfish reasons), but distributed.
All the changes are tracked in the system which makes it one of the most organized
too. One of the most important feature it has is its ability to encrypt the data and store
it in that form, it cannot be changed back to normal without the correct algorithm and
methods. Encryption is a major part of the blockchain but this is not the only ability it
has, one of the most impressive and the one from where it got its name is the “chains” of
blocks. Each block stores the address of the previous hash and so on, this makes a chain
of block and so comes the name Blockchain. The research proposes the blockchain for
the IIoT model to improve its security at its best [10]. The research proposes blockchain
with 256-bit AES encryption method. This would contribute to a better understanding
of AI and Blockchain integration in the real world.

Artificial intelligence, often referred to as AI is one of the most powerful technology
on the planet if not the best. It is often seen as the future of humankind. However, the
development of AI is not enough for it to be called truly intelligent. Artificial intelligence
is a broad term and there are its sub field which are its main core, they are machine
learning and deep Learning. Machine learning is implemented by the research to detect
the anomaly. Now to dive into themachine learning domain, there are mainly two types –
Supervised learning and Unsupervised learning [3]. Just alongside of Unsupervised
learning, lies another subtypes like Recommender systems, Dimensionality reduction,
etc. and this is the domain where the Anomaly detection algorithm belongs to [11].
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Anomaly detection means to detect those objects, entities or things which are not
usual or which are different than the rest of their own. For example, in a pride of 20
lions, there is a black lion (a very rare specimen), this is a small and easily detected
example, 100000 batteries with full charge but 11 of them are faulty as they do not
have any charge. These are examples of anomalies in the data, and the detection of
these anomalies is called as Anomaly detection which could be based on Visuals or its
features from the rest. One important thing to note here is that the anomalies are different
than classification. The paper discusses it in later sections, how they are both different
and why do we actually need the anomaly detection algorithm if we already had the
classification algorithm. The upcoming sections also gives the detailed implementation
of the algorithm along with the theoretical concepts of the anomaly detection algorithm.

The advent of Industry 5.0 has brought about a newwave of innovation in the field of
industrial internet of things (IIoT). With increasing digitization of industrial processes,
the need for securing these systems has become a top priority. Anomaly detection algo-
rithms play a crucial role in identifying potential security threats in IIoT systems. This
paper presents an innovative approach to anomaly detection by combining the robustness
of blockchain technology with the power of one-class support vector machines (SVM).
The proposed system uses blockchain to store and verify the authenticity of the data,
while one-class SVM is used to detect anomalies in the data. The proposed system aims
to improve the accuracy and security of anomaly detection in the IIoT model of Industry
5.0, thus preventing potential security attacks.

2 Related Work

Various research that were based on the same technologies as this paper were studied
and below is the discussion of some of the references.

P. Pant et al. [1], research is based onArtificial intelligence and blockchain integration
with IIoT in the 5G environment of industry 5.0. The research proposed the supervised
learning algorithm like multivariate linear regression and Artificial Neural Network for
the IIoT. This research presents future work as it proposes the unsupervised learning
algorithm for the IIoT as a security purpose.

W. Liu et al. [11], an architecture based on a dual-threaded blockchain was suggested
in this paper to identify large-scale abnormalities in intelligent networks. Then, an adap-
tive encoder is used to implement anomaly detection. The research used blockchain
on intelligent network and then the anomaly detection. Our research implements the
blockchain for real-time data security and then the anomaly detection is added as a
secondary layer of security to detect any kind of potential security attacks.

Z. Il-Agure et al. [13], paper proposed a link mining tool for the blockchain that
is based on anomaly detection. This is for the IoT devices which had the blockchain
network. Our research implements the optimized anomaly detection algorithm for the
IIoT that is using blockchain for real-time data security.
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M. Signorini et al. [14], presented a framework called as BAD (Blockchain Anomaly
Detection). This framework was focused to reduce the false positive rate of the output.
The goal was to detect the anomalies in the blockchain based system with a reduction
in the false positive result. Our research fills the research gap and proposes a model that
is practical as it is implemented for the IIoT.

The concepts of machine learning especially anomaly detection algorithm which
were put forward by Andrew NG were studied by the author and they are grateful for
the mathematical concept taught by him in his courses.

3 Proposed Methodology

In this section, the implementation of the Anomaly detection algorithm along with its
theoretical concept is discussed. After that the blockchain integration is studied as well.

3.1 Understanding the Security Problem in IIoT

IIoT is definitely the future and themedium for human-machine interaction. The security
attacks would be much easier and dangerous as there could be increase in devices,
networks and models, and so in the weak spots as well. First we need to understand how
the interaction between humans and machine would take place, refer the Fig. 1.

Fig. 1. Security attacks in IIoT

The attackers could inject scripts of malicious code that would alter the original
program, they could inject any kind of virus to shut system or even Database injection
to get access of the database. The network hijacking is also possible which would allow
the hacker to get access to all the devices and communications [20]. All of these attacks
could be handled and detected earlier and be dealt with. The data would be the main
target of the attacker, so the blockchain would keep it secure and make sure that there
are no contacts with the data blocks from unauthorized party. The machine learning, on
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the other hand would hinder such attacks to happen as it would be different from the rest
of the program.

3.2 Why Anomaly Detection Algorithm? Why Not Classification?

To detect any malicious and faulty activity beforehand, the anomaly detection algorithm
will be used in the model. To some people, the anomaly detection algorithm might look
similar to classification but they are not. Even some may suggest to use classification to
classify the anomalies but this would not be optimal.

First thing to understand is that anomalies are quite rare that is, refer Eq. (1)

number of anomalies � number of normal objects (1)

Second thing is that, the anomalies and normal objects are same and they belong to
a same group, however they differ in some property or performance due to their faulty
nature, which makes them anomalous. Although the implementation and concept may
look similar but the meaning is totally different, hence there is an algorithm for anomaly
detection.

For classification, the main idea is to classify various ungrouped objects into a group
or a category, example could be, among 1000 animals, classify them as ‘cat’ or a ‘dog’.
Now both are different species and hence would belong to a different group. This is
classification, however, let’s say that in a pack of 1000 dogs, there are 2 different species
animals we need to find, this is an anomaly and hence the difference in the concept.

Thirdly, for classification, we already know the number of classes or category and
we know all the dataset would go in one of the category. But, for anomaly, we don’t
know if there is any anomaly, that is why it is unsupervised learning. It is also crucial to
understand that the dataset is unlabelled for anomaly detection algorithm whereas the
classification requires labelled dataset.

3.3 Requirements for the Model

Before the development of model start, our system needs to be ready to take the load
and process the model. The below Table 1 describes the technologies and requirements
for the algorithm to be implemented.
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Table 1. Requirements for the model

Model Requirements Solutions/Fulfilments

Programming language Python (Recommended), R

System RAM At least 4 GB RAM is recommended, 4+ would be great as larger
amount of data could be trained faster

IDE Anaconda Navigator, Jupyter notebook, VS code, Python IDE – This
would be the choice of the developer

Libraries (For Python) Numpy, Pandas, Matplotlib, Seaborn, Sklearn, etc.

Conceptual knowledge Probability, Statistics, Linear Algebra, Programming in python, Data
Structures, Gaussian Distribution, Threshold, etc.

Data Data should be cleaned (If not clean, then must be pre-processed), In
CSV or excel

3.4 Threshold for an Anomaly

As we have seen above that the anomalies are quite rare, hence the threshold for an
example to be an anomaly would be low as well. If the threshold is larger or even half,
then almost half of the example would be marked as an anomaly which would create
tense condition in the model and it will not work properly. As a probability measure, the
anomaly should range below 0.2 or above 0.8. One important thing to understand is that
it also depends on the problem statement and the dataset, the value of the threshold may
change. Threshold is the most important part of the model as on its basis the anomalies
would be marked. If it is too large, even the legal activities would be marked as anomaly
and if it is too low, some anomalous activities might escape and cause harm to the system
[22].

Let the threshold for anomaly be ‘ε’. p(x) is the probability of an example ‘x’ to be
an anomaly. Therefore, the condition for an example to be anomalous is given in Eq. (2).

p(x) < ε (2)

3.5 Implementation of the Algorithm

The Gaussian distribution (also referred to as the normal distribution) is required for the
implementation of anomaly detection algorithm, so some of the terminologies are –

ℵ − Gaussian;∼ − distributed as;μ − Mean; σ 2 − Variance (3)

For ‘x’ to be a distributed Gaussian with mean ‘μ’ and variance ‘σ2’

x ∼ ℵ(μ, σ 2) (4)

More the example is in denser region of Gaussian distribution, lesser chances for it
to be an anomaly. The Gaussian density would be highest in the part where there are
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large number of example congested together. It would slowly become less dense as it
spreads.

The implementation of the algorithm would require to understand the concept and
use of the following equations.

Trainingset − {x1, x2, x3, x4, . . . , xm−1, xm} (5)

The training set is represented as x^i, where i = 1,2,3…,m as shown in Eq. (5).
Since this is unsupervised learning so the dataset is not labelled. Each example would
be represented as part of a probability equation with mean and variance passed with the
input as per Eq. (6). The ‘n’ represents the feature as ‘j’ = 1,2,3,…,n

p(x) = p
(
x1, μ, σ 2

)
· p

(
x2, μ, σ 2

)
· p

(
x3, μ, σ 2

)
· · · · · p

(
xn, μ, σ 2

)
(6)

The above Eq. (6) is the conceptual representation to understand the algorithm
implementation, this would be simplified as-

p(x) =
∏n−1

j=0
p(xij;μj; σ 2

j ) (7)

This would be the final implementation after the fitting of parameters, which are μ_j
and σ_j^2, where j = 0, 1, 2, 3, …, n−1. After the fitting, the model would be ready for
testing and deployment. The Eq. (2) would be used to flag the anomaly that is produced
after the Eq. (7).

3.6 Testing of the Model and Deployment

After the successful training of the model with the help of Gaussian distribution, now
the testing will take place. First the cross validation set will be used and then the testing
set.

The cross validation set - {x1cv, x2cv, x3cv, . . . , xmcv}
The Testing set – {x1test, x2test, x3test, . . . , xmtest}
After the successful testing of the model, it would be ready for deployment in the

industry 5.0 environment alongside of the IIoT and blockchain.

3.7 Blockchain for the IIoT

Blockchain technology is often considered the ideal technology for security which
ensures the integrity of the data and transaction because of its decentralized system.
The IIoT deals with a lot of data and communication, hence the data is in real-time
which requires a system capable enough to handle it and provide security at the same
time. The IIoT consists of network between devices and performs device-to-device or
machine-to-machine communication with human interaction. The blockchain would
help to store the data and perform secure communication between the devices.

The below Fig. 2 shows the structure of the blockchain and why is it named as it is.
It describes the encrypted data and the chains that connects in block in order to ensure
the data integrity.
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Fig. 2. Structure of Blockchain

As the data would be in real-time so the data storing would also require a strong and
secure system. To understand the process of how the data or transaction would take place
and added in the blockchain, refer the below Fig. 3 which shows the proposed blockchain
for the IIoT and describes the process step by step, how the transaction would be added
in the blockchain.

Fig. 3. Process of Block addition
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4 Result and Discussion

It is important to understand that the data to train the model does not exist yet because
the Industry 5.0 isn’t here. Because of this, the research used “Hypothetical data” to train
the anomaly detection model. The data is generated using the random seed method by
the research. The Fig. 4 is the screenshot of the code that shows the method to randomly
seed the data using the Numpy module.

Fig. 4. Code to randomly seed the data using Numpy

The research used the OC-SVM (One Class Support Vector Machine) for anomaly
classification, which is one of the best anomaly detection algorithm. After seeding the

Fig. 5. Plotting of Inliers and Outliers for Training and Testing data
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data and training themodel, the belowFig. 5 shows theplottingof testing and trainingdata
which has labels inliers and outliers for non-anomalous and anomalous data respectively.

After training the model, the result is represented by Fig. 6. The Fig. 6 generates two
scatter plots that show the training and testing data with the predicted outliers marked
in red and the inliers marked in green.

Fig. 6. Inliers and Outliers representation

The abovemodel can nowbe successfully deployed in the realworld after training the
model using real world data. The proposedmodel has an average accuracy of 92.8% after
5 different runs with different datasets to ensure stability of the model. The blockchain is
proposed to be added with the 256-bit AES encryption method that would be imported
with the encryption modules like Bcrypt which the Industry 5.0 would have inbuilt since
it is based on Blockchain.

To have better analysis of the research, the paper have some research questions as
RQs. They are based on the research and gives focus on theory of the paper.

RQ1. Can we implement the classification algorithms like Logistic regression for
anomaly detection?

Answer: As discussed in the section where difference between classification and
anomaly detection is described, the answer would be No. It is because, the dataset
would not be labelled like the supervised algorithms need. Along with that, the anomaly
detection is not classification of anomaly but to detect the unusual out of the usual.
Therefore logistic regression, which is a classification algorithm of supervised learning
cannot be used for anomaly detection, even if it is modified to do so, it won’t give just
as good result as the actual algorithm.

RQ2. Why the threshold matters for the algorithm and why is it so low?
Answer: The threshold is really important as it is the condition to mark the example

as an anomaly or not. Anomalies are rare and it would not be advised to mark a large
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number of example as anomaly as the model may become slow and produce many false
positives [14].

RQ3. Pictorial representation of the model.
Answer: The below Fig. 7 shows the architecture of the final model with blockchain

andmachine learning in IIoTof industry 5.0. Thefigure shows how themarked anomalies
are not allowed to enter the model and the attack is prevented by the proposed model.

Fig. 7. Proposed model diagram

RQ5. How is the data divided for the overall development of the model and why?
Answer: The dataset is divided using the 60%-20%-20% rule which means that the

training set would be the 60%, cross validation set would be 20% and the testing set
would be 20%. This would ensure that the model is efficient and the parameters are fitted
correctly.

5 Conclusion

The world is stepping in an era where the Human-Machine and Machine-To-Machine
interaction will rise significantly. The drastic rise in these interaction leads to the need
for a securemodel so that the data could be safe from the hands of attackers. The research
integrated the Blockchain technology in the IIoT model, which is an extension of the
IoT, to improve its overall security and gave it anti-corruption powers. However, to
add an extra layer of security, Machine learning is also proposed and integrated by the
research. The anomaly detection algorithm form the domain of machine learning is used
by the paper. The anomaly detection algorithm detects any kind of activity that is unusual
and marks it as an anomaly. This activity could be any kind of attack from the side of
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hacker, injection of some virus, unusual data, unwanted scripts, sudden changes in the
IIoT, etc. Such activities are usually done by the hackers to get into the model and steal
from it. Our secondary layer of security, which is the machine learning algorithm would
protect from such attacks whereas the primary layer, the blockchain would prevent any
kind of unwanted interaction with the data or the model. This would give the ultimate
security to the model for Industry 5.0, hence the research proposes these algorithm and
methodologies for the practical approach towards the development of IIoT model for
the Industry 5.0. By integrating One-class SVM as an Anomaly Detection Algorithm
with blockchain technology in the IIoT model of Industry 5.0, it is possible to improve
the overall security of the system and prevent potential security attacks. The use of
an Anomaly Detection Algorithm helps to detect any suspicious activity and prevent
it from causing damage to the system. By combining this with the decentralized and
secure nature of blockchain, the security of the IIoT model can be further strengthened.
This integration can play a crucial role in ensuring the safe and secure functioning
of Industry 5.0’s IIoT model and safeguarding it from potential security attacks. The
research encourages other researchers to study and implement some future work of this
research like what to do after an anomaly is found, how to deal with it and safeguard
the model. Even the Deep Learning can be integrated in the model in place of machine
learning to make the system even more advance.
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Abstract. The COVID-19 pandemic infected billions of people worldwide. The
government has taken a number of steps to control infection cases, but due to
frequent changes in variants, it is difficult to control the infection rate, and taking
precautions over a long period of time is infelicitous. Any correlation between
the virus’s ascendancy and changes in climate or temperature is difficult to detect.
In this research, different countries, and seasons have been investigated to assess
the relationship between temperature and the rate of infection. In predicting the
infection rate of new cases, popular deep learning (DL) methods, long short-term
memory (LSTM), and gated recurrent units (GRUs) have been applied here. Infec-
tion caseswere visualized, including the timeperiod fromprevious data. Individual
countries have particular weather conditions that vary between countries; for this
reason, the temperature has taken in a specified range in seasonal-based forecast-
ing. To specify a particular temperature or season is challenging but combining
season and temperature from past data generated a pattern. It shows that the high-
est number of infection cases reached at a certain time of the season and found a
seasonal effect on COVID-19.

Keywords: COVID-19 · Seasonal effect · Deep learning · Temperature ·
LSTM · GRU · Seasonal temperature · Infection Rates · Temperate weather

1 Introduction

The COVID-19 pandemic began in 2019 and spread throughout the entire world; many
organizations or individuals claimed that this pandemic originated in China, albeit China
is reluctant to concede such an accusation. Since 2019, the population has been targeted
by the coronavirus and its various variations, posing the biggest threat to the economy,
healthcare, and governance. At the beginning of the epidemic, exposure to infected
patients was difficult and drawn out. Deep learning (DL) is one of the possible solu-
tions that will soon be combined and developed with clinical tests to allow the accurate
detection of infection cases and take the initial steps automatically [1]. The spread rate
of COVID-19 is contingent on time, situation, weather, population and lifestyle, and
quite varied region. Considerable strategies have been solicited in locating and assess-
ing the superseding measure of infectious conditions. Whenever an epidemic extends
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from a region or country from various perspectives over time, especially climate cycle
variations or viral transmission through the period, these records are determined by
non-linear attributes [2]. Analyzing diverse COVID-19 data sets, it has been established
that infection cases evolved rapidly over a certain period of time. Many mathematical
model area units are used to predict and evaluate the progression of proven affected
cases individually [3]. Area units acquired several modeling, estimation, and statement
approaches to deal with this pandemic.

The DL approach Recurrent Neural Network (RNN) has been used to predict the
possible infection rates. Compared to supervised learning, it is a challenge in training
input areas to find a perfect pattern which is learned by ML mechanism for solving a
complex data set and finding relationships in pre-sized output sets [4]. Artificial Neural
Network (ANN) layers have single or multiple combinations of layers, and DL neural
networks are composed of ANN, so the structure of these neural networks is parallelly
established inside RNN algorithms. Using DL, predicting the next pandemic of coron-
avirus infection rate is problematic choosing the correct algorithm. Deep literacy styles
can relate the structure and pattern of similar data to the non-linearity and avoid the
complexity of an algorithm LSTM had used in time-series forecasting [5]. Infection
rates and climatic changes varied within selected countries. Thus, data sets shrink, and it
becomes obvious that GRU will perform well in prediction since RNN’s most eccentric
redaction is GRU. It is a refined process of data transformation held to the next iteration.
It would be more successful in forecasting COVID-19 transmission if the input data had
temporal components and was not based on typical regression methods [6].

Many researchers analyzed COVID-19 time-series data; prudent analysis of time-
series data aids in making to make new decisions that are very important for public
awareness. Gated recurrent units (GRU) and long short-term memory (LSTM) have
similarities, with some differences between the computational sections. Both have the
highest performance capability, but the fact arises when the data become smaller or
larger. Many researchers have shown a process of work where DL gives a satisfactory
result on time series forecasting. Someworks in the literature part on time series analysis
of COVIDCovid-19 data comports similar to their work through the process.

Chowdhury et al. [7] focused on finding a suitable machine learning algorithm that
can predict the COVID-19 daily new cases with higher accuracy, they used (ANFIS) and
LSTM to see the newly infected cases in Bangladesh in this study LSTM had shown
a favorable result on a scenario-based model with MAPE of 4.51, RMSE-6.55 and
correlation coefficient −0.75 accuracy was good enough. Liao et al. [8] have reported
a COVID-19 prediction model based on a time-dependent + SIRVE. GRU forecasting
accuracy was noticeable, and they showed that the single day prediction accuracy rate
improves 51% compared to the best existing single deep learning predictions. Shahid
et al. [2] proposed forecast models comparison LSTM, GRU, and Bi-LSTM are assessed
for time series prediction of confirming cases, death, and recoveries in ten affected
countries due to COVID-19, comparing among them Bi-LSTM predicted well, but the
accuracy of GRU also showed well result. Arun Kumar et al. [9] in their work proposed
state-of-art DL Recurrent Neural Networks (RNN) models, with GRU and LSTM cells
to predict the country-wise cumulative confirmed cases, cumulative recovered cases,
and cumulative fatalities and showed that individual model show variations in result
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for each of 10 countries. Some of the country’s LSTMs gave satisfactory results, and
some of the country GRU gave well accuracy. Engelbrecht and Scholes [10] tested for
seasonal climate permittivity in observed COVIDCovid-19 infection data to show that
if the complaint does have a substantial seasonal dependence, and herd immunity isn’t
established during the first peak season of an outbreak, there’s likely to be a seasonality-
sensitive alternate surge of infections about one time after the original outbreak.

The remaining part of our paper in holds mathematical equations, data visualization
graphs, calculated data, and graphical figures to give a clearer understanding of the pro-
cess of dual application of deep neural network technique which projected a satisfactory
outgrowth. Seasonal changes have a significant impact on new cases where a range of
temperatures represents weather and season.

2 Related Work

Chowdhury et al. [7] focused on finding a suitable machine learning algorithm that can
predict the COVID-19 daily new cases with higher accuracy, they used (ANFIS) and
LSTM to see the newly infected cases in Bangladesh in this study LSTM showed a favor-
able result on a scenario-based model with MAPE of 4.51, RMSE-6.55 and correlation
coefficient −0.75 accuracy was good enough. Liao et al. [8] have reported a COVID-19
prediction model based on a time-dependent + SIRVE. This model combines DL tech-
nology with the mathematical implementation of infectious diseases and forecasts the
parameters in the mathematical model of infectious diseases by fusing DL time series
predictionmethods in the result section, GRU forecasting accuracywas noticeable, accu-
racy rate improves 51% compared to the best existing single deep learning predictions.
Shahid et al. [2] proposed forecast models comparison LSTM, GRU, and Bi-LSTM
are assessed for time series prediction of confirming cases, death, and recoveries in
ten affected countries due to COVID-19, comparing among them Bi-LSTM predicted
well, but the accuracy of GRU also showed well result, model ranking from good per-
formance to lowest in their scenario was Bi-LSTM, LSTM, GRU, SVR and ARIMA
where Bi-LSTM generates lowest MAE and RMSE values of 0.0070 and 0.0077 respec-
tively. Arun Kumar et al. [9] in their work proposed state-of-art DL Recurrent Neural
Networks (RNN) models, with Gated Recurrent Units (GRUs) and Long Short-Term
Memory (LSTM) cells to predict the country-wise cumulative confirmed cases, cumu-
lative recovered cases, and showed variations in result for each of 10 countries. The
GRU and LSTM cells, along with Recurrent Neural Networks (RNN), were developed
to predict the future trends of COVID-19, Some of the countryies LSTMs gave satisfac-
tory results, also for some of the countryies GRU gave good accuracy. Engelbrecht and
Scholes [10] had test for seasonal climate permittivity in observed COVID-19 infection
data to show that if the complaint does have a substantial seasonal dependence and herd
immunity isn’t established during the first peak season of an outbreak, there’s likely to
be a seasonality-sensitive alternate surge of infections about one time after the original
outbreak.
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3 Methodology

The workflow applied in this study is displayed in Fig. 1. Table 1 outlines the com-
puted precision of DL. The mathematical equations utilized are displayed in Eq. 1–7.
The graphical representation or assertion of data visualization & predicted results have
merged in Figs. 2, 3, 4, 5, 6, 7, 8, 9, 10 and Table 1 successively. To give a clearer
understanding of this research, the whole working process has been provided.

Fig. 1. Methodology diagram and working process.

3.1 COVID-19 Data Set

Data sets have been assembled from unprecedented resources, the final data sets that
have been used in this work have been reformed from “OurWorldInData (OWID)” [11],
provided publicly accessible daily datasets, and “NASAPrediction ofWorldwide Energy
Resources” [12] accorded daily cases datasets. Data spanningApril 2020 toMarch 2022,
600 days of data, was ordered in a time series format by date, month & year. Essentially
parameters are new cases, new deaths, and new tests from “OWID” [11]. Different
temperature parameters were collected in themeasurement of latitude and longitude data
provided by “NASA”. We have utilized the five most populated countries proclaimed on
the “WorldOmeters” [13] website. For a clearer observation of data, common parameter
called date are present in all separate datasets.

3.1.1 Data Prepossessing

This research concentrated on seasonal COVID-19 affected cases where a range of
temperature indicates a season and the data set has a temperature column date. This
time series forecasting centered on seasonal effect, a column of affected new cases
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assembled from the ‘OWID’ data set. The temperature T2M (temperature in 2 m) was
collected from “NASA”. In this research, highly populated countries are Bangladesh, the
Philippines, Mexico, Vietnam, and Indonesia, as recommended by the “worldometer”
population page we cleaned the noisy data and filled up the NaN value linearly, then used
the mean value to fill the rest of the process using pandas data frame. In the forecasting,
the data set was divided into 5 different sections, because this research is forecasting
the seasonal effect of COVID-19 on countries. This research has focused on 3 different
seasons summer, winter, and spring.

The main data set has a date, new cases, temperature, season, and location columns.
Countries are selected in the Asia region mostly, and countries have a similar range of
temperatures. Most populated countries data have accumulated from the “WorldOme-
ters” website. Temperature is collected by giving latitude and longitude from Google.
For Bangladesh 23.6850° N, 90.3563° E, Mexico 23.6345° N, 102.5528° W, Philip-
pines 12.8797° N, 121.7740° E, Vietnam 14.0583° N, 108.2772° E, Indonesia 0.7893°
S, 113.9213° E. The data set is separated by season March, April, May, and June; these
months are considered summer. Spring is selected as -July,August, September, andOcto-
ber, and the selected month for winter is -November, December, January, and February;
these Dates were converted with string to timestamp format. Data normalization is one
of the most important steps before training LSTM and GRU models. In this research,
MinMaxScaler has been used for normalization.MinMaxScaler turns the training dataset
inputs into {0,1} range of data as shown in Eq. (1). Actual values will be turned into
minimum 0 and maximum range of 1 for each variable. Normalization avoids scaling
problems during training and testing models (Table 1).

Scale = (Input − minimum of input)/(maximum of input − minimum of input) (1)

Exploiting the training set as input and scale are output after scaling, every training
set will go through this equation of data scaling for normalization.

3.2 Deep Learning Models Details

DL is one of the significant methods of forecasting. It is a difficult task with traditional
programs, hence DL has been shown to significantly improve techniques to predict both
structured and unstructured data [14]. The real-time data technique is rather hard to
process, beginning with locating statistical data files, transforming them into training
and test results, and finally applying RNN to represent the data via visual analysis [15].
In this research, DL RNN models applied time series forecasting.

RNN planned target vectors from the entire history of past information. In this man-
ner, models contrasted with old branches of occurrence data, and RNN are less complex
in demonstrating elements of consistent succession data. As a rule, RNN layout asso-
ciations between units in coordinated circles and recollects past contributions through
its internal state. The deeply hidden output feature is beneficial to extract elements of
versions into the hidden state, constructing it more simply to expect output summaries
of the records of preceding inputs more efficiently [16]. With the help of vanishing
gradient descent, the unnecessary data are removed, and the effective data are stored in
the memory cell for the next iteration. Stochastic gradients tend to evaporate or expand.
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It’s hard to keep track of long-term dependencies with such simple RNN to overcome
the vanishing or exploding gradient challenges; RNN with LSTM and GRU have been
developed [17].

3.2.1 Long-Short-Term-Memory (LSTM)

LSTM works excellently in vanishing and exploding gradients. In the RNN model,
problems occur when a large number of data rollovers in this situation memory unit
taking spacing with some unnecessary data. To avoid this LSTM was introduced with a
memory unit called cell state shown in Eq. (2).

Cell state = (input gate ∗ new candidate) + (forget gate ∗ cell state − 1) + b (2)

The four generalized formulas as input-output and forget gate uses the sigmoid
activation function and the tanh activation function is used for new candidates as shown
in (3).

σ/tanh (W · X + U · h − 1 + b) (3)

In LSTM weights are always updating in each layer, to generate new weight auto-
matically from calculated new correction value, in the model new state is introduced as
shown in Eq. (4)

New state = output gate ∗ new candidate (4)

W is weight, b is biased, and (cell state - 1) is the previous output return as input,
h-1 is the previously hidden state return as new.

3.2.2 Gated-Recurrent-Unit (GRU)

GRU has two major gates that act as a switch. Either could be 0 or 1. The reset gate
considers 0 and the update gate is kept at 1. The reset gate determines how important the
information must be discarded [18]. GRU and LSTM had a similarity, only two gating
layers reset gates and update gates instead of three gating layers [19]. GRU input gate
merges into the reset gate, and the output gate merges into the update gate as shown in
Eq. (5) in each hidden state.

σ(W · X [h − 1, X] + b) (5)

GRU introduces newmemory contents with an adjustable combination; for the fewer
gates, the complexity of GRU is much easier.

3.3 Training and Testing

Training data was defined as records between February 24–2020, to December 12–2021,
these daily recordswere considered training data, and this data set was trained for 60 days
of a chunk. Testing sets were defined from December 23–2021 to February 24–2022. In
the X coordinate, predicted 60 days were added, and in the Y coordinate, new infection
cases were added as trained as training and testing datasets. Temperature and new case
data these, two features are considered as a perimeter and were used as a feature of the
training and testing set. This procedure was applied to all selected countries’ datasets.
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3.3.1 Prediction Accuracy Measurement

Mean Square Logarithm Error (MSLE) and Root Mean Square Logarithm Error
(RMSLE) were used for measuring the loss function of prepared models. These Regres-
sion models are used for measuring the forecasting performance and showing the dif-
ference between the real value and forecast value, shown in Eq. (6). The specialty of
MSLE is matrices that avoid the natural log of possible 0 values for the actual value and
forecasting value. MSLE error measurements were used in the validation and testing
stage [20]. RMSLE is nothing but root over the MSLE as shown in Eq. (7).

MSLE = 1

T

∑n

i=1
((log(Fi + 1) − log(Ri + 1))2 (6)

RMSLE =
√

1

T

∑n

i=1
((log(Fi + 1) − log(Ri + 1))2 (7)

where T is the total number of observations, Fi is forecasting a target, Ri is a real target
for i, and log(x) is the natural logarithm.

4 Result

In understanding infection rate, data had two parameters; country and seasonal effect.
Data visualization of COVID-19 has been performed utilizing several segments, includ-
ing a bar chart (as shown in Figs. 2 and 9), pie chart (as evident in Fig. 9), and line
plotting techniques (can be seen in Figs. 4, 5, 6, 7 and 8). COVID-19 transmission rate
As a function of seasonal changes is depicted in Fig. 2. This graph delineates that spring
andwinter have a paramount number of infections.All countries are visualized separately
in 3 axes termed new cases, date, and temperature to give a distinct understanding. First
and foremost, Bangladesh’s data reveals that in spring 2020-06 to 2020-09 and 2021-06
to 2021-09, the infection rate came to a head at the temperate weather condition of 28 °C
demonstrated in Fig. 4. In summer 2020-02 to 2020-05 and 2021-02 to 2021-05 the
infection rate was lower at the temperature of 30 °C or above.

Fig. 2. Infected country over 3 years
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2020-07 to 2020-10 and again in 2021-08 to 2021-09 spring when the temperate
weather condition was 28 °C to 29°. In the winter season, the infection rate also rose, but
in the summer 2020-02 to 2020-05 and 2021-02 to 2021-05, the infection rate was lower
at the temperature of 30 °C or above (shown in Fig. 7). The rest of the countries have a
critical situation in the spring season and less infection rate in spring season temperature
(as shown in Fig. [5, 6, 8]).

For the Philippines, the infection rate surged in the spring season from the middle of
the bar chart (see Fig. 8) indicates that the daily infection rates were high in the winter
and spring seasons. It is well established that the beginning of the spring season and
middle of the winter season this time period is notable for the vast spread out of the
COVID-19 infection rate.

Fig. 3. Bangladesh New case Observation with temperature

Fig. 4. México New case Observation with temperature.



COVID-19 Seasonal Effect on Infection Cases 197

Fig. 5. Vietnam New case Observation with temperature.

Fig. 6. Philippine New case Observation with temperature.

Fig. 7. Indonesia New case Observation with temperature
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During the winter season, newly infected cases are 100000 and above in Mexico. In
the summer season, the number of infected cases in Mexico is below 20000 Shown in
Fig. 8. Here, other countries follow the same pattern of ratio on infection rates (Fig. 8).
The positivity rate slowed down during the summer season temperature and evidently
increased inwinter and spring.Warmer humid climates appear to have less SARS-CoV-2
viral spread, based on the observational process of the research or the inherent potential
of distortion, the validity of the data provided was a poor rate of infection [14].

Fig. 8. Seasonal New case Observation temperature.

The parentage of infection transmission pie charts (Fig. 9) had been created bymeans
of newcases that occurred during the time period. Themost infected country is Indonesia,
where 28.1% of people were infected by a coronavirus, then Vietnam at 15.0% of other
countries infection percentage is given (Fig. 9). Here the calculation of the percentage
of daily new cases was considered as the mean value of total new cases. Among selected
countries again, we can see that a higher number of people were infected in the spring
season.

Fig. 9. Country-wise COVID-19 infection percentage.

5 Discussion

After visualizing past data (Figs. 3, 4, 5, 6 and 7) we have uncovered a relationship
between season and the spread of COVID-19. A variety of seasonal temperature ranges
was selected, and two different RNN techniques LSTM and GRU, with Relu activation
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function with Adam optimizer (Table 1) have been applied to predict the best result for
different countries. In the area of machine learning, Adam was discovered to be strong
and well-suited to the optimization problem [21]. Table 1 shows 100 epochs where batch
sizes 32 and 64 as these batch sizes are suitable for GRU and LSTM.

Bangladesh COVID-19 forecasting                    

Mexico COVID-19 forecasting.

Vietnam COVID-19 forecasting  

Fig. 10. Graphical representations of COVID-19 Forecasting.



200 Md. M. Rahman et al.

Indonesia COVID-19 forecasting.                    

Philippine COVID-19 forecasting 

Fig. 10. (continued)

According to MSLE and RMSLE evaluation (Table 1), the accuracy for Bangladesh
wasLSTM(3.903 and 1.975) andGRU (3.470 and 1.862) shown in Fig. 10. Indonesia has
MSLE-8.700 and RMSLE-2.949 for LSTM, for GRU MSLE- 11.836 RMSLE-3.440.
From these observations, it is clear that GRU performs better than the LSTM model for
both MSLE and RMLSE accuracy tests as shown in Fig. 10.
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Table 1. COVID-19 LSTM and GRU result

Country RNN Model Epochs Number of
Layers

Dropout Optimizer MSLE RMSLE

Bangladesh LSTM 100 4 0.2 Adam 3.903 1.975

GRU 100 4 0.2 Adam 3.470 1.862

Mexico LSTM 100 4 0.2 Adam 18.717 4.326

GRU 100 4 0.2 Adam 19.429 4.407

Indonesia LSTM 100 4 0.2 Adam 8.700 2.949

GRU 100 4 0.2 Adam 11.836 3.440

Philippine LSTM 100 4 0.1 Adam 4.984 2.232

GRU 100 4 0.1 Adam 4.590 2.142

Vietnam LSTM 80 4 0.1 Adam 1.711 1.308

GRU 80 4 0.1 Adam 1.717 1.310

6 Conclusions and Future Work

People continue to be infected by COVID-19 which continues to be dangerous through
prevalence. The purpose of this research is clear visualization of new cases that occur in
season and the performance measurement of DLmodels. Our research demonstrates that
COVId-19 has a seasonal effect. Analyzing data demonstrated that the same temperature
has different effects on cases in different locations temperatures and newly confirmed
cases are very onerous. Where it can be said there is a seasonal effect on new cases, and
a particular season has a range in temperature. As a result, we came up with a decision
that, the range of temperature during the summer season spread or effectiveness of
coronavirus is much slower and becomes inactive. The highest infections happened in
temperate weather conditions of spring and the beginning of the winter season. The DL
model RNN shows good results on sequential data from different perspectives of model
or data deployment, but accuracy varies. LSTM performs well in large data sets, but
breaking GRU is used here. As a result, we found that GRU has better accuracy and fast
computational abilities. The outcome appears that in temperate weather of the winter and
spring seasons, the effect on COVID-19 is considerable and the range of temperatures
of these seasons is noticeable, while the temperatures of summer pose less dangeras.

The model’s accuracy in this paper could be more significant if there was more
data. These models train with two features: a new case and temperature. As per our
findings, it is possible to control and maintain summer season temperature or other
natural effectiveness artificially in living rooms, offices, organizations institutions, etc.
Infection rates could be potentially reduced in other seasons, minimizing infection rates
as future work to predict upcoming waves.
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Abstract. Over the past few years, the general public has become increasingly
aware of climate change and the role of greenhouse gas emissions, especially
carbon dioxide, in contributing to it. Therefore, individuals, businesses, and gov-
ernments around the world have taken steps to reduce their emissions. One of
these steps is to increase adoption of renewable energy sources, such as solar
power which provides clean energy, in addition to low building and operation
costs andminimal maintenance requirements. Accurate estimation of solar energy
production is crucial to ensure the stability of electrical networks as the transi-
tion to renewable energy sources such as solar power increases. In this study,
machine learning regression algorithms including artificial neural networks, sup-
port vector regression, regression trees, and k-nearest neighbor are performed to
estimate hourly solar energy production of one month using historical production
data and various meteorological parameters. The models are optimized using grid
search and validated using K-fold cross validation method. The performance of
the models is evaluated using the RMSE, MAE, and R2 evaluation metrics. The
results showed that the k-nearest neighbor regression model achieves the highest
performance with an R2 score of 0.9715.

Keywords: Power prediction · Machine learning regression · Photovoltaic

1 Introduction

In recent years, renewable energy sources such as solar power have becomemore popular
globally due to advances in photovoltaic (PV) technology. However, there are concerns
about the reliability of these energy sources as they are affected by variables such as
weather, seasonality, and production patterns. In order to ensure a stable solar power
sector, it is important to accurately forecast solar energy production. This is important
because as the world transitions to renewable energy sources, such as solar power, the
accurate estimation of solar energy production becomes critical for ensuring the stability
of electrical networks. Inaccurate predictions of solar energy production can lead to
overloading of the electrical grid or, conversely, underutilization of the solar energy that
is available, which can result in higher energy costs and grid instability.
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The use of machine learning regression algorithms provides a reliable and accurate
way to estimate solar energy production to increase the adoption of renewable energy
sources, which is critical to reducing greenhouse gas emissions andmitigating the effects
of climate change. In addition, accurate estimation of solar energy production can help
grid operators, distributed energy resource (DER) aggregators, and PV power plant
owners make informed decisions about energy storage and distribution, improving the
efficiency of the electrical grid.

Li et al. [1] performed Artificial Neural Network (ANN) and Support Vector Regres-
sion (SVR) models to predict PV power production for 15 min, 1 h, and 24 h in advance
using historical production data from online meteorological services. They used one
year of data and converted the historical production data to 15 min and 1-h average
values. In their approach, a hierarchical methodology was followed, in which forecasts
were made for each inverter separately based on the historical data for that inverter, and
a forecast for the entire plant was also made. They found that forecasting production
for each inverter individually resulted in more accurate results. Theocharides et al. [2]
applied ANN, SVR, and Random Tree (RT) models to predict day-ahead hourly power
production for PV systems from historical PV production data, incident global irradi-
ance (GI), and ambient temperature (Tamb) data. Their experimental results showed
that the ANN model performed better than the other model. In another study published
by Theocharides et al. [3], ANN, K-means clustering, and linear regressive correction
models are applied to predict day-ahead hourly power production for PV systems using
historical power production data, wind direction (Wa), ambient temperature (Tamb),
incident global irradiance (GI), wind speed (Ws), relative humidity (RH), solar azimuth
(ϕs) and elevation (α) angles data. Their method achieved a MAPE of 4.7%. Leone
et al. [4] applied to an SVR model to predict day-ahead production at 15 min interval
using solar irradiance, ambient temperature, and historical production data. Their model
achieved an R2 value exceeding 90%. In a study published by Khandakar et al. [5],
historical production data, ambient temperature, dust accumulation, wind speed, solar
irradiance, relative humidity, and panel temperature data were applied to anANNmodel,
linear regression, M5P tree model, and gaussian process regression to predict hourly PV
power output. The interval of collected data was not specified. They stated that the ANN
model outperformed the other methods and achieved an RMSE of 2.1436. Qu et al. [10]
proposed a prediction model called ALSM that uses a combination of CNNs, LSTMs,
and an attention mechanism to forecast solar power output over multiple relevant and
target variables. This model takes into account a variety of inputs, including historic PV
output power, latitude, longitude, array rating, and other geographic data, to capture both
short-term and long-term temporal patterns and provide hourly forecasts for the coming
day. The model is designed to operate under the multiple relevant and target variables
prediction pattern (MRTPP). Visser et al. [11] used historical weather and PV output
power data to assess the efficacy of 12 alternative approaches that forecast day-ahead
power production based on market circumstances. SVR, deep learning, physical-based
techniques, and ensemble learning were among the models used. They also evaluated
the effect of aggregating numerous PV systems with different inter-system distances
on the forecasting models’ efficacy. The models were assessed on their technical and
economic performance. Eniola et al. [12] developed a model validation method using
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more recent input datasets, including temperature, mod temperature, historical produc-
tion data, wind speed, and solar irradiance, based on an existing prediction model built
on a genetic algorithm (GA)-optimized hiddenMarkov model (HMM). Normalized root
mean square error was considered as an evaluation method for the models (nRMSE).
Mahmud et al. [13] used various machine learning algorithms to perform short-term
and long-term PV output power prediction. They found that random forest regression
model outperformed other machine learning algorithms on their dataset that was col-
lected from Alice Springs, which is one of the areas of high PV power generation in
Australia. In [14], Mellit et al. predicted short-term PV output power using several kinds
of deep learning neural networks. The data used in [14] was gathered from a microgrid
in a university in Italy. They found that the case of 1-min with one-step ahead achieved
highest accuracy scores, but up to 8 steps ahead gives acceptable results.

In this study, accurate prediction of PV power production predicted for 1 month
with 1-h resolution using RT, KNN, SVR, and ANN regression methods. A grid search
algorithmwas applied to find optimal hyperparameters for themachine learningmethods
used in this work. In the literature, day-ahead PV production forecast is common (e.g. [3,
10], and [11]). Although day-ahead prediction is important, accurate monthly prediction
gives awider viewand better insight formonthly dispatch planning and can be considered
a step forward towards managing PV plants as conventional dispatchable power plants.
This will be possible because accurate and reliable production values will be used for
solving the unit commitment and economic dispatch problems. The significance of this
prediction is that it allows long-term (1month) optimal dispatch of generation and storage
assets which helps in maintaining grid resiliency for systems with high PV penetration.
Without accurate predictions, it is very hard to optimally dispatch generation units and
maintain grid stability in the case of high PV penetration.

This paper is organized as follows: Sect. 2 describes the machine learning methods
used in this work, Sect. 3 introduces the dataset and presents the results and discussion,
and Sect. 4 concludes the paper.

2 Machine Learning Regression Methods

In this study, support vector regression, k-nearest neighbor, decision tree, and artificial
neural networks methods were applied to predict PV output power.

2.1 Support Vector Regression

Support vector machines (SVMs) are statistical learning techniques that are frequently
applied to solve regression and classification problems. In SVR, a dataset is first trans-
formed into a high-dimensional space, and a curve is fitted to the data using a “cylinder”
that is defined by support vectors, which are the points that determine borders of the
cylinder. SVRmodel estimates the relationships between the inputs and outputs utilizing
Eq. 1:

f (x) = ωϕ(x) + b (1)
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where ϕ(x) is the transfer function that maps the input data to high-dimensional feature
spaces. The regularized risk function is minimized to estimate the parameters ω and b:

min 1
2ω

T ∗ ω + C
n∑

i=1
(ξi + ξ∗

i )

s.t.
yi − ωTϕ(xi) − b ≤ ε + ξi

ωTϕ(xi) − b − yj ≤ ε + ξ∗
i

(2)

In Eq. 2, n is the number of samples used for training, ξ represents the error slacks that
ensure the results are within particular tolerances, C denotes a regularization penalty,
and ε is the tube’s target tolerance range. ωT ∗ ω, the first term in the equation, is a
regularization term that aids in flattening the curve. The second term is a determined
empirical error with ε-insensitive loss function. The loss function being described here
measures the difference between expected values and the radius of a cylinder. If the
anticipated values are within the cylinder, the loss is 0. If the anticipated values are
outside of the cylinder, the loss is equal to the absolute difference between the expected
values and the radius of the cylinder ε. This loss function may be used to evaluate the
accuracy of predictions made by a machine learning model. The model’s goal would be
to minimize the loss by making more accurate predictions. The Lagrange multiplier is
used to optimize both ε and C, and the corresponding Lagrangian structure of Eq. (2)
can be stated as the following equation, where K

(
xi, xj

)
represents a kernel function:

f (x) =
∑n

i=1
(ai − ai

∗)K
(
xi, xj

) + b (3)

Equation 3 defines the Lagrangemultipliers ai and ai∗, which are obtained by solving
the dual version of Eq. (2) in Lagrange structure. The use of a kernel function has the
advantage of allowing us to work with feature spaces of any size without having to
manually construct the map ϕ(x). Any function that meets Mercer’s criteria, such as a
polynomial or radial basis function (RBF) kernel [1, 7], can be employed as a kernel
function. SVR model with RBF kernel was used in this study.

2.2 Regression Trees

The regression tree approach is a method for constructing a predictive model by dividing
a dataset into smaller divisions and fitting a simple prediction model to each partition.
The Analysis of Variance (ANOVA) method is used to assess differences or variations
between the partitions. To build a numeric prediction regression tree (RT), the dataset is
first partitioned at the root node using a decision tree induction algorithm based on the
feature that maximizes the gain in homogeneity in the outcome after the split. The tree-
growing method assesses homogeneity, which is often measured using statistics such
as absolute deviation, variance, and standard deviation from the mean. The standard
deviation reduction (SDR) is a common criterion for determining the split, and it is
defined as follows:

SDR = sd(T ) −
∑

i

|Ti|
|T | ∗ sd(Ti) (4)
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The sd(T ) function in this equation representing standard deviation of the value of
samples in a dataset T , sets of values obtained from a feature split are represented as
Ti. The number of observations in the dataset T is represented by the |T | symbol. The
splitting criterion is used to measure the decrease in standard deviation from the original
value to the weighted standard deviation after the data has been split [2].

2.3 k-Nearest Neighbor

The k-nearest neighbor (KNN) is an approach that uses a predictor variable X to estimate
the conditional distribution of a response variable Y and allocates Y to the class with
the highest estimated probability. To categorize a new test observation x0, the KNN
method finds the K points in the training data that are closest to x0 (using the Euclidean
distance) and are represented by N0. The conditional empirical distribution for class j is
then calculated as the ratio of the K nearest points categorized as j:

Pr(Y = j|X = x0) = 1

K

∑

i∈N0
I(yi = j) (5)

Finally, the class j with the highest estimated probability receives x0. . It is vital to
notice that the value of k influences the KNN classifier significantly. When K is set to
one, the decision boundary will overfit the training data, producing a classifier with low
bias but large variance. The decision boundary gets more linear as k grows (i.e., low
variance but high bias). The bias-variance trade-off is affected by k, which should be
considered [9].

KNN can be used to solve regression problems as well. The KNN algorithm in this
situation selects the K-nearest neighbors based on some distance metric and assigns the
average value of those neighbors as the forecast. The forecast is expressed as follows:

Y
∧

= 1

K

∑

i∈N0
yi (6)

2.4 Artificial Neural Networks

Artificial neural networks (ANNs) are computer systems that are designed to mimic the
way the human brain works. They are composed of interconnected “neurons” that can
process and transmit information. ANNs are commonly used in machine learning and
artificial intelligence applications, and they can be trained to perform a variety of tasks
by being exposed to large amounts of data and adjusting the strengths of the connections
between neurons. ANN can be used to represent complex functions and solve real-world
issues. To solve challenging nonlinear problems, ANNs employ a network of artificial
neurons or nodes. A typical artificial neuron can be represented using a function that
processes n input values (alsoknownas “dendrites”) to produce a single output value (also
known as the “axon”). This function typically combines linear and non-linear operations
to weight, sum, and transform the input values in some way. The specific form of the
function will depend on the design of the neural network, but it may involve matrix
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multiplications, activation functions, convolutional filters, and/or pooling operations. A
typical artificial neuron with n dendrites can be represented as follows:

y(x) = f
(∑n

i=1
wixi

)
(7)

The weights wi in this equation allow each of the n input variables x to contribute
to the total input signals. The activation function f(x) takes the net sum of these input
signals and generates the output signal y(x), which is represented by the output axon.

3 Results

In this section, we evaluate results of the machine learning regression methods to predict
PV output power. First, we explain our dataset, second, we give performance metrics
used in this study and finally we discuss the results.

3.1 Dataset

The dataset was collected from a solar power plant in Konya province in Türkiye and
includes hourly measurements of solar production and various meteorological param-
eters such as incident global irradiance (GI), ambient temperature (Tamb), wind speed
(Ws), and mod temperature (Tm) for the period of January 1, 2021, to December 31,
2021. The purpose of the study is to use these features to train machine learning mod-
els to accurately forecast solar energy production on an hourly basis, with the goal of
improving the reliability of solar power as a renewable energy source. The dataset used
in this work is original and has not been used in any previous research.

To evaluate and optimize the performance of themachine learningmodels, the dataset
was split into 11 months of training data and 1 month of test data, and k-fold cross-
validation was applied during the hyperparameter optimization process. The value of k
was chosen as 12, meaning that the data was split into 12 folds and the model was trained
and tested 12 times, each time using a different fold as the test set. The performance of
the models was then evaluated using the RMSE, MAE, and R2 evaluation metrics, and
the results showed that the k-nearest neighbor regression model achieved the highest
performance with an R2 score of 0.9715.

3.2 Performance Metrics

In this study, the prediction models’ performance was assessed using the following
metrics:

• Mean absolute error (MAE) (given in Eq. 8): This is a measurement of the average
difference between actual and forecasted data.

MAE = 1

n
×

∑n

i=1
|xi − yi| (8)
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• Root mean square error (RMSE) (given in Eq. 9): The standard deviation of the
prediction errors is described by the root mean square error.

RMSE =
√
1

n
×

∑n

i=1
(xi − yi) (9)

• Coefficient of determination (R2) (given in Eq. 10): A measure of the fraction of data
variability described by the model, ranging from 0 to 1. A number of 0 indicates that
the model does not describe the data at all, whereas a value of 1 show that the model
explains the data correctly.

R2 = 1 − RSS

TSS
(10)

3.3 Experimental Setup

The computer used for this work has an Intel Core i5-7200UCPU@2.50GHz 2.70 GHz
processor, 8 GB RAM, and 64-bit operating system. Version 5.2.2 of Spyder python
development environment is used with Python version 3.9.15. All machine learning
models used are from scikit-learn library version 1.0.2.

3.4 Experimental Results

In this work, the results of RT, KNN, SVR, and ANN to predict PV output power were
evaluated. We performed grid search method with k-fold cross validation to determine
the best hyperparameters of the machine learning methods. In the grid search approach,
for the KNN regression model, K values from 1 to 29 were chosen. For the ANN
model, 3 options were considered for hidden layers number and sizes. These options are
(50,50,50), (50,100,50), and (100), which means 3 layers each containing 50 neurons,
3 layers with 50, 100, and 50 neurons, and a single layer with 100 neurons. Three
values were also considered for learning rate, and alpha hyperparameters which are:
0.1, 0.01, and 0.001. Finally, for the SVR model, RBF kernel was used. C and epsilon
hyperparameters were chosen as 1, 10, 100, 1000, and 0.01, 0.1, 1, 10 respectively. We
note that hyperparameter optimizationwas applied to all models except RTmodel, which
shows promising results even without optimization.

The dataset was split into 11 and 1 months, 11 months were used for training while
1 month was used to test the model. Results are shown in Table 1. In RT method,
minimum samples split is set to 2, minimum samples leaf is set to 1. The RT method
achieves an RMSE of 157.13, a MAE of 58.78, and R2 of 0.96. Prediction results of
the RT are shown in Fig. 1. In SVR method, RBF kernel is used. C parameter is set
to 100, and epsilon parameter is set 10. The SVR method achieves an RMSE 164.64,
MAE of 63.99, and R2 of 0.95. The prediction results of SVR are shown in Fig. 2. In
the KNN method, k is chosen as 29 and Euclidean metric is used. The KNN achieves
an RMSE of 137.77, a MAE of 53.95, and an R’ of 0.9715. The KNN prediction results
are shown in Fig. 3. Finally, in the ANN method, the number of hidden layers is set
to 50 and 50 neurons are used in each hidden layer. The learning rate is set to 0.001,
and alpha parameter is set to 0.1. The ANN method achieves RMSE of 148.82, MAE
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of 68.34, and R2 of 0.96. The prediction results of the ANN are shown in Fig. 4. It is
also worth mentioning that hyperparameter optimization was not performed for the RT
model because of the high computation complexity which causes very long convergence
time. Values of performance metrics shown in Table 1 indicates the high precision of
the prediction curves observed in Figs. 1, 2, 3 and 4 quantitatively. It can be clearly
seen that reliable predictions are generated, which can be used by grid operators, DER
aggregators, and PV power plant owners to optimally dispatch assets, since PV output
power is predicted with acceptable tolerance.

Table 1. Results of machine learning methods

Heading level RMSE MAE R2

RT 157.13 58.78 0.9629

SVR 164.64 63.99 0.9593

KNN 137.77 53.95 0.9715

ANN 148.82 68.34 0.9668

Fig. 1. Prediction results of the RT method
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Fig. 2. Prediction results of the SVR method

Fig. 3. Prediction results of the KNN method

Fig. 4. Prediction results of the ANN method
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4 Conclusion

The problem addressed in this study was the need for accurate forecasting of solar
power production in order to ensure the stability of electrical networks as the adoption
of renewable energy sources such as solar power increases. The solution proposed was
the use of machine learning algorithms, including ANN, SVR, RT, and KNN regres-
sion, to forecast solar energy production using historical production data and various
meteorological parameters. The models were optimized using grid search and validated
using the K-fold cross validation method. The results of the study present that the KNN
regression model was the most accurate results with an R2 score of 0.97. These results
suggest that machine learning techniques can be effectively used to predict solar energy
production and contribute to the stability of electrical networks as the use of renewable
energy sources increases. In future studies, deep learning algorithms can also be applied
in addition to parallel computing in order to improve the computation speed for the
suggested models.
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Abstract. The healthcare field is so sensitive to data privacy and secu-
rity due to including medical and personal information. Almost all
healthcare applications are required to increase data security and pri-
vacy, which use traditional machine learning approaches relying on cen-
tralized systems, both computing resources and the entirety of the data.
Federated learning, a sort of machine learning technique, has been used
to exactly address this issue. The training data is disseminated across
numerous devices in federated learning, and the learning process is col-
laborative. There are numerous privacy attacks on Deep Learning (DL)
models that attackers can use to obtain sensitive information. As a result,
the DL model should be safeguarded from adversarial attacks, particu-
larly in healthcare applications that use sensitive medical data. This
paper provides a comprehensive review of federated learning on future
healthcare applications. It also discusses the types of federated learning
along with its implementation in healthcare applications.

Keywords: Federated Learning · Healthcare · Privacy · Machine
Learning · Deep Learning · Artificial Intelligence

1 Introduction

Federated Learning (FL) is a machine learning (ML) technique using multiple
decentralized servers to exchange data. It is a privacy-protected technology to
overcome data sensibility [1]. This is because the main focus of data is on privacy
and security, not on how much data is present. The importance of secure data
storage has increased in recent years. The current development in the advance-
ment of Artificial Intelligence (AI), ML, and smart production has experienced
a giant leap in the engineering sector [2]. Data security is a matter of concern
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nowadays because people are now paying attention to data security [3,4]. How-
ever, it has some drawbacks in terms of the security of data handling. Firstly, in
order to run a successful AI or ML project, it needs to process a large number of
datasets. Accruing such a number of datasets poses a problem if it is related to
humans. In the field of AI, data is the key to successfully training a model that
would be able to provide close to accurate results. According to the regulation of
the European Parliament, a user holds complete power over their own data [5].
Also, according to China’s Cyber Security Law of the People’s Republic of China
[6], and General principles of the Civil Law of the People’s Republic of China
[7], it is pointed out that network operators should not execute the destruction,
tampering, or disclosure of the collected data. Various rules and regulations need
to be specified in the contract for operators to use these data in their models. If
a company wants to use this data, it would need permission before using it.

When it comes to healthcare, a person’s data becomes highly sensitive as it
contains private information. Additionally, with a limited number of datasets,
the development of ML models is also limited since more data means better
models. For instance, training an AI to detect chronic wounds would require a
vast dataset [8]. Obtaining this kind of data is challenging due to its sensitivity,
and high regulation [9,10]. For instance, AlphaGo’s early version used 160,000
sets of human chess data that could defeat entry-level players. In contrast, Alp-
haZero used a large mixture of human and machine-generated chess data that
could beat professional players [11]. FL has a promising training approach for a
neural network that includes image classification [12] and the natural language
process [13]. With newer methods, a number of new mobile applications have
been developed that are based on FL. Hard et al. [14] improved the word pre-
diction FL through Google keyboard. The FL framework was first introduced to
train models without sharing raw data [15,16].

This paper presents the applications of FL in the healthcare industry and
how it can improve the overall success of ML models in the medical sector.
For instance, a FL model studying a large number of datasets containing dif-
ferent wound images obtained from diabetic patients can make it easier to
detect wounds that might result in organ amputation. Early medication will
also become more accessible for patients living in remote areas. Implementing
FL in healthcare can help develop privacy-enhanced ML applications and ensure
that everyone gets the much-needed health support they require [17]. It also pro-
vides in detail on federated learning and its impact on the healthcare system.
Healthcare datasets are challenging to collect and store because they contain
the most sensitive and personal information about patients. In such cases, it is
possible to reveal the identities of many individuals using such datasets. But
there are also ways to prevent this from happening. This paper also summarizes
these ways that can help protect privacy.

The rest of the paper is organized as follows. Section 2 discusses FL and its
different types. Section 3 provides the various applications using FL in the health-
care system. Section 4 investigates the complications and obstacles faced using
FL. Future opportunities are also discussed in this section. Section 5 concludes
the paper.
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2 Federated Learning

FL is an emerging approach to distributing resources safely while training ML
models. It is an elaborate approach where a number of devices are connected at
the same time. The raw data is not kept in a central server, but it is decentralized.
Keeping data in a server or cluster means that the data can be breached, which
is a severe issue regarding privacy. FL can be differentiated from centralized data
usage in three aspects:

1. FL does not have a raw data communication approach.
2. FL utilizes multiple sources from different devices instead of relying on a

single centralized server.
3. FL uses the data encryption method not to breach any privacy issues.

FL operates differently from the traditional centralized architecture. As
shown in Fig. 1, FL collects data from various sources called “Data Sources”,
such as mobile phones or computers, and sends them to the local AI models on
user devices. The data can be encrypted for privacy before being stored in the
“Federated Data Flow”. This architecture ensures that user data are kept pri-
vate, and FL offers advantages, such as smart models, low power consumption,
and privacy preservation. The local models compute and send aggregated model
updates instead of raw data, which are combined to improve the global model
without revealing individual data points.

Fig. 1. Federated learning data flow

The critical benefit of FL is that the ML model can be instantly updated by
leveraging the personalized experience. If we consider every storing data point
as a node, these nodes not only work as data transmission points but can also
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be used as independent training nodes. FL has the ability to analyze, learn and
generate a massive amount of data. According to Lo et al. [18], an FL model has
eight phases from creation to completion. However, Kairouz et al. [16] proposed
that the life cycle has six phases. Both papers focus on the steps where data is
distributed using mobile devices. By combining both models, the steps can be
summarized into four stages [19].

– Composition Phase, where the FL model is created with a specific classifica-
tion, requirements, etc.

– FL Training Phase, where the model is trained with a strategy that has
parallelism and aggregation algorithms that updates with parameters. This
step improves the accuracy and capacity of the FL model.

– Evaluation Phase, where the trained model is applied in order to observe the
performance. If it does not meet the requirements, the model gets modified.

– Deployment Phase, where the FL model is deployed to process real-life data.

The functional architecture of the FL System is layered in four parts, shown
in Fig. 2 [20]. A user interacts with the first layer, and from that, the model
operates to the client’s demand. The four layers are (1) Presentation Layer, (2)
User Services, (3) Training, and (4) Infrastructure. Each layer is explained as
follows:

Fig. 2. Layers of functional architecture

1. Presentation Layer: This layer acts as the user interface (UI) for the FL
system. It allows users to interact with the FL system and provides them
with a graphical or textual user interface. The presentation layer supports
the next layer, which is the user service layer.

2. User Service: The user service layer provides monitoring, steering, and logging
functionalities to the FL system. It allows users to see real-time data and track
the training process. This layer is used to provide clients with information
about how the FL system is working and track the execution time.
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3. FL Training Layer: This layer is responsible for the distribution process of
data and computer resources. It has three modules: parallelization, schedul-
ing, and fault tolerance. The FL training layer generates the execution direc-
tives and optimizes the training process of FL models.

4. Infrastructure Layer: This layer provides the interaction between the FL sys-
tem and the distributed resources, including different types of resources. It
has three modules: a data security module, a data transfer module, and a dis-
tributed execution module. It also ensures that the data is secure and that the
FL system can interact with the distributed resources in a reliable manner.

The distributed training process for FL can be divided into three types in terms
of parallelism. The three types of parallelism are data, model, and pipeline par-
allelism [21]. Additionally, they can be classified into three categories: horizontal,
vertical, and hybrid [22,23]. Each type is related to another type, for example,
horizontal is related to data parallelism, and vertical exploits model parallelism.
Lastly, transfer learning [24] relies on hybrid FL. Parallelization modules can be
summarized as follows:

– Data Parallelism: Data parallelism is when data processing is performed in
parallel at different computer resources that have the same model but dif-
ferent data paths. It is utilized when the data points are distributed among
various computing resources. This means they are distributed horizontally
among multiple computing resources. We can compare this with cross-device
FL, where a number of edge devices participate in a single model to achieve
accuracy.

– Model Parallelism: Different computing resources are assigned to process the
data points of specific features with independent data processing nodes. The
data processing nodes can be independent or dependent. It is independent
when the execution of any node does not depend on the output of the other;
on the other hand, there is data dependency when the execution process is
dependent.

– Pipeline Parallelism: Dependent data processing nodes are distributed at dif-
ferent computing resources [25]. When the data processing sources are dis-
tributed in multiple computing resources, the data processing is parallel. It
is not a widely used method in Federated Learning.

Aggregation is being used in the FL models to provide statistical analy-
sis. This is implemented to schedule modules. Aggregation algorithms are sum-
marised as follows:

– Vanilla Aggregation Algorithms: It is used to aggregate the models or gra-
dients generated from each computing resource with forward and backward
propagation. This can be centralized, hierarchical, or decentralized.

– Centralized Aggregation: It generally relies on a central server. A single
parameter server calculates the average models or gradient sent from multiple
computing resources or cellphones. The weights or the gradient are calculated
and transferred to the next parameter server in every computing resource. The
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complexity of this aggregation is low, but in terms of data owners’ trust, it is
trusted while it does not have imbalance and high latency.

– Hierarchical Aggregation: Multiple parameter servers are used in hierarchical
architecture. It uses a global parameter server and multiple region parameter
servers. Each region server is implemented in a cell base station that can
connect with computer resources with low latency. In terms of complexity, it
is a medium that supports data owners’ trust and can address unbalanced
data distributed among multiple computing resources [26,27]. Also, it well-
clusters the computer resources in groups to address data privacy [28].

FL has the opportunity to provide a secured network that can give client
security by keeping their identity anonymous to a more extensive source. This
is one of the reasons why this opens a great opportunity in the healthcare field.

3 Healthcare Applications and Datasets

Recent studies on AI/ML/DL have opened up many opportunities in radiology,
pathology, and other medical areas [29]. However, this requires a large number
of curated datasets to achieve clinical-grade accuracy. For example, training an
AI-based detector requires the full spectrum of possible anatomies, pathologies,
and input data types. Collecting such a massive amount of data is challenging
due to the sensitivity of the data and its regulation. Some models are trained
on aggregated training samples obtained from the samples drawn from local
clients [30,31]. This model has minimal loss concerning the uniform distribu-
tion. In this case, the recent solution is to force the data to adapt to the uniform
distribution. Mohri et al. [32] proposed a scheme where the centralized model is
optimized by distributing clients. It also optimizes any possible targeted distri-
bution. However, this Agnostic Federated Learning (AFL) has only been applied
to small scales. Another method involves sharing data globally, but only a small
portion is shared, and the required subset contains a uniform distribution over
classes from the central server. Zhang et al. and Wibawa et al. [33,34] proposed
a Federated Learning framework to detect COVID-19 infections through X-ray
analysis. Moreover, several experiments were conducted to identify COVID-19
through chest X-rays, using various models such as MobileNet, ResNet18, and
COVID-Net. Among these, ResNet18 provided the best result [35].

In Fig. 3, the application of Federated Learning in healthcare is illustrated.
Different clients provide their data and information via various devices, such
as mobile phones and other electronic devices. These data are stored in their
respective hospital’s server or local server to protect the identity of the patients.
Only hospital’s own patients’ datasets are sent to a local server, and those data
that do not contain any personal information can be used to study and predict
diseases. Based on the framework, the proposed method performed better than
the average FL.

Ahmed et al. [36] proposed an IoT-based framework for detecting COVID-19
infection through X-ray images collected from different sensors. The proposed
model achieved 89% accuracy compared to other models. During the coronavirus
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Fig. 3. Application of Federated Learning on Healthcare

epidemic, numerous research projects were developed. Researchers utilized AI
and medical image analysis technology, as well as current CT scanning technol-
ogy, to aid in the process of identifying patients [35]. ML was used to clarify and
recognize images generated during CT scan diagnosis, which reduced the work-
load of healthcare workers. Nowadays, wearable sensors are increasingly popular
and play a crucial role in gathering Electronic Health Records (EHRs). However,
this comes with the risk of exposing a large amount of data, along with patient
information, to disease information and other personal medical records [37,38].

While using the FL model, data owners can be exposed, unless the PFL-IU
framework is implemented [39]. PFL-IU is one kind of privacy-preserving FL
framework that is efficient and also good at preserving privacy. In this frame-
work first, the irrelevant update is removed and a server-based aggregation pro-
tocol is used to communicate with the EHR owner [40]. The PFL-IU system
comprises three components: Secret Providers (SPs), Electronic Health Record
(EHR) owners, and the server. Each component is explained as follows.

(a) Secret Providers (SPs): It provides each owner with a secret pair of polyno-
mials that generates pairwise secret keys.

(b) EHR owners: The owners send the sign of their local updates to the server.
The pairwise secret keys are used to mask and then encrypt the local
updates.

(c) Server: It checks relevance, aggregates the updates, and broadcasts the result
to each EHR owner.

This architecture is a two-way system that can send and receive data and
perform operations simultaneously. It is an efficient and privacy-protected frame-
work that is also robust to Electronic Health Record (EHR) owners, demonstrat-
ing practical performance for future work. These are just a few examples of the
applications of Federated Learning in healthcare.



Secure Future Healthcare Applications Through Federated Learning 221

4 Opportunities and Challenges

Federated Learning is now a learning paradigm that has the potential to tackle
problems encountered in medical data. It provides privacy and security to its
clients. The primary source of people’s healthcare data for ML is known as
Electronic Health Records (EHR) [41]. If ML models use limited data from
only one hospital’s patients, there will be a big chance of bias while providing
predictions. In order to get better predictions, a large number of datasets need
to feed into the model.

Furthermore, to train an AI-based model, a large number of datasets are
required, including the full spectrum of anatomies, possible medical diagnosis,
and data input of patients. These types of data are highly sensitive for each
person. Even though data animosity is given, removing some info is not enough
to provide complete animosity [42]. Sharing data among organizations will help
the model give a proper prediction. However, sharing patient’s medical records
is considered very sensitive. Utilizing Federated Learning is the best option to
overcome these problems.

With the increasing use of different types of sensors in various aspects of life,
wearable sensors on humans can help capture changes and record a patient’s
data. Feeding machine learning models with patient data can enhance the
model’s ability to provide accurate predictions. However, medical data shar-
ing is not yet a systematic process as collecting and modifying such datasets is
time-consuming and expensive. Along with these, many more ways to improve
an FL model will open new opportunities in improving the healthcare field. Also,
there are many challenges that an FL model might face while dealing with sen-
sitive information. Below some of those are discussed, along with their defense
mechanism and ways that might prevent it. The FL model, like other models,
has some drawbacks. One of the main concerns is the potential for cyber attacks.
FL models are vulnerable to various types of attacks, including those that com-
promise the central server or local devices within the framework. The following
part will discuss some of these attacks and their possible defense mechanisms.

– Membership Inference Attacks: They are a common type of attack on FL
models, where raw user data can be inferred from the training data used
in FL, even though the raw user data is stored on local devices. One way
to defend against these attacks is to use differential privacy, which can pro-
vide a privacy guarantee by securing computation in a trusted environment.
Secure Multiparty Computation (SMC) and Homomorphic Encryption (HE)
are two techniques that can be used for secure computation. In SMC, partic-
ipants agree to provide inputs to two or more parties and reveal the outputs
to a subset of participants without decrypting the computation’s first results.
Homomorphic encryption allows computation on encrypted input without
decrypting it. Differential Privacy adds noise to the clipped model param-
eter to mask a user’s contribution before model aggregation, but this can
result in some loss of accuracy. The Trusted Execution Environment (TEE)
is a secure platform that can run FL processes with low computational over-
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head compared to other computation techniques [43], although it is currently
only compatible with CPU devices. However, the current version is only com-
patible with CPU devices. Differential Privacy involves masking the user’s
contribution by adding noise to the clipped model parameter before model
aggregation [44]. However, this approach results in some loss of accuracy.

– Model Poisoning Attacks: These attacks resemble data poisoning attacks.
Here the main target is the local models, not the local data. In order to
introduce errors in the global model, this poisoning attack is performed. It
is done by compromising some devices with modified local mode parameters.
This hinders the accuracy of the global market too. The defense mechanism
of this model is similar to the previous attack. The common mechanisms are
rejection based on error rate and loss function [45]. Here, the models that
significantly impact the error rate will get rejected. It is also based on their
impact on the loss functions of the global model. The rejection can come from
a combination of both error-based and loss-function rejection.

– Backdoor Attacks: Federated Learning allows devices to remain anonymous
during the model updating process. However, a device or several devices can
introduce a backdoor functionality into the model using the same function-
ality as the FL model, leading to what is known as a targeted attack [46].
The proportion of compromised devices present is a parameter used to mea-
sure the intensity of such attacks along with the model capacity of federated
learning [47]. To defend against backdoor attacks, the differential privacy can
be weakened. Additionally, participant-level differential privacy can be used
as a form of defense against such attacks, but this may come at the cost of
the global model’s performance [44].

These are some of the challenges the model might face that are related to
privacy issues while performing an FL model.

5 Conclusion

This paper discusses the advantages of implementing Federated Learning in
healthcare applications. Healthcare information is highly sensitive, and privacy
regulations govern its use. However, ML models used for diagnosing and predict-
ing diseases require a vast amount of data. Collecting this data without com-
promising patients’ privacy is difficult. Federated Learning can enable patient
data to be shared without violating their privacy. This approach allows the ML
model to analyze a large number of real-life data along with some machine-
generated data. By combining these data, the model can detect diseases and
identify potential solutions. This can save time and potentially save lives. How-
ever, DL methods are vulnerable to various attacks that compromise privacy.
The paper also discusses ways to prevent privacy invasion attacks while preserv-
ing patient privacy and the future opportunities of FL in healthcare systems.
Along with this, it also highlights the shortcomings of FL for implementation in
the medical field.
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Abstract. Sign language (SL) is a communication tool playing a cru-
cial role in facilitating the daily life of deaf or hearing-impaired people.
Large varieties in the existing SLs and lack of interpretation knowledge
in the general public lead to a communication barrier between the deaf
and hearing communities. This issue has been addressed by automated
sign language recognition (SLR) systems, mostly proposed for Ameri-
can Sign Language (ASL) with limited number of research studies on
the other SLs. Consequently, this paper focuses on static Turkish Sign
Language (TSL) recognition for its alphabets and digits by proposing
an efficient novel Convolutional Neural Network (CNN) model. Our pro-
posed CNN model comprises 9 layers, of which 6 layers are employed
for feature extraction, and the remaining 3 layers are adopted for clas-
sification. The model is prevented from overfitting while dealing with
small-scale datasets by benefiting from two regularization techniques: 1)
ignoring a specified portion of neurons during training by applying a
dropout layer, and 2) applying penalties during loss function optimiza-
tion by employing L2 kernel regularizer in the convolution layers. The
arrangement of the layers, learning rate, optimization technique, model
hyper-parameters, and dropout layers are carefully adjusted so that the
proposed CNN model can recognize both TSL alphabets and digits fast
and accurately. The feasibility of our proposed T-SignSys is investigated
through a comprehensive ablation study. Our model is evaluated on two
datasets of TSL alphabets and digits with an accuracy of 97.85% and
99.52%, respectively, demonstrating its competitive performance despite
straightforward implementation.

Keywords: CNN · Digits and Alphabets · Static Sign language
recognition · Turkish Sign Language

This work is supported by the Scientific and Technological Research Council of Turkey
(TUBITAK) under the 2232 Outstanding Researchers program, Project No. 118C301
and the 2247-C Trainee Researcher Scholarship Program.
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2024
A. Ortis et al. (Eds.): ICAETA 2023, CCIS 1983, pp. 226–241, 2024.
https://doi.org/10.1007/978-3-031-50920-9_18

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-50920-9_18&domain=pdf
http://orcid.org/0000-0001-7399-645X
http://orcid.org/0000-0002-9928-5776
https://doi.org/10.1007/978-3-031-50920-9_18


T-SignSys 227

1 Introduction

Sign language (SL) is a form of non-verbal communication means used to convey
information through hand gestures and facial expressions. It is utilized by deaf
and hard-of-hearing people to interact with others and access services. There are
more than 300 SLs worldwide that significantly differ from each other in various
terms such as vocabulary and grammatical structures [17]. Due to these wide
varieties, learning and interpreting different SLs is time-consuming and infeasible
for hearing and hearing-impaired people. On the other hand, accessing human
interpreters is costly and not practical in daily life. These challenges form a
communication barrier in deaf-to-deaf and deaf-to-hearing people interactions,
which not only limits the deaf people’s social and professional life (e.g., fewer
employment chances, social withdrawal, low academic performance) but also has
substantial adverse mental impacts on them, leading to depression, loneliness,
and anger. To tackle these issues, researchers have been captivated to develop
automated sign language recognition (SLR) models that can accurately identify
the signs performed by the signer and assist the public people in interpreting
them effortlessly.

Automated SLR systems can significantly improve the life quality of the
deaf community by smoothing over their communication and facilitating social
service usage. Additionally, they can be used in the form of gesture recogni-
tion in many other human-computer interaction applications ranging from vir-
tual/augmented reality (VR/AR) and video games [26] to medical purposes [11].
In these applications, a gesture recognition system tracks the user’s hand move-
ments and converts them into actions within a program. The first successful
attempts regarding automated SLR have been made using direct measurements
through sensor-based devices. These systems are generally more accurate due
to their ability to detect the exact position, speed, and other characteristics of
the user’s hands. However, they require specialized devices [21], which are costly
and inconvenient for performing complex signs. These limitations restrict their
applicability in real-life scenarios, inspiring researchers to convert their attention
to vision-based systems as a viable alternative.

Using images and videos acquired by cameras as input data in the vision-
based system makes them appropriate for performing complex signs in different
environments. Although the affordability, portability, and high flexibility of the
vision-based systems make them superior to the sensor-based systems, they still
have their own challenges caused by large varieties that exist either in signers
(e.g., hand shapes, skin colors, and way of performing a sign), environment
conditions (e.g., complex background, and lighting changes), or both. To address
these issues, numerous works have been proposed in the last decade, which are
categorized into two main groups considering the input data modality: 1) Static
SLR (SSLR), and 2) Dynamic SLR (DSLR).

SSLR is defined as recognizing the digits and alphabets of a sign language
from the images [24]. Static sign language (also referred to as fingerspelling) is
utilized to perform ages, dates, proper nouns, and technical words with no spe-
cific sign, constituting a considerable portion of each SL [29]. This prominent role
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is important to SSLR attracting researchers’ attention to develop highly accurate
systems over the years. SSLR approaches can be further divided into two main
categories: conventional machine learning (ML)-based and deep learning (DL)-
based methods. In ML-based approaches, hand-crafted features are extracted
from the input images, then utilized in the ML-based classifiers for final sign
recognition. Despite the favorable performance achieved by these methods, their
accuracy is highly dependent on the extracted features limiting their applicabil-
ity to a specified dataset with poor generalization ability [15].

With the advent of DL-based models, highly powerful GPUs, and sign lan-
guage datasets with large quantities, Convolutional Neural Networks (CNNs)
have been widely employed in this domain to improve the performance and the
generalization ability [25]. The capability of these models in extracting highly
representative features from the complex structures through the backpropagation
technique enables them to accurately differentiate the images from one another
and achieve high performance. However, most of the approaches in the litera-
ture have focused on American Sign Language (ASL) recognition [7]. Although
ASL is a globally well-known SL, many other SLs (e.g., Bangla, Arabic, Persian,
and Turkish) are also significant for their own communities. However, there are
limited studies on these SLs compared to those of ASL. Additionally, even for
ASL recognition, alphabet recognition got more attention than digit recognition,
while both are significant components of SSLR.

Turkish Sign Language (TSL) is one of the critical SLs used by around 3.5
million deaf people in Turkey. At the same time, its fingerspelling has been
studied in only a limited number of research works in the literature. This paper
aims to investigate static TSL recognition to ease the communication between
deaf people and the general public unfamiliar with it in Turkey. Our proposed
T-SignSys is based on a novel CNN model for fast and accurate TSL recognition,
considering both alphabets and digits. Overall, the main contributions of this
paper are listed as follows:

– A novel end-to-end CNN-based model, namely T-SignSys, is proposed to effi-
ciently recognize both the alphabets and digits of TSL with a single opti-
mized architecture following a straightforward implementation avoiding the
challenging task of hand segmentation for complex backgrounds.

– Carefully tuning the number of layers, activation function, kernel, and filter
sizes, and optimizer technique along with taking advantage of dropout layer
and L2 kernel regularizer as regularization techniques, our model obtains high
accuracy without overfitting issues even for small-scale datasets.

– A comprehensive ablation study is conducted for the arrangements of the
layers, the value of the dropout layer, the learning rate, and the optimiza-
tion technique to investigate the effectiveness and feasibility of the proposed
architecture. As an important factor in achieving high performance and fast
convergence during training, Adam and Adamax are selected as optimizer
techniques for digits and alphabets, respectively, through our ablation study.
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– The performance of the proposed model is evaluated on two benchmark
datasets of TSL alphabets and digits and compared with those of existing
approaches proving its superiority and capabilities.

2 Related Works

During the last two decades, a significant number of studies have been con-
ducted to advance automated SLR systems, which are categorized into two
main groups: conventional machine learning (ML)-based and deep learning (DL)-
based approaches. The automated systems in both groups follow three steps to
accomplish sign language recognition: pre-processing, feature extraction, and
classification. In conventional methods, feature extraction has been performed
by extracting hand-crafted features classified using ML-based classifiers. In con-
trast, feature extraction and classification are carried out in DL-based systems
through a single deep network. Some of the recent sign language recognition
(SLR) approaches from both categories are briefly discussed in this section.

2.1 Machine Learning-Based Approaches

Machine learning is a subset of artificial intelligence that involves training algo-
rithms to learn patterns and make predictions or decisions based on data. ML
techniques have been used for both sensor-based and vision-based SLR. In
the sensor-based approaches, the data acquired directly from the sensor-based
devices are used in ML-based classifiers (e.g., Support Vector Machine (SVM),
K-Nearest Neighbor (KNN)) for sign recognition, while in the vision-based sys-
tems, the inputs of the classifiers are the hand-crafted features (e.g., Histogram
of Oriented Gradients (HOG), Local Binary Pattern (LBP)) extracted from sign
images. Guardino et al. [9] used a Leap Motion sensor-based device and two
classifiers of KNN and SVM for recognizing the ASL alphabets. Their acquired
data included features from the fingers and palm, such as position, direction, and
velocity, which were transmitted to the computer via a USB connection. Instead
of employing the raw data, they computed average distance, average spread,
and average tri-spread, which were fed into the classifiers for final recognition.
In their system, KNN and SVM classifiers obtained an accuracy of 72.78% and
79.83%, respectively, proving the superiority of SVM over KNN. Another sensor-
based approach was proposed by Yalçın et al. [30] using a glove equipped with
elastic detectors and a gyroscope to detect sign language and translate it into
text. Despite its successful performance for SL translation, it was inconvenient
and costly for real-life scenarios due to using gloves equipped with detectors and
wires connected to an Arduino.

As an affordable and more convenient system, a vision-based approach was
proposed in [14] by Kumar et al. using both images and videos as input data. In
the pre-processing step, they applied face detection and removal using the Viola
and Jones algorithm to prevent the head skin color from interfering with the hand
detection. Then, the hand was segmented using HSV thresholding. To improve
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accuracy, instead of using a global threshold value in the segmentation process,
they sampled the skin color of the signer before sign recognition. For static sign
language recognition, they utilized the feature vectors extracted through Zernike
moments in an SVM classifier achieving an accuracy of 93%. A multi-kernel SVM
was trained in [8] using a proper fusion of three different hand-crafted features.
The same classifier was also employed in [18], but this time with LBP features.

To tackle the curse of dimensionality as the main limitation of the ML-based
approaches, Principal Component Analysis (PCA) was used in [23] to reduce
the dimensionality of the feature vector acquired by a combination of differ-
ent image descriptors. They evaluated their proposed system for user-dependent
and -independent scenarios by applying three different classifiers of KNN, Multi-
Layer Perceptron (MLP), and Probabilistic Neural Network (PNN). Amrutha
and Prabu [4] designed a model capable of recognizing single-handed signs using
convex hull features and a KNN classifier. Their training dataset was collected
in a controlled environment with a stable and plain background, and image
backgrounds were removed in a pre-processing step using the threshold method.
Contour-based segmentation was then applied to obtain the contours of the fin-
gers. Despite achieving an accuracy of 65%, the performance of their system was
highly dependent on the distance between the camera and the signer. In a recent
work by Bansal et al. [5], a system was proposed based on HOG features and
SVM classifier whose performance was evaluated on seven different datasets.
They utilized Minimum Redundancy and Maximum Relevance (mRMR) and
Particle Swarm Optimization (PSO) techniques to remove the feature redun-
dancy while maintaining accuracy. Generally, in ML-based approaches, satisfac-
tory performance is obtained if the extracted features are representative and
strong enough. However, they still suffer from poor generalization ability and
time-consuming feature extraction steps with high dimensionality.

2.2 Deep Learning-Based Approaches

Deep learning (DL) is another subset of artificial intelligence that involves train-
ing artificial neural networks to learn patterns and make predictions or decisions
based on data. CNN is a powerful DL model that automatically extracts deeper
and more effective low- and high-level features from the input images alleviating
the need for manual feature engineering and hand-crafted feature extraction. The
superior performance of the CNNs over the conventional ML-based methods and
the emergence of the advanced GPUs and large datasets inspired the researchers
to employ them in various computer vision domains such as action recognition,
object detection, classification, etc. They also have been extensively used in SLR
to enhance the systems’ accuracy and provide real-time performance.

In DL-based approaches, CNN models can be used in two schemes: 1) only
extracting deep features, which are then classified by ML-based classifiers, and
2) conducting both deep feature extraction and classification through a single
architecture. Sanchez-Riera [27] conducted a comparative study to analyze and
compare the performance of CNN models with the other classifiers using two
input modalities of RGB and depth. A CNN-based ASL recognition model was
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also proposed in [22] to investigate the superiority of the DL models over the
ML classifiers of SVM, KNN, and RF. In [20], another novel CNN model was
proposed for ASL recognition whose accuracy was enhanced through applying
a pre-processing step and hand segmentation. They also developed a new ASL
dataset. Das et al. [10] utilized a CNN model to recognize the ASL alphabets,
achieving an accuracy of 94.34% for images with plain black backgrounds. Sevli
and Kemaloğlu [28] developed a CNN model for recognizing TSL digits, achieving
an accuracy of 98.55%. They conducted extensive experiments on four optimizers
to investigate their impacts on the model’s performance. Another research work
regarding TSL recognition was carried out by Öztürk et al. [19] using Faster-R-
CNN. They trained their model using the TSL alphabet dataset and tested it
using by real-time data, achieving an accuracy of 88%. A new TSL dataset was
developed by Aksoy et al. [2], including 10223 images for 29 letters captured at
different distances from the camera on plain white background. They performed
TSL recognition using different pre-trained models and their proposed model as
TSLNet. Among these models, CapsNet and TSLNet models outperformed the
others with an accuracy of 99.7% and 99.6%, respectively.

One of the techniques recently attracted the researchers’ attention for enhanc-
ing the performance of SLR systems is using a combination of several mod-
els. Kodandaram et al. [13] used an ensemble of three models (i.e., LeNet-5,
MobineNetV2, and a custom CNN) for ASL recognition obtaining an accuracy
of 99.89%. Bhaumik et al. [6] created a portable end-to-end CNN model named
as ExtriDeNet using two main modules: the intensive feature fusion block (IFFB)
and the intensive feature assimilation block (IFAB). The capability of the Extri-
DeNet in dealing with challenging environmental conditions (i.e., illumination
variations and complex backgrounds) was demonstrated through their experi-
ments. Bousbai et al. [7] enhanced the recognition performance for four ASL
datasets by ensembling the features extracted by a custom CNN and a Cap-
sNet. Once PCA reduced the dimensionality of the combined feature vector, it
was used in an SVM classifier for final recognition. Alnuaim et al. [3] combined
ResNet50 and MobileNetV2 architectures for Arabic SLR achieving an accuracy
of about 97% after applying various data augmentation techniques. Zakariah
et al. [31] used various pre-trained models for Arabic SLR based on transfer
learning. Applying different pre-processing and augmentation techniques, the
EfficientNetB4 model outperformed the others with an accuracy of 95%. How-
ever, it was computationally inefficient due to being a heavy-weight model.

3 Methodology

The overall flowchart of the proposed TSL recognition system is illustrated in
Fig. 1. It comprises three main sections: pre-processing (including augmentation
and image resizing), feature extraction, and classification. The last two steps are
implemented through a single novel CNN model whose layer arrangement and
hyper-parameters are optimized to achieve high accuracy for both TSL digit and
alphabet recognition. Details of each step are discussed in the following sections.
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Fig. 1. The main flowchart of the proposed T-SignSys.

3.1 Data Preprocessing

Pre-processing is a crucial step in DL-based models to enhance the input data
quality and quantity to boost the proposed model’s performance. Hence, we first
apply data augmentation in our pre-processing step. Data augmentation refers
to the techniques employed for modifying and generating new data. It plays a
significant role as a regularizer to prevent the model from overfitting and make
it robust for various input patterns by increasing the diversity and quantity
of the data in the training set (i.e., oversampling). Hence, proper selection of
the augmentation techniques is significant to achieve optimized performance.
In our model, the quantity of the training samples (RGB images) is increased
through four augmentation techniques of shearing (ranges between 0–0.2), zoom-
ing (ranges between 0–0.2), rotation (ranges between 0–45), and horizontal flip.
All RGB images, including the augmented ones, are resized into the same size
(100 × 100 for digits and 224 × 224 for alphabets). Then, pixel intensities are
divided by 255 for normalization.

3.2 Model Architecture

CNNs are multi-layer architectures trained to extract features from the input
images in the form of feature maps that include the corresponding images’ main
characteristics. A novel efficient CNN architecture, namely T-SignSys, is pro-
posed in our paper for accurate and fast TSL digit and alphabet recognition,
whose details are presented in Table 1. It is formed by a total of 9 layers. The first
6 layers (i.e., three convolutional layers, two max-pooling layers, and a dropout
layer) are selected for feature extraction, and the remaining 3 layers (flatten and
fully-connected/dense) are used for classification. Having a hierarchical struc-
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Table 1. Summary of the proposed CNN architecture presenting its hyper-parameters.

Layer Filters Kernal Pool Strides Activation Regularizer Output Shape Param #

Conv2d 16 3 × 3 – – ReLU L2 (222, 222, 16) 448

Conv2d 32 3 × 3 – – ReLU L2 (220, 220, 32) 4640

Max Pool – – 2 × 2 2 – – (110, 110, 32) 0

Conv2d 64 3 × 3 – – ReLU L2 (108, 108, 64) 18496

Max Pool – – 2 × 2 2 – – (54, 54, 64) 0

Dropout(40%) – – – – – – (54, 54, 64) 0

Flatten – – – – – – (186624) 0

Dense – – – – ReLU – (128) 23888000

Dense – – – – Softmax – (29) 3741

ture, each layer is in charge of non-linearly transforming the input images, and
the results are fed into the next layer for another non-linear transformation.

Feature Extraction Module: The inputs of our feature extraction module
are RGB images which are resized in the pre-processing step. They are fed into
the first convolutional block which is composed of two convolutional layers and
a maxpooling layer. These convolutional layers are responsible for learning and
extracting the low-level features from the input images, such as edges, curves,
and textures. Filters and kernels in these layers are the hyper-parameters respon-
sible for extracting the representative features. Each filter is a small matrix of
weights that is used to perform the convolution operation on the input data.
The weights in the filter are adjusted during training so that the filter becomes
increasingly sensitive to the specific pattern or feature it is trying to detect. The
number of filters in a convolutional layer can significantly affect the overall per-
formance of the model. More filters aid in extracting more specific patterns and
features by the convolutional layer as the model gets more powerful. However,
this filter size increment leads to more parameters and so the risk of overfitting.
Considering a good balance between these two issues, we selected the number
of filters as 16 and 32 in the first and second layers, respectively. The third con-
volutional layer which is placed in the second convolutional block is considered
the deeper layer for our model. Consequently, we selected a larger filter num-
ber in comparison to the first two convolutional layers so that more complex
abstract patterns are extracted from the images. Kernel size is another crucial
parameter in the convolutional layer which determines the level of abstraction
and the number of parameters in the model. A convolutional layer with a larger
kernel size can capture more contextual information from the input image and
potentially extract more meaningful features. However, similar to the filter size,
increasing the kernel size increases the number of parameters leading to overfit-
ting if the model is not properly regularized. On the other hand, a smaller kernel
size can capture more fine-grained details from the input image with less number
of parameters, but it may not be able to capture the global context as effectively.
Making a good trade-off, we select kernel size as 3× 3 in all convolutional layers
achieving the optimal performance with our input images.
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In our feature extraction module, two regularization techniques are applied
to further improve the performance of the system by increasing the accuracy,
improving the convergence, speeding up the training, enhancing the generaliza-
tion ability, and alleviating the overfitting risk. The first technique is applying
L2 kernel regularizer in all convolutional layers. It is a form of regularization
that adds a penalty term to the objective function of the model, which penalizes
large weights and encourages the model to learn a simpler, more generalized
solution for new unseen data. A dropout layer is used at the end of our feature
extraction module as the other regularization technique. Its value is set to 0.4,
which means that 40% of the neurons are ignored for weight updates during
the training, which prevents the neurons from co-adapting and forces the model
to rely on the remaining neurons to make predictions. This dropout layer sig-
nificantly improves the accuracy of the model and minimizes the gap between
the training and the test accuracy (detailed results are discussed in the abla-
tion study section). Two maxpooling layers adopted in our model have identical
hyperparameters, i.e., 2 × 2 kernel size. They are used in both convolutional
blocks after convolutional layers to downsample the feature maps by reducing
their dimensionality, while still retaining the most important information. It is
worth mentioning that the stride value (i.e., the number of pixels that are skipped
by the kernel filter in each movement) is selected as one and two in the convolu-
tional and maxpooling layers, respectively, with the “valid” padding scheme. The
outputs of the convolutional layers are fed into a non-linear activation function
known as Rectified Linear Unit (ReLU). Using this activation function, only the
neurons with positive values are activated (f(x) = max(0, x)), which leads to
fast training and minimizes the possibility of gradient vanishing.

Classification Module: The generated 2D feature maps from the feature
extraction module are reshaped into a 1D feature vector using a flattening layer
before the fully connected (FC)/dense layers. This feature vector is fed into a
FC layer with 128 neurons and a ReLU activation function. To set the number
of neurons to 128 in the FC layer as its crucial hyperparameter, we start with a
relatively small number of neurons and gradually increase it until reaching the
convergence and plateau performance. This layer is followed by the second FC
layer, whose number of neurons equals the number of class labels in the cor-
responding dataset. The last FC layer, known as the classification layer, uses
Softmax as its activation function. It is a generalization of the logistic function
used to convert arbitrary values into a probability distribution, where the sum
of the probabilities is 1. It is computed as Softmax(xi) =

exp(xi)∑
j exp(xj)

, where xi is
a vector of arbitrary values used as its input. The calculated probabilities by this
function determine the membership of the input to each class. The highest value
probability determines the corresponding input’s predicted class. Our model is
trained based on the categorical cross-entropy loss function as it is dealing with
a multi-class classification task. It is defined as Loss = −∑output size

i=1 yi . log ŷi,
where ŷi and yi represent the probabilities of the model prediction and the cor-
responding true target, respectively, and it is demanded to reduce the difference
between them during the training process.
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4 Experimental Results

4.1 Datasets

Two TSL datasets are selected for our experiments:

1) TSL Digits [1,16]: This dataset includes a total of 2062 RGB images with a
fixed size of 100 × 100 in 10 classes for the digits from 0 to 9. The signs of
this dataset were performed by 218 different right-handed signers. The images
were all captured on a plain white background. Some samples of this dataset
are illustrated in Fig. 2(a).

2) TSL Alphabets [12]: As the first alphabet dataset for static Turkish Sign
Language, it is composed of 2974 RGB images categorized into 29 classes out
of which 23 categories are for Turkish letters (excluding “Ç, Ğ, İ, Ö, Ş, and
Ü”) and the remaining 6 classes are allocated for punctuation marks. The
images in this dataset have different sizes which were captured on cluttered
backgrounds. It contains both single- and double-handed signs performed
by both left- and right-handed signers. Some samples of this dataset are
illustrated in Fig. 2(b).

Fig. 2. Illustration of some sample images from (a) TSL Digits, and (b) TSL Alphabets.

4.2 Experimental Setup

All experiments are conducted with Python using Keras and Tensorflow on a PC
with 32 GB RAM, Intel Core i7-9700 CPU, and NVIDIA GeForce RTX 2070
GPU with 8 GB video memory. We use Adam and Adamax optimizers for digit
and alphabet datasets, respectively, with a learning rate of 0.001. Epoch and
batch sizes are selected as 300 and 32, respectively, with data split of 80%–20%.

4.3 Evaluation Metrics

The performance of our proposed model is evaluated in terms of four evaluation
metrics common for classification tasks as follows:

Accuracy =
TP + TN

TP + TN + FP + FN
(1)
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Precision =
TP

TP + FP
(2)

Recall/Sensitivity =
TP

FN + TP
(3)

F1− score =
2× (Precision×Recall)

Precision+Recall
(4)

where TP , TN , FP , and FN stand for True Positive, True Negative, False
Positive, and False Negative, respectively, obtained from the confusion matrix.

4.4 Performance Assessment

The performance and efficiency of the proposed CNN model are evaluated on
two benchmark TSL datasets for digits and alphabets. The experimental results
are presented in Table 2 in terms of four evaluation metrics for both training and
test sets. Achieving a test accuracy of 99.52% and 97.85% for digit and alpha-
bet datasets, respectively, demonstrates the high capabilities of our proposed
model despite its straightforward architecture. As T-SignSys is assessed on two
diverse datasets with both plain and cluttered backgrounds, single- and double-
handed signs performed by left- and right-handed signers, one can draw the
inference that it is efficient and robust against hand appearances and environ-
mental conditions. Additionally, our model achieves a great convergence without
experiencing any underfitting or overfitting as the difference between the train-
ing and test accuracy is minimized in both datasets. Owing to the less number
of parameters and benefiting from the regularization techniques in our model,
it is fast both in training and test processes making it feasible and practical for
real-time application. Training of the digit and alphabet datasets takes 17 and
105min for 300 epochs, respectively. 418 digit images and 604 alphabet images
are recognized in the test phase during 0.47 and 5 s, respectively, proving the
real-time performance of our proposed method.

Table 2. Performance evaluation in terms of four evaluation metrics on two datasets.

Digits Dataset Alphabet Dataset
Training Test Training Test

Accuracy 98.11% 99.52% 99.92% 97.85%
Precision 99.02% 98.56% 99.24% 97.33%
Recall 98.78% 98.33% 98.90% 93.54%
F1 Score 98.50% 98.32% 99.08% 94.96%
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Table 3. Performance comparison with state-of-the-art TSL recognition approaches
on two TSL datasets.

Dataset Approaches Training(%)/Testing(%) Split Test Accuracy

TSL Digits Sevli and Kemaloglu [28] 80/20 98.55%
Bansal et al. [5] 90/10 90.90%
Proposed Model 80/20 99.52%

TSL Alphabets Ozturk et al. [19] 40/- 88.00%
Proposed Model 80/20 97.85%

4.5 Comparison with State-of-the-Art

The performance of the proposed model is compared with the available state-
of-the-art approaches for TSL recognition on two datasets in Table 3 presenting
their test accuracy along with the training and test data split scheme. In the
digit dataset, our model outperforms two other approaches with 0.97% and 8.62%
accuracy enhancement. For TSL alphabets, it should be mentioned that Ozturk
et al. [19] employed the TSL alphabet dataset only for training their model and
they tested it by real-time images while we used the TSL alphabet dataset in
both training and test phases. Comparing the test accuracy, our model surpasses
their approach by achieving 9.85% more accuracy.

4.6 Ablation Study

To deeply investigate the impact of different parameters on the overall perfor-
mance of our proposed T-SignSys, a comprehensive ablation study is carried
out over the arrangement of the layers (9 different combinations), dropout layer
value (0.25 and 0.40), optimizer (RMSProp, SGD, Adamax, and Adam), and
learning rate (for 0.001, and 0.0001). The results for different layer arrange-
ments of our CNN model are presented in Table 4 for two datasets in terms

Table 4. The results of ablation study over 9 different arrangements for CNN layers.

Layer Arrangement Digits Dataset Alphabet Dataset
Train Test Train Test

1 Conv + 1 FC 93.07% 88.28% 87.55% 80.96%

2 Conv + 1 FC 98.11% 99.52% 97.30% 90.56%

3 Conv + 1 FC 97.81% 97.00% 94.39% 88.08%

3 Conv + 1 MP + 1 FC 96.96% 97.00% 98.82% 92.00%

3 Conv + 2 MP + 1 FC 96.96% 94.00% 98.90% 93.38%

4 Conv + 2 MP + 1 FC 96.53% 96.17% 98.02% 92.38%

5 Conv + 2 MP + 1 FC 94.95% 94.98% 95.02% 91.39%

3 Conv + 2 MP + 2 FC 99.20% 97.37% 98.27% 94.04%

3 Conv + 2 MP + 1 DP + 2 FC (ours) 98.11% 99.52% 99.92% 97.85%
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Table 5. The results of ablation study over different values for dropout layer.

Dropout Values Digits Dataset Alphabet Dataset
Training Test Training Test

0.25 99.09% 98.33% 99.79% 96.52%
0.40 (ours) 98.11% 99.52% 99.92% 97.85%

Table 6. The results of ablation study over four different optimization techniques.

Optimizers Digits Dataset Alphabet Dataset
Training Test Training Test

SGD 78.47% 88.04% 83.76% 85.43%
RMSprop 99.09% 97.85% 98.23% 95.70%
Adamax 96.00% 94.00% 99.92% 97.85%
Adam 98.11% 99.52% 99.66% 95.53%

Table 7. The results of ablation study over two different learning rates on two datasets.

Learning Rate Digits Dataset Alphabet Dataset
Training Test Training Test

0.001 (ours) 98.11% 99.52% 99.92% 97.85%
0.0001 96.05% 95.21% 98.06% 94.37%

of test accuracy. Employing two convolutional (Conv) layers with the last fully
connected (FC) layer leads to high performance for digit dataset while its accu-
racy is very low for alphabet dataset. To achieve high performance for both digit
and alphabet datasets, we gradually increase the number of convolutional lay-
ers and add maxpooling (MP) and FC layers to the architecture. Implementing
different combinations, the architecture with three Conv layers, two MP layers,
and two FC layers obtains a high performance for both datasets. However, there
is still overfitting especially for the TSL alphabet. To overcome overfitting, a
dropout (DP) layer is added before FC layers, which significantly enhances the
test accuracy and minimized the accuracy difference between the training set
(98.11% and 99.92% for digits and alphabets) and the new unseen data (99.52%
and 97.85% for digits and alphabets). The performance of the dropout layer is
investigated for two values of 0.25 and 0.40 in Table 5. The dropout layer with
a value of 0.4 outperforms the other with 1.19% and 1.33% higher test accuracy
for TSL digit and alphabet datasets, respectively.

Performance of T-SignSys for four different optimizers is investigated on
two datasets in terms of accuracy for the learning rate of 0.001 in Table 6. The
lowest performance is achieved by the SGD optimizer on both datasets as it
is highly likely to be stuck in the local minimum and has slow convergence in
comparison to the other optimizers for the same number of epochs. The other
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three optimizers of RMSProp, Adamax, and Adam have significantly higher
performance. Achieving the highest test accuracy of 99.52% by Adam for digits
and 97.85% by Adamax for alphabet, they are selected as the optimal optimizers
for our model. Learning rate is also studied for two values of 0.001 and 0.0001
on both TSL digit and alphabet datasets in Table 7. Adopting a higher value for
the learning rate results in faster convergence rather than using a lower value
for an equal number of epochs. Comparing the results of two learning rates,
the test accuracy of our model is improved by 4.31% and 3.48% for digit and
alphabet datasets, respectively, once we set the learning rate as 0.001 without
experiencing overfitting.

Fig. 3. Visualization of a sample failure case for our model where the letter “S” is
misclassified as “F” when they are performed by two left- and right-handed signers.

4.7 Failure Cases

Although our proposed method can efficiently recognize both TSL digits and
alphabets with a straightforward implementation scheme and fast recognition
rate, it leads to misclassification when dealing with some specific alphabet
classes. One of these classes with a high number of misclassification samples
is “S”. In most cases, the letter “S” is misclassified as “F”. This misclassification
occurred mainly due to using both right- and left-handed signers in the dataset.
To delve deeper into this issue, one example is illustrated in Fig. 3. Performing
letters of “S” and “F” by the same person shows the high inter-class variations
between these two classes, which helps the model to distinguish them accurately.
On the contrary, when one of them is performed by a left-handed signer and the
other is performed by a right-handed signer, the captured images have slight
inter-class variations which degrade the performance of our model and lead to
misclassification.

5 Conclusion

In this paper, a novel efficient CNN model was proposed for fast and accurate
classification of Turkish Sign Language (TSL) digits and alphabets. Despite the
great importance of TSL for a large number of deaf people in Turkey, there
are only a handful number of studies in the literature conducted on TSL static
fingerspelling. To this end, a novel CNN architecture was designed with a total
of 9 layers whose number of layers, hyper-parameters, optimizer, and learning
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rate were carefully adjusted through extensive experiments so that high perfor-
mance was obtained. To further enhance the performance and prevent the system
from overfitting, we used kernel regularizer and dropout layer as two regulariza-
tion techniques. Conducting a comprehensive ablation study, we investigated
the effectiveness of four different optimizer techniques, two learning rates, two
dropout values, and 9 different arrangements for layers of the proposed CNN.
Achieving an accuracy of 99.52% and 97.85% for TSL digits and alphabets,
respectively, with high recognition speed, demonstrated the high capabilities
of our model and its feasibility for real-time applications considering cluttered
backgrounds. As our future work direction, we plan to enhance the model per-
formance for the signs with slight inter- and high intra-class variations as well
as make it robust to environmental variations.
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Abstract. This study uses machine learning methods to find deterio-
ration in turbomachine parts. In turbomachines, damage control proce-
dures are carried out at specific times. Even though these checks take a
while, if there is no damage, the components won’t be replaced, and it
is not anticipated that they will be rechecked until the following control
or an unforeseen incident. For this situation, a machine learning algo-
rithm has been developed and 96% accuracy was obtained for overall
components.

Keywords: Turbo Machinery · Machine Learning · Predictive
Maintenance

1 Introduction

This study aims to detect prior damage in turbo-machine components via
machine learning algorithms. The damage control process in turbomachines is
performed at certain hours. Although these checks take a quite long time, if
there is no damage, the components will not be replaced, and the components
are not expected to be checked again until the next control or an unexpected
event occurs. The general factors that cause gas turbine damage are as follows:

– Erosion: Some particles that come with air passing through the compressor
can degrade and damage surfaces inside the compressor instead of binding
onto them. Erosion damage caused by solid particles is a frequently occurring
problem that can affect the components of aeroengines. Both stationary and
rotating airfoils are susceptible to material loss due to the impact of erosive
particles. In some cases, this damage can result in negative effects on the
hot-section hardware and overall engine performance [1].

– Abrasion: Abrasion is a type of wear caused by the mechanical action of
one surface rubbing against another. It can be caused by a variety of factors,
including the hardness and roughness of the surfaces involved, the presence
of foreign particles, and the sliding speed and contact pressure between the
surfaces. Abrasion can result in surface damage, material loss, and changes
in surface properties such as roughness and hardness [2].
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– Corrosion: Sulfur from the fuel and sodium chloride from the air interact
during combustion at high temperatures to form sodium sulfate. Following
deposition, the sodium sulfate speeds up oxidation (or sulfidation) attacks on
hot-section components [3] [4].

– Foreign Object Damage: Objects going into the compressor may cause
severe damage to industrial gas turbines, which are far more prevalent than
turbines used on aircraft with open inlets [5].

– Fatigue: The beginning and growth of cracks in a material as a result of
cyclic loading is known as fatigue. Fatigue can be caused by dynamic loads,
vibrations, impacts, or thermal loads [6]. Fatigue can be extremely dangerous
for turbo machinery used in aviation. A sudden loss of power may lead to
undesired results. Thus, fatigue detection is essential.

– Thermomechanical Fatigue: Hot-section components of gas turbine
engines operate in a hostile environment and are constantly vulnerable to
failure by the thermal fatigue damage mechanism because of the different
heat capacities of the various materials in the component as well as a non-
uniform temperature field on the component. A gas turbine engine’s starting
and stopping can cause temperature redistribution in the parts, which can
lead to thermal fatigue damage [7].

– Creep: Components of gas turbines working at high temperatures gradu-
ally deform under the influence of applied stress. Such deformation eventu-
ally builds up and causes a creep rupture mechanism, which causes frac-
ture. The main factor reducing blade life in base-loaded gas turbines is
blade creep degradation. Critical component design assessment for high-
temperature applications should take these deformation and damage pro-
cesses into account, and engineering calculations call for knowledge of creep
rupture characteristics for the material the structure is made of [8].

Supervised learning and unsupervised learning are two major categories of
machine learning algorithms that have been widely studied and applied in various
fields in recent years. Supervised learning is a type of machine learning where
the algorithm is trained on a labeled dataset, meaning that each data point is
associated with a known target value. The algorithm learns to predict the target
value for new, unseen data based on the patterns it identifies in the training data.
Some popular supervised learning algorithms include linear regression, decision
trees, and neural networks [9].

On the other hand, unsupervised learning is a type of machine learning where
the algorithm is trained on an unlabeled dataset, meaning that the data points do
not have any associated target values. Instead, the algorithm identifies patterns
and structure within the data itself, without any prior knowledge of what the
data represents. Common unsupervised learning techniques include clustering,
anomaly detection, and dimensionality reduction [10].

Both supervised and unsupervised learning have their own strengths and
weaknesses, and the choice of which type of learning to use depends on the
specific problem and data at hand. In recent years, there have been numerous
advancements and innovations in both supervised and unsupervised learning,
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leading to exciting new applications in fields such as computer vision, natural
language processing, and healthcare [11].

– Regression: Regression algorithms are categorized as supervised machine
learning. They support the explanation or forecast of a numerical value based
on a collection of historical facts [12].

– Classification: Another sort of supervised machine learning that predicts or
explains a class value in classification algorithms. They can help anticipate
whether an online buyer would purchase a good, for example. Buyer or non-
buyer, the response is either yes or no. Classification systems, on the other
hand, are not limited to only two categories [12].

– Clustering: Since the goal of clustering algorithms is to group or cluster
data with comparable features, they fall within the topic of unsupervised
machine learning. Approaches that use clustering don’t need output data
to train. Instead, this method uses an algorithm to decide the result. Only
visualizations can be used by a data scientist to evaluate the quality of a
clustering algorithm’s answer [12].

– Dimensionality Reduction: This technique is used in to remove the least
related information from a data set. Since data sets containing a lot of columns
are common, it is imperative to lower the overall amount. There are thousands
of pixels in a photograph, but not all of them are crucial to research. Similar
to this, dozens of measurements and tests may be performed on each chip
during the manufacturing process, many of which offer redundant data. To
manage the data set in these situations, dimensionality reduction techniques
will be needed [12].

– Ensemble Methods: Ensemble approaches combine multiple predictive
models (supervised machine learning) to make better forecasts than any one
model could. For instance, an ensemble method known as random forest tech-
niques combines many decision trees that have been trained using various data
sets. As a result, a Random Forest’s forecasts are more accurate than a single
Decision Tree’s [12].

– Neural Networks and Deep Learning: Artificial networks aim to capture
non-linear patterns in data by incorporating multi-layered parameters into the
model, as opposed to logistic and linear regressions. [12].

– Transfer Learning: Transfer learning is a method where parts of a pre-
trained neural network can be reused and adapted for a new but similar task.
Specifically, some of the trained layers from the previous neural network,
which was trained on a particular task, can be transferred and combined
with a few new layers that are trained on the data from the new task. [12].

– Reinforcement Learning: Reinforcement learning is an approach that
enables an algorithm to learn from previous experiences in a general sense.
By observing actions and using a trial-and-error method in a controlled envi-
ronment, reinforcement learning can optimize a cumulative reward. [12].

– Natural Language Processing: This is a frequently used methodology for
preparing text for machine learning. The most widely used text processing
package is NLTK (Natural Language ToolKit) [12].
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– Word Embeddings: TTF-IDF is a numerical representation of text docu-
ments that considers only the frequency and weighted frequencies of words.
Word embeddings, on the other hand, capture a word’s context within a
document, enabling us to perform arithmetic with words by measuring the
similarity of words based on context. Word2Vec utilizes a neural network to
convert words in a corpus into numerical vectors, which can then be employed
to identify synonyms, conduct word arithmetic, and represent text documents
(by averaging all the word vectors in a document) [12].

Since predictive maintenance with machine learning studies has not been
done before, the literature research is mostly focused on the use of machine
learning algorithms in mechanical engineering, especially in the energy sector.

Regan et al. combined acoustic with machine learning algorithms, and they
detected wind turbine blade damage. In the study, Regan et al. used supervised
machine learning to accomplish 98% accuracy [13]. Ghalandari et al. optimized
the first row of the compressor blade with an artificial neural network. It has
been seen for the aerodynamical view, mass flow increased by 4% and for the
structural view, optimized blades met the reduced frequency criteria [14].

In the study “Adaptive Detection and Prediction of Performance Degradation
in Off-shore Turbomachinery”, Zagorowska et al. tried to detect of degradation in
turbomachinery. To accomplish that Zagorowska et al. took the data of weather
every day for 2 years and trained and tested the algorithm which showed that it is
possible to combine the existing approaches in degradation modeling to improve
the accuracy of the prediction, thus making the algorithm useful in industrial
performance-based application [15].

In a study Gascon et al. identified the machine learning technique that best
estimates the remaining useful life of boiler components using plant operations.
The best strategy to anticipate the decline in the life span of the plant with
over 90% certainty, according to the authors’ testing of five different machine
learning algorithms [16].

Chao et al. showed that the capacity to estimate the remaining usufel life-
time (RUL) of its components, is a crucial enabler of intelligent maintenance
systems. Datasets with run-to-failure trajectories are required for the creation of
data-driven prognostic models. Chao et al. create a new dataset of run-to-failure
trajectories for a fleet of aircraft engines under real-world flight conditions to
aid the development of prognostics algorithms. The dataset was created using
the NASA-developed Commercial Modular Aero-Propulsion System Simulation
(CMAPSS) model. The damage propagation model employed in this dataset
expands on earlier work’s modeling method and adds two new levels of accu-
racy [17].

As above mentioned, there are no studies on this subject. In this study,
various methods were tried to create a database due to the lack of databases
or not being shared, and these methods were mentioned in the methodology
section. For a quick solution, the classification method mentioned above is used.
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2 Methodology

In order to apply Machine Learning technique, the necessary dataset has been
obtained from NASA The Prognostics Data Repository [18] which is studied
at study of Chao et al. [17]. Figure 1 shows schematic illustration of the engine
along with the CMAPSS model’s assigned station numbers.

Fig. 1. Schematic representation of the CMAPSS model [17]

The names, descriptions, and units of each input variable in the dataset are
can be found in study of Chao et al. [17]. In the CMAPSS model, the variable
symbol corresponds to the internal variable name. The model documentation is
used to generate the descriptions and units [19].

The output of the data is reaming useful life (RUL). For flight classes 8 and 9
RUL table has been shown in Fig. 2 below. For the study, all flight data has been
merged. Due to the enormous number of data (sixty-nine million columns), an
algorithm was created for data reduction. This algorithm was used to generate
the dataset from 99 rows and 104 columns. The flow diagram of the algorithm
is shown in Fig. 3.
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Fig. 2. RUL for Flight Cases 8 and 9. [19]

Due to the lack of maintenance data, failure output data is created with
the reduced data. Table 4. shows which damage mechanism affects the sensor or
measurement values as follows (Table 1):

Table 1. Sensors that Affect Damage Mechanism

RPM Temp Pre Flow phi Fatigue

Fatigue + + – – – –

Creep – + – – – +

Erosion – + + + – –

Abrasion – – – + – –

Thermomechanical Fatigue – + + – + –

Corrosion – + – – + +
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Fig. 3. Flow Chart for Data Reduction Algorithm.

These relations have been gathered from the study of “Taxonomy of Gas
Turbine Blade Defects” [20] and other literature surveys. It can be seen in Table 2
that damage mechanisms occurred in components. Due to the lack of output data
(which is all zero and because of that A.I. will not learn from it) LPT damage
mechanism only consists of fatigue and creep.

Table 2. Damage Types for Components

Fatigue Creep Erosion Abrasion Thermomechanical
Fatigue

Corrosion

LPC + + + + – –

HPC + + + + – –

Burner + + + – + +

HPT + + + – + +

LPT + + – – – –

According to the relationships in the data set, if the output is one, there
is damage, if the output is zero then there is no damage. The classification
method was chosen for Machine Learning algorithms because of the probability
of damage. All classification techniques have been used and the accuracy scores
compared.
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3 Results

After data processing is done, the classification technique is chosen for the
Machine Learning Algorithm due to quick solution and computer power. Each
damage of each component was put into the algorithm separately. 80% of the
dataset was reserved for training and the remaining 20% was for testing.

For classification tasks, the mean accuracy can be calculated as the average
of the accuracy scores for each class. The formula is:

mean accuracy = (accuracy of class 1 + ... + accuracy of class n)/n (1)

Here, n is the number of classes in the classification problem [21]. Accuracy
scores are shown below:

Table 3. Accuracies for LPC

Fatigue Erosion Creep Abrasion Mean

LR .85 .95 1 .95 .9375

KNN .85 1 1 1 .9625

SVM .9 .95 1 1 .9625

Kernel SVM .8 .95 1 1 .9375

Naive Bayes .8 .75 1 1 .8875

Decision Tree .8 .9 1 .9 .9

Random Forest .85 .95 1 1 .95

According to Table 3, SVM performs better than the other models in terms of
accuracy, while Näıve Bayes performs worse. This difference can be attributed
to the fact that Näıve Bayes assumes that each feature is independent of the
others, whereas SVM takes into account how the features interact with one
another. Although the results showed that all the features had a value of 1,
indicating the possibility of overfitting, the R2 test was repeated to confirm that
overfitting was not a problem.

Table 4. Accuracies for HPC

Fatigue Erosion Creep Abrasion Mean

LR .75 1 1 .85 .9

KNN .95 .95 1 .95 .9625

SVM .85 1 .95 .95 .9375

Kernel SVM .8 .9 1 .95 .9125

Naive Bayes .8 .85 .8 .85 .825

Decision Tree .95 .9 1 1 .9625

Random Forest .8 .9 1 .95 .9125
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Table 4 shows that KNN has the highest average score, while Näıve Bayes has
the lowest. The primary reason for this difference is that KNN is a discriminative
classifier, whereas Näıve Bayes is a generative classifier.

Table 5. Accuracies for Burner

Thermal Fatigue Fatigue Erosion Creep Corrosion Mean

LR .9 .95 .9 1 1 .95

KNN .9 1 .9 1 .95 .95

SVM .95 .95 .95 1 1 .97

Kernel SVM .9 .95 .9 1 1 .95

Naive Bayes .85 .9 .85 1 1 .92

Decision Tree .9 .95 .9 1 1 .95

Random Forest .9 .9 .9 1 1 .94

Table 5 indicates that SVM has the highest average score, while Näıve Bayes
has the lowest score, once again. As previously explained, this is due to the
different approaches used by these techniques in addressing the problem. While
one treats each data point independently, the other considers them as related.
It’s worth noting that even though the creep scores are all 1, the R2 test has
been conducted to confirm that overfitting is not a concern.

Table 6. Accuracies for HPT

Thermal Fatigue Fatigue Erosion Creep Corrosion Mean

LR .8 1 .95 .9 .8 .89

KNN .85 1 .95 1 .8 .92

SVM .85 1 .95 .95 .95 .94

Kernel SVM .8 1 .95 1 .8 .91

Naive Bayes .6 1 .95 .75 .75 .81

Decision Tree .9 1 1 1 .95 .97

Random Forest .85 1 1 1 .75 .92

Table 6 shows that SVM has the highest average score, while Näıve Bayes has
the lowest score, as previously mentioned. This difference can be attributed to
the different approaches used by these techniques. While SVM considers how the
features interact with each other, Näıve Bayes treats each feature as independent.

Table 7 indicates that the scores for most techniques are similar to each other,
except for Näıve Bayes. This is because Näıve Bayes treats each data point as
independent, ignoring their relationship to each other. In the LPT section, only
fatigue and creep damages are considered due to the possibility of overfitting.
Unlike other sections, it is known beforehand that overfitting will occur on dam-
ages in the LPT section, prior to the start of the machine learning algorithm.
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Table 7. Accuracies for LPT

Fatigue Creep Mean

LR .95 .95 .95

KNN .95 1 .975

SVM .95 1 .975

KernelSVM .95 1 .975

Naive Bayes .9 .9 .9

Decision Tree .95 1 .975

Random Forest .95 1 .975

In general, SVM has the highest average score of 0.957, or 95.7%. This sug-
gests that the machine learning algorithms were effective in detecting gas turbine
damages, achieving high accuracy across all areas. In contrast, Näıve Bayes has
the lowest score of 0.8685, or 86.85%. Although this score may be acceptable in
other industrial applications, in the energy or aviation sectors, it could lead to
catastrophic events.

4 Conclusion

The study showed that machine learning algorithms can accurately detect deteri-
oration in turbomachine parts, with the Support Vector Machine method having
the best overall accuracy. This is significant as traditional damage control pro-
cedures can be time-consuming and may miss undetected damage, posing risks
in the future. Machine learning algorithms offer a way to achieve high accuracy,
which can ultimately improve the safety and reliability of turbomachines.

This development is particularly relevant in the aviation industry, where
safety is paramount. However, there is a concern that false positive errors could
have catastrophic consequences, which may be due to the lack of access to real
data. Further research and development could improve the algorithm and reduce
the costs and time required for maintenance periods, especially in aviation.

Despite these challenges, the energy sector is expected to benefit from this
development as the algorithm could reduce the time needed for damage detection
during maintenance work, allowing businesses to resume operations sooner. This
could potentially increase their profit margins by reducing downtime and revenue
loss.

Overall, the study demonstrates the potential of machine learning algorithms
in the field of turbomachines, with further research and development leading to
even more effective methods for detecting damage and deterioration. While there
are still challenges to overcome, the benefits of this development in the energy
and aviation industries are significant.
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Abstract. Due to several current medical applications, the significance of Elec-
trocardiogram (ECG) classification has increased significantly. To evaluate and
classify ECG data, a variety of machine learning methods are now available. Uti-
lizing deep learning architectures, where the top layers operate as feature extrac-
tors and the bottom layers are completely coupled, is one of the solutions that
has been suggested. In addition to classification results, this work also proposes
a learning architecture for ECG classification utilizing 1D convolutional layers
and Fully Convolution Network (FCN) layers. We made several changes to get
the best result, getting 98% accuracy and 0.2% loss. A comparison has been made
and showed that our work is better than other related work. The problem that we
found in the rest of the research is the use of less efficient algorithms, so this thing
is the reason for the lack of accuracy of the results and an increase in the loss. We
used the most efficient algorithm for this work.

Keywords: ECG · CNN · classification · heart arrhythmias

1 Introduction

Themain cause of mortality worldwide is heart disease. According to estimates, in 2017,
17.8 million people died from heart disease globally, making up close to 31% of all fatal-
ities. World Health Organization data on human mortality. For effective therapy to work
and to lower mortality, early identification of heart disease is essential. Electrocardio-
graphy is a low-cost, quick method that helps us understand how the heart works and,
in turn, aids in the diagnosis of cardiac disorders. The electrical activity of the heart is
recorded by an electrocardiogram (ECG), which a cardiologist uses to detect a variety
of illnesses by identifying aberrant cardiac function. However, it takes a lot of time and
requires the focus and attention of a qualified specialist to analyze an ECG recording.
Using electrodes positioned on the skin. It is important to note that he used his idea
for the galvanometer, which measures the strength of electric current. At the time of
his drawing, the device was large and difficult to manufacture, but with the passage of
time and the introduction of constant improvements, it shrank and became precise in
displaying the outcome. Keep a record of your heart’s electrical activity. Many cardiac
conditions, including arrhythmias, cause changes in the typical ECG pattern. It is also
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possible to monitor how these signals go from the heart to the skin’s surface. During an
ECG, the fluctuations in electrical signals (or actual voltage) in the different skin layers
aremeasured and graphed. The ECG’s resulting graph is known as an electrocardiogram.
The ECG measures the depolarization of the heart’s muscles, which are all negatively
charged. To do this, a collection of positive ions, specifically sodium+ and calcium++,
are drawn into the ventricles and cause them to swell. The graphic is either shown on the
device screen or created on specialized thermal paper by attaching two electrodes to the
sides of the heart. In order to create the layout, more than two electrodes may be used.
For instance, one electrode may be placed on the left hand, a second on the right hand, a
third on the left leg, and so on. The result is a typical ECG pattern, with the first peak (P
wave) illustrating how the electrical impulse (excitation) from the heart travels through
the atria. The atria instantly relax after contracting (compressing), pushing blood into the
ventricles. The electrical impulses then enter the ventricles. This is demonstrated by the
ECG’s Q, R, and S waves, or the QRS complex. Ventricles constrict. The ventricles sub-
sequently start to relax again once the electrical impulse ceases propagating, as shown
by the T wave [1]. Machine learning, of which deep learning is a subset, only employs
neural networks of three layers or more. These neural networks try to function like the
human brain, but they fall short, letting the brain “learn” from vast volumes of data. A
neural network may be able to approximate predictions with just one layer, but accu-
racy may be improved by including additional hidden layers. By performing mental and
physical activities without requiring human input, deep learning, a technique that serves
as the foundation for many artificial intelligence (AI) products and services, encourages
automation. Deep learning is used to power both new and old technology, like voice-
activated TV remote controls, digital assistants, and credit card fraud detection. Deep
learning differs from conventional machine learning in terms of the kind of data it uses
and the learning strategies it employs. Machine learning methods employ structured,
labeled data to produce predictions, which implies that the model’s distinctive proper-
ties are established from the input data and organized in tables. This doesn’t mean that it
doesn’t use unstructured data; rather, it onlymeans that, if it does, it usually goes through
some pre-processing to organize it. Recent developments have allowed deep learning-
based ECG signal classification systems to reach cardiologist-level performance [2].
In terms of precision and memory, the model performed better than the typical car-
diologist. Deep convolutional neural networks and sequence-to-sequence models were
used by Mousavi et al. [3] to construct an automated heartbeat categorization technique.
A lengthy short-term memory and CNN combination was suggested by Murugesan
et al. [4]. (LSTM) without any preprocessing, a model-based feature extractor that can
be instantly trained. By using an attention mechanism and a recurrent neural network
(RNN), Schwab et al. [5] classified a single channel ECG data. For medical profes-
sionals to feel confident using computer-assisted electrocardiography, an interpretable
model and consistent performance are essential. Although much effort has been done
to increase the interpretability of deep learning models in computer vision applications,
there Despite recent attention, there hasn’t been much progress in the interpretation of
ECG classification methods. This paper includes several paragraphs, the first paragraph
is the literature review in which we talked about most of the previous research related to
our research, then the comparison paragraph, which included a discussion of the research
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in which we compared our current research, later we talked about the method of work
and the algorithms that were used, after that we talked about How to work and the results
obtained, and the last paragraph was the conclusion of this work.

2 Related Work

In this part, we have tried to collect the closest works that have a correlation to our pro-
posed work.When Sharda Singh and colleagues applied the method, a sizable amount of
standard data, such as ECG time-series data, was used as input to the long-term memory
network. Subsets of the data set were created for training and testing. Their method
was shown to be effective, accurate, and capable of detecting arrhythmia. Quantitative
comparisons with several RNN team models showed an accuracy of 88.1% when they
assumed 5 iterations and 3 hidden layers, with 64,256 and 100 neurons for each hidden
layer, respectively. This shows that LSTM is superior to RNN and GRU in identifying
arrhythmia, whose accuracy is lower than LSTM at 85.4% and 82.5%, respectively.
Database with no prior processing carried out. As a result, their model’s complexity is
substantially lower than that of conventional machine learning techniques. The results of
this paper’s bilateral categorization of arrhythmias can be enhanced by expanding it to
include many categories. The suggested approach produces the same results and leaves
room for future research in this area of binary classification (arrhythmia detection),
where little significant work has been done. The number of eras can be increased while
maintaining classification accuracy. The research illustrates that convolutional neural
networks may be used to further classify arrhythmias in the MIT BIH classification
dataset, with long-term memory producing the greatest results in binary classification of
arrhythmias [13]. The classification of 27 cardiac anomalies using a data collection of
43,101 ECG recordings was the goal of the study that Christian Tronstad and others sug-
gested. A hybrid method that integrates many rule-based deep learning architectures.
In this study, the researchers examined two alternative convolutional neural network
designs: a completely CNN and an En-coder network, a hybrid of the two that added a
second neural network that took into account factors like age and gender. Using derived
ECG characteristics, two of these groups were ultimately integrated using a rule-based
model. During model development, each of the models was assessed using the valida-
tion data [14]. The models are then evaluated on a Challenge validation suite, trained on
the supplied development data, and deployed on a Docker image. The best performing
models on the challenge validation set were then published and tested on the full chal-
lenge test set. A specific challenge score was used to evaluate performance. The best
form for their squad, Team UIO, had a complete test score of 0.206 and a challenge
validation score of 0.377. We were ranked Based on the outcomes for the whole test
group, 20th out of 41 teams made up the official rankings [15]. Minh Huang Nguyen
and others an efficient approach for classifying ECGs using 2D convolutional neural
networks and ECG images is presented in this study. An ECG recording is transformed
into 128 × 128 grayscale pictures for the MIT-BIH database. Eight different heartbeat
types, including a regular pulse and seven abnormal heartbeats, are used to create more
than 100,000 ECG pictures. The optimized CNN model was created with key ideas
including data augmentation, structure, and K-fold validation in mind. With 0.89 AUC,
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average accuracy of 96.05%, specificity of 62.57%, sensitivity of 93.85%, and average
positive predictive value of 98.55%, this proposed strategy performed well. According
to the results of grading arrhythmias on the electrocardiogram, identifying arrhythmias
with the use of ECG pictures and a CNN model can be a useful strategy for helping
professionals in the diagnosis of cardiovascular illness that can be observed from ECG
signals. A medical robot or scanner that can monitor ECG signals and assist medical
professionals in more precisely and quickly identifying arrhythmias can also be used
to implement the suggested arrhythmia categorization approach. In order to detect the
arrhythmia and alert the doctor [16]. In this work, Enbiao Jing suggested amore effective
ResNet-18 model for categorizing ECGs. The data was categorized using slicing tech-
nology, which aided its pre-processing. The outcomes of the experiment demonstrated
that types of arrhythmias may be successfully identified using the enhanced ResNet-18
model. The suggested model also outperformed the most current models that were taken
into consideration in terms of classification accuracy, attaining the maximum 96.50%,
according to the data. As a result, there are many potential therapeutic applications for
the model, which justifies more research and analysis. By changing the loss function and
utilizing the weighted loss that arises from batch processing, one way to mitigate the
effects of heartbeat class imbalance on model performance is to overweight a small class
of losses. Data optimization is a different technique that doubles the data by chopping
and dicing the ECG data to enhance training outcomes. Last but not least, to improve
the neural network’s ability to distinguish small classes of distortions, smaller classes
might be given certain features [17]. An effective hybridization method for categorizing
electrocardiogram (ECG) samples into key arrhythmia classes to identify irregular heart-
beats is presented in Pooja Sharma and colleagues’ proposed study. The most frequently
used and recognized automated detection technology for keeping track of heart health is
the physiological detection utilizing electrocardiogram (ECG) data. Additionally, elec-
trocardiogram (ECG) study focused on elucidating cardiac health state while examining
heart rhythm plays a significant role in arrhythmia beat categorization. The authors use
discrete wavelet modification to remove the inherent noise of ECG signals during the
preprocessing step in order to properly categorize ECG samples into main arrhythmia
classifications (DWT). The identification of an ECG signal depends heavily About the
QRS complex. Therefore, the position and magnitude of the R peak are calculated to
identify the QRS complex. In order to select the collection of the most relevant features,
the feature vector is further enhanced using a Cuckoo Search (CS) optimization app-
roach in addition to denoising the signal using DWT. The support vectors trained on the
support vector machine (SVM) include the DWT and CS versions by training a feedfor-
ward backpropagation neural network (FFBPNN), and the SVM-FFBPNN to classify
the signal into five classes. Contains the best training data used for. Various forms of
heartbeat are examined using the MIT-BIH arrhythmia database. Heart rate can be cal-
culated with 98.319% accuracy using variant-based classification analysis with feature
vectors enhanced using the cuckoo-hunting method and SVM-FFBPNN. In contrast, the
FFBPNN variant achieves 97.95 curacy without optimization. Thanks to the improved
performance of the new classifier mix, the overall classification accuracy was 98.53%,
with precision and recall reaching 98.247% and 95.68%, respectively. The 3600 sam-
ples and 1160 heartbeats in the simulation analysis performed better than the existing
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neural network-based arrhythmia diagnosis. This exemplifies how well the suggested
ECG classification model categorizes ECG data in order to categorize arrhythmias [18].

3 Problem Definition

Overserving ECG using a visual method is difficult, time-consuming, costly, and subjec-
tive. Due to the complexity of the data amount and clinical content, automatic identifica-
tion of the arrhythmia in the ECG signal is often a challenging task. Additionally, noise
(such as patient movement and disruptions brought on by electrical equipment or infras-
tructure) often interferes with ECG readings, lowering the quality of the data gathered.
The capacity of machine learning (ML) to perform better than conventional classifiers
has increased attention in health care systems. In this study, we look into the newest
automatic algorithms for identifying aberrant electrocardiograms (ECGs) in a range of
cardiac arrhythmias. Choosing which class, the patient’s ECG should be allocated is
the current ECG classification task. There are four different classes: arrhythmic, highly
loud, various types of rhythm, and regular rhythm [19]. The presented data is unbal-
anced, with 60% of the data falling under the usual sinus rhythm. A quick summary of
the data is shown in Table 1. Different processes, such as multiplying an existing ECG
for a certain class by moving time values, were utilized to create a balanced dataset.
Additionally, there was an attempt to uniformly measure the duration of the ECG using
duplicate time-series readings. The input and output layers in the key features of CNN,
locally responsive field, shared weights, and pooling are mirrored throughout: The con-
volutional layer continually learns the entire information from samples while traversing
to get many feature maps through weight sharing. It makes use of movable windows that
represent sample information pieces (locally acceptable domain). To make its output
more straightforward, the pooling layer conducts data compression on the convolutional
layer’s feature map. The frequently used max-pool method converts the data, removes
any values that are not the maximum value in the sample region, and then enhances the
method to increase algorithmic robustness. The output of the network is shown in the
top complete layer [21].

Table 1. The classification of the data that related to the last works.

part info mean Sd Maximum Midd last

Normal 5154 31.9 10.0 61.0 30 9.0

AF 771 31.6 12.5 60 30 10.0

Other rhythm 2557 34.1 11.8 60.9 30 9.1

Noisy 46 27.1 9.0 60 30 10.2

Total 8528 32.5 10.9 61.0 30 9.0

It is essential to examine patient-provided ECG data before choosing the preprocess-
ing and machine learning technique to be applied, often lasting 30 or 60 s and sampling
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every 0.003 s. There are several ML that handle time series data and make suitable
feature choices. Convolutional neural networks (CNNs) are specific instances of feature
extractors, as mentioned in the work’s introduction. The developers should no longer be
dependent on specialized expertise or custom features thanks to this feature extraction.
Rather than eliminating specialist knowledge entirely from the development process,
this will speed up the release of the first prototype of ECG classification [23] (Table 2).

Table 2. Literature survey on the ECG classification.

Author Method Type of Classification

Sharda Singh et al. RNN 1 D

Christian Tronstad CNN 1 D

Huang Minh Nguy SVM 1 D

Jiaoyang Li1 RNN 1 D

Enbiao Jing Optimized CNN 1 D

Ten lead wires in a typical ECG provide twelve images of the heart. Your heart
rate, rhythm, electrical signal strength, and timing may all be determined via an ECG.
Numerous heart-related diseases can be assessed with the test. Because there is no
electrical activity and an unequal distribution of ions across the cell membranes while
the cardiac muscle cells are at rest, they are said to be depolarized. Ions like sodium
(Na+), potassium (K+), and calcium (Ca2+) are at resting potential and have varying
concentrations both within and outside the cell. These ions cross the cell membrane
in response to an electrical impulse, resulting in a depolarization or action potential.
The heart contracts as a result of depolarization. Regular heartbeats and blood flow
throughout the body are maintained by the depolarization and repolarization of the
heart. The heart has two atria and two ventricles, making up its four chambers. The atria
and ventricles’ depolarization and repolarization in succession are represented as waves
in the ECG. P Wave: Atrial Depolarization Associated Small Deflection Wave The PR
interval. The T-wave represents the ventricular repolarization waveform. By blocking
atrial repolarization, the QRS complex. The QRS-to-T wave interval (QT interval) is the
period of time between these two waves. The cycle from ventricular depolarization to
ventricular repolarization is represented by it as shown in Fig. 1 [22].
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Fig. 1. The typical ECG pattern.

4 The Proposed Solution

This specific situation of ECG is different from the standard picture recognition task for
which CNN is used. Contrary to time series, which normally use 1D data, data is always
shown in the latter case as 2D data with a few color channels. Whatever the situation, a
CNNwith the right architecture, which is dependent on the dimensionality and structure
of the data, may successfully complete a classification assignment. In this case, CNN
1D is utilized in conjunction with the following buildings: GlovalAveragePooling.

5 The Method of CNN

The neural network in general is designed just like the neurons of the human brain,
each in the form of a programmer. Where it contains several cells and nodes, each of
which has its function to obtain results that match our brains, more accurate results.
These layers are called neural layers. When we talk about deep learning, we are talking
about neural networks. We start by talking about the inputs or how the neural network
works in general and how to enter data into the network. The inputs are entered on the
layers in the neural network and have a certain weight. Each node can be affected by
multiple weights because the weights are assigned to the links between these nodes.
The neural network takes all the training data in the input layer and then passes this
data to the hidden layers, after which it is transformed. These values are based on the
weights of each node and finally give us the result in the output layer. Choosing the
neural network is very important to determine which features are the most important
to use for the model. Also, the process of training data within the neural network can
take a long time in order to get better, reliable and coordinated results. A convolutional
neural network is an artificial intelligence algorithm, a specific type of neural network
that uses a CNN for classification, such as image classification. It has multiple layers.
Through these layers, a more accurate and clear result is obtained. Where the CNN is
that it helps you get images without pre-processing them. Since the convolutional neural
network works accurately and intelligently, thanks to its neural layers, it does not need
many parameters to give us the result we are looking for. It also does not take much
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time to do so. As a result, CNN knows the most important properties of the filters and
considers the optimal handling of the filter. The CNN algorithm is very great for dealing
with a somewhat huge dataset and working with high-resolution images that contain
thousands of pixels because it simply transforms this data into models that are easy to
process without losing important features to know what this data represents. One might
ask what the difference between a normal neural network and a convolutional neural
network is, or what is the importance of having convolutions in a CNN. Scientifically
and practically, convolutions deal with math in network programming, but behind the
scenes, where convolutions take two functions instead of matrix multiplication in at least
one layer of the network. Whereas convolutions return the function instead. What makes
CNN so special is that it knows very well how to handle filters and how to set them.
Speaking of filters, we will explain what they are in general terms. Filters help us get a
better result for our work, as filters are associated with the input. This helps us improve
accuracy and reduce loss. This is when convolutions handle these filters well, as they
have a different effect on the result, such as opacity, or removing noise from an image.
One of the things that can improve the work of CNN is the use of data, as the more
training data the better, the better the network will be. Choosing the data to be classified
and well formatted will help the network to train better and faster and give us an accurate
result as shown in Fig. 2.

Fig. 2. How maxpooling works.

5.1 A Convolutional Neural Network Works

As mentioned, a convolutional neural network works like a human brain and consists
of nodes. It is these nodes that represent the neurons in the network that are like the
cells of the human brain. Nodes are specific functions in the network that calculate the
weight of the interstitial bits of the network and return the activation map. When the
input is an image defined here, these nodes take the pixels from that image and select
some visual feature for it, such as colors, and will give you the activation result as a
result of this function. Usually the first thing CNN takes from this image is the edges
as the definition of the input image, and this definition is passed to the next layer, and
the next layer begins to detect other, more subtle parts of the image., such as angles and
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color combinations, and it is passed to the next layer, and so on until it reaches the last
layer, which is the final layer, and this process is called classification. The last layer of
CNN that determines the result for us is classification. The meaning of classification in
general is the real knowledge of what is inside this image. It is possible for a person,
when he looks with his eyes at a certain image, to classify his mind what is the thing
he is looking at through the brain cells that he has. He can know if the thing he is
looking at is a human, cat, dog, etc. CNN also works in the same way. For example,
self-driving vehicles work when they recognize the object, is it a human or another car.
For convolutional neural network layers, the first layer is the convolutional layer, which
was mentioned in detail, followed by the max pooling layer. CNN has a MaxPooling
setting that can be used to improve the performance of networks with high latency.
The pooling layer is designed to aggregate features (local image patterns) into a fixed
size feature map at each location in the feature space of the input images. These output
features are stored in an array that has the same shape as the input images. The goal of
the pooling layer is to reduce the spatial dimensionality of the network by extracting the
most meaningful information from each part of the input image. As a rule of thumb, the
more layers you have, the more computationally expensive your algorithm will be. So,
reducing the number of parameters in the network can make it more efficient for large-
scale applications. Typically, this is done by selecting fewer weights for each neuron,
but this comes at the cost of accuracy. Max Pooling: selecting only the largest activation
value at each node in each channel reduces the number of parameters in the network
without affecting the accuracy. This reduces the number of parameters in the network
without changing the overall structure of the network as shown in Fig. 3.

Fig. 3. Convolutional neural network.

The fully connected layer is one of the CNN layers that comes after the pooling
layer. The task of this layer is to connect all the inputs in the input vectors with the
outputs in the output vector, because not all nodes are connected to each other in the
convolutional layer. This means that all the input nodes will connect to the output nodes
in the FC layer. This layer consists of weights and biases with neurons and is used to
connect neurons with two different networks. The term “fully connected” means that
each neuron of the previous layer is connected to the current layer. The number of neurons
in a fully connected layer cannot in any way be related to the number of units in the
previous layer. You can even place a single fully connected neuron after a layer of 10,000
neurons. The major advantage of fully connected networks is that they are “structure
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agnostic” i.e., there are no special assumptions needed to be made about the input.While
being structure agnostic makes fully connected networks very broadly applicable, such
networks do tend to have weaker performance than special-purpose networks tuned to
the structure of a problem space [11].

5.2 The Analysis of the Result and Discussion

We utilize a CPU i7 and GPU NVIDIA GeForce GTX for all computational research.
Tables 3, 4, and 5 offer a comparison of the results in terms of accuracy scores for
the various models. In all of the trials, our model produces the best outcomes. Table 3
demonstrates that, when compared to the other models, our model performed the best,
particularly when the parameter no was changed.

Table 3. Dropout effectiveness during the experiments.

Drop out l Loss Accuracy

0.8 1.05 0.80

0.75 1.00 0.81

0.7 0.99 0.83

0.63 0.93 0.84

0.19 0.5 0.89

A number of samples of cardiac patients were tested in order to improve the accu-
racy of the ECG by using the MIT-BIH database by entering it into the layers of the
convolutional neural network, where in turn, through neurons, it improves accuracy and
reduces loss, and this, in turn, helps cardiologists and recognize as soon as possible on
the disease. Table 3 shows the effect of dropout on the results. Dropout is an amazingly
popular way to overcome overfitting in a neural network.

Table 4. Maxpoling effectiveness during the experiments.

Maxpooling 1d Loss Accuracy

16,8 0.55 0.87

14,6 0.5 0.88

13,5 0.5 0.88

13,8 0.5 0.89

One of the most important design aspects of convolutional neural networks is max-
pooling (CNN). The main purpose of the pooling layer, a layer of CNN, is to gradually
reduce the spatial size of the representation to minimize the number of parameters and
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computations in the network. Table 4 shows how the pooling layer affected the results.
We can see that the smaller value of the pooling layer resulted in higher accuracy and
better results.

Table 5. Regpart effectiveness during the experiments.

Regpar 1 Regpar2 Max pooling 1 Max pooling2 Max pooling3 loss accuracy

0.002 002 31 13 8 0.5 0.88

0.0001 .0001 31 13 8 0.5 0.93

0.00001 .00001 31 13 8 0.3 0.94

0.00001 .00001 32 14 9 0.4 0.92

0.00001 .00001 10 10 7 0.2 0.98

Table 5 shows our latest results. As shown in the table, we made many changes in
the maxpooling layer and the regpar. We achieved the best result of accuracy, which is
98%, and the loss is 0.2%. Regpar is an acronym for “Receptive Field Paring” which is
what is found in a convolutional neural network. Regpar is the technique you sometimes
use when training a CNN on images that have a lot of noise. The idea behind regpar is
that you want to filter out all the noise in the input image so that you are left with only
the relevant parts of the image.

Fig. 4. Shows training and validation accuracy.

Figure 4 shows the training data and validation accuracy, if the training data is
unstructured, unbalanced, and can be represented as a 1D time series with typical time
lengths for ambulatorymonopolar ECGdevices, the proposed deep learning solution is It
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can be used for the task of classifying ECGs according to their results. The classification
obtained. The ability of the algorithm to extract features is also very useful when, for
various reasons, there are nomedical or related experts available for feature engineering.
The shortcomings of this study can be characterized as a poor comparison with other DL
solutions in terms of processing costs, recommended designs, and optimizationmethods.

Table 6. A Comparison of different classifications techniques.

Method Signal Classification Accuracy Method Signal

ANN & PCA [6] & NCA [29] ECG 88.5

KNN classifier [30] HRV 90.4

SVM Classifier HRV 96

Fuzzy KNN [31] RNN 92.5

Our proposed method ECG 98

Table 6 shows a comparison of different classifications techniques. The proposed
deep learning solution can be used to classify electrocardiogram (ECG) data when
the training data is unstructured and unbalanced and is comparable to standard single-
channel portable ECG devices. It can be represented as a 1D time series with time length.
The classification obtained. The feature extraction algorithm’s ability is also particularly
useful when feature engineering is not available to medical or related professionals for a
variety of reasons. A drawback of this study is that it does not compare well with other
DL solutions in terms of processing costs, design recommendations, and optimization
methods.

6 Conclusion and Future Work

The suggested technique is concluded using the preprocessing, feature extraction and
classification outcomes. The advantages of the learning algorithm include its infinite abil-
ity to make continuous, real-time diagnosis of heart arrhythmias, which helps patients
who live in rural areas or in underdeveloped countries and cannot access heart disease
care. The person using the circadian rhythm monitor will react immediately and alert
emergency personnel to assist the person(s) in diagnosing an occupational arrhythmia
when a potentially fatal heart rhythm manifests itself in high-risk groups. Through con-
volutional neural network layers, ECG devices have been developed, helping doctors in
early detection of disease. We used samples from patients with heart disorders in the
MIT-BIH database and inserted them into CNN layers. So, we made several changes to
get the best result, getting 98% accuracy and 0.2% loss. Our method showed the best
performance and great result compared to other related works. Our future work will
examine the proposed method using the 2D dataset.
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Abstract. This research presents a novel approximation accurate value of anal-
ysis of the nonlinear vibration to evaluate the frequency of sandwich plates that
have both functionally graded parts and porosities. Kinematic relations are created
and controlled differential equations by making use of the first ordinal differen-
tial shear deformation theory. It is assumed that the FGM plates are made of
an isotropic material with a porosity distribution consistent over its whole sur-
face. Under the power-law scheme, the only direction in which the qualities of
the material fluctuate smoothly is in the direction of thickness. Various variables,
including gradient indices, boundary conditions, distribution of porosity and geo-
metrical attributes, are subjected to analyses to determine the effect these alter-
ations have on the parameter of nonlinear vibration of sandwich plates with FG
surfaces. Employing the FOSD theory, researchers conduct a thorough numerical
examination. The results obtained with a variety of boundary conditions illustrate
the distribution of porosity and the nonlinear vibration properties exhibited by FG
sandwich plates. The evidence presented here demonstrated that the FOSD theory
and the approximation technique had a reasonable agreement with one another.
In this work, the FOSD theory was used by deriving the equations for extracting
the natural frequency and response of the nonlinear vibration of the functionally
graded materials with porosity distribution for one material.

Keywords: Sandwich Plate · Functionally Graded · First-Order Shear
Deformation Theory · Nonlinear Dynamic Response · Porous

1 Introduction

Functionally graded materials sometimes referred to as FGMs, are composites that
are microscopically graded according to a specific function, inhomogeneous and have
mechanical and thermal characteristics that gradually change from one surface to the
next. By progressively altering the volume percentage of the component elements, these
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materials are often fabricated from a combination of metal and ceramics or various met-
als. The characteristics of FGMvFGM’sous section are expected to change as onemoves
through the structure’s multiple thicknesses. FGMs have different practical uses because
of their strong heat resistance. Some examples of these applications are reactor vessels,
aeroplanes, space vehicles, military industries, and other technical constructions. Con-
sequently, a great deal of research on the dynamics and nonlinear vibration of the FGM
section has been carried out during the last several years.

Qingya Li et al., 2018 [1] Nonlinear vibration and dynamic buckling of a GPL-SFGP
plate are studied. Various compressive loading rates at one edge provide axial compres-
sive tension. To determine the plate’s dynamic stability, numerical tests are carefully
devised. Mirjavadi, 2020 [2], This paper examines nonlinear unconstrained vibrations
of porous FGMvelar spherical shell sliceswith flexible circumferential stiffeners. Porous
FG material is represented using an advanced power-law function and has uniform and
uneven porosities. Ghobadi, et al., 2020 [3] In this study, the influence distribution of
porosity on the dynamic with static nonlinear responses of a sandwich.

Structure with thermal, electrical, and elasticity coupling is discussed. The impact of
material, geometrical, and boundary conditions on nanostructure mechanical responses
was studied. Trinh and Kim, 2021 [4] Study examines deterministic and stochastic sand-
wich plate dynamics under thermomechanical stresses. The shear deformation theory
for 3d-order and Hamilton’s rules provide Euler-Lagrange equations. Numerically cal-
culated and visually displayed dynamic plate responses, backbone, and forced response
curves. Pradhan and Sarangi, 2021[5], This research examine the nonlinear damping of
functionally graded (FG) piezoelectric composite plates. The Golla-Hughes-McTavish
approach models the ACLD patch’s restricted layer, which is viscoelastic. Liu et al.
2021Attemptmpts to analyze the bifurcation structure and nonlinear vibration response
of micro-voided FG piezoelectric shells. The power-law exponent, the porosity volume
percentage, the temperature change, and the external stimulation all play significant roles,
as do the results of the experiment. Jamalabadi et al., 2021 [7] presented a nonlinear
vibration analysis of FGPL-RC cylindrical panels on elastic media.

The two-dimensional differential quadrature technique, arc-length prolongation, and
harmonic balancing are used to determine the frequency response. Zaitoun et al., 2022
[8] A sandwich plate consists of three separate layers. Using Navier’s idea, we could
determine the temperature at which buckling would occur in an axially loaded sandwich
plate. Other factors studied include the absorption factor, interpolation method, moisture
condition, energy index, and temperature change. Allam et al., 2022 [9] Graphene-on-
metal sandwich cylindrical shell with an auxetic honeycomb core. Around its axial axis,
the sandwich shell should maintain a constant angular speed while it rotates. Using
first-order shear deformation, the displacement field has been characterized. Briquetto
and Torre 2022 [10] In this study, the effects of hygrometric stress on multilayered
sandwich plates and shells are investigated. The sample is predicated on a generic and
perfect three-dimensional shell law. The finding highlights how critical it is to construct
the flexible section of the three-dimensions shell sample. Njim, 2021–2022, [11–17]
This study introduces a novel analytical model for a sandwich plate’s vibration and
buckling analysis. The sandwich plate is fabricated from a metal that is porous, while an
isotropic metal acts as the outer skin of the plate. It has been determined that porosity
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coefficients have substantial impacts on vibration and buckling behavior. The study
included calculating the analytical model for FGM porosity of vibration and buckling
sandwich plate by driving the general equation of motion and buckling equation, from
the vibration analysis calculating the natural frequency of plate structure with different
porosity parameters and FGM index effect. Also, the authors investigated the vibration
and buckling calculating behavior using experimental and numerical.

This work studies the porous functionally graded sandwich plate under nonlinear
vibration conditions.Whosemechanical characteristics are varied due to different poros-
ity distributions and changed in the thickness direction based on power-law distributions.
The effect of core materials, porosity coefficients, gradient exponents, and geometric
parameters on nonlinear vibration characteristics loads is presented and analyzed. A
new model of first-order shear deformation theory is formed to discover the nonlinear
vibration characteristics according to different FGM parameters.

2 Governing Equations

Considering a thick sandwich FGM plate of a rectangular section composed of both
face sheet layers and porous metal core based on the power-law distribution as shown in
Fig. 1. The volume percent ceramic (Vc) through-thickness direction of the FG portion
can be represented by [18]:

Vm + Vc = 1, Vc = Vc(z) =
(
2z + h

2h

)N

(1)

The following are the effectivemechanical characteristics of FGMs across the plate’s
thickness when taking constituent distribution into account [19]:

P(z) = Pm − ePm

(
2z + h

2h

)N

(2)

The plate is described using the Cartesian coordinates x, y, and z, where z is the
thickness coordinator and x, y is the midplane of the plate (Fig. 1). The plate is a, b, and
h in length, width, and overall thickness, respectively (Fig. 1).

Fig. 1. Cartesian coordinate system
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The plate’s forces and moments can be expressed as follows [20]:

Nx = ∫
h
2
− h

2
σxdz;Ny = ∫

h
2
− h

2
σydz;Nxy = ∫

h
2
− h

2
σxydz;Mx = ∫

h
2
− h

2
σxzdz;My = ∫

h
2
− h

2
σyzdz

Mxy = ∫
h
2
− h

2
σxyzdz;

(
Qx,Qy

) = ∫
h
2
− h

2

(
σxz, σyz

)
dz

Nx = E1
1−υ2

ε◦
x + υE1

1−υ2
ε◦
y − E2

1−υ2
λx − υE2

1−υ2
λy

Ny = υE1
1−υ2

ε◦
x + E1

1−υ2
ε◦
y − υE2

1−υ2
λx − E2

1−υ2
λy

Nxy = 1
2(1+υ)

(
E1γ◦

xy − 2E2λxy
)

Mx = E2
1−υ2

ε◦
x + υE2

1−υ2
ε◦
y − E3

1−υ2
λx − υE3

1−υ2
λy

My = υE2
1−υ2

ε◦
x + E2

1−υ2
ε◦
y − υE3

1−υ2
λx − E3

1−υ2
λy

Nxy = 1
2(1+υ)

(
E2γ◦

xy − 2E3λxy
)

Qx = KsI30γxz;Qy = KsI30γyz

(3)

The equations calculate and provide the evident analytical equations of Ei (i = 1, 2,
3) in the Duc and Tung [20]. The equations of motion are given by the first-order shear
deformation plate theory [21]:

u : ∂Nx
∂x + ∂Nxy

∂y = I0 ∂2u
∂t2

+ I1
∂2φx
∂t2

,

dv : ∂Nxy
∂x + ∂Ny

∂y = I0 ∂2v
∂t2

+ I1
∂2φy

∂t2
,

dw : ∂Qx
∂x + ∂Qy

∂y + Nx
∂2w
∂x2

+ 2Nxy
∂2w
∂x∂y + Ny

∂2w
∂y2

+ q = I0 ∂2w
∂t2

,

dφx : ∂Mx
∂x + ∂Mxy

∂y − Qx = I2
∂2φx
∂t2

+ I1 ∂2u
∂t2

,

dφy : ∂Mxy
∂x + ∂My

∂y − Qy = I2
∂2φy

∂t2
+ I1 ∂2v

∂t2

(4)

where

Ii =
(

∫− hFG
2

− hFG+hL
2

ρ(z) + ∫
hFG
2

− hFG
2

(
Pm − ePm

(
2z + h

2h

)N
)

+ ∫− hFG++hU
2

hFG
2

ρ(z)

)(
1, z, z2

)
dz (5)

The presentation of the function of stress f (x, y, t) looks like this:

Nx = ∂2f

∂y2
,Ny = ∂2f

∂x2
,Nxy = − ∂2f

∂x∂y
(6)

Replacing Eq. 6 into 4a and then into Eq. 4 can be rewritten as follows:

dw : ∂Qx
∂x + ∂Qy

∂y + Nx
∂2w
∂x2

+ 2Nxy
∂2w
∂x∂y + Ny

∂2w
∂y2

+ q = I0 ∂2w
∂t2

dφx : ∂Mx
∂x + ∂Mxy

∂y − Qx =
(
I2 − I21

I0

)
∂2φx
∂t2

dφy : ∂Mxy
∂x + ∂My

∂y − Qy =
(
I2 − I21

I0

)
∂2φy

∂t2

(7)

The following is a possible representation of the plate’s compatibility equation:

∂2ε◦x
∂y2

+ ∂2ε◦y
∂x2

− ∂2γ◦
xy

∂x∂y
= ∂2w2

∂x∂y
− ∂2w

∂x2
∂2w

∂y2
(8)
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When Eq. (3) is substituted into Eq. (7), the motion equation is modified in the
following manner:

R11(w) + R12(φx) + R13
(
φy

) + S1(w, f) + q = I0 ∂2w
∂t2

,

R21(w) + R22(φx) + R23
(
φy

) + S2(f) =
(
I2 − I21

I0

)
∂2φx
∂t2

,

R31(w) + R32(φx) + R33
(
φy

) + S3(f) =
(
I2 − I21

I0

)
∂2φy

∂t2

(9)

where

R11(w) = KsI30 ∂2w
∂x2

+ KsI30 ∂2w
∂y2

− K1w + K2

(
∂2w
∂x2

+ ∂2w
∂y2

)
R12(φx) = KsI30

∂φx
∂x ;R13

(
φy

) = KsI30
∂φy
∂y ;S1(w, f) = ∂2f

∂x2
∂2w
∂x2

− 2 ∂2f
∂x∂y

∂2w
∂x∂y + ∂2f

∂x2
∂2w
∂y2

R21(w) = −KsI30 ∂w
∂x ;R22(φx) = D11

∂2φx
∂x2

+ D66
∂2φy

∂y2
− KsI30φx,

R23
(
φy

) = (D12 + D66)
∂2φy
∂x∂y ;S2(f) = B21

∂3f
∂x3

+ (B11 − B66)
∂3f

∂x∂y2
,

R31(w) = −KsI30 ∂w
∂y ;R32(φx) = (D21 + D66)

∂2φx
∂x∂y ,

R33
(
φy

) = D22
∂2φy

∂y2
+ D66

∂2φy

∂x2
− KsI30φy;S3(f) = B12

∂3f
∂y3

+ (B22 − B66)
∂3f

∂x2∂y
,

(10)

3. In the next part, analysis of nonlinear dynamical of a thick sandwich made of
plates with a porous FG core will be discussed. This analysis will make use of a set of
Eqs. (8–9), together with boundary conditions.

3 Nonlinear Dynamical Analysis

The behavior of the edge in the plane indicates that the plate must be simply supported
on all of its edges. The approximate solutions to the systems of Eqs. (8 and 9) that meet
the boundary conditions for the present investigation may be expressed as follows:

w(x, y, t) = W(t) sin λmx sin dny
φx(x, y, t) = φx(t) cosλmx sin dny
φy(x, y, t) = φy(t) sin λmx cos dny
f̃(x, y, t) = Ã1(t) cos 2λmx + Ã2(t) cos 2dny + Ã3(t) sin λmx sin dny

(11)
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The coefficients of the stress function Ai (i = 1, 2, 3) are computed by substituting
Eq. (11) into Eq. 8 as follows:

f(x, y, t) = Ã1(t) cos 2λmx + Ã2(t) cos 2dny + Ã3(t) sin λmx sin dny

Ã1(t) = d2n
32A11λ2

m
W2; Ã2(t) = λ2

m
32A22d2n

W2

Ã3(t) =
(
B21λ

3
m+(B11−B66)λmd2n

)
φx(t)+

(
d3nB12+(B22−B66)λ

2
mdn

)
φy(t)

(A11λ4
m+A22d4n+(A66−2A12)λ2

md
2
n)

(12)

Substituting Eq. (11) with motion Eq. (9), then employing Galerkin technique gives,

t11W + t12φx + t13φy + t14W#x + t15W#y + t16W + t17W2 + t18W3 + L32q = I0 d
2W
dt2

t22φx + t23φy + n1W + n2W2 = ρ̃1 φx,

t32φx + t33φy + n3W + n4W2 = ρ̃1 φy

(13)

where;

t11 = −
(

λ4m

H26R2

)
; t12 = −KsI30λm; t13 = −KsI30δn; t14 = (L12 + L13) − L25L27

L26
− L27L29

L26

t15 = (L14 + L15) − L25L28

L26
− L28L29

L26
; t16 = (L23 + L24)φ1 − KsI30λ

2
m − KsI30δ

2
n;

t17 = (L16 + L17) − L31; t18 = −(L18 + L19) − 1

16

(
λ2
m

A22
+ δ2n

A11

)
;

t22 = −D11λ
2
m − D66δ

2
n − KsI30 − B21

ζ

S
λ3
m − (B11 − B66)

ζ

S
λmδ2n;

t23 = −(D12 + D66)λmδn − B21
�

S
λ3
m − (B11 − B66)

�

S
λmδ2n;

t32 = −(D21 + D66)λmδn − B12
ζ

S
δ3n − (B22 − B66)

ζ

S
λ2
mδn,

t33 = −D22δ
2
n − D66λ

2
m − KsI30 − B12

�

S
δ3n − (B22 − B66)

�

S
λ2
mδn,

� = B12δ
3
n + (B22 − B66)λ

2
mδn;S = A11λ

4
m + A22δ

4
n + (A66 − 2A12)λ

2
mδ2n

n1 = −KsI30λm, n2 = −8

3

B21

A11

δn

ab
, n3 = −KsI30δn, n4 = −8

3

B12

A22

λm

ab
;

ζ = B21λ
3
m + (B11 − B66)λmδ2n; ρ̃1 =

(
I2 − I21

I0

)
,

a1 = t11 + t13; a2 = t12
n3t23 − n1t33
t22t33 − t32t23

+ t13
n1t32 − n3t22
t22t33 − t32t23

+ t16; a3 = t14 + t15,
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a4 = t12
n4t23 − n2t33
t22t33 − t32t23

+ t13
n2t32 − n4t22
t22t33 − t32t23

; a5 = t14
n4t23 − n2t33
t22t33 − t32t23

+ t15
n2t32 − n4t22
t22t33 − t32t23

a6 = t14
n3t23 − n1t33
t22t33 − t32t23

+ t15
n1t32 − n3t22
t22t33 − t32t23

The following equation can be solved to determine the natural frequencies.
∣∣∣∣∣∣
t11 + t16 + I0ω2 t12 t13

t21 + n1 t22 + ρ̃1ω
2 t23

t31 + n3 t32 t33 + ρ̃1ω
2

∣∣∣∣∣∣ = 0 (14)

Three angular frequencies are produced by solving Eq. (14), and the lowest one is
chosen for analysis. In this work, assume that a uniformly distributed load (q = Qsin�t)
is acting on an FG sandwich plate with porosity. As a result of the nonlinear Eq. (12)
becomes:

I0
d2W
dt2

− t11W − t12φx − t13φy − t14Wφx − t15W#y − t16W − t17W2 − t18W3 = L32Q sin�t

t22φx + t23φy + n1W + n2W2 = ρ̃1 φx

t32φx + t33φ̈y + n3W + n4W2 = ρ̃1 φ̈y

(15)

When the second and third equations relating to (φx, φy) are solved from Eq. (15),
the results are then substituted into the first equation to yield:

I0
d2W

dt2
− (a1 + a2)W − (a3 + a4 + a6 + r17)W

2 − (a5 + r18)W
3 = L32Q sin�t

(16)

the fundamental frequencies can be obtained as:

ωmn =
√

−(a1 + a2)

I0
(17)

4 Results and Discussion

The sandwich FGMplate is assumed to have an effect under orderly distributed load (q=
Q sin�t), load frequency illustrated in term�, and excited load amplitude demonstrated
in term Q. Equation (13) and Eq. (16) are resolved by the fourth-order Runge-Kutta
technique. To describe the current design, the FGM core comprises just one material.
It is presumed that these elements are dispersed throughout both top with bottom plate
components. Table 1 presents the properties used in this study [22]. A comparison of
the parameter of the non-dimensional frequency developed in the present work with the
findings of Hashemi et al. [23] with Zhao et al. [24] is shown in Table 2. The researchers
in these two studies utilized the theory of first-order shear deformation; the element-free
KP-Ritz technique was used by Zhao et al. [24], and the displacement functions were
used by Hashemi et al. [23]. According to Table 1, there is no statistically significant
difference between the values obtained by Hashemi et al. [23] and those obtained by
Zhao et al. [24].
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Table 1. Mechanical properties of the sandwich FGM plates.

Material Property FG core Skins

Polyethylene (Aluminum)

Modula’s of Elasticity, GPa 110 210

Mass density, Kg/m3 950 7800

Poisson’s ratio 0.42 0.3

Table 2. Comparison of the fundamental nondimensional frequency factor of FGM plates

h/a References N

0 0.5 1 4 10

0.05 Hashemi et al. [23] 0.0148 0.0128 0.0115 0.0101 0.0096

Zhao et al. [24] 0.0146 0.0124 0.0112 0.0097 0.0093

Present study 0.0148 0.0126 0.0113 0.0098 0.0095

0.1 Hashemi et al. [23] 0.0577 0.0492 0.0445 0.0383 0.0363

Zhao et al. [24] 0.0567 0.0482 0.0435 0.0376 0.0359

Present study 0.0583 0.0495 0.0447 0.0387 0.0370

0.2 Hashemi et al. [23] 0.2112 0.1806 0.1650 0.1371 0.1304

Zhao et al. [24] 0.2055 0.1757 0.1587 0.1356 0.1284

Present study 0.2178 0.1862 0.1685 0.1448 0.1369

Plates’ dimensions are supposed to be a = b = 1, porosity parameter (10, 20, and
30%), material gradient (0.5, 1, 5, 10), FG core heights (10, 20, and 25 mm), and face
sheet (1, 2, and 3 mm) Figs. 2 and 3 illustrate the impacts of the porosity parameters on
the FGM of the plate with a metal core, explicitly concerning the natural frequency and
the dynamic response [25–34]. It can be seen from Fig. 2 that the natural frequency rises
as a result of a rise in the porosity factor. To put it another way, the sandwich plates’
natural frequency is favorably impacted by the distributed porosity. The research shows
that as the power-law index rises, the amounts of natural frequencies fall. This is due to
a drop in both the elastic modulus and bending stiffness of the FGM plate, which the
results may explain. In the transient deflection graphs of the sandwich plates, the impacts
of the different pore volume fractions are shown in Fig. 3. The findings demonstrate that
the time-deflection of the sandwich FGM plates decreases as the porosity parameter
increases due to the improved rigidity of the structure [34–54].
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Fig. 2. The natural frequency that arises as a consequence of the effect that porosity parameters
have on the FGM plate.
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Fig. 3. Result of the porosity parameter on the dynamic response of the FGM sandwich plates.

Figures 4, 5, 6 and 7 evaluate the impact of varying the thickness of the FGM, both
core and skin sheet layer, on the natural frequency and the dynamic response since it
is one of the study’s main objectives. It is evident that in FGM sandwich plates with
porous, the natural frequency significantly rises as the thickness of either the FGM core
or the face sheet of the plate increases. According to these findings, an increase in either
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the thickness of the FGM core or the thickness of the face sheet generates an increase
in the stiffness of the sandwich of the FGM plate. The nonlinear dynamic performance
of the porosity sandwich plate is obtained by employing thicknesses of (10, 20, and
30 mm) illustrated in Fig. 6. The thickness of the face sheet (1, 2, and 3 mm) represent
in Fig. 7, together with a material gradient of N = 0.5 and the 20% porosity factor.
For the porous FG sandwich plate, it is evident that increasing the FG core thickness
reduces the vibration response deflection. Also, in Fig. 7, the findings demonstrate that
a sandwich plate’s deflection decreases as face sheet thickness increases. This is so that
the material’s characteristics will improve as the FGM thickens. This implies that the
density, elastic modulus, and other features will improve [8, 55–67].

Fig. 4. Natural frequency for different FG
core thicknesses of sandwich plates

Fig. 5. Natural frequency for different face
sheet thicknesses of sandwich plates
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Fig. 7. Changes in the nonlinear displacement - time curve as a function of face sheet thickness.

5 Conclusion

The construction of an FGM sandwich most often consists of FGM cores covered in
homogeneous skin. It is possible to consider the donations of almost any FG porous
work piece in the design of biomedicine and aircraft structures to achieve superior
characteristics such as high-bending solidity. To do this, the kind of core metal and the
number of layers must be selected suitably. This research takes into account nonlinear
computational simulations of (FGPMs) with a variety of edge circumstances. A porosity
metal core when a single-phase is used to construct the sandwich plate, which is then
joined to two containers of homogeneous aluminum.Thematerial characteristics, such as
the porosity volume concentration, are expected to be changed based on the thicknesses
of a power-law distribution. To determine the frequency response of the FG sandwich
plate using the various parameters, a straightforward and precise mathematical model
that is founded on the FOSD approximation approach has been developed. This study
also analyzes the influence of several factors on the nonlinear dynamic properties of FG
sandwich plates, including the porous element, gradient indices, and face sheet thickness.
Specifically, the porous factor is one of the parameters studied. The results provide the
foundation for the next set of observations. It can be seen very clearly from the graphs
that the natural frequency goes up as the porosity factor goes up, but it goes down when
the power-law index rises. In this study, the nonlinear vibration of the functionally graded
plate was calculated using the theoretical technique of the FOSD theory. In this work, it
was not possible to calculate the buckling strength, so it is recommending to study the
buckling of the porous functionally graded materials by using the same theory.

References

1. Li, Q., Wu, D., Chen, X., Liu, L., Yu, Y., Gao, W.: Nonlinear vibration and dynamic buckling
analyses of sandwich functionally graded porous plate with graphene platelet reinforcement
resting on Winkler-Pasternak elastic foundation. Int. J. Mech. Sci. 148, 596–610 (2018)



Computerized Simulation of a Nonlinear Vibration Sandwich Plate Structure 279

2. Mirjavadi, S.S., Forsat, M., Barati, M.R., Hamouda, A.M.S.: Geometrically nonlinear vibra-
tion analysis of eccentrically stiffened porous functionally graded annular spherical shell
segments. Mech. Based Des. Struct. Mach. 50(1), 1–15 (2020)
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Abstract. In this research, many composite configurations were presented
employing perlon, kevlar, and carbon fibres in addition to the kenaf fibres, which
were used to create the original below-knee (B.K.) prosthesis. Thesemodifications
were made for convenience and to lengthen the useful life of our prosthesis. The
study used a layered experimental design, with some layers containing kenaf and
others without. The ideal strength-to-weight ratio (E/ρ) and the desiredmodulus of
elasticity were sought, together with the effective lamination employed in the pro-
duction of sockets. They prepared the socket produced from natural kenaf fibres
and analyzed its performance throughout the gait cycle comprising the experimen-
tal phase. A kenaf prosthetic socket was provided to a 58-year-old man who lost
his right Leg to diabetes and weighed 80 kg. This socket took group D-f. Tests of
the ground reaction force (G.R.F.) showed that the difference between the stance
and swing phases did not exceed (−5.3%), or 5.3% improvement over a different
instance, signifying a 20.8% improvement.

Keywords: Kenaf Fiber · Below Knee Socket · Natural Fiber · Composite
Prosthesis

1 Introduction

Walking is a movement in which the body is supported and propelled by both feet
simultaneously. One completes one gait cycle when the heel of the foot makes two
successive contacts within a specific time frame. Beginning with a right foot plant, the
cycle is complete when the right foot again contacts the ground. The first 62% of the
gait cycle occurs when the foot is firmly planted on the ground and is referred to as the
stance phase. 38% of each gait cycle is spent in the swing phase. The foot’s various parts
all advance in tandem during the swing phase of the gait cycle [1].
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Important parameters are usually a concern at the time an objective analysis is
involved: walking speed, steps/min = cadence, step length, step time, stride length,
stride width, walking length total per minute Gait analysis results can be used to deter-
mine comfort rate of prosthesis during use by the patient, Fig. 1 shows Measurement of
walking steps.

Fig. 1. Measurement of walking steps

Figure 2 shows the eight distinct phases of the gait cycle. The Initial Meeting (I.C.)
begins when a baby’s feet touch the ground. Pregnancy-related load reactions occur
during the gait cycle phase called load response (L.R.). Third, with the body’s center
of gravity above the foot, step into the middle position (M.S.T.) on the side of the
foot opposite the toe. When the body’s weight is transferred to the reference foot, the
T.S.T. phase of gait starts; this phase concludes when the opposite side foot touches the
ground. She lifted her heels off the ground while waiting for the ideal position. When
the behaviors start with the lateral toe of the opposite foot and end with that toe, we call
it the pre-swing phase. Six, the first swing, or ISW, begins from the toe and continues
upward until a reflection occurs over the knee. The upper knee reflex has been achieved
by the middle of the golf swing, and it will remain thus until the tibia is perpendicular to
the ground. When the shin is parallel to the ground, the terminal swing (TSW) begins,
and it ends when the foot makes initial contact [2].

Fig. 2. The basic motions of walking in human [2]

Prosthetics experts have researched the gait cycle for various lower limbs and con-
ducted an extensive study on the most effective techniques for developing prosthetic
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lower limbs. Using a mathematical approach, Ismail et al. [3] performed a biomechani-
cal investigation of braced and unbraced legs. Then, Al-Waily et al. [4] studied the gait
cycle using a variety of artificial hip joints. Abbas et al. [5, 6] studied the fatigue behavior
of prosthetic materials subjected to dynamic loads throughout the walking cycle. Five
separate categories were selected (person, glass, carbon, Kevlar). Observational data
were compared to numerical findings for analysis. As the number of cycles grew, so did
the damage factor, and the incidence of failure increased.

Haider et al. [7, 8] examined the walking cycle of a human body using an above-knee
prosthesis. Consequently, the research takes both theoretical and practical models into
account.

In this paper demonstrates how different laminated composite materials react to
natural fiber reinforcement(kenaf) of the gait cycle below the knee of the human body,
when comparison with other case. The suggested socket prostheses with natural fiber
decrease the butterfly parameters leading to the difference between the injury leg and
the intact leg to be minimum. And the gait standards are close to the normal gait of a
healthy person, and this is what they set up in the prosthetic limb.

2 Experimental Work

To a lesser extent than composite materials [9–14], natural fibers were employed to
manufacture prosthetic limbs. Various basic materials were used to create composite
material samples for socket manufacture [15–20]. These materials, discussed below,
consist of woven fibers, reinforcing material, and resin [21–26]. Lamination 617H19
includes Carbon Fiber, Kevlar Fiber, Natural Kenaf Fiber, Polyvinyl Alcohol, and Perlon
Fiber. Figure 3 depicts a soft socket designed to reduce the stress placed on the patient’s
remaining Leg by the socket. Before casting, this socket is connected to the positive
mould. Using a vacuum chamber and the procedures described below, production was
conducted.

In the first stage, the positive mould was created and set on the platform, and the
vacuum pressure tube was attached to show the amount of pressure exerted. The inside
P.V.A. bag of the positive mould was then sealed at the bottom and top. At ambient
temperature, the vacuum apparatus is adjusted to (−0.8 bar) [27–33]. Using kenaf, the
following lamination was created: 1 Perlon +2 Carbon fiber +1 Kevlar fiber +1 kenaf
fiber+1 Perlon. The exterior P.V.A. bag was sealed from the bottom up, with a tiny hole
cut to release trapped air and the opposite side left open for resin supply. Thirdly, 1 L
of the layer’s resins was combined with 60 grammes of hardener using the typical ratio
of 80:20. When combined, they should appear as follows: 100 parts resin for layers and
2–3 parts hardener. The completed matrix was then positioned onto the P.V.A. layer. The
substance was thoroughly combined until it cooled by fusing the layers. The socket is
complete when the positive mould containing the manufactured socket is separated [6,
34–37]. The foot and pylon are finally linked to the socket.
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Fig. 3. The prosthetic socket.

3 Biomechanical Gait Cycle Tests

The ground reaction force dominates everyday actions with vertical components. The
patient’s ground reaction force (G.R.F.) was experimentally assessed using a treadmill
platform during regular daily activities (Zebris, FDM-T). This 58-year-old man patient
(80 kg) had his right Leg amputated. Figure 4 displays the results of a two-minute force
plate test that yielded a constant reading. The G.R.F. was established to analyze the
gait cycle and discriminate between normal and amputee gait. Gait parameters include
stride length, stride duration, step length, step width, foot rotation, percentage of time
spent in each phase of the gait cycle, velocity (walking speed), and cadence (number
of steps taken per minute) [38–42]. Measuring the ground response forces of normal
and amputee individuals revealed distinct walking behaviors (G.R.F.). In addition, the
distinctive walking patterns of a person without left and right legs. Normal and amputee

Fig. 4. In-Patient force plate walking test for the artificial limb using Treadmill.
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individuals demonstrated a pressure distribution pattern at the ground reaction force
(G.R.F.) and center of pressure throughout the gait cycle (C.O.P.).

4 Results and Discussion

4.1 Gait cycle parameters

Amputees and normal persons were used as examples to demonstrate the peculiarities
of the gait cycle. This study’s typical participant is 32 years old, 179 cm tall, and weighs
125 kg (75 kg). The gait cycle of the amputee differed from that of the ordinary USIA
member. A noticeable difference may be seen when comparing a human body’s right
(damaged) leg to the left (unharmed) Leg. Figure 5 shows typical human behavior, while
Fig. 6 shows an amputee wearing a D–f socket. According to the amputee case data,
there was a significant difference in the proportion of stance circumstances involving the
left Leg (67%) and the right Leg (72,3%). Differences from left to right averaged 65.2%,
whereas differences from right to left averaged 64.4% [2, 43–48]. Normal data showed
a 1.8% and 8% increase throughout the swing period compared to amputee data. The

Fig. 5. The B.K. amputee’s right-leg socket built from group D–f, and the normative data for his
gait cycle parameters is 2–5 km/h.
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data also show that the amputee patient’s single support case was 27.5% and 34.0% for
the left and right legs, respectively, but the findings for the typical person were 35.6%
and 34.0% for the left and right legs, respectively. Left pre-swings made up (5.2%) of
the total, while right pre-swings made up (10.2%).

In the amputee double-support situation, 18.1% more data was obtained than the
typical individual. Assuming Scenario 1, the difference between the stance and swing
phases is less than (−5,3%) to (5,3%). The difference between the stance and swing
phases in the second scenario was (0.9%), whereas the difference between the swing
and stance phases was (-0.9%). The standard case stride length was 29 cm longer than
the amputee case stride length, and the standard case cadence was five steps per minute
faster. Rapid movement during ambulation created this cadential impact.

Furthermore, step length and time may be differentiated to reveal the subject’s skele-
tal anatomy. The participant’s severed ankle did not allow the same degree of plantarflex-
ion when the heel contacted the floor as a normal foot in a neutral position. A patient
with a group D–f socket was compared to a patient who underwent a right limb amputa-
tion. While the highest difference between the stance and swing phases in the case study
was (−6.7%), the differences in a normal occurrence were (0.9%) in the stance phase

Fig. 6. The typical person’s gait cycle characteristics; typical data ranges from 2 to 5 km per hour.
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and (−0.9%) in the swing phase, resulting in a (20.8%) improvement. The average per-
son’s stride was 33 cm longer than the amputee’s, resulting in a 12% improvement. The
amputee’s performance improved by 28.5% when his cadence was around 7 steps per
minute higher than normal. Furthermore, the difference in foot rotation angle between
the amputee case and the case study was 3.3° in the amputee case but 4.7° in the case
study, resulting in a 29.7% increase. The patient motion’s center of mass (C.O.M.) is
similar to that of the natural instance. Their closeness increases the degree of stability
and establishes balance [49–55].

In general, the number of steps per min at normal walking: (70–90) steps/min. In
this range, the patient walks normal and comfort. Medium speed group with the number
of steps: 95 steps/min. High speed group with the number of steps: 120 steps/min [56].
Based on gait analysis results obtained by the average number of steps (46± 4) steps/min.
These results are within range of normal step group. It can be concluded that patient
using prosthesis socket built from group D- f, can walk well in normal condition. In
the study of ergonomics, one method to measure level of fatigue by using physiological
criteria. If people feel comfortable in walking, then the pulses per minute is low. The
comfort level refers to the number of pulse rate of respondent after walking activities is
low level (75–100) pulses/min and moderate level (100–125) pulses/min. This method
is done by measuring the pulse rate per min before and after gait analysis [54]. Table 1
presents the gait analysis results.

Table 1. Gait analysis results

Gait Parameters Result

Cadence (steps/min) 46 ± 4

Step time (s) 65 ± 0.06

Right step length cm 30 ± 5

Left step length (cm) 29 ± 4

Step width (cm) 15 ± 2

Stride length (cm) 69 ± 7

Walking length total per minute (m) 36.4 ± 0.57

Walking speed (m/s) 0.6 ± 0.01

4.2 Results of the Ground Reaction Force

The force in the vertical direction is equal to the ground response force detected by a
force plate. The typical graphical representation of vertical force is a mountain range
with two peaks and a valley. The first impact is what causes the peak to occur. A plantar
flexor push-off at the ankle causes the second peak (posterior calf muscles). The G.R.F.
for a normal person’s right Leg and that of an amputee’s right Leg are shown in Figs. 7
and 8, respectively. The findings for first contact and toes off in the event of a good leg
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amputation were equal to (680 N) and (680 N), respectively, whereas the G.R.F. was
found to be equal to (670 N) at first contact and equal to (680 N) at toes off (700 N).
Typical G.R.F. (680 N) and amputee G.R.F. (780 N) during initial contact and toe-off of
the left Leg are shown in Figs. 9 and 10, respectively (760 N). An amputee patient using
a group D-f socket prosthesis exhibited a non-typical walking cycle. These fluctuations
are brought on by the gait cycle’s effect on the patient’s weight on the socket.

Fig. 7. The normal subject for the G.R.F. of
right Leg.

Fig. 8. A subject wearing the socket for the
G.R.F. at the right Leg of amputee subject
(B.K.).

Fig. 9. A typical subject for the G.R.F. on the
left Leg.

Fig. 10. A subject wearing the socket for the
G.R.F. at the left Leg of amputee subject
(B.K.)

4.3 Pressure Distribution Through the Gait Cycle

The pressure distributions of a healthy right lower Leg (Fig. 11) and a right lower leg
that has been amputated (Fig. 12) are shown. Maximum pressure with a normal stance
was (320 kPa) at (46%). (single support phase). During the stance phase, the average
maximum pressure felt by the amputee subject (B.K.) wearing the group D- f socket was
(410 kPa) at (24%). The initial contact phase of the curve looks different in healthy people
because the weight is distributed more evenly over the sole of the shoe. At the same time,
the extended valley in amputee patients is attributable to the patient’s efforts to keep his
center of gravity over his left Leg as he walks. Keeping one’s balance when walking
might be difficult. Therefore, when the right Leg is weak, the patient will compensate
by putting more weight on the left.

Figures 13 and 14 show that since the amputee’s left Leg has a smaller initial contact
area, it fluctuates more than the right. Maximum pressure for a typical individual was
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measured at (280 kPa) at 45% of the stance phase (single support phase). On average,
the amputee subject (B.K.) wearing the socket felt a maximum pressure of 250 kPa at
20% during the stance phase. Due to the reduced contact area between the shoe and the
treadmill’s surface, the footprints of both able-bodied and amputee persons are shown in
Figs. 15 and 16, respectively. Images presented in Figs. 17 and 18 show a normal person’s
and an amputee’s center of pressure (C.O.P.) for their left and right feet, respectively, in
the form of a butterfly to indicate abduction and adduction, respectively, when walking.
These graphs show how the C.O.P. beneath the foot varies throughout the gait cycle from
heel strike to mid-stance and toe-off. For each state, the maximum pressure is shown. In
order to better illustrate the C.O.P. route, the areas of the highest pressure are shown by
curved lines. Gait cycle, length, and single point lines in a healthy individual (10 mm)
and an amputee (3 mm) are shown in Figs. 17 and 18, respectively (26 mm and 2 mm).

Fig. 11. Average subject for the pressure
distribution at the right foot.

Fig. 12. A subject wearing socket for the
pressure distribution at the right foot for
amputee subject (B.K.)

Fig. 13. The normal subject’s pressure
distribution at the left foot.

Fig. 14. A subject wearing socket for the
pressure distribution at the left foot for amputee
subject (B.K.).
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Fig. 15. A typical subject foot print. Fig. 16. A subject wearing socket foot print
for amputee subject (B.K.)

Fig. 17. The gait cycle for the path of the center of pressure (butterfly shape), normal subject, (A)
Gait line length. (B) Single support line, anterior/posterior position and lateral.
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Fig. 18. Amputee subject (B.K.), with socket, demonstrating gait cycle for C.O.P.‘s route along
(A) gait line length; (B) single support line; (C) anterior/posterior position; and (D) lateral view.

5 Conclusion

A product of Socket prostheses reinforced with natural fibers (Kenaf) was developed
with an acceptable strength and comfortable. The gait cycle data are close to the normal
gait of a healthy person, and this is what they set up in the prosthetic limb. Because of
that the difference between the stance and swing phases is less than (−5.3%) and (5.3),
respectively, improvements of 20.8% are indicated as compared with other cases. Such
as those presented here, diminish butterfly features and, as a result, the gap between the
healthy and injured limb.

It is recommended that the patient wears socks made of layers without natural fibers
to show the effectiveness of the natural fibers in strengthening the sockets with a high
strength/weight ratio in addition to the comparison study of the walking cycle and the
ground reaction forces during the gait cycle using different walking situations such as
stairs.
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Abstract. Web Real-Time Communication (WebRTC) is prepared to allow the
co-event of sound, video, and data interconnecting. Also, it is a set of criterions,
libraries, and JavaScript APIs.WebRTChad several advantages, including the lack
of plug-ins, the ease of usage, no licensing, and the excellent quality of the RTC
applications.However, signalizing technicality that setup, establish and end a inter-
connect amidst peers has not been specified in the WebRTC. This paper reviews
general studies and methods that are used and suggested for WebRTC signalling
protocols. Moreover, it focuses on the limitations of multi-web crawlers intercon-
necting, the network topology for exchanging data and multimedia and leveraging
public groundwork to manage privacy as a service or information, or public archi-
tecture to handle signalling protocols. Therefore, this work focuses on research in
related work for the existing WebRTC signalling technicalities/protocols to find
out the limitations and the main gap at this time and also for a thorough knowledge
of signalling in WebRTC including their advantages and disadvantages.

Keywords: Web Real-time Communication (WebRTC) · Signaling
mechanism/Protocols · And Network Topologies

1 Introduction

W3C was used in web crawler API, and IETF, for the wire protocol, developed a new
criterion renowned as WebRTC. The WebRTC is prepared to allow the co-event of
sound, video, and data interconnecting [31]. In May 2011, the We.b.R.T.C began. At
that time, Google announced an open-source initiative to Supply peer-to-peer (P2P),
web crawler-based, and real-time interconnecting [30]. WebRTC is a set of criterions,
libraries, and JavaScript APIs [46]. By way of explanation [59], declared that WebRTC
is a (P2P) protocol as opposed to a customer/server protocol. JavaScript APIs are utilized
directly inWebRTC to facilitate interactive connections amidstweb crawlers that employ
different types of data [16].

Datagram Transport Layer Security (DTLS), Secure Real-Time Protocol (SRTP),
and Stream Control Transmission Protocol (SCTP) over DTLS are all methods that can
be used to create or operate a secure channel or channels, respectively, for media and
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data channels. By avoiding intermediary hardware servers, this approach can eliminate
security issues like data theft by hackers [14]. Likewise, It can Supply system secrecy
and authentication [28]. As a result, [35] confirmed that WebRTC had been used by
more than one billion endpoints and devices. Besides, by 2018, it has anticipated that
4.7 billion gadgets will be capable of supporting WebRTC [65].

When WebRTC uses the coequal website page for downloading and enables both
web crawlers to use the coequal online application, then it can be one of the cases [48].
Therefore, WebRTC signalling can be performed using any method that enables web
crawlers to transmit and receive messages through a server [52]; It merely needs to
employ a suitable HTML5 API [60]. The adoption of HTML5 has increased due to
the web crawlers’ quick development, headed by Firefox, Chrome, and Opera. Server-
Sent Events (SSE), a unidirectional protocol, and a full duplex Web Socket are the
two ways available in HTML5 for transmitting data from the server to the customer
[25]. Accordingly, data eliminates the need for a server and opens up a direct line of
interconnecting for web crawlers [65]. WebRTC has three main parts as follows:

• Get. User. Media API (aka, Media. Stream),
• RTC. Peer. Connection API (aka, Peer. Connection)
• RTC. Data. Channel API (aka, Data. Channel).

This paper is coordinated as follows, The WebRTC libraries is given in Sect. 2.
The limitations of WebRTC Signalling Technicality are presented in Sect. 3.
Several proposed solutions and performation for Web.RTC signaling technicality is

explained in Sect. 4 has the conclusion.

1.1 UserMedia API

This API allows a web crawler to access native devices like a microphone and camera
while representing synchronized streams as audio and video input and output [62].
WebRTC disposes of the requirement for Adobe Blaze to utilize media gadgets and the
module prerequisite because of its Programming interface. Additionally, this API makes

Fig. 1. The structure of WebRTC MediaStream [62].
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audio and video available for use as HTML elements in all types of web applications
[38]. (See Fig. 1) demonstrates the Media Stream structure.

1.2 RTCPeerConnection API

Direct interconnecting and the foundation of voice or video calls amidst web crawlers
aremade conceivable by the RTCPeer Connection Programming interface. The getUser-
Media () technique accumulates the web crawler all inside a working person, including
media streams, and permits a web crawler to get to nearby gadgets like a mouthpiece and
camera to transmit information to another party [3]. Also, handling all swap signalling
messages requires particular JavaScript methods [34].

1.3 RTCDataChannel API

Web crawlers can transmit data connections thanks to the RTC Data Channel API.
Additionally, it offers a two-way data transmission that allows two web crawlers to
swap random data. While avoiding the use of servers and intermediaries, each “RTC
Data Channel” can lower the cost of service and Supply network utilization like low-
latency data swaps in a more modifiable way [20]. (See Fig. 2), depicts the architecture
of the WebRTC.

Fig. 2. WebRTC architecture [56].

As mentioned in [22], many devices have one or more layers of Network Address
Translation (NAT). NAT is a method for mapping private addresses to public addresses
and the variable address data contained within IP packets as they travel over the routing
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device. Developers of WebRTC technology can use ICE which facilitates the Internet
addressing system’s complexity. When choosing the finest connectivity option in con-
strained locations and when it comes to media interconnecting, ICE has proven to be
dependable. It is utilized for NAT traversal using Relay NAT and Session Traversal
Utilities for NAT (STUN) (TURN) [6]:

1. STUN is used to find the external address of a specific peer [21].
2. TURN is used to support STUN by avoiding the Symmetric NAT determination by

connecting to and relaying all information through a TURN server [60].

2 Limitations of WebRTC Signalling Technicality/Protocols

To lay out interconnecting among various clients or gadgets, WebRTC requires a sort
of flagging instrument or backing from conventions [51]. However, To assess WebRTC
and control the interconnecting design, the IETF and W3C have not yet agreed on a last
flagging system or a last Programming interface convention [32]. A signalling technical-
ity is not a component of WebRTC even though it uses the “RTCPeer.Connection” API
to transmit data streaming across peers. [57] Chen-Fu, 2014). In addition, [19] revealed
that the key component of the application, signalling, has been shown, has not yet been
specified on theWebRTC amidst web crawler and server. As a result, the developer must
Supply the signalling protocol at the application level [72]; what’s more, the two sub-
stances should settle on it, either with the focal hub or the other client [38]. As a result,
It is undeniable that WebRTC does not criterionize the signalling amidst web crawlers
and servers [15].

A signalling technicality decides the interconnecting amidst at least two companions
[12] to see as one another, lay out direct P2P streams, and offer contact data [5]. As a
result, the core of peer identification, which finds peers and orchestrates interconnecting
amidst them, is signalling. It facilitates the development of user-to-user interconnecting
through the swap of data across channels [13]. Additionally, it establishes a connection
amidst theweb crawler and a server and allowance s interconnecting amidst peers via this
server, including support for the SDP formixing network addresses and port numbers for
media sharing [50]. Several fixes were proposed, and WebRTC utilized many protocols
to obtain the signalling method detailed below:

2.1 Socket.io Signalling Protocol

To enable real-time bidirectional interconnecting amidst web crawlers and a server,
a transport protocol written in JavaScript is used [17]. Since its inception, Socket.io
has used Node.js as its primary backend [49]. Google Chrome created the open-source
Nore.js server platform to Supply a powerful JavaScript engine. It is also a suitable
platform for developing web applications because it is based on a non-blocking I/O and
event-drivenmodel, which can handle high throughput and performance [33]. As a result,
it offers an HTTP server to help create a web application but is neither an application
server like Tomcat nor a web server like Apache HTTP [49].

It has been explained in [41], socket.io is a concept forWebSockets usingXHR,Flash,
and JavaScript Object Notation because it enables developers to use WebSockets and
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determine various synchronized interconnecting protocols controlled by the customer’s
web crawler (JSON) [49]. Otherwise, it usesAdobe Flash Socket, AJAX long polling and
JSON Polling. Additionally, [17] expressed that socket.io offers a basic server and cus-
tomer library for supporting constant bi-directional interconnecting; additionally it has
the idea of rooms that empowers distributed association, as threeWebSocket associations
can happen from three different customers [8].

2.2 Jingle Signalling Protocol

This is an open-source innovation arranged to start and deal with a distributed media
meeting amidst two substances, so it is a flagging convention [4]. Likewise, it is an
extension of XMPP and is a criterion specified by the IETF to carry an instant messag-
ing service [2]. Otherwise, it Supplys a pluggable model that allows the core session
management to be applied to a wide diversity of applications (e.g., video chat and file
transfer) and with different transport methods: TCP, UDP and ICE [55]. It presented
the Specification and Description Language (SDL) model in Web.RTC participates with
STUN, TURN and ICE servers to solve network issues. The performation and analysis
of this model have confirmed multimedia sessions amidst two peers, but it shows latency
in the server response [4].

2.3 Web Socket Protocol

A bi-directional interconnecting session amidst a user’s web crawler and a server can
be opened with the aid of the WS protocol [23]. Instead of connecting to another peer,
it opens a pipe to a server; a customer transmits messages to the server, which then
forwards them to the participants [14]. WS Supplys many benefits, including a low rate
of data loss and high user concurrency [67]. Additionally, [36] revealed that WS, as
long as it employs the web server as a proxy for connections to customers, uses the
coequal interconnecting port as HTTP (80/443) and is also an initial connection and
handshaking amidst a web customer and a web server [42]. WS leaves both directions
of interconnecting in the session open. As a result, users can transmit and receive a
lot of messages [62]. In addition, [24] WS is rumoured to Supply a tunnel and leave
it open among peers. It performs better than AJAX/Polling in terms of lower latency
and increased user data bandwidth [47]. Otherwise, [11] WS’s inefficiency with all web
crawlers was explained. Additionally, it cannot guarantee scalability and dependability
when a high number of peers are using the WebRTC application or when entering and
exiting the network. Different developers attempted to use WS to propose or develop a
signalling technicality for the WebRTC as addressed below:

An interconnecting service prototype-based RE-presentation State Transfer (REST)
API with SIP User Agent over Web Socket has been prepared and performed in [64].
The signalling of this prototype should be supported by a middle component (REST
service) to swap messages and establish a media channel. However, the interconnecting
is delayed 5 s and done with only two REST web crawlers. By the coequal token,
REST relies on an HTTP polling technicality to push notifications from the server to
the customer. Moreover, [60] analysed WebRTC video call performance utilizing the
Node.js framework and Web Socket protocol (for signalling), TURN servers, etc. Both
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mesh and star topologies were used for this evaluation. The calls established amidst
the three players in each topology, otherwise, use a false video sequence as opposed to
a live camera. Additionally, different switches were used for the mesh, and an MCU
device was used for the star. Additionally, in this test, all calls are forced to stream the
video among participants through the TURN servers. By contrast, [56] stated that TURN
servers are being used to relay data amidst endpoints as shown in Fig. (6). Similarly,
[14] demonstrated that using the TURN server for simultaneous calls can force more
overhead on the bandwidth, and it is not wholly free. It is also necessary to highlight
that the WebRTC interconnecting is using a TURN server depending on traffic amidst
peers, which suffers regression of media quality and latency.

It has been demonstrated in [61], that the WebRTC chat application using Web
Socket as a signalling server based on the node.js platform was prepared and per-
formed.Although this application applied to two peers using adapter.js to supportGoogle
Chrome, users should connect aweb server sequentially to communicate with each other.
In addition, because a server cannot recognize a customer’s messages or know where
to transmit them, there is a problem amidst customers and a web server. In a similar
vein, the author acknowledged that the setup and signalling preformation were flawed.
Another trial employing the Firefox and Chrome web crawlers for video conferences
used in e-Health over a LAN network proved successful. The signalling was built based
on WebSocket using node.js and the socket.io library to establish an interconnecting
amidst two peers [14].

2.4 Session Initiation Protocol

It has been illustrated in [53] that no signalling protocol (such as SIP) will be recom-
mended to give developers more flexibility for innovation in web applications. However,
SIP is more complex than other protocols like XMPP [37]. In addition, various develop-
ers attempted to make video calls usingWebRTC and SIP, but SIP still required software
installation on such servers [62]. Moreover, [39] emphasized that conventional SIP cus-
tomers do not yet support the protocols that WebRTC requires. Additionally, employing
a new type of integrated interconnecting environment, the coupling ofWebRTC features
with the SIP platform needs to be improved to support multimedia sessions. Besides,
the current real-time interconnecting APIs in an application are more cost-efficient and
faster than developing a SIP customer [26].

Several solutions were proposed to combine the SIP protocol with WebRTC to
enhance the interconnecting quality or Supply a signalling protocol. As detailed in [37] a
theoretical solution was discussed to gather Real-Time Interconnecting Web (RTCWeb)
with IP Multimedia Subsystem (IMS) via a web crawler as well as using a signalling
gateway with suggested protocols such as SIP and Web Socket. This proposed inte-
gration presented some drawbacks: (a) it leads to different directions, (b) it used SIP
protocol, which is complicated for some web developers, and (c) used an IMS system
with RTCWeb producing little destruction. Moreover, [43] built WebRTC video chat
application over LAN network. This application was employed by three peers based
on different methods: JSON via XHR (WebRTC-JSON/XHR) and SIP via Web Socket
(WebRTC-SIP/WS). Instead, there were no outbound connections, and the WebRTC-
SIP/WS overhead can affect the quality of experience, while the Internet connection
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speedwas low. Indeed,WebRTC-SIP/WShasmore overhead thanWebRTC-JSON/XHR
for a completed session.

Table 1. Some differences among SIP, XMPP and WebSocket protocols

SIP XMPP WebSocket

Especially utilized for media
transmission

Used in the decentralized
framework for constant
informing

Does not support every
browser, web servers and
proxies

Applied in additional
convoluted frameworks with an
intermediary server, area server,
recorder and client specialist

Versatility is restricted to
XMPP and can’t supply
adjustment of double
information

It suffers from reconnections
in services

Messages handling can consume
transmission capacity

It has a raised organization
above

The friend should enroll first
and afterward can communicate
the greeting message, which has
enormous data

It has a long interaction to
lay out a meeting

3 Several Proposed Solutions and Perforations for WebRTC
Signalling Techncality

[10] created a server less-WebRTC project to decouple the “signalling server” and Sup-
ply email and file transfer amidst peers without a web server. However, it often faces
failure when transferring a large file. Similarly, [11] proposed a multi-video conference
utilizing the XMPP server and lib-jingle to establish a WebRTC P2P connection (plu-
gin). However, without installing lib-jingle, the user was unable to access the system or
receive signalling. This test was conducted using two different web crawlers. Another
program was developed in [59] for WebRTC video conferencing to allow interconnect-
ing amidst two customers utilizing the Node.js platform. In addition, [9] performed a
centralized system for instant messaging, video and audio conferences, and file shar-
ing. Nevertheless, the video preformation is limited to two participants. What is more,
[7] created a WebRTC-based video chat system for senior citizens. The system used an
email to transmit the chat request rather than signalling. It was also applied to one-to-one
video chatting amidst two users. Not only that but also [33] developed a WebRTC video
conference to be performed on an e-learning platform using the Node.js platform, and
socket.io APIs for signalling and mesh topology. Instead, this test was performed amidst
two web crawlers. Besides, the author clarified that it seeks an improvement to solve an
echo problem with noise cancellation.

A new approach to online learning called (web-based interactive virtual classroom),
which must be accessed through HTTPS, was described. All functions cannot be worked
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out in a real connection and latency occurred in some cases. This system is specified
for video conferencing (unidirectional) as screen sharing amidst 10 users. The video
was being shared as a one-to-one strategy. As an example, from A to B, B to C, and C
to A [44]. Equally, [1] illustrated that a network architecture named Ufo.js offering a
channel that empowers two web crawlers to lay out interconnecting of document moves
was carried out. Ufo.js was run through the Node.js stage by utilizing an outside server
to hold and deal with an association with each friend; this association is utilized to
coordinate all the motioning among peers.

3.1 Using Several Techniques

[66] introduced a decentralised web crawler-based Open Publishing (BOPlish), which
consists of a bootstrap server to bear joining peers using theWebRTC offer/answer tech-
nicality. On the contrary, this approach was utilised amidst two web crawlers for sharing
files, and the signalling depended on using a bootstrap server, which was not described.
More suggestions can be found in [45, 58], which proposed a P2P video broadcasting
over WebRTC using two servers: one is a streaming server for transmitting captured
video and the second is (Splitter+ Signalling) server for restoring the video that is com-
ing from the streaming server and broadcasting it to the customers. Indeed, only three
customers can be served by this scenario. In addition, the streaming server was playing
the essential part that captures and transmits data, instead of the Splitter Signalling server,
which was not explained. Moreover, [29] presented different models and architecture
of P2PTV using Eclipse to support the conferencing service using WebRTC. Alterna-
tively, these models have no media server for video streaming. Therefore, the video was
captured via web camera instead of the media file as planned and was not performed
yet. Furthermore, a benchmark for performance evaluation of WebRTC was proposed
in [63], so various architectures and platforms were considered. In this proposition, a
server acts as both a web server and a signalling server using Node.js. The coequal
video sequences should be employed because it is impossible to have a unique input for
each test. Besides, the used signalling server was not clarified, and the number of served
peers was not stated. Alternatively, when a party idles for 10 s, the connections will be
expired, and not all viewers may receive every chunk. Adding to that, different issues
occurred such as some nodes being served by the disconnected broadcaster, the children
of the node can cause the increase of buffer head due to an inefficient pull policy and the
existing performation failing to reach 100% of the nodes in the network. Also, it has a
bandwidth bottleneck, and the execution is not satisfactory which did not broadcast the
chunks to all nodes. Apart from this, the initial signalling has not kept unwanted nodes
out of the network, so it is not sufficient [42].

4 Conclusion

In this work, various WebRTC signalling techniques and protocols were examined and
described. Moreover, in-depth research has been done on most signalling platforms
and commercial servers with their limitations. In particular, While the IETF and W3C
have not yet decided on the precise signalling technicality or a definitive protocol to
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perform WebRTC and control interconnecting architecture, one is required. Equally,
the most current applications were dependent on the public signalling server, signalling
service, libraries or APIs to be Supplyd by a signalling protocol. Apart from this, they
utilised different topologies such as one-to-one, star (one-to-many) and mesh (many-
to-many). However, they claimed that they were not able to achieve interconnecting
amidst more than eight peers for audio/video calls and video streaming. According to
the aforementioned literature reviews, it was discovered that they primarily focused on
the accomplishment of their design, test, or results without clarifying how they created
or used the signalling technicalitys/protocols to determine interconnections amidst peers
to discover each other, establish direct streams, and swap contact details of the session.
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Abstract. An autonomous agent works with Artificial Intelligence (AI) can
decide its actions to adapt and respond to the changes in a dynamic environment.
The autonomous agent can be developed in games as a Non-Player Character
(NPC) to interact with the changes of state in the game environment. Traditional
board games such as Ludo have had many players since the olden days but slowly
lost attraction to the public, especially the younger generations as digital games
become more popular. Although the Ludo board game can be digitized to fasci-
nate the players through implementing Augmented Reality (AR) technology in
handheld devices, common NPCs found in games have determined actions and
are unable to learn from experience and adapt to the changes of the game envi-
ronment. Therefore, this research aims to develop an autonomous agent for board
game in handheld AR (HAR). The first step in the three main phases is to examine
the autonomous agent for the HAR board game. The second phase is developing
the AR board game with Q-learning and Minimax algorithms for board game
agents. Finally, the third phase is integrating the AR board game with Q-learning
and Minimax agents in handheld. The novel contribution of this research is the
redesign of Ludo for AR with autonomous agent and generate the training data
using the Q-Learning algorithm to create autonomous agent in AR.

Keywords: Artificial Intelligence · Augmented Reality · Handheld Augmented
Reality · Q-learning · Minimax

1 Introduction

Throughout history, board games have been played by many experienced players [1].
Ludo is a popular example of a traditional board game [2]. Nonetheless, the number of
players of traditional board games has decreased since the introduction of digital games
[3]. Hence, board games such as Ludo can be digitized to maintain existing players and
attract new ones.

AugmentedReality (AR) is a technology that combines the realworldwith computer-
generated virtual environments or objects [4]. The combination of this technology to a
board game enhances the gaming experience [3]. Nowadays, AR technology is widely
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utilized in handheld devices with advanced features, such as smartphones [5]. Handheld
devices are equipped with sensors that can be used to capture the image, movement, and
touch [6], as the devices’ computational power increases [7]. Therefore, the Ludo board
game can be adapted for handheld AR (HAR).

An autonomous agent is an agent that can decide to perform an action by itself in a
given environment [8]. The development of an autonomous agent is often closely linked
with Artificial Intelligence (AI), particularly in the decision-making process [9]. A Non-
Player Character (NPC) can act as an autonomous agent in video games [10]. Common
NPCs in games are typically scripted with predetermined actions and unable to adapt
to a dynamic environment [11]. Consequently, an autonomous agent can be developed
in a game using a machine learning algorithm to adapt to the environment’s changes,
thereby increasing the game’s difficulty andmaking it more enjoyable [10]. Q-learning is
an example of a reinforcement learning algorithm within machine learning that enables
the agent to explore the environment and discover the optimal action for a given state
[12]. The Q-learning algorithm is frequently employed in a dynamic environment with
multiple players [13]. Hence, the autonomous agent works with a Q-learning algorithm
that can be developed for the AR Ludo board game.

AR is defined as a technology that combines real and virtual contents in the physical
environment [4]. This technology overlays the digital data in the real environment to
present various information such as text or images [14]. An AR system focuses on four
domains that are sensing, tracking, interaction and display [15]. An example of a tracking
technique is feature-based tracking provided by Vuforia Engine to detect, identify and
track targets such as images or three-dimensional (3D) objects [16]. According to [17],
Vuforia analyses and detects the features of an image uploaded by a user. More features
detected in an image make it more suitable to be used as the image target. The analyzed
result is represented through a star rating range from 0–5. The highest rating indicates
the easiest for Vuforia to track the image target.

Fig. 1. Ludo board game [19]

Board game is defined as a game that involves a board that allows pieces to move on
top of it [18]. According to [2], Ludo board game involves 2 to 4 players taking turns
to roll a dice and move the tokens on the Ludo board. Figure 1 shows the Ludo board
game.
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The rules for the Ludo board game are shown below [19]:

• At the beginning of the game, the players take turns to roll the dice and a player that
rolls a six can move a token to the start node. Each player has four tokens at the
beginning of the game.

• The players can only move a token according to the number rolled if the token is not
at home.

• Once a player rolls a six, that player can take another turn.
• If a player moves a token to the place that is occupied by the opponent’s token, the

opponent’s token is kicked and returned to his home.
• A token is safe from being kicked back home once landing on the safe square. Each

player’s start node is also considered as a safe square.
• The game ends once all tokens of a player landed on the goal field.

Autonomous agent is an agent that can determine its behavior at runtime based on
the current state of its environment [20]. AI contributes to the evolution of autonomous
agents, especially in terms of their reasoning ability [21]. Q-learning is a reinforcement
learning algorithmwithin machine learning that enables an agent to independently make
decisions in its environment based on its policy, according to [22]. The agent can continue
to collect data from the environment and regulate its responses in response to dynamic
input from the environment [23].

Ahandheld device is a computing device that can be held by one’s palm. Smartphones
and other hand-held devices with various functionalities, such as an integrated camera
and internet access, are commonly utilized in modern society [5]. Due to advances in
hardware such as processors, cameras, and sensors, augmented reality is also widely
used in handheld devices [24]. In many HAR applications, a touch screen interface is
used, and a user can interact with the device’s screen using only one hand while the other
is used to hold the device [25].

This research is essential as a reference for the AR and AI research communi-
ties. Although this research is intended for handheld applications, the community can
use this research as a point of reference to explore or conduct additional research on
AR applications for handheld devices. Moreover, this study introduces the autonomous
agent and the non-autonomous agent, both of which utilize different AI algorithms. The
autonomous agent uses Q-learning algorithm, whereas the non-autonomous agent uses
Minimax algorithms. This paper discusses the methodology, the Ludo Game and the
implementation of the AI algorithms in Ludo Game. Then, the paper demonstrates the
results and ends with a conclusion.

2 Methodology

This section describes themethodology guiding the creation of theARLudo board game.
The methodology of the research work is sequentially divided into four phases. In the
first phase, the autonomous agent is investigated in order to comprehend its definition
and identify the AI algorithms that can be applied to both the autonomous agent and the
non-autonomous agent. In addition, the fundamentals of augmented reality technology
are investigated in order to select a suitable AR tracking technique for handheld devices.
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The data of the board game Ludo is also gathered. All the information gathered in this
phase serves as the foundation for the subsequent development phase.

In the second phase, the autonomous Agent A is built using the Q-learning algo-
rithm, while the non-autonomous Agent B is created using theMini-max algorithm. The
board game Ludo is also developed with AR tracking capabilities. The development of
autonomousAgentAbeginswith the design of aQ-learning-based algorithm, as depicted
in Fig. 2. Based on Fig. 2, the algorithm begins with the initialization of Q-table values
to zero. In accordance with the epsilon-greedy (ε-greedy) policy, Agent A may select a
random action through exploration or a greedy action through exploitation after rolling
the dice. A greedy action is one that has the highest value in the given state’s Q-table. The
epsilon value, ε is initialized as 1.0 and decreases continuously with each action taken
by Agent A. If the randomly generated value between 0 and 1 is less than, random action
is taken; otherwise, greedy action is taken. The reward, r, is then computed according to
the state-action pair.

Bellman equation, Q(s, a) = Q(s, a) + α
[
r + γmaxa′∈AQ(s′, a′) − Q(s, a)

]
used

to update the value of the state-action pair taken in Q-table. The learning rate, α and
discount factor, γ are set as 0.7 and 0.1 respectively. These steps are repeated until the
end of an episode. The training session is set up for Agent A with 20 episodes. An
episode is ended once all the four tokens of a player successfully moved into the goal
field.

Fig. 2. Pseudocode of algorithm designed based on Q-learning
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The subsequent phase involves the development of non-autonomous Agent B begins
by designing a Minimax-based algorithm. Beginning with Agent B attempting to move
at MaxNode, the possible actions that Agent B could take are determined. Each action
that Agent B could take results in a MinNode. The children nodes of the MinNode are
determined based on the opponent’s potential actions. Each opponent’s possible move
results in a tempMin-Node that is also the terminal node. At the terminal node, the
evaluationValue is calculated based on the total distance left by the opponent player
minus the total distance left by Agent B. As each token requires 57 steps to reach the
goal field and each player has four tokens, the total distance for each player is set to
228. Figure 3 illustrates the likelihood of discovering an opponent’s actions using the
Minimax algorithm.

Fig. 3. Possibility of finding opponent’s actions by Minimax algorithm

The third phase is the handheld integration of the AR Ludo board game with Agents
A and B. The human player of AR Ludo can choose to play against either Agent A
or Agent B. The FBX and PNG data sources are imported into the game to create the
user interface (UI) and game objects. The AR Ludo board game rewards players with
badges as a gamification element. Feature-based tracking is selected for the AR Ludo
board game on handheld Android devices. Using one-finger gestures and touch-based
interaction on the handheld screen, users can interact with the application. Following
this is the testing procedure based on [26].

3 Ludo Game

The Ludo board game consists of dice and four sets of tokens that correspond to the four
distinct colors in each corner. However, only two sets of tokens are implemented for the
AR Ludo board game, as only two players are permitted. One player is given four blue
tokens at the beginning of the game, while the other player receives four green tokens.
The four tokens of each player are placed in the home. Then, each player rolls the dice
to move a token from the beginning node to the goal field. The mission of the game is
to move all four tokens into the goal field in the center of the board to win. According
to Fig. 4, there are four purple nodes on the board known as safe nodes, and the dashed
line illustrates an example path for blue tokens from the starting node to the goal field.
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In order to implement AR tracking on a handheld device, Vuforia is integrated with
Unity3D software to track and compare the marker’s features with the database of target
resources. Vuforia Target Manager receives a PNG image based on the Ludo board’s
design in RGB format. This image is converted to grayscale, and the extracted features
are collected and saved in a database. The virtual AR Ludo board game is displayed
once the marker is detected and its features match the data stored in the database with
the green color tokens. During training, the remaining three players take random actions
to advance in the game. Figure 5 shows a flowchart designed for Agent A to execute
a game action using the Q-learning algorithm. Based on the flowchart, the Q-learning
algorithm operates when Agent A is required to take a specific action at a given game
state. The Q-table values are initialized at the outset, and Agent A can choose between
exploration and exploitation after rolling the dice. Exploration permits the selection of
a random action, while exploitation permits the selection of the action with the highest
value in the Q-table. The execution of the selected action is followed by the observation
of either a positive or negative reward based on the action taken. The subsequent step
is to update the value of the action performed at the given state in the Q-table. If Agent
A rolls a die with a value less than six, the turn passes to the following player. Agent A
receives an additional roll if the dice value equals six.

Fig. 4. Design of Ludo board game (Color figure online)
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Fig. 5. Agent A’s flowchart

At the end of the training, an output file that includes the finalized values of the Q-
table is generated as in Fig. 6. Based on Fig. 6, the rows represent the states; meanwhile
the columns represent the actions.

Fig. 6. Q-table file in txt format



318 F. E. Fadzli et al.

Figure 7 illustrates that tokens inside the home have the state “In Home,” and the
action of moving a token from the home to the start node is “Out Home.” The state of
a token on a white node that surrounds the board is “On Free Space,” and the action of
moving from one white node to another without an opponent’s token is “Just Move.”
AgentAmay choose tomove a token six spaces forward or out of his homebased onFig. 7
when a six is rolled. As the value in the Q-table for this state-action is approximately
0.563, which is greater than the action, Agent A decides to move a token out of the home
state.

Fig. 7. States and actions in Ludo Game

4 Results

The AR Ludo game workspace is configured as depicted in Fig. 8, with the AR marker
printed in color on an A4-sized sheet of paper and placed at a height of approximately
75 cm. The user sits approximately 30 cm in front of the table, holding the handheld
device with one hand while interacting with the AR Ludo board game via touchscreen
input with the other. The handheld device with camera used to track and display the AR
Ludo board game is 45 cm away from the marker.
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Fig. 8. Experiment setup (Color figure online)

The AR Ludo board game allows the human player to select either Agent A or Agent
B as their opponent. If Agent A is selected, the human player is represented by the blue
tokens, whereas Agent A is represented by the green tokens. Agent A and the human
player compete to win the game. The dice are automatically rolled during Agent A’s
turn. As Agent A utilizes the Q-learning algorithm, Agent A’s actions are referred to the
values in the Q-table. After rolling a six on a human player’s turn, the player can select
the dice to roll or a token to move via touchscreen input as shown in Fig. 9. If the human
player faces off against Agent B, Agent B is also represented by green tokens. Agents
A and B use different algorithms when performing an action. The human player with
blue tokens also rolls the dice according to Fig. 10 or selects a token to move through
touchscreen input.

Fig. 9. Human player chooses a token to move (Color figure online)
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Fig. 10. Human player plays against Agent B (Color figure online)

TheMinimax algorithmdesigned is implemented onAgentB.All ofAgentB’smove-
ments are referenced by the evaluationValue that was propagated back. Assuming
Agent B is a green-colored player and the opponent is a blue-colored player. While
Agent B rolls a six, he or she may move an exterior token six spaces forward or an
interior token to the start node, as depicted in Fig. 11.

Agent B decides to move a token from home to the start node instead of moving
the outside token six spaces forward because he must consider all possible actions
that his opponent could take on his next turn to reduce the evaluationValue. In
accordance with Fig. 11, if Agent B moves the outside token six spaces forward, passing
an opponent’s token, the opponent may attempt to move its token four spaces forward
on the following turn to send Agent B’s token back home if the roll of a four on the dice.

Fig. 11. A token can be moved out from home or an outside token can be moved six steps forward
passing an opponent’s token (Color figure online)
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5 Conclusion

This research required the use of the handheld device’s built-in camera in order to detect
and track the marker’s features. After detecting a marker, the location and orientation
of the virtual objects to be displayed on top of the real environment are calculated by
matching the marker’s features with the database of target resources. This allowed the
virtual Ludo board game displayed in the physical world to be viewed on the handheld
device’s display.

The novel finding in this paper is to redesign the Ludo game for ARwith autonomous
agent and generate the training data using Q-Learning algorithm to produce autonomous
agent in AR. The non-autonomous agent utilizing Minimax is also implemented in the
AR Ludo game in order to compare the behavior of the agents in relation to the Ludo
gaming. The AR Ludo game application is complete after the AR Ludo board game is
integrated with both agents in the handheld. This integration gives the human player the
option of playing against Agent A or Agent B. Agent A, unlike Agent B, utilizes the
Q-learning algorithm. Agent B is a non-autonomous Minimax agent that, unlike Agent
A, does not require retrieval of training data. Touchscreens are a common input method
for handheld devices, and the basis of touch-based interaction is tapping the screen of a
device with one finger. Therefore, the user interface and virtual game objects, such as
dice and tokens, are interacted with by tapping with a single finger. As the ray casting
that detects the collision between the ray and a 3D object in the scene is carried out, the
virtual dice and tokens are selectable via touchscreen.

Basedon thefinding,wefigured the limitationofAgentAwhichhas been trainedwith
random players that perform random actions in the game environment. Random actions
taken the players did not lead to the best action each time. Hence, the training result of
Agent A may not be the best as the opponents are not the players with strategies. Agent
A only won the game three times out of ten plays. Some future works are suggested to
improve this limitation is for Agent A can be trained with one random player, one player
with defensive strategy who prioritizes to keep own tokens away from opponents’ tokens
and one player with aggressive strategy who prioritizes to chase and send opponents’
tokens back to home. Minimax algorithm has been implemented to Agent B in AR Ludo
board game. However, Agent B did not play well as the Minimax algorithm usually
works well on deterministic games with no chance element. Agent B only won the game
two times. The results showAgent A performs better than Agent B in the ARLudo board
gamedue to the aspect of artificial intelligentmovement decision. Further evaluationmay
require to measure the performance and the interaction which trade-off to the tracking
accuracy in AR [25]. Improvement can be made to modify the collaborative framework
to enhance multi-user interaction since this research only focus on AI autonomous agent
[26].
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Abstract. This study focuses on the analysis of fiscal series with time-
varying conditional variance utilizing the ARIMA-GARCH with Value at
Risk (VaR) model. ARIMA-GARCH can predict risk when stock variance
is Heteroscedasticity. The price of the Reliance stock is analyzed for fifty
months. This research indicates that the VaR is a useful technique to
reduce risk exposure and perhaps avoid losses when investing in the
Reliance stock. The findings show that ARIMA (0,0,0)-GARCH (1,1)
has the best fit, with an Akaike information criterion (AIC) value of
−5915.325, at a confidence level of 95%. The GARCH technique is used
to determine the conditional variance of the residuals and contrasts it
with the delta-normal method. At a 95% confidence level, the VaR is
used to calculate the likelihood of losing an investment by 2.7% or more
in a single day.

Keywords: ARIMA · forecasting · GARCH · Reliance · stock · VaR

1 Introduction

One of the most crucial asset groups for any investor is stock. There are various
benefits when investing in the stock market. Stocks often offer liquidity and a
respectable return over time. Fundamental analysis and technical analysis make
up the two primary types of stock price prediction techniques [6]. Fundamental
analysis is the procedure used to estimate the fundamental value [15]. Technical
analysis is a different kind of analysis and it uses a variety of graphs, charts, and
statistical techniques like linear regression, ARMA, ARIMA, GARCH, etc., to
eliminate human subjectivity and emotion.

In this work, the return of Reliance stock is considered. Reliance Industries
Limited which is found in 1973 and is a large-cap corporation with a market
valuation of Rs. 1,735,511 crores working in a diversified area. The primary
revenue of Reliance Industries Limited segments includes oil & gas, income from
financial services, petrochemicals, various services, income from retail and many
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others. The value of the stock returns could be used to determine the gains and
losses of stock investing.

Stock returns can be classified as homoscedastic or Heteroscedasticity based
on variance values [24]. A time series model is a vital data tool for forecasting in
the face of future needs [17]. The ARIMA model is used to forecast returns with
homoscedastic variance [26]. The ARIMA-GARCH model or ARIMA-GARCH
Ensemble can be used to forecast returns with heteroscedasticity variance [16].
In this research article, the ARIMA model is employed as one of the most popular
forecasting and econometric analysis tools [12].

The quantiles of a conditional distribution may be easily derived for the com-
putation of VaR by using conditional mean and conditional variance obtained
from the estimated GARCH model [25]. The present paper demonstrates the
GARCH method which is used to assess the most significant Reliance Stock from
the perspective of Value at Risk. By exploiting the GARCH, VaR is estimated
at the 95% confidence level.

The rest of the article is structured as follows after this introduction. Section 2
describes the literature study. The fundamental principles of the approaches
used are provided in Sect. 3. The reasons for selecting the Modeling approach
are briefly discussed in Sect. 4 along with the findings of VaR research on the
Reliance stock. Finally, the conclusion of the paper is given in Sect. 5.

2 Literature Survey

Deb et al., (2003) using eight various univariate models, predicted the volatility
of both the market indexes of the Indian markets [5]. The GARCH (1,1) model
outperforms some other models in this set of models’ out-of-sample forecasting
results. Additionally, Karmakar (2005) noted that the GARCH(1,1) model offers
a respectably accurate forecast using conditional volatility models to estimate
the volatility of fifty different equities in the Indian stock market [11].

Belghi et al., (2018) using parametric and non-parametric techniques, exam-
ined the possibility of predicting stock prices, and used a variety of parametric
time series approaches [3]. Sarah et al., (2018) proposed a hybrid technique
that makes use of the distinct strengths of the GARCH + ANN model and the
GARCH + SVM model in forecasting stock indexes and demonstrated that the
provided hybrid model provides the best forecasting when compared to other
models [9].

Sanchia (2020) suggested the ARIMA-GARCH models are used to predict
stock values over the following several periods, and the forecast data plot almost
matches the actual data pattern, demonstrating the algorithm’s ability to pro-
vide accurate forecasts [19]. Rahul et al., (2020) In their paper, the S&P BSE
stock price is predicted through the Autoregressive Integrated Moving Average
(ARIMA) methodology [20].

Financial ratios are simply one way to create a portfolio; other methods
include Smart beta, alpha, diversification, and Value at Risk (Salim et al., 2020)
[18]. By integrating a variety of ASEAN indices, Waspada et al. (2021) created
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an ASEAN investment of indices that produced the best earnings with the least
amount of risk [27].

Solomanchuk and Shchestyuk (2021) purposed to conduct and contrast the
Markowitz technique and the VaR Monte Carlo approach for the Student-like
model in terms of investment risk, and to demonstrate that the ideal Markowitz
portfolio typically exhibits the minimum Value at Risk when compared to other
portfolios [23].

Iswanto and Ramadhan (2022) were carried out to evaluate each individual’s
risk and profit level using the Value at Risk in January 2022 for the Top 10 Best
Stocks edition of Kontan.co.id. [8]. Singh et al., (2022) established if the share
market indicators are acceptable decision-aid techniques within the framework
of intraday managing risk, the body of research findings on stock index forecasts
combined with machine learning approaches for both short- and long-term risk
management is used [21].

Weronika (2022) discovered that the LSTM performs similarly to GARCH
estimators; however, on actual market data, it is more sensitive to rising or falling
volatility and surpasses all other value-at-risk estimators in terms of exception
rate and mean quantile score [13]. Salem et al., (2022) explored several statistical
techniques to calculate the VaR for stock return in the BRICS nations from 2011
to 2018 [4].

3 Material and Methods

3.1 Material

Data used are the daily observations of the Reliance stock price collected between
01.01.2018 and 31.10.2022. Here is a total of 1193 daily data points. The data
was extracted from Yahoo Finance. It has captured data on Open, High, Low,
Close, and Volume. Open: The price of the stock when the market opens in the
morning, Close: The price of the stock when the market closed in the evening,
High: Highest price the stock reached during that day, Low: Lowest price the
stock is traded on that day, Volume: The total amount of stocks traded on that
day. Here the close price of the Reliance is used.

3.2 Methods

ARIMA. ARIMA is a popular model for analyzing financial time series since it
is easy to understand and describes a diverse set of processes [14]. ARIMA, or
Auto Regressive Integrated Moving Average, is a well-known forecasting model
and is otherwise known as the Box-Jenkins approach [22]. Box and Jenkins state
that differencing Yt can make non-stationary data stationary. Yt is generally
modeled as follows:

Yt = c + φ1ydt−1 + ... + φpydt−p
+ ... + θ1et−1 + θ1et−q + et (1)

Where Yt denotes the time series difference, φ and θ represent the unknown
parameters, and e denotes the error term with zero mean. Yt is current and
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past values of error are expressed here. The model employs three fundamental
techniques like Auto Regressive (AR), Differencing(I for Integrated), and Moving
Average(MA). In AR the model has a “p” value. In differencing if d = 1 the
difference between two consecutive time series entries is examined. If d = 2 the
differences of the differences acquired at d = 1 are examined, and so on. q value
in the MA model represents the number of lagged error values. This model is
known as the ARIMA(p, d, q) of Yt. To construct our model, we will follow the
methods outlined below.

Test for Stationarity: A time series must be stationary to be modeled using
the Box-Jenkins method. A stationary time series seems to have no trend, a con-
stant mean, and variance throughout time, which makes values easy to predict.
Stationarity check - To check the stationarity the ADF unit root test is used.
The p-value from the ADF test must be less than 0.05 or 5%. If the p-value
indicates that the process is non-stationary if it is greater than 0.05 or 5%.

Identifying p and q: The stock closing is used to validate stationarity in the
previous step. The Autocorrelation Function (ACF) and Partial Autocorrelation
Function can be used to estimate the p and q order of the ARIMA model (PACF).
The AIC is the alternative model for determining the model (AICc) and it
calculates the quality of each model. An overfitting issue might develop when
more lag parameters were included in the model which reduces the sum of the
square of the residuals. Therefore, the model with the lowest AIC is selected [2].

Diagnostics Checking: Examining the residual plot, its ACF and PACF dia-
grams, as well as the Ljung-Box test, are all included in the approach. If the
ACF and PACF of the model residuals show no substantial delays therefore the
chosen model is adequate.

GARCH. The residuals in the time series exhibit a few clustering volatility. The
volatility model is used by ARCH (Autoregressive Conditional Heteroscedastic-
ity). ARCH represents variance as a function of the magnitude of the error
term in the prior period in a time series model ARCH is extended by GARCH,
which allows the variance to be affected by its delays as well as the lags of the
squared residuals. This model is one of the most commonly used for modelling
the volatility of time series, i.e., when the volatility of the series is not constant
[7]. GARCH can capture larger changes such as increased or decrease volatility.

σ2
t = α0 + α1u

2
t−1 + α2u

2
t−2 + . . . + αpu

2
t−p + β1σ

2
t−1 + ... + βpσ

2
t−q (2)

α represents a reaction parameter. When the α is high, the market is spiky
or nervous, and when the α is low, the market is stable or calm. β represents a
volatility persistence, there is a clustering of volatility when β is high, indicating
strong persistence. High β is usually associated with low α and vice versa. There
are two parameters for GARCH (p, q). p: number of lag residual errors, q:
number of lag variance
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Value at Risk: A common risk measurement in finance is Value at Risk (VaR).
VaR is referred to as the supreme potential losing value over a specific period
with a given level of confidence. VaR measures investment risk by demonstrating
the maximum possible loss. A VaR is an amount calculated with a confidence
level based on a certain amount and loss. Thus, it measures the loss that may be
incurred from a given amount over a given t period with a certain ∝ level. Under
specific market conditions and at a specific level of risk, VaR is calculated. It
is common for VaR estimation to use the standard method which assumes one
variable and a normal distribution with μ as its mean and σ as its standard
deviation.

Estimating VaR involves finding the percentile of the standard normal dis-
tribution z1-∝ to (1-∝),

1− ∝=
∫ q

−∝
f(r)dr =

∫ z1−∝

−∝
ψ(z)dz = N(z1− ∝) (3)

Where quartiles q= z(1−∝) σ + μ, ψ(z) is the pdf (probability density func-
tion) based on the standard distribution, N(z) is the cumulative normal distri-
bution function, r represents the random variable value, R denotes the return
of the stock, and f(r) denotes the density function with mean μ and variance σ.
Then,

rt = μt + σtzt, (4)

V aRt
α(rt) = −inf(rt|F (rt) ≥∝) (5)

4 Results and Discussion

ARIMA Model. The time series must be stationary in order to use the ARIMA
model. There will be no significant differences between ordinary returns and
logarithmic returns since the return are distributed as a leptokurtic with a mean
close to zero. The return of the Reliance stock has been checked for stationary.
Stationary Sequence:

In left side of the Fig. 1, the time series of return has a zero mean, and the
return shows very high volatility on some random days, especially after 2020
which will be visible. The return histogram has been displayed in right side of
the Fig. 1. The histogram appears to be symmetrical and is well-centered about
zero.

Table 1, shows the results of the ADF test, the stationary time series was
suggested by the Null Hypothesis, to confirm the stationary of the return.
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Fig. 1. Reliance stock return plot and Return of the Histogram diagram

Table 1. Result of ADF test.

ADF Value Significance Level p-value Decision

−10.348 5% 0.01 Data is stationary

Identification: In this section, the best ARIMA model is fitted using
the auto.arima command in R. The best model according to auto.arima is
ARIMA(0,0,0) with a non-zero mean AIC: −5915.325. The lowest AIC of
ARIMA(p,d,q) is chosen by the auto.arima function.

Diagnostics Check: ACF and PACF diagrams, as well as Ljung-Box results,
are viewed in the residual plot. Autocorrelation appears to be greater than zero
in both ACF and PACF plots. Figure 2 shows the histogram of residues compared
to a normal distribution N(0, σ2).

Fig. 2. Residuals form ARIMA(0,0,0) with non-zero mean
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The Ljung-Box test is used to verify the idea that the residuals are uncorre-
lated (Table 2).

QLB = T (T + 2)
m∑

s=1

p̂2s
(T − s)

(6)

Table 2. Result of the Ljung-Box Test.

Ljung-Box Test Significance Level p-value

13.999 5% 0.3008

Implementing GARCH (1,1). Even though the residuals of ACF and PACF
have no discernible delays, there is considerable cluster volatility in the residual
time series plot. The ARCH model is used to model volatility. As a function of
the magnitude of earlier error terms, the ARCH statistical model for time series
data describes the variance of the present error term. The GARCH process is
reliable when the squared residuals are correlated A significant association is
easily seen in the ACF and PACF charts.

Table 3. Result of GARCH(1,1).

Estimate Std. Error Pr(> |t|)
μ 0.000000000000006252 0.0005145440223 1.0000

ω 0.000000469062831869 0.0000009532932 0.6227

α1 0.070377641423155821 0.0083417493834 0.0000

β1 0.917191718194824923 0.0086856871742 0.0000

Table 3, The parameter estimates for α1 and β1 are typical of stock return
estimation (α1 smaller, β1 larger, their total is almost 1). Using α1 here could
determine how well a volatility shock today transfers into the volatility of the
next period. 7% of the volatility from the previous period will be carried over to
the following day in our model.

A significant device from zero, the β1 coefficient is 0.9171917. This implies
that, in addition to the effects of the squared error from yesterday, about 91% of
the return variance from yesterday is passed to the return variance from today.
This coefficient is more than 0.7, which indicates that the volatility is clustering.
For the process to be stationary for covariance, α1 + β1 < 1. The amount is
closer to α1 + β1 to 1, As time goes on the squared residuals of autocorrelation
decay more slowly.
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The estimates, in this case are 0.9875693, which is almost completely inte-
grated and close to the limit. A high GARCH coefficient indicates persistent and
clustering volatility. The presence of a leverage effect in the series is indicated
by a positive, statistically significant coefficient for a leverage effect.

Value at Risk. Value at Risk (VaR) is a statistical measure of downside risk
based on the current position. It calculates the potential losses of a group of
investments under typical market circumstances over a specified time frame. The
worst daily loss will not be greater than the VaR calculation at a 95% confidence
level that could be predicted. By calculating the value of the 5% quantile, The
VaR may be calculated using historical data, and the estimate based on the
data is −0.02668343. Figure 3 shows the maximum loss which can be faced by
the data at a 95% confidence level, return below the 5% quantile are represented
by red bars.

Fig. 3. Illustrates a hypothetical probability density function for profit-and-loss sce-
narios with a 5% value at risk

Delta-Normal Approach Vs GARCH VaR: In delta-normal analysis, all
stocks are assumed to have normal distributions. Calculating the variance of
past returns is part of this approach. VaR is characterized as:

V aR(a) = μ + σ ∗ N−1(a) (7)

where σ is the standard deviation of stock return and μ is the mean stock
return, N−1

represents the inverse PDF function, and (a) represents the chosen
confidence level, constructing a normal distribution’s appropriate quantile based
on (a). The outcomes of such a straightforward approach are frequently disap-
pointing and hardly applied in modern practice. The return show time-varying
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volatility. Therefore, the conditional variance is provided by the GARCH(1,1)
model to estimate VaR. VaR is represented as follows for this method (Fig. 4):

V aR(a) = μ + σ̂t|t−1 ∗ t−1(a) (8)

Fig. 4. VaR Comparison

A delta-normal VaR is represented by the green line, while the GARCH
model produces a red line.

5 Summary and Conclusion

The data considered in this paper was collected from the Yahoo Finance API
for the period between January 1, 2018, and October 31, 2022. The appropriate
model is determined using the Box-Jenkins methodology. To choose the optimal
model, the AIC test criteria are used in the data provided before. The ARIMA
model is unconditional and steady-state. As a result, in the process of Diagnos-
tics Checking, there is no sign of a pattern that could be modeled because the
residuals behave like white noise.

This work, here could demonstrate the application of GARCH and ARCH
models to model the changing variance in time series with observed periods
of volatility. Additionally, we have seen why ARIMA models fall short when it
comes to forecast time series with unpredictable patterns. Although the GARCH
model used in this work successfully captures the volatility in stock data analysis,
it is unable to forecast the volume of stock returns.

VaR is frequently used to estimate market risk. It is excessively straight-
forward and frequently results in risk quantification. In this paper, VaR with
time-varying volatility is used. The possibility of losing investment by 2.7% or
more in a single day is 5%. The VaR employed in this article allows for fat
tails and leverage effects in volatility in addition to the dynamic aspect. Further
work will compare GARCH models with the conditional Extreme Value Theory
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(EVT) specifications with a focused on the distribution of heavy tails in order
to improve the efficiency of VaR forecasting.
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3. Belaghi, R.A., Aminnejad, M., Alma, Ö. G.: Stock market prediction using non-
parametric fuzzy and parametric GARCH methods. Turkish J. Forecast. 2(1), 1-8
(2018)

4. Ben Salem, A., Safer, I., Khefacha, I.: Value-at-risk (VaR) estimation methods:
empirical analysis based on BRICS markets (2022)

5. Deb, S.S., Vuyyuri, S., Roy, B.: Modeling stock market volatility in India: a com-
parison of univariate deterministic models. ICFAI J. Appl. Finance, 19–33 (2003)

6. Devadoss, A.V., Ligori, T.A.A.: Forecasting of stock prices using multi layer per-
ceptron. Int. J. Comput. Algorithm 2(1), 440–449 (2013)

7. Gonzales, M.F., Burgess, N.: Modeling market volatilities: the neural network per-
spective. Eur. J. Financ. 3, 137–157 (1994)

8. Iswanto, P., Ramadhan, A.R.: Pengukuran Tingkat Risiko Dan Keuntungan Saham
individual Dengan Menggunakan Pendekatan Historis Pada Metode value at risk
(VaR)(Studi Kasus Top 10 Saham Terbaik Januari 2022). Jurnal Akuntansi dan
Manajemen Bisnis 2(1), 46–55 (2022)

9. Johari, S.N.M., Farid, F.H.M., Nasrudin, N.A.E.B., Bistamam, N.S.L., Shuhaili,
N.S.S.M.: Predicting stock market index using hybrid intelligence model. Int. J.
Eng. Technol. (UAE) 7, 36–39 (2018)

10. Kannan, K.S., SulaigaBeevi, M., Fathima, S.S.A.: A comparison of fuzzy time series
and ARIMA model. Int. J. Sci. Technol. Res. 8(8), 1872–1876 (2019)

11. Karmakar, M.: Modeling conditional volatility of the Indian stock markets. Vikalpa
30(3), 21–38 (2005)

12. Liu, M.D., Ding, L., Bai, Y.L.: Application of hybrid model based on empirical
mode decomposition, novel recurrent neural networks and the ARIMA to wind
speed prediction. Energy Convers. Manage. 233, 113917 (2021)

13. Ormaniec, W., Pitera, M., Safarveisi, S., Schmidt, T.: Estimating value at risk:
LSTM vs GARCH. arXiv preprint arXiv:2207.10539 (2022)

14. Tsay, R.S.: Analysis of Financial Time Series. Wiley, Hoboken (2010)
15. Raghunathan, V., Rajib, P.: Stock exchanges, investments and derivatives: straight

answers to 250 nagging questions. Tata McGraw-Hill (2007)

http://arxiv.org/abs/2207.10539


334 K. S. Kannan and V. Parimyndhan

16. RiaFaulina, S.: Hybrid ARIMA-ANFIS for rainfall prediction in Indonesia. Inter-
national Journal of Science and Research (IJSR). 2319-7064

17. Rubio, L., Alba, K.: Forecasting selected Colombian shares using a hybrid ARIMA-
SVR model. Mathematics 10(13), 2181 (2022)

18. Salim, D.F., Rizal, N.A.: Portofolio optimal Beta dan Alpha. Jurnal Riset Akun-
tansi dan Keuangan 9(1), 181–192 (2021)

19. Sanchia, N.G.: Implementasi model Arima-Garch menggunakan metode maximum
likelihood: Studi kasus harga saham Jakarta Islamic Index (2020)

20. Si, R.K., Padhan, S.K., Bishi, D.B.: Application of box – Jenkins ARIMA (p, d,
q) model for stock price forecasting and detect trend of S&P BSE stock index: an
evidence from Bombay stock exchange (2020)

21. Singh, B., et al.: ML-based interconnected affecting factors with supporting matri-
ces for assessment of risk in stock market. Wirel. Commun. Mob. Comput. (2022)

22. Situngkir, H.: Value at risk yang memperhatikan sifat statistika distribusi return
(2006)

23. Solomanchuk, G., Shchestyuk, N.: Risk modelling approaches for student-like mod-
els with fractal activity time (2021)

24. Tarno, T., Di Asih, I.M., Rahmawati, R., Hoyyi, A., Trimono, T., Munawar, M.:
ARIMA-GARCH model and ARIMA-GARCH ensemble for value-at-risk predic-
tion on stocks Portfolio (2020)

25. Tsay, R.S.: Analysis of Financial Time Series. Wiley, Hoboken (2005)
26. Wabomba, M.S., Mutwiri, M., Fredrick, M.: Modeling and forecasting Kenyan

GDP using autoregressive integrated moving average (ARIMA) models. Sci. J.
Appl. Math. Stat. 4(2), 64–73 (2016)

27. Waspada, I., Salim, D.F.: Smart beta in index country ASEAN. Eur. J. Mol. Clin.
Med. 7(11), 906–918 (2020)



Nuclei Instance Segmentation in Colon
Histology Images with YOLOv7

Serdar Yıldız1,4(B), Abbas Memiş1,2, and Songül Varlı1,3
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Abstract. In histology image analysis, instance-based nuclei segmenta-
tion is one of the challenging tasks within the segmentation-guided stud-
ies since it is quite troublesome to detect each distinct nuclei instance
of each nuclei type in images in contrast to the semantic segmenta-
tion in which all the image pixels of a nuclei type are labelled with the
same mask ID although the segmented region may comprise of multiple
instances. In this paper, an instance-based medical image segmentation
task is addressed, and in this context, instances of multiple types of nuclei
in colon histology images are aimed to be delineated distinctly. For the
instance-based segmentation of the nuclei in colon histology images, the
YOLOv7 algorithm and its built-in instance segmentation module are
utilized. In the experimental studies performed on Colon Nuclei Iden-
tification and Counting (CoNIC) Challenge 2022 colon histology image
dataset by using a 5-fold cross-validation performance evaluation strat-
egy, nuclei instances belonging to 6 classes as the neutrophil, epithelial,
lymphocyte, plasma, eosinophil and connective were segmented. To cal-
culate the overall system accuracy, the quantification metrics of mean
average precision (mAP) and mean panoptic quality (mPQ) were mea-
sured. In performance evaluations, quite promising accuracy values were
obtained. The mAP values of 0.2885 and 0.2903, and mPQ values of
0.1659 and 0.1704 were observed by using the YOLOv7 algorithm. To
the best of our knowledge, this is the first nuclei instance segmentation
study with YOLOv7.

Keywords: Nuclei instance segmentation · Nuclei segmentation ·
Colon histology images · YOLOv7 · CoNIC 2022 dataset

1 Introduction

In histology, pathologists analyze tissue and cell structures under microscopes
to identify various components. Even for most experts, the identification and
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2024
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classification of the tissue components by eyes is a difficult task. It is a time-
consuming process due to its difficulty, and the probability of making a mistake
is quite high. Moreover, the long duration of tissue analysis causes a delay in
the treatment of potentially deadly diseases that can be avoided with an early
diagnosis. Histology slides have been digitized, and human-oriented processes
have been automated in high-capacity computing systems to solve these kinds
of problems in digital pathology.

Histology images stained with Haematoxylin and Eosin (H&E), which is one
of the most widely used image staining techniques in digital pathology, or other
types of histology slides are digitized using scanning devices to overcome the dif-
ficulty of analyzing tissue slides under the microscopes. State-of-the-art advances
in artificial intelligence and computational pathology have made it possible to
automatically analyze digitized histology slide images and generate supplemen-
tary outputs that can be interpreted by the pathologist. In a computer-based
intelligent analysis of the digital histology slide images, essential image process-
ing and machine learning tasks such as detection, segmentation, quantification
and classification can be utilized depending on the requirements. In such sys-
tems, detection models can calculate cell density per square millimeter, whereas
the classification model can identify cell type. Furthermore, the semantic seg-
mentation model can also determine cell boundaries.

In histology image analysis, instance-based nuclei segmentation is one of the
challenging tasks within the segmentation-guided studies since it is quite trou-
blesome to detect each distinct nuclei instance of each nuclei type in images in
contrast to the semantic segmentation in which all the image pixels of a nuclei
type are labelled with the same mask ID although the segmented region may
comprise of multiple instances. By using an instance-based segmentation model,
the tasks of detection, classification and segmentation can be used and unified
in a single model. Therefore, the total system complexity may also be reduced.
In the current literature, various studies propose a solution to the problem of
nuclei instance segmentation. In a related work, Graham et al. [6] proposed
HoVer-Net with one encoder and three decoders for instance segmentation. A
decoder segments the input image as a nucleus or not and another decoder seg-
ments the input image semantically. The final decoder estimates the normalized
distance of the pixel from the center of the nucleus in the [−1,1] range. In the
post-processing process, instance maps are obtained using the normalized dis-
tance information and the number of the nuclei instances is reduced by using the
binary nuclei segmentation output. Finally, nuclei class labels are assigned by uti-
lizing the semantic segmentation map. In a recently reported study, Rumberger
et al. [8] proposed a HoVer-Net-like model. The decoder module that performs
binary segmentation has been changed to predict 3 classes: background, corner,
and nucleus. Liu et al. [7] proposed to create an ensemble model by combin-
ing HoVer-Net and Cascaded Mask-RCNN [2] models. Moreover, they proposed
a non-maximum suppression algorithm that combines the outputs of the two
models according to the weights of the classes in the dataset. Weigert et al. [12]
proposed to predict a polygon for each nucleus using the Stardist [9] model.
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Böhland et al. [1] proposed to train outputs to perform instance segmentation
using the L1 loss function with a U-Net structure. An instance segmentation
map is obtained by performing a Watershed post-processing to the U-Net model
output.

In this study, we also addressed the instance-based nuclei segmentation task,
and in this context, instances of multiple types of nuclei in colon histology images
are aimed to be delineated distinctly. In other words, it is aimed to predict an
instance mask and a nuclei type (class) label for each nucleus in the images.
For the instance-based segmentation of the nuclei in colon histology images,
the YOLOv7 algorithm and its built-in instance segmentation module are uti-
lized. The experimental studies are performed on Colon Nuclei Identification
and Counting (CoNIC) Challenge 2022 colon histology image dataset [4,5]. The
nuclei instances belonging to 6 classes as the neutrophil, epithelial, lymphocyte,
plasma, eosinophil and connective are segmented. The rest of the paper is orga-
nized as follows: The methods used in the proposed study are explained in Sect. 2.
In Sect. 3, the experimental dataset is described briefly and the results observed
within the scope of the experimental studies are given. Finally, conclusions are
stated in Sect. 4.

2 Methods

2.1 Instance Segmentation and YOLOv7

Instance segmentation is a difficult computer vision task used to localize and
mask an object. An instance segmentation model, like an object detection con-
cept, predicts a bounding box for each object in the image and masks it by
determining the object’s border pixels. Instance segmentation is more trouble-
some than the object detection task in general since occlusion in a predicted
bounding box makes the instance segmentation problem difficult to solve [14].
In particular, it is very difficult to determine the boundary lines between the
objects belonging to the same class. In this study, we performed a nuclei instance
segmentation using the YOLOv7 algorithm [11]. As is known, YOLO (You Only
Look Once) single-stage network model is a very popular and widely used object
detector [10] and it is used in so many applications such as garbage detection,
medical face mask detection, pole detection and counting in distribution network,
human detection and ship detection [3]. The latest version of YOLO, version 7,
not only provides object detection functionality but also allows for instance seg-
mentation. The instance segmentation feature of YOLO is quite new and the
research studies employing the instance segmentation with YOLOv7 are also
very limited. In this study, together with YOLOv7, we also used the YOLOv7x
distribution (with ∼=72.3M parameters), which uses much more parameters than
pure YOLOv7 including approximately 37.8M parameters.

2.2 Network Training and Instance Segmentation

The YOLOv7 model was trained by using the RGB input image sets comprised of
256× 256× 3 histology image patches. The training hyper-parameters of batch
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size and epoch were set as 32 and 300, respectively. The stochastic gradient
descent algorithm was used as the optimizer algorithm and the learning rate
parameter was set as 0.01. In the CoNIC dataset, samples are labelled as instance
masks by default. However, instance labels were converted to polygon type to
perform training using the YOLOv7 algorithm. In this way, the ground-truth
bounding boxes that are used when calculating the loss were obtained. In order
to achieve higher performance, YOLOv7 default data augmentation methods are
used on the input image.

The YOLOv7 model produces a box and a mask for each nucleus as a result of
the non-maximum suppression algorithm. Using the masks obtained as a result
of the output, the mean average precision value for the instance mask was calcu-
lated. However, to calculate the proposed panoptic quality (PQ) metric in the
CoNIC challenge, the output masks for all nuclei must be converted to a single
mask for the entire input image. Due to model constraints, the intersection of
some instance masks occurs during the merge process. To solve this problem,
the mask with the highest confidence value is assigned to the intersections of
the masks, and a single mask is created for the input image. We performed
5-fold cross-validation on 4,981 samples to obtain more realistic experimental
results. The entire dataset is divided into three parts in each round: the training
set (60%), the validation set (20%), and the test set (20%). At the end of this
process, 5 different models were trained to be used in each test set’s instance
segmentation performance analysis. This data folding technique was also used
in the same way in our previous studies [13].

2.3 Segmentation Evaluation Metrics

To evaluate the accuracy of the proposed nuclei instance segmentation, we used
the metrics of mean panoptic quality (mPQ) and mean average precision (mAP ).
The mathematical notation indicating how to calculate the panoptic quality
(PQ) value is presented in Eq. 1 as follows:

PQt =
|TPt|

|TPt| + 1
2 |FPt| + 1

2 |FNt|
︸ ︷︷ ︸

detection quality

×
∑

(pt,gt)∈TP IoU(pt, gt)

|TPt|
︸ ︷︷ ︸

segmentation quality

(1)

where t indicates a nuclei type, p denotes the predicted segmentation, g denotes
the ground-truth segmentation and IoU is metric of Intersection over Union. In
addition, the symbols of TP , FP and FN in Eq. 1 indicate the true positives,
false positives and false negatives, respectively. If IoU(p, g) > 0.5 is provided for
an instance of a nuclei type t, the predicted segmentation p and ground-truth
segmentation g match uniquely. Therefore, all available instances of a nuclei type
t within the dataset are divided into matched pairs (TP ), unmatched ground-
truth instances (FN) and unmatched predicted instances (FP ). To calculate the
mPQ, the mean of the PQ values observed for all the nuclei types is measured
by dividing the sum of PQ values to the total number of nuclei types T as stated
in Eq. 2:
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mPQ =
1
T

T
∑

t=1

PQt (2)

The second evaluation metric used for the performance evaluation is the
mAP as stated previously. Similar to the mPQ, the mean of the AP values (see
Eq. 3) of all the nuclei types is measured by dividing the sum of AP values to
the total number of nuclei types T to calculate the mAP as shown in Eq. 4.

APt =
|TPt|

|FPt| + |TPt| (3)

mAP =
1
T

T
∑

t=1

APt (4)

3 Experimental Analysis

3.1 Dataset

To perform our YOLOv7-based nuclei instance segmentation study, the Colon
Nuclei Identification and Counting (CoNIC) Challenge 2022 dataset [4,5] was
used. This dataset is stated to be organized to help drive forward research and
innovation for automatic nuclei recognition in computational pathology [5]. The
CoNIC Challenge dataset consists of 4,981 histology image patches that are
encoded in RGB three-channel color space, and the dimensions of the image
patches are 256 × 256 × 3. In image patches, a maximum of 6 different types of
nuclei as the neutrophil, epithelial, lymphocyte, plasma, eosinophil and connec-
tive appear on a background. Sample image patches from the CoNIC Challenge
2022 dataset are presented in Fig. 1.

Fig. 1. Sample image patches and corresponding ground-truth segmentation maps from
the CoNIC Challenge dataset [4,5].
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3.2 Results

As stated in the previous section related to the training of the deep neural net-
work and segmentation of the nuclei instances, a 5-fold cross-validation folding
method was employed on the CoNIC colon histology image dataset. Therefore, all
4,981 images in the CoNIC dataset were evaluated in the both training and test-
ing phases. In experimental studies, performances were evaluated for YOLOv7
and YOLOv7x. The accuracy statistics observed in the experimental analyses
are given in Table 1 in terms of the AP and PQ metrics.

Table 1. Comparative performance evaluation statistics of YOLOv7 and YOLOv7x.

Nuclei type Performance statistics Performance statistics

for YOLOv7 for YOLOv7x

Average precision

(AP)

Panoptic quality

(PQ)

Average precision

(AP)

Panoptic quality

(PQ)

Neutrophil 0.2437(±0.0748) 0.0205(±0.0149) 0.2454(±0.0406) 0.0366(±0.0172)

Epithelial 0.5863(±0.0030) 0.3803(±0.0025) 0.5881(±0.0054) 0.3831(±0.0041)

Lymphocyte 0.2465(±0.0059) 0.1806(±0.0027) 0.2444(±0.0066) 0.1808(±0.0023)

Plasma 0.2028(±0.0142) 0.1169(±0.0086) 0.2081(±0.0138) 0.1223(±0.0100)

Eosinophil 0.0000(±0.0000) 0.0000(±0.0000) 0.0000(±0.0000) 0.0000(±0.0000)

Connective 0.4520(±0.0080) 0.2968(±0.0051) 0.4560(±0.0093) 0.2999(±0.0053)

Mean 0.2885(±0.0126) 0.1659(±0.0013) 0.2903(±0.0087) 0.1704(±0.0038)

In the calculation of the AP and PQ values of each class stated in Table 1, the
mean of the values obtained in all the cross-validation rounds (folds) was com-
puted. In addition, the standard deviations of the accuracy values in the folds
were computed and they are also given in the parentheses next to the mean values
presented in Table 1. The last row of Table 1 represents the mean of the statis-
tics in the previous rows that indicate distinct nuclei types. In Table 2, nuclei
instance distributions in all the cross-validation folds are presented. Although
each test fold contains approximately ∼=996 images, the distributions of the nuclei
instances in the folds are different as can be expected. As can be seen in Table 2,
instance distributions are quite different from the uniform distribution. There-
fore, very low performances were observed in the classes where the number of
samples was quite insufficient, and higher performance values were achieved in
the classes with a relatively large number of samples. In the CoNIC dataset, there
is a significant imbalance problem in the number of samples between classes, and
also the appearances of nuclei labelled with different classes are very similar. For
these reasons, the nuclei instance segmentation in the CoNIC dataset is a difficult
task to solve.

As clearly seen in Table 1, YOLOv7x outperforms the YOLOv7. However,
if class-based statistics indicating the performances of distinct nuclei types are
taken into account, it will be seen that there is a significant performance differ-
ence between the classes. This case is thought to be related to the distribution
of the nuclei types in the entire dataset as stated previously. In Fig. 2, a set of
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Table 2. Distributions of the nuclei instances according to the cross-validation folds
(img:images, ins:instances).

Nuclei type Nuclei instance distributions in folds

Fold-1 Fold-2 Fold-3 Fold-4 Fold-5

(996 img.) (996 img.) (996 img.) (997 img.) (996 img.)

(113,392 ins.) (115,227 ins.) (113,815 ins.) (110,646 ins.) (113,754 ins.)

Neutrophil ∼= 1% (1,125) ∼= 1% (912) ∼= 1% (927) ∼= 1% (1,083) ∼= 1% (1,012)

Epithelial ∼= 49% (55,848) ∼= 51% (59,238) ∼= 49% (55,273) ∼= 49% (54,417) ∼= 49% (55,991)

Lymphocyte ∼= 22% (24,485) ∼= 20% (23,563) ∼= 22% (24,710) ∼= 21% (22,870) ∼= 22% (24,528)

Plasma ∼= 6% (6,414) ∼= 6% (6,412) ∼= 6% (6,399) ∼= 6% (6,241) ∼= 6% (6,333)

Eosinophil ∼= 1% (778) ∼= 1% (756) ∼= 1% (683) ∼= 1% (851) ∼= 1% (768)

Connective ∼= 22% (24,742) ∼= 21% (24,346) ∼= 23% (25,823) ∼= 23% (25,184) ∼= 22% (25,122)

Fig. 2. A set of YOLOv7 instance segmentation output images (3rd row) with the
corresponding histology image patches (1st row) and ground-truth segmentation masks
(2nd row).

instance segmentation output images obtained with YOLOv7 are presented with
their corresponding original histology image patches and ground-truth segmen-
tation masks as follows.
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4 Conclusions

In this paper, we proposed to perform YOLOv7 for the task of nuclei instance
segmentation in colon histology images. In experimental tests performed on the
CoNIC Challenge 2022 dataset, promising nuclei instance segmentation statis-
tics were observed with YOLOv7. Furthermore, the performance of YOLOv7 in
nuclei instance segmentation was compared to the YOLOv7x. It was also seen
that the YOLOv7x has higher segmentation accuracies with a mean average
precision (mAP ) value of 0.2903 and a mean panoptic quality (mPQ) value of
0.1704. Additionally, YOLOv7 performed a segmentation with a mean average
precision (mAP ) value of 0.2885 and a mean panoptic quality (mPQ) value of
0.1659. This paper presents a preliminary study that covers our initial experi-
ments for nuclei instance segmentation with YOLOv7. To the best of our knowl-
edge, this is the first nuclei instance segmentation study with YOLOv7 in the
current literature. Within the scope of our future studies, we plan to perform
more comprehensive analyzes and improve our performance statistics on seg-
mentation.
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Abstract. One of the most basic human needs is the need for shelter.
Since ancient times, people have been looking for a house that is both
safe and affordable. However, in modern times, although safety is no
longer an issue, the definition of an affordable house has changed. In the
past, affordability did not depend on many parameters as it does today.
However, today, this definition depends on different features, such as the
location of the house, the year of construction, the number of rooms, etc.
These features affect the level of affordability, and consequently the price
of the house. Since houses are also used as an investment option, correct
estimation of house prices is an important issue. The determination of
features that have a significant impact on the price of a house is a sub-
jective notion and, therefore, requires an objective approach. Thanks to
technological developments, Artificial Intelligence algorithms remove the
human factor in most of the decision-making processes. In this study, a
naive approach was proposed to estimate house prices by selecting the
most effective features of a house (https://github.com/OmerMintemur/
Feature-Elimination-Using-GA.). To select the most effective features,
Genetic Algorithm approach was utilized. For estimation, LightGBM
was used. The AmesHouse data set was used for the experiments. The
results suggested that the proposed method both reduced the features
and produced lower estimation errors than other proposed methods that
used the same dataset.

Keywords: Prediction · Genetic Algorithm · Feature Reduction ·
House Prices

1 Introduction

One of the building blocks of all economies are houses. While in ancient times,
they were used primarily for basic needs such as a place to sleep and protection
from danger, they now serve more complex purposes such as investment and
renting. Since people realize the upward trend of house prices, they have an
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inclination to invest more money in the housing industry. Buyers and sellers
want to maximize their profits. Also, house prices could be the indicator of
the economic wealth of any country. Therefore, this sector has generated many
opportunities for people [8,12].

Although there are a lot of opportunities in the housing industry, determining
the price of a house for businesses is a time-consuming job since it requires an
extensive amount of research. The factors that affect house prices are vast and
make the decision-making process a hard and complex task. A person cannot
continuously and properly monitor the industry. Therefore, the person who buys
or sells a house needs an objective structure to determine the both market value
of her/his house and the factors that effect the house prices the most.

Human factor in estimating house prices and leaving people to choose the
most important features that affect house prices can produce misleading or
biased results. The mechanism of objectivity should be human-free. Thanks to
developments in technology, solutions to these problems could be transferred
to computers. The problem at hand can be divided into two sub problems. (1)
selecting the most important features that affect house prices and (2) estimating
house prices with a low error rate. With the rapid rise of Artificial Intelligence
(AI) approaches in modern era, different methods which are called Machine
Learning (ML) algorithms have been used to solve mentioned problems. The
literature in this area is vast, some of them deal with both of the problems (1)
and (2), and some of them are interested in them individually.

One of the latest papers that deals with both house price prediction and
effect of features that play role in estimating house prices conducted detailed
experiments using different ML algorithms [13]. The authors added a new “indi-
cator” that could be effective in house price predictions. The findings of this
study indicate that the utilization of the proposed indicator could significantly
enhance the accuracy of the house price estimation process.

Another study focused specifically on the factors that affect the parcel prices
of multiplex houses in Korea [7]. The results of the experiments suggested that
effecting factors in house prices could be reduced to land portion, total parking
area, and the jeonse price of neighboring. The house industry does not solely
depend on new houses; it is also concerned with second-hand houses. The prob-
lem of estimating prices for second-hand houses is addressed in [14]. This research
considered attributes such as property type, orientation, floor, construction area,
and facility. The study tried different Artificial Neural Networks (ANN) schemes
and reported the results of the constructed networks.

A study focused on the Turkey housing market can be found in [11]. The
authors proposed a new hybrid ML approach to predict house prices. The
methodology was applied to two datasets: one created by the authors collected
from the web and the second being the AmesHouse dataset that was also used
in this paper. The authors investigated the correlations between features from
both datasets and selected the most correlated features.
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Previous studies in this area have typically focused on reducing the error
rate, with the primary objective being the estimation of house prices. However,
the features used for house price estimations should not be overlooked, as not all
features contribute equally to the estimation phase. A mechanism that aims to
select effective features and keep the error rate low could provide more reliable
results for the industry. From this perspective, another crucial step for any ML
operation is the feature selection process. Not all features in a given dataset are
always useful for a ML method, so selecting the relevant, effective features is
an important step. The methods for this step can be divided into two groups.
The first group is based on methods that can be called “automatized” methods.
Feature elimination1 using ML methods such as RandomForest [6] or statistical
methods such as correlation ranking [11,15] can be considered as automatized
methods.

However, these automated methods for feature selection offer limited flexibil-
ity in modification. The second group of methods for feature selection processes
are those that offer more flexibility. In this regard, a Genetic Algorithm (GA)
approach was proposed for ease of modification to select the most relevant fea-
tures while maintaining low estimation error rates. LigthGBM was selected as an
ML method to estimate house prices for given features. AmesHouse [2] dataset
was selected to validate the proposed method.

The remainder of the paper is organized as follows: Sect. 2 provides infor-
mation on the dataset and the methodology employed in this study. Section 3
presents the experiments, results, and general inferences that can be deduced
from the results. Finally, Sect. 4 concludes the paper with a general discussion
and suggestions for future work.

2 Dataset and Methodology

This section summarizes the dataset and methodology used in our work to select
the most important features for the estimation of house prices while keeping the
estimation error low. In the housing industry, people can be overwhelmed by
the large amount of information available about houses. Apart from the classical
features of a house such as age, building area, and building material, there can
be many additional features such as roof style, neighborhood, fireplaces, number
of bathrooms, etc. To test our methodology, the AmesHouse dataset, which can
be obtained from the Kaggle website [1], was utilized given its extensive number
of attributes [2], since the proposed methodology requires a dataset that have
high number of features.

2.1 Data

The AmesHouse dataset consists of information about houses sold in Iowa
between 2006 and 2010. Each house was characterized by a number of features
1 Feature selection and feature elimination have been used interchangeably in this

study.



Evolutionary Approach to Feature Elimination in House Price Estimation 347

and the dataset was prepared by De Cock Dean [2]. The dataset contains 80
attributes, with 45 of them being categorical and the rest of them are numerical.
The main objective of the dataset is to build a regression method to estimate
the sale price of a house. The dataset was originally modified for a Kaggle com-
petition and comes in two different sets: one for training and one for testing.
These sets were used in our experiments without further division. The training
set contains 1460 house records, and the test set contains 1458 house records.
Some of the features of a house include the physical location, the type of build-
ing and the quality of the external material. More information about the dataset
can be found in [1].

With a large number of features, the AmesHouse dataset is suitable for our
purposes as there is a high chance that some features are irrelevant for estimating
house prices in this dataset.

2.2 Data Preprocessing

Although the AmesHouse dataset contains 80 attributes for each house, some of
them have missing values. There are various methods for dealing with missing
values, such as filling with the mean or filling them with a specified value etc. But
in this study, the attributes with missing values were discarded. This resulted
in a reduction of the number of attributes to 46, which is still a relatively high
number.

Another preprocessing step that was taken was handling the categorical vari-
ables. Since the AmesHouse dataset has a significant number of categorical vari-
ables, these were converted from categorical to numerical values. Finally, since
each attribute has its own range of values, a normalization step was applied to
standardize the range of the features.

2.3 Genetic Algorithm

Genetic Algorithms (GA) are optimization models that are based on evolution.
They work by representing data as chromosomes and applying the recombination
operation to this data. GAs are commonly viewed as function optimizers, but
they have been applied to a wide range of problems. A typical GA begins with a
number of chromosomes, referred to as the population, where each chromosome
is a randomly generated individual. Then, these individuals are evaluated, and
reproduction operations are performed to find better solutions to the problem
at hand. In general, individuals with high-quality solutions, referred to as the
fitness value of an individual, have a higher chance of reproducing [10]. This
process continues repeatedly until the predetermined number of generations. A
classical GA process is given in Algorithm 1.

2.4 LightGBM

LightGBM is a gradient-boosting decision tree algorithm (GBDT). It is a new
algorithm and was proposed in 2017 [5]. LightGBM has been used to address a
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Algorithm 1. Conventional Procedures of the Genetic Algorithm
population ← initialPopulation()
while N �= maxGenerationNumber do

fitness ← getF itnessV alues()
selectedParents ← getSelectedParents()
childs ← crossover()
childs ← mutation()

end while
saveResults()

variety of problems, including classification and regression. The primary goal of
the LightGBM algorithm is to increase the speed of classification or regression
tasks when dealing with large amounts of data. Like Decision Tree (DT) algo-
rithms, LightGBM combines weak learners to produce a strong learner. The algo-
rithm is based on GBDT, but it improves upon GBDT in several ways. GBDT
can be time-consuming to construct a tree, as finding the optimal splitting point
can be challenging. LightGBM reduces the time needed for tree construction
by using a histogram algorithm to determine splitting points. Furthermore, the
usage of the histogram algorithm could have a regularization effect and prevents
the model from overfitting [4]. The parameters of the LightGBM algorithm are
the same for any DT algorithm. For the experiments, all parameters of the
LightGBM algorithm were left as default.

2.5 Proposed Methodology

In this section, the proposed methodology is briefly introduced and the general
structure of the algorithm is shown in Algorithm 2. A vector consisting only
of 1 s and 0 s was treated as a chromosome. Since the dataset has 46 features
after the elimination of missing values, each chromosome had a length of 46.
A set of chromosomes was randomly generated and referred to as the initial
population, and each population was referred to as one generation. Later, each
chromosome was masked with a constant feature vector. If an attribute was used
in training, it was indicated as 1 and otherwise it was indicated as 0 as can be
seen in Fig. 1. This process generated a set of features for each individual. Since
each individual is a possible solution to the problem, each of them was fed into
LightGBM algorithm to obtain a fitness value. Individuals were ordered from
best (low error rate) to worst (high error rate) according to their fitness values.

After the calculation of fitness values for each individual, a new generation
was produced by using the current generation’s individuals. In the proposed
algorithm, two parents needed to be chosen to create a single child. The individ-
uals that have better fitness values have a higher chance of being selected as a
parent in the population. The proposed method eliminates a certain number of
worst solutions in the parent selection progress in each generation. A crossover
mechanism to breed a child was applied after the selection of two parents.
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Fig. 1. A Chromosome

Algorithm 2. Proposed Method
while populationSize �= maxPopulationNumber do

solution ← createRandomSolutions()
population ← addSolutionToPopulation(solution)

end while
while generationCount �= maxGenerationNumber do

while newPopulationSize �= maxPopulationNumber do
selectedParents ← getSelectedParents()
child ← produceChild(selectedParents)
child ← crossover()
child ← mutation()
newPopulation ← addSolutionToPopulation(child)

end while
population ← newPopulation
getF itnessV alues(population)
sortPopulation(population)

end while
bestSolution ← getBestSolution(population)
attributes ← convertSolutionToAttributes(bestSolution)
LightGBM(bestSolution)

Fig. 2. Splitting Point Selection

Generally, one or two splitting points for both parents are used to perform
the crossover operation in GA. In this study, a simple crossover mechanism, the
one-splitting point approach, was used. We preferred to use a random splitting
point for both parents (think parents as the vectors have a length of 46) for each
child production in the proposed method. This process is shown in Fig. 2. The
red line represents the location of the splitting point and the location changes
randomly for each production. After selecting the splitting point, crossover oper-
ation is done.

Figure 3 shows the children generated after the crossover operation. The part
after the splitting point was crossed between two parents, and two new children
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Fig. 3. Crossover Operation

were produced. For each child that was produced, randomly changing 1 to 0 or 0
to 1 in a random position in that child was regarded as a mutation. The process
is given in Fig. 4. Therefore, a feature of the selected child was randomly chosen
and changed.

Finally, the child was added to the new generation. Creating a new child con-
tinues until the maximum number of individuals in the population is reached.
Then, population is replaced by the new generation and proposed method starts
from the beginning and makes same operations for each generation until the max-
imum number of generation is reached. Finally, the best individual is accepted
as the solution to the problem.

Fig. 4. Mutation

3 Experiments and Results

The experiments were conducted using the Python programming language (Ver-
sion 3.7). The size of the population was set to 1000 and the GA was run for
10 generations. A mutation operation was applied to each child produced dur-
ing the genetic operations. The original Kaggle dataset was divided into two
separate sets, as previously mentioned. Each individual in the population was
trained using the training set and its fitness value was evaluated using the test
set. Unless otherwise stated, the performance of each individual was calculated
using the test set, and the selection of an individual was based on its performance
in the test set. The top 30% of individuals with the lowest error values, were
selected as the successful individuals to be used for reproduction. The experi-
ments parameters are given in Table 1.
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Table 1. Parameters of the Experiments

Parameters Values - Method

Number of Generation 10

Number of Individual in Each Generation 1000

Crossover One Point Split

Mutation Rate 100% for Each Child

Number of Parents for Breeding 30% in Each Generation

Since each individual in the population needs a metric to assess itself, the
suggested error metric by the Kaggle competition was selected. The error metric
used in the experiments is given in Eq. 1.

RMSE =

√
√
√
√(

1
n

)
n∑

i=1

(log(ŷi) − log(yi))2 (1)

where ŷi is the error produced by an individual that was provided as input to
LightGBM, and yi is the original sale price. n is the total number of records in
the test set.

The visual showing the best fitness and the average fitness values per gener-
ation is given in Fig. 5. In each generation the fitness values are getting smaller.
The improvement seems to stop between the 8th and 10th generation.

The results suggested that a small number of generation was enough to
achieve an acceptable error rate. After 10 generations, the lowest error rate,
which was 0.0846, was achieved with the proposed method. The average fitness
value is 0.1495 after 10 generations. The proposed method not only to main-
tained a low error rate, but also reduced the number of features. The number of
features was reduced while preserving the low error rate. The feature count per
generation is given in Fig. 6.

Figure 5 and Fig. 6 show that the proposed method successfully eliminated
the features while preserving a low error rate. The lowest error rate which was
0.0846 achieved by using only 4 features. The results also revealed that more
features do not necessarily lower the error rate. The proposed method eliminated
nearly 91% of the features that were irrelevant for the task at hand.

When the AmesHouse dataset is considered, the proposed method achieved
error rates lower than some of the methods proposed to achieve competitive error
rates for the task. The method proposed by the authors interpolated the missing
values rather than removing them [3]. In addition, they increased the number of
features. Based on their results, their proposed methodology produced an error
rate of 0.12019 in the test set. The authors’ results align with the implications
of our experiments. Our results suggested that more features do not contribute
to reducing the error rate.

Another study also used a feature expansion approach for the same dataset
and reported an error rate of 0.11260 according to their results [9]. Similarly,
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Fig. 5. Best Fitness and Average Fitness Per Generation

Fig. 6. Number of Features Per Generation

our methodology achieved a lower error rate than the mentioned methodology.
The comparison of results is given in Fig. 7.
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Fig. 7. Comparison of Our Study with Others Studies

During our experiments, we extensively tested different numbers of param-
eters in GA and according to the results, we limited our study by setting the
number of generations to 10 and the population size to 1000. Our experiments
revealed that increasing either of these parameters did not necessarily improve
the performance of the method. Although GA provides flexibility, it requires
additional effort to speed up the process. One potential drawback of our app-
roach is that the GA methodologies are slow and take time to converge. The
experiments were carried out on a computer having the specifications of Intel
I7-8750H 2.20 GHz, 16 GB RAM, and GeForce Gtx 1050Ti 4 GB. The experi-
ment took 16 min for one trial. However, in general, the proposed method has
shown stable performance during our experiments.

The AmesHouse dataset extensively represents the properties of a house;
however, it is important to note that feature elimination should not be per-
formed without careful consideration. This study focused only on the AmesHouse
dataset and proposed a methodology for feature elimination, with the primary
objective of keeping the error rate low. In some cases, in contrast to feature
elimination, a high number of features may produce better results.

4 Conclusions

The housing market presents many opportunities, as people’s perspectives on
housing have changed and now view it as a means of investment. However,
investments must be made on objective structures. When it comes to the housing
industry, many features must be considered and their impact on the sale price
of the house evaluated. AI approaches, such as machine learning algorithms, can
help to achieve these objective structures. This study proposed a structure to
eliminate irrelevant features in the estimation of house prices while maintaining
a low error rate.

For this purpose a classical GA approach was combined with LightGBM
regressor. The experiments suggested that the proposed approach has the ability
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to produce low error rates compared to the error rates found in the literature.
Although the proposed method was used only in house price estimation, this
method can be applied to any dataset that has a myriad number of features.
However, an important takeaway is that the proposed methodology may not be
suitable datasets which have low number of features, since children that are bred
will not be different from each other.

This methodology proposes a general framework for both feature reduction
and flexible selection of fitness functions, making it an open area for further
research to apply it to different datasets. However, to maintain the focus of the
paper, these investigations have been left for future studies. Moreover, feature
reduction part of the method can be compared with the automatized feature
reduction algorithms to assess the method more to show the performance on
feature reduction. Another avenue for future studies would be to experiment with
different mutation and crossover mechanisms to further evaluate the performance
of the proposed method.
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Abstract. Brain tumors have an increasing trend in recent years and are one of
the main causes of death. Therefore, computer-assisted secondary tools that can
help diagnose brain tumors at an early stage are needed. It is crucial to usemachine
learningmethodswhich can help brain tumors classification. In this paper, a hybrid
machine learning approach is proposed for brain tumor classification using parti-
cle swarm optimization and artificial neural network on magnetic resonance (MR)
images. The approach is composed of six steps. The first step includes enhance-
ment of MR images and the second step consists of eliminating the skull region.
The third step is composed of extracting the region of interest through segmenta-
tion of the masses with s-FCMmethod. In the fourth step, feature extraction of the
segmented tumors is undertaken with four different methods and feature selection
is appliedwith relief-f and sequential floating forward selection (SFFS)methods in
fifth step. In the last step, benign and malignant tumors are classified using Bayes
method, artificial neural networks (ANN), support vector machines (SVM) and
particle swarm optimization-based artificial neural networks (PSO-ANN) classi-
fication methods and the results are compared with each other. In the experimental
studies, the proposed PSO-ANN approach provides high scores such as 96.28%
accuracy, 97.58% sensitivity, 93.75% specifity for brain tumor classification. As
a result, the proposed approach can facilitate the decision making of radiologists
for brain tumor classification.

Keywords: Brain Tumor Classification ·Machine Learning · Hybrid Method ·
Artificial Neural Network · Particle Swarm Optimization

1 Introduction

Brain tumors, which give rise to the majority of central nervous system (CNS) tumors,
grow uncontrollably, starting from the brain and surrounding structures. These tumors
may adversely affect the CNS and brain tissues, resulting in a reduction in the life
expectancy of patients [1]. In addition, malignant brain tumors (brain cancer) are one
of the main causes of death in recent years [2]. The brain tumors are classified into two
types such as benign or malignant. Normal brain tissue, benign and malignant tumor
samples are shown in Fig. 1. Benign brain tumors grow up slowly, have a homogeneous
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structure and don’t spread to neighboring tissues. Malignant brain tumors grow rapidly,
have a heterogeneous structure and are aggressive [3]. They may spread to other organs.
Therefore, they are known as brain cancer. Brain cancer is spreading with a rising trend.
InGlobal Cancer Statistics 2020 [4],more than 308.000 newbrain andCNS cancerswere
diagnosed and more than 251.000 brain cancer-related deaths were reported worldwide
in 2020 alone.

Fig. 1. Classification of brain tumors inMR images (a) normal brain tissue (b) benign brain tumor
(c) malignant brain tumor

Nowadays, the most common imaging method used for diagnosis of brain tumors is
the magnetic resonance (MR) imaging. Experts diagnose the tumors by analyzing the
MR images. There are three types treatment such as surgical operations, chemotherapy,
and radiotherapy for brain tumors [5]. The best treatment is applied according to expert’s
exact detection of the size, location, borders and malignancy of brain tumors [6]. The
most reliable distinction ofmalignancy is carried out with biopsy. Accurate classification
of the benign andmalignant tumors is extremely difficult for experts in some cases. There
is a need to be developed of new methods for classification of brain tumors. Experts can
use computer-assisted detection (CAD) systems using machine learning methods which
can help classification of brain tumors with high success scores. CADs can be preferred
as another opinion and make the final decisions for determination or classification [7].

There are various CAD systems for classification and detection of brain tumors. The
proposed systems can be analyzed into two categories such as preliminary methods and
holistic methods. Preliminary methods are generally based on segmentation algorithms
for brain tumors [8]. For example, some studies [9–11] underline that successful results
can be obtained using FCM for brain tumor. In another study, k-means clusteringmethod
was proposed by Juang et al. [12] in brain tumor segmentation. Ambrosini et al. [13]
developed an automated 3D template matching-based algorithm for brain metastases
detection in MR scans. Popuri et al. [14] provided automatic segmentation of brain
tumor and edema using Driclet priors in MR images. In the study, 3D segmentation
method was also developed. Patino-Correa et al. [15] implemented conventional image
processing techniques for segmentation of brain’s white matter using MR images. In
their study for brain tumor segmentation, Wu et al. [16] developed a method using
model-aware affinity. Here, features were extracted Gabor filters and images segmented
using support vector machines (SVM).
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There are also various holistic CAD approaches for brain tumor classification and
detection. Fractal-based method was proposed Zook et al. [17] for brain tumor detec-
tion. In another study, Iscan et al. [18] used a method for the detection of tumor on
MR brain images by aid of ANN and wavelet transform. In their study, Garcia-Gomez
et al. [19] presented a pattern recognition approach for diagnosis of benign and malig-
nant brain tumors in MR images. For classification of brain MR images, Chaplot et al.
[20] developed a method using self-organizing maps (SOM) and SVM. Georgiadis et al.
[21] proposed a software system based on probabilistic neural network (PNN) for clas-
sification of metastatic and primary brain tumors, including meningioma and glioma,
using texture features in T1-weighted MR images. Jensen and Schmainda [22] proposed
computer-aided detection method for distinguishing of edema types for brain tumors. In
another study, El-Dahshan et al. [23] used hybrid method for the classification of brain
MR images using k-nearest neighbors (k-NN) and ANN. Arakeri and Reddy [24] pro-
posed an automatic CAD system for brain tumor classification and detection using some
state-of-the-art methods. In another study, Kaplan et al. [25] proposed a system using
machine learning methods such as ANN, k-NN, random forest, and linear discriminant
analysis for brain tumor classification.

In recent years, there are also the proposed hybrid approaches combined with meta-
heuristic algorithms and machine learning methods for brain tumor classification and
detection. In another study, Sharif et al. [26] designed hybrid machine learning app-
roach for brain tumor detection. In the study, the skull removing on the images was
achieved using particle swarm optimization (PSO).In addition, genetic algorithm (GA)
was applied for feature selection. Moreover, ANN and other classifiers were used for
classification of tumor grades. In their study [27], Dixit and Nanda improved a method
using whale optimization algorithm and radial basis neural network for brain tumor clas-
sification. Besides, due to the development of deep learning models in recent years and
their widespread use in many areas, it is seen that deep learning methods were proposed
for brain tumor classification and detections [1, 28–31].

In this study, a hybridmachine learning approach is proposed for brain tumor classifi-
cation onMR scans. The approach is designed for classification of benign and malignant
brain tumors by the help of image processing techniques and machine learning methods.
The contribution of this study as follow:

• Presenting the systematic review of studies proposed previously and state-of-the-art
in brain tumor detection and classification,

• Comparison of state of the art classification method (Bayes, SVM, ANN and PSO-
ANN) for brain tumor classification,

• Performing the detailed experiments on large MRI dataset,
• The high scores in accuracy, sensitivity and specifity for brain tumor classification.

The organization of the rest of the work is as follows. In Sect. 2, the materials used in
proposed approach are explain and the design methodology is defines. In Sect. 3, exper-
imental results of the proposed approach in MR images are presented comprehensively.
Finally, Sect. 4 presents the discussion and conclusions on this study.
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2 Material and Methods

The proposed approach is composed of twomain stage called as Brain Tumor Segmenta-
tion and Brain Tumor Classification. Tumor segmentation step includes sub-steps such
as pre-processing, eliminating the skull and segmentation of the brain tumor. Tumor
Differentiation step also includes the sub-steps of feature extraction and selection and
classification. Block diagram of the proposed approach is given in Fig. 2.

Fig. 2. Block diagram of proposed machine learning approach for brain tumor classification

2.1 Dataset

The proposed approach for brain tumor classificationwas evaluated using an originalMR
image dataset in this study. This dataset was composed a total of 188 T2-weighted MR
images with axial view from 67 different patients for the proposed approach. According
to pathological results, 124 of these images included malignant tumor, whereas 64 of
them included benign tumor. All of MR images in dataset were obtained from Sincan
Nafiz Körez State Hospital. The scans were performed on 1.5T Siemens MagnetomMR
scanner in DICOM format. All images in dataset were converted to jpg for experimental
studies. There were between 20 and 70 the MR slices for each patient in scans. Some
benign and malignant brain images in this dataset are indicated in Fig. 3.

The most appropriate slice from each MR scan series of the dataset was selected
with accompaniment of radiologist. In this dataset, the gold standard segmentations,
delineated by experts, manually obtained for the eachMR image by aid of the developed
segmentation software, as seen in Fig. 4. The expert delineates edges of tumor by the
developed software tool, giving to outline contours of the brain tumor boundaries.

2.2 Pre-processing and Enhancement

In this step, the MR images were enhanced by increasing the image quality and remov-
ing the noise. The noise and artifacts caused by the scanning error were removed for
enhancing the images using median filter. Laplacian filter were used for precisification
of tumor contours. Moreover, histogram equalization was also used to reduce contrast
differences during scanning errors.
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Fig. 3. Samples of benign (a, b, c) and malignant (d, e, f) tumors on MR images in dataset

Fig. 4. The developed software tool for manual segmentation of tumor, (a) T2-weighted MR
image with brain tumor, (b) outline of tumor region by the tool, (c) delineating brain tumor
boundaries by experts, (d) segmentation of brain tumor by the developed software tool (reference
segmentation)



A Hybrid Machine Learning Approach 361

2.3 Skull Removing

Skull removing process is a required step before any brain tumor segmentation. When
not performed, it inclines to tumor segmentation errors. The goal of this step is to elim-
inate the skull completely from the full brain image to remove the unnecessary regions
[32]. But, skull removing from MR image is especially challenging task. Therefore, an
effective method was proposed in this study for skull stripping on MR images. In this
method [33], firstly, an MR image in dataset was converted to double image. Conse-
quently, binary values (true or false) for low and high threshold were assigned to each
pixel of image. It is shown the samples for the skull removing step in Fig. 5 for brain
tumor classification.

Fig. 5. Stripping of the skull from the brain MR images in dataset

2.4 Brain Tumor Segmentation

Automatic segmentation of images has beenmajor research area to extract meaning from
pixels. BrainMR images may contain noise, artifacts, inhomogeneity and divergence. In
this step of the proposed approach, tumor segmentation process was applied on brainMR
images. In this work, spatial-FCM (s-FCM) method was used for brain tumor segmenta-
tion [34]. Comparing to conventional FCM segmentation method, s-FCM indicates the
spatial relating of a pixel with other pixels. In s-FCM, firstly, a local spatial similarity
model is set up, and the initial clustering center and initial membership are decided adap-
tively. Afterwards, the fuzzy membership function is modified using the high inter-pixel
correlation. Lately, the image segmentation is completed using the s- FCMmethod [35].
Thus, the clustering of set carries out more successful and are removed the artifacts and
noise. The samples images segmented from skull-stripping MR slices using s-FCM are
denoted in Fig. 6.
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Fig. 6. Brain tumor segmentation in dataset using s-FCM method

2.5 Feature Extraction

After the brain tumor segmentation step is completed, it has to be determined if brain
tumor type is benign or malignant. Even though the determination is accomplished with
the help of classifier method, some important features on MR images can facilitate the
decision process. Therefore, the characteristic features of brain tumors on segmented
MR images have to be obtained. InMR images of dataset, benign tumors are rounder and
have softer borders, while malignant tumors have grainier, sharper and harsher border
features. This is the key point of successful discrimination of benign andmalignant brain
tumors from each other.

Brain tumors inMR images are generally determined according to geometric shapes,
gray level statistical and energy level features of tumors. Therefore, important features
were extracted from the segmentedMRimages for brain tumor classification, as benignor
malignant. Firstly, shape featureswere extracted for analyzing tumor geometry. To obtain
global statistic about tumor region, first-statistical features were used using histogram
of the image. Moreover, texture features were utilized for gray level statistical values of
tumor regions on MR images using gray-level co-occurrence matrix (GLCM). On the
other hand, energy features were employed of brain tumors usingwavelet decomposition
transform. Finally, boundary features were extracted to get borders and edges of tumor
using fractal dimensions.

Shape features allow extracting the features such as sharpness, circularity, convex-
ity from an image using geometric parameters [36]. First-order statistical features are
obtained from the histogram values with gray-level in image [37]. Statistical features
of gray level textures on image are first derived with GLCM [38]. GLCM gives the
relationship in image pixels of different gray level [33]. When the image is 2D, features
from different angles can be obtained. The method calculates the pixel densities of i and
j pixels in a specific angle and distance to create the GLCMmatrix. Energy features can
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be obtained using wavelet decomposition for different regions. The segmented tumor
region the brainMR image is divided into four sub-bands with 2-level wavelet decompo-
sition. Using 2D wavelet decomposition, it is created three images for low frequencies
and one image for high frequencies [39]. Boundary fractal features give information
about the borders and edges of an image. With this method, characteristics features on
an image can be extracted to discriminate the regions that are separate from the image
[40]. It is based on obtaining binary images in fractal dimensions from border values of
inside regions of the input image. In this study, 30 features were extracted in total with
boundary features by using the border values of brain tumors. Table 1 denotes the details
of feature extraction methods and the number of extracted features for each method in
this study.

Table 1. The number of features extracted from segmented brain MR images in this study

Feature extraction method The number of extracted features

Histogram features (HF) 7

Shape features (SF) 13

Texture features (TF) 88

Energy features (EF) 13

Boundary fractal features (BF) 30

Total 151

2.6 Feature Selection

In this paper, most appropriate features have be determined for selected MR images
because more features occurs unnecessary processing overhead. Since 151 features are
large for the classifier, they have to be selected in order to provide effective detection.
In brain tumor classification, two fundamental approaches were utilized for feature
selection. One of these is Sequential floating forward selection (SFFS) and the other one
is relief-F (RF). 10 important features were selected both SFFS and RF.

SFFS is a general purpose feature selection method that allows the selection of
the most effective features from among large pieces of information based on level of
importance [41]. In this study, other feature selection technique used for brain tumor
classification is relief-F (RF). RF denotes weight for each feature using relationship
between a specific class and a feature to rank it [42].

A total of 151 different features are many to correct classification. Therefore, two
different feature selection techniques are used in this paper for most suitable features.
The top 10 features extracted from SFFS and RF are presented in Table 2.
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Table 2. Detailed list of top 10 features selected with SFFS and RF feature selection methods

Rank Feature Selection with RF Feature Selection with SFFS

Order Method Selected Feature Order Method Selected Feature

1 78 TF Information measures of
correlation (450)

33 TF Entropy (00)

2 96 SF Area 112 EF WAV4

3 128 EF WAV10 94 HF Mean

4 94 HF Mean 102 SF Circularity

5 39 TF Homogeneity (900) 38 TF Homogeneity (450)

6 110 SF Solidity 90 HF Variance

7 43 TF Energy (900) 42 TF Energy (450)

8 125 BF BOUN4 124 BF BOUN3

9 143 BF BOIN18 63 TF Sum of entropy (900)

10 63 TF Sum of entropy (900) 96 SF Area

2.7 Brain Tumor Classification

Classification of brain tumors is important step for making a decision about differentiat-
ing of benign and malignant tumors. In the proposed approach, Bayes, ANN, SVM and
PSO-ANNmethods were used for brain tumor classifications and results were evaluated.

2.7.1 Hybrid Classifier Based on Particle Swarm Optimization and Artificial
Neural Networks (PSO-ANN)

In this work, ANN is also trained by PSO, a heuristic algorithm, to acquire optimum
parameters of weights in ANN. Thus, it is aimed to improve the classification perfor-
mance of ANN.PSO is a swarm intelligence algorithm and belongs sub-field of computa-
tional intelligence [43]. PSO is also a heuristic optimizationmethod based on population.
It is inspired by behavior flocking some animals such as birds or fish while searching
food. The goal of PSO algorithm is to arrange optimum location for all the particles
in a multi-dimensional hyper-plane. The algorithm is initialized with random particles.
Afterwards, it searches optimal solution by updating its velocity and position. The parti-
cles are updated for two specific particles in each generation. The first particle is Pbest,
best known position for all particles. Second is Gbest which is the global best position
to swarm [44]. Pseudocode for the PSO algorithm is denoted in Algorithm 1.

For PSO algorithm, velocity of a particle is updated using Eq. (1) in each iteration:

vi(t + 1) = vi(t)+ c1 × rand()× (Pbesti − pi(t))+ c2 × rand()× (Gbest − pi(t))
(1)

where vi(t + 1) is the new velocity for the ith particle, c1 and c2 are the weighting
coefficients for the best and global best positions, respectively [45]. pi(t)andpi(t + 1)
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Are the ith particle’s position andnewposition at time t respectively. The rand() functions
generate a uniformly random variable between 0 and 1. A particle’s position is updated
using Eq. (2):

pi(t + 1) = pi(t)+ vi(t + 1) (2)

Algorithm 1. Pseudocode of particle swarm optimization algorithm

1:
2:
3:
4:
5:
6:
7:
8:
9:
10:
11:
12:
13:
14:
15:
16:
17:

Initialize P particles with random
Assign Pbest from P
Assign Gbest from P
Repeat (do not provided stop criteria)
while (i=1 to the number of particle in P) 
If (Pbesti is better than Pbest) 
Pbest = Pbesti 
end if
If (Pbest is better than Gbest) 
Gbest = Pbest
end if
end while
while (i=1 to the number of particle in P) 
Update Velocityi
Update Positioni
end while
Until

In this study, it was used anANN structure that identified theweights of feed-forward
multi-layer network both back-propagation and PSO algorithm. As denoted in Fig. 7,
there are three layers in ANN structure: input layer, hidden layer, and an output layer.
Besides, ANN performance was assessed with mean square error (MSE) in Eq. (3) in
the course of training.

MSE = 1

2N

∑N

i=1
h2i (3)

where, h is the error between actual and predicted output results after submitting the ith
pattern to the network, and N is the number of data (pattern) in the training set.

In PSO-ANN, [X1, X2, X3,.., X10] are inputs obtained from feature selection meth-
ods. Y is the output value. This value is 0 for benign and 1 for malignant brain tumor.
The weights between network layers can be calculated using ANN learned by PSO
(PSO-ANN). Here, the training of ANN is started with random weights and biases. In
addition, c1 and c2 constants of PSO algorithm were determined as 2. According to the
experimental evaluations, the number of particles and maximum generation were deter-
mined by aid of test results and error of the network. These parameters were assigned as
30 and 200, respectively. The number of neurons in hidden layer was selected according
to best performance of network ad determined as 3.
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Fig. 7. Feed-forward multi-layer ANN structure used in this study for PSO-ANN

2.7.2 Other Classifiers

Artificial neural network (ANN) is an artificial intelligence method that practices the
formation of a new system by copying the operations of the human brain [46]. Back-
propagation (BP) is an orderly algorithm for training multi-layer ANN. BP learning
rule allows obtaining the most optimum values for network weights by calculating the
total error in the output at minimum level [47]. In ANN structure used in this study,
BP algorithm was used to train the network and Levenberg-Marquardt algorithm was
utilized as learning method for desired ANN model.

Support vector machines (SVM) are an important method used especially in the
classification of two-category data. SVM classifier is an effective method for classi-
fying data belonging to two different categories, finding the most appropriate linear
equation separating the data. Nevertheless, proper kernel functions are used in SVM in
separating classes with large data [6]. It is very important to determine the appropriate
kernel function for the SVM to have a high classification success. In addition, sequen-
tial minimal optimization method is used in training of the SVM with kernel function
to separate hyperplanes. Bayes classifier is based on Bayesian decision rule principles
that approach classification problems statistically as displayed in Eq. (4). In Bayes clas-
sification, which example belongs to which class is probabilistically determined. The
Bayes rule that shows the probability of Xk of belonging to class (p(Ci|Xk)). Here, (C1,
C2,…,Cn) is the classes and Xk = [x1, x2………xk] are k. feature vectors. In this study,
Gauss distribution was used for classification of benign and malignant brain tumors in
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Bayes classifier.

p(Ci|Xk) = p(Xk |Ci)p(Ci)

p(Xk)
i = 1, 2, . . . n (4)

3 Experimental Results

In this study, a hybridmachine learning approach based onANNand PSOwas developed
for the classification of benign and malignant brain tumors. In the proposed approach
(PSO-ANN), all experimental studies were implemented in the Matlab software envi-
ronment. Experimental studies were carried out with a computer with 64 bit Windows
10 operating system, Intel Core i7 with 2.8 GHz CPU, 16 GB RAM hardware.

Classification performance of the proposed approachwas obtained with four types of
classifiers such as Bayes, SVM, ANN and PSO-ANN. In order to assess the performance
of these classifiers, we took into consideration leave-one-out (LOO) cross validation
method. In LOO, each pattern in the dataset is included in both the training and testing
steps of the classification process. In this study, LOO cross validation was performed
using188 MR images in entire dataset. Firstly, each classifier was trained with 187
images and tested on the remaining one image. These operations were then repeated for
all images in the dataset. The final results were obtained to evaluate the performance of
the classifier after 188 iterations.

The classification performance of the proposed approach was evaluated using both
a total of 151 features (first experiment) and the selected top 10 features (second experi-
ment). In first experiment, the 151 features were used to assess the classification perfor-
mance of the proposed approach for all classifiers. In second experiment, top 10 features
were selected with both SFFS and RF. Classification accuracies were achieved with four
classifiers using the top 10 selected features. Thus, the effects of feature selection were
evaluated using the classification results.

The true and false scores denotes between the actual results and the predicted results
in a confusion matrix. In this study, true positive (TP) stands for malignant tumors
classified as malignant, false positive (FP) shows benign tumors classified as malignant,
true negative (TN) presents benign tumors classified as benign and false negative (FN)
shows malignant tumors classified as benign. To evaluate the classification performance
of the proposed approach, many experiments were performed and measured the metrics
such as accuracy, sensitivity, specifity, as seen Eq. (5), Eq. (6) and Eq. (7), respectively.

Accuracy(ACC) = TP+ TN

TP+ TN+ FN+ FP
× 100 (5)

Sensitivity(SEN) = TP

TP+ FN
× 100 (6)

Specifity(SPE) = TN

FP+ TN
× 100 (7)

The obtained results of each classifier are indicated in Table 3 for the first experiment.
In this experiment, whole 151 features were used for performance evaluating. Results
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show that best performance values are achieved by using PSO-ANN classifier for all
features. As shown Table 3 for PSO-ANN, 164 of the 188 malignant and benign brain
tumors were classified successfully. Therefore, it is clearly seen that best classifier is
PSO-ANN compared to other classifiers. In addition, Table 4 presents the classification
scores of the proposed approach according to results in Table 3. According to the table,
best performance values were obtained with PSO-ANN classifier compared to other
classifiers.

Table 3. Brain tumor classification results for classifiers without feature selection

Number of
features

Classifier Classification results

TP FP FN TN

151 Bayes 101 20 23 44

151 ANN 105 18 19 46

151 SVM 109 16 15 48

151 PSO-ANN 113 13 11 51

Table 4. Performance measures of proposed approach using different classifiers for all features

Number of features Metric Performance scores of classifiers

Bayes ANN SVM PSO-ANN

151 ACC (%) 77.13 80.32 83.51 87.23

151 SEN (%) 81.45 84.68 87.90 91.13

151 SPE (%) 68.75 71.88 75.0 79.69

Similarly, the results of each classifier are denoted in Table 5 for second experiment.
In this experiment, top 10 features are selected with both SFFS and RF. As shown
Table 5, the best classifier result was obtained with PSO-ANN method for both RF and
SFFS. When RF is used in feature selection, 178 of the 188 brain tumors were identified
successfully, only 10 tumors were misclassified. On the other hand, the results are as
follows: TP = 121, FP = 4, FN = 3 and TN = 60 with PSO-ANN when SFFS is used
for feature selection. Here, 181 of the 188 brain tumors were identified successfully.
Therefore, it is clearly seen that best classifier is PSO-ANN with SFFS compared to
other classifiers with SFFS and RF. Similarly, Table 6 presents the detection results of
the proposed machine learning approach according to results of Table 5. ACC, SEN and
SPE are a performance measure that evaluates the overall effectiveness of the approach.
In Table 6, ACC, SEN and SPE obtained using the PSO-ANN classifier and SFFS feature
selection method is 96.28%, 97.58% and 93.75% respectively which is higher than other
classifier methods.
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Table 5. Brain tumor classification results for each classifier with feature selection

Number of features Classifier Feature Selection with RF Feature Selection with
SFFS

TP FP FN TN TP FP FN TN

10 Bayes 112 14 12 50 113 14 11 50

10 ANN 116 13 8 51 116 10 8 54

10 SVM 117 10 7 54 118 6 6 58

10 PSO-ANN 120 6 4 58 121 4 3 60

Table 6. Performance measures of proposed approach using different classifiers for feature
selection methods

Number of
features

Metric Feature Selection with RF Feature Selection with SFFS

Bayes ANN SVM PSO-ANN Bayes ANN SVM PSO-ANN

10 ACC (%) 86.17 88.83 90.96 94.68 86.7 90.43 93.62 96.28

10 SEN (%) 90.32 93.55 94.35 96.77 91.13 93.55 95.16 97.58

10 SPE (%) 78.13 79.69 84.38 90.63 78.13 84.38 90.63 93.75

4 Conclusions

This study proposes an automated hybrid machine learning approach for classification
of benign or malignant brain tumors on MR images. There are several contributions
of this study. Firstly, in this work, a holistic machine learning approach was proposed
for brain tumor classification, including steps such as pre-processing, skull removing,
segmentation, feature extraction, feature selection and tumor classification. Secondly,
the proposed approach using PSO-ANN and SFFS shows high ACC, SEN and SPE
scores with 96.28%, 97.58%, 93.75%, respectively. In the third, this study compares
the-state-of-the-art classifiers such as PSO-ANN, SVM, ANN, and Bayes for brain
tumor classification. This approach may guide the researchers to selection of classifier
method on brain tumor distinguishing. In the fourth, this work gives the review of the
proposed methods and the-state-of-the-art methods in brain tumor classification. To sum
up, the proposed approach can facilitate decision making of tumor distinctions and it
can be used by the experts as a secondary tool for benign and malignant brain tumor
classification. On the other hand, there are a number of limitations of the study. One of
the most important limitations of the proposed approach is related to the fact that system
performance was only tried on T2-weighted MR images with axial directions. Use of
scans on coronal and sagittal planes along with other MR densities can contribute to
system reliability. Moreover, proposed approach was performed by means of 2D slices.
The MR slices, in which couldn’t be exactly observed the tumors, were not included to
our dataset. It is clear that using of technically suitable images instead of all volume can
ensure more successful diagnosis. In addition, experts have to check all slices of volume
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for reference segmentation and they have to try to diagnose according to best suitable
slices. Moreover, for more reliable assessment, proposed approach has to be evaluated
in the clinic settings.

Acknowledgements. We thank to Sincan Nafiz Körez State Hospital in classification of brain
tumor for providing MR image dataset.
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Abstract. Medical image segmentation helps with computer-assisted
disease analysis, operations, and therapy. Blood vessel segmentation is
very important for the diagnosis and treatment of different diseases.
Lately, the U-Net and KiU-Net based vessel segmentation techniques
have demonstrated reasonable achievements. The U-Net architecture
belongs to the group of undercomplete autoencoders which ignores the
semantic features of the thin and low contrast vessels. On the other
hand, the KiU-Net uses a combination of undercomplete and overcom-
plete architectures to segment the small structure and fine edges bet-
ter than U-Net. However, this solution is still not accurate enough and
computationally complex. We propose an Optimized KiU-Net model to
increase the segmentation accuracy of thin and low-contrast blood ves-
sels and improve the computational efficiency of this lightweight net-
work. The proposed model selects the ideal length of the encoder and
the number of convolutional channels. Moreover, our proposed model has
better convergence and uses a smaller number of parameters by combin-
ing the feature map at the final layer instead at each block. Our proposed
network outperforms the KiU-Net on vessel segmentation in the RITE
dataset. It obtained an overall enhancement of about 4% in terms of
F1 score and 6% in terms of IoU compared to KiU-Net. Evaluation and
comparison were also conducted on the GLASS dataset, and the results
show that the proposed model is effective.

Keywords: Vessel Segmentation · Deep Learning · Optimized
KiU-Net

1 Introduction

A vital component of the human body’s circulatory system that maintains the
internal organs functioning normally is the blood vessel. In medical practice,
physicians diagnose illnesses (such as diabetic retinopathy, macular edema, and
arteriosclerosis) and undertake clinical decisions and navigation based on the
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shape and position of vessels [1,2]. For instance, it is possible to use the struc-
tural properties of retinal blood vessels like the diameter of the vessel, branching
orientation, and length of the branch for initial detection and efficient retinal
pathology monitoring [3]. The initial clinical images of blood vessels acquired
cannot clearly reflect true morphological information because of imaging tech-
nology constraints and basic properties of human tissues. This requires an expert
to manually segment blood vessel images, which would be labor-intensive and
opinionated. As a result, the computerized artery segmentation method is cru-
cial and has attracted the interest of many computer-assisted clinical imaging
researchers.

Computer vision algorithms based on conventional clinical image analysis is
time consuming and insufficient for segmenting vessels. These traditional tech-
niques for segmenting vessels employ hand-crafted features [4,5], filtering based
models [6], and statistical approaches [7]. Deep learning (DL) has also been
extensively utilized in the area of clinical image analysis due to its superior rep-
resentation learning capability, which benefits from the effect of data-driven and
modern computer equipment. To increase the robustness and processing speed of
segmentation, many researchers prefer to use DL-based approaches [8] since DL
algorithms outperform the other methods. Among the DL-based medical image
segmentation methods, U-Net [9] network has been one of the most widely used
method [10–14].

Even though the U-Net [9] produces accurate medical image segmentation
results in general, it does not perform well in the case of blood vessel segmenta-
tion. The U-Net [9] cannot identify all of the vessel pixels, which leads to poor
vessel connectivity. A deep learning segmentation model developed on “encoder-
decoder” design often uses layered convolution and downsampling to capture
higher-level features and uses skip connections in conjunction with reversed pro-
cesses to reconstruct the initial quality image features for pixel-level supervised
methods. Whereas the feature map is shrunk through downsampling to broaden
its receptive field and minimize computation, this operation does not suit blood
vessel segmentation since it destroys high-resolution spatial data. The blood ves-
sel images are very unique as compared to other medical images like heart or
cells, the blood vessel images are generally narrow with poor pixel ratios and
contrast resolution. As the downsampling operation reduces the amount of useful
spatial information, learning semantic features of small-scale vessels is difficult
for “encoder-decoder” based architecture. Particularly, fine low-level details are
lost with these types of networks. The typical “encoder-decoder” design of U-Net
falls towards the category of undercomplete convolutional autoencoders (AEs),
in which the input data’s dimension is decreased close to the end of an encoder.
Therefore, under-complete designs are basically constrained in their capacity to
collect high-resolution spatial information.

According to the above-mentioned problem with under-complete representa-
tions, the transfer of the image into a higher dimension is done through the intro-
duction of an overcomplete network in [15], which is called Kite-Net (Ki-Net).
In the research, it has been demonstrated that overcomplete models are more
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reliable and stable, particularly when noise is present [16]. They demonstrated
that the Ki-Net architecture can acquire the features in the image, which ben-
efits the capturing of high-resolution features as compared to the conventional
undercomplete models. They also applied a unique bridge fusion technique to
merge the advantages offered by the suggested Ki-Net and those from the con-
ventional U-Net, which is named as KiU-Net [15] and outperformed the existing
segmentation models. Moreover, the segmentation patterns still contain uniden-
tified vessel pixels that lead to poor vessel connectivity graphically, irrespective
of the fact that it obtained good segmentation performance on other types of
medical images (other than retinal vessel images).

In this study, we present an approach to address the aforementioned problem
and make it precise, reliable, and GPU-efficient. We improve and optimize the
existing KiU-Net implementation by expanding the encoder layers and carefully
choosing optimal convolutional channels. Moreover, we combined the feature
map at the final layer instead of bridging at each block, which produces faster
convergence and better accurate metrics in comparison to recently developed
segmentation techniques. The proposed work captures high-resolution informa-
tion and segments fine edges in the vessel images better than the traditional
“encoder-decoder” structure as U-Net and KiU-Net.

The paper is organized as follows: In Sect. 2, we outline the proposed method-
ology. Section 3 presents our experiments, results, and comparisons on two dif-
ferent datasets. Finally, Sect. 4 is conclusions and suggestions for future research.

Fig. 1. Type of design’s impact on the receptive field. (a) U-Net: The outer layers
concentrate on significantly bigger areas of the input data at each position. (b) Ki-Net:
The outer layers concentrate on significantly smaller areas of the input data at each
position [15].

2 Proposed Method

We have described U-Net [9] and KiU-Net [15] as DL based image segmentation
techniques. The U-Net conventional encoder-decoder design falls under the cate-
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gory of undercomplete autoencoders (AEs), in which the input data’s dimension
is minimized close to the end of an encoder block and reduces the ability to
acquire more fine features. As a result, as we move further into the network, all
filters within a standard encoder-decoder structure have a larger receptive field
as shown in Fig. 1. The reason for the growing receptive field becomes essen-
tial for Convnets to capture high-level information such as objects, patterns, or
masses and it also decreases the effectiveness of the filters. On the contrary, the
Ki-Net is a member of the overcomplete autoencoders (AEs) family [15]. This
means that the geographical sizes at the middle layers are greater as compared
to the input information. In contrast to the typical under-complete encoder-
decoder design, this requires the overcomplete structure to behave differently
[16]. Even as we move deeper into the encoder of the overcomplete architecture,
the filters learn more precise low-level information because the receptive field is
getting smaller as illustrated in Fig. 1.

In U-Net, the intermediate filters get smaller as we move down and capture
high-level features, while in Ki-Net, the intermediate filters get larger as we move
down and acquire fine low-level features across all levels with a higher resolution.
So they combined Ki-Net and conventional U-Net to increase segmentation per-
formance because Ki-Net alone will only extract edges. This integrated structure,
known as KiU-Net, takes advantage of both the high-level structure acquiring
image features of U-Net and the low-level finer edge capturing image features of
Ki-Net.

Optimized KiU-Net: Even though KiU-Net produces remarkable segmentation
performance in accordance with evaluation criteria on other datasets, it does
not perform well in vessel segmentation since there are still unidentified vessel
regions in segmented patterns. This leads to a lack of visual vascular connectivity
in retinal vessel images. In contrast to many other clinical images of the heart,
brain, or cells, vascular images are unusual because of thin vessel patterns, low
pixel ratios, and contrast. We improve the KiU-Net by choosing the most effective
convolution channels and changing the encoder length. A standard KiU-Net
design from [15] is employed where the network’s encoder depth was set to 3,
and also the convolution channels at every encoder layer were 32, 64, and 128.
Our investigation shows that raising the encoder’s depth to 4 and changing the
number of channels to 16, 32, 48, and 64, significantly improves the result for
vessel segmentation.

We also implement a parallel connectivity design, with a U-Net and a Ki-
Net on each side as shown in Fig. 2. The given image data is concurrently passed
across two sides. We use four layers of convolution units within both the encoder
and decoder for both branches. Every convolution unit in the encoder of the U-
Net component comprises a 2D convolutional layer with kernel size 3 and stride
1, proceeded by a max-pooling with a pooling coefficient of 2 and coupled with
instance normalization and LeakyReLU activation. Likewise, each convolution
unit in the U-Net branch decoder is composed of a 2D convolutional layer with
kernel size 3 and stride 1, proceeded by a bilinear interpolation with a scale
factor of 2 and coupled with instance normalization and LeakyReLU activation.
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Fig. 2. Optimized KiU-Net Architecture

Throughout the U-Net section, we use an encoder-decoder design of U-Net. On
the contrary, every convolution unit within the encoder of the Ki-Net component
comprises a 2D convolutional layer with kernel 3 and stride 1, proceeded by a
bilinear interpolation with a scale factor of 2 and coupled with instance nor-
malization and LeakyReLU activation. Similar to this, every convolution unit in
the Ki-Net branch decoder is made up of a 2D convolutional layer accompanied
by a max-pooling with a pooling coefficient of 2 and coupled with instance nor-
malization and LeakyReLU activation. In order to improve the localization, skip
connections are used in both branches between the encoder and decoder sections
as seen in Fig. 2.

The complementing features were collected from the two branches of the
network and sent to each one simultaneously using a cross residual fusion block
(CRFB) in KiU-Net [15]. However, based on our experiments, the cross residual
fusion block did not enhance the segmentation of the fine low-level detail in the
vessel images and made it computationally expensive. Consequently, we simply
concatenate the features in the last layer. It is more efficient and optimal to use
this method because it results in better convergence.

The prediction and label are compared using pixel-wise binary cross-entropy
loss to train the model. The Eq. 1 describes the loss function between the pre-
diction p and the label p̂:

LCE(p,p̂) = − 1
mn

m−1∑

x=0

n−1∑

y=0

(p(x, y)) log(p̂(x, y))+(1−p(x, y)) log(1− p̂(x, y)) (1)

In this equation, the m and n represent the size of the image, p(x, y) and p̂(x, y)
stand for the result of the prediction and true label at a given point (x, y),
respectively.
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3 Experiments and Results

Implementation: Optimized KiU-Net is trained using binary cross-entropy loss
LCE(p,p̂), with a batch size of 1 and the Adam optimizer. The learning rate of
0.001 was used. The model was developed using the PyTorch framework and
Google Colab for training. A total of 100 training epochs were used to develop
the model.

3.1 RITE Dataset

A dataset called RITE (Retinal Images Vessel Tree Extraction) provides the
segmentation of veins and arteries on the fundus images. This data consists of 40
sample images, 20 of which are used for learning and 20 of which are for testing.
There are two reference standards included with the retinal fundus images, one
is for vessels, and the other is for arteries and veins [17]. In our research, we
use the fundus input images for the training of our model to forecast vessel
segmentation. We reduce the size of each image to 128 × 128 in this work.

We evaluate the accuracy of our proposed Optimized KiU-Net while com-
paring with the most effective approaches such as Seg-Net [18], U-Net [9], and
KiU-Net [15]. Experimental results show that our proposed Optimized KiU-Net
outperforms existing approaches in terms of F1 score and IoU [19], are shown in
Table 1. Compared to Seg-Net [18], our model showed a 27.57 and 27.16 point
increase in F1 score and IoU respectively. When comparing with U-Net [9], our
model showed a 24.56 and 35.19 point increase in F1 score and IoU. In com-
parison to KiU-Net [15], our model showed a 4.63 and 6.13 point increase in F1
score and IoU respectively. Our proposed approach yielded high-quality results
as shown in Fig. 3. The images clearly show that our technique captures fine low-
level details more effectively and provides a more accurate segmentation result
as compared to the other methods.

Furthermore, Our proposed model boasts a computational advantage over
existing approaches due to its smaller parameter count. This makes it more effi-
cient and simpler to implement. The reduced number of parameters is a stand-
out feature of our model that contributes to decrease computational complexity.
These results demonstrate the superior performance of our proposed Optimized
KiU-Net in retinal vessel segmentation.

Nevertheless, it is important to note that the Optimized KiU-Net still needs
to be improved because it may neglect to segment the thin edges of the retinal
vessels as compared to the ground truth.

3.2 GlaS Dataset

In this study, we also conducted experiments on the GlaS (gland segmentation in
histology images) dataset [27] to assess the effectiveness of our approach. Clinical
photographs of Hematoxylin and Eosin (H&E) stained slides are included in
the Gland segmentation dataset, as well as the associated label annotations
by experienced clinicians. This dataset has 165 total colon histology images, of
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Table 1. Quantitative contrast of the proposed technique with other models.

Method F1 IoU Parameters

Seg-Net [18] 52.23 39.14 12.5M

U-Net [9] 55.24 31.11 3.1M

KiU-Net [15] 75.17 60.37 0.29M

Optimized KiU-Net (ours) 79.80 66.30 0.18M

Fig. 3. The proposed model prediction on the retinal images. The left column is the
actual image while the right column is the label and the center column is the prediction
of the proposed model.

which 85 are used for training and 80 for testing. We reduce the size of each image
to a resolution of 128×128 for all of our tests because the images in the data are
various sizes. We evaluate the performance of our proposed Optimized KiU-Net
as compared to the most effective approaches as shown in Table 2. Results show
that the Optimized KiU-Net significantly outperforms other existing techniques
except the HistoSeg [26]. The HistoSeg generated patches from the 85 images
of training data using augmentation, and the augmented dataset contains 2347
images in total. Therefore, the performance of our proposed network is better
than the other network on the actual size of the dataset. The qualitative results
of our proposed method are shown in Fig. 4.
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Table 2. Quantitative contrast of the proposed technique with other models.

Method F1 IoU

FCN [20] 66.61 50.84

U-Net [9] 77.78 65.34

U-Net++ [21] 78.03 65.55

Res-UNet [22] 78.83 65.95

Deeplabv3+ [23] 76.01 67.04

Axial Attention U-Net [24] 76.26 63.03

MedT [25] 81.02 69.61

HistoSeg [26] 98.07 76.73

Optimized KiU-Net (ours) 82.21 71.03

Fig. 4. proposed model prediction on the H&E stained images. The left column is the
actual image while the right column is the label and the center column is the prediction
of the proposed model.

4 Conclusion

We presented a new network named Optimized KiU-Net that is developed by
optimizing the standard KiU-Net architecture. The purpose of this optimiza-
tion is to capture low-level features and fine edges that are commonly missed
by other approaches. Furthermore, we simply used concatenation at the last
layer for features from the two networks instead of bridging the features at each
block, which further improves the capturing of low-level features. Based on our
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experiments, we selected the optimal length of the encoder and convolutional
channels, which gives a further advantage to the proposed design such as using
less number of parameters and faster convergence time. The presented technique
outperforms the existing techniques on a challenging dataset (RITE) because of
the ability to extract both low-level and high-level features. However, the pro-
posed model may fail to detect the very thin ends of retinal vessels, which can
lead to incorrect interpretations and diagnostic outcomes. The accuracy of the
model can be increased by training with a more extensive and diverse dataset
of fundus images. Then the model will have more exposure to a wider range of
vessel shapes and sizes, which will help to differentiate between the thin edges
and the surrounding tissue.
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Abstract. An abstract argumentation framework (af) is viewed as a
directed graph such that graph vertices represent abstract arguments
while graph edges denote attacks between these arguments. We say that a
set, S, of arguments, are conflict-free if and only if for every (x, y) ∈ S×S,
x does not attack y. A set, S, of arguments of a given af, is called a stable
extension in af if S is conflict-free and such that every argument outside
S is attacked by an argument inside S. To the best of our knowledge, a
thorough mathematical analysis of the truth of what so-called character-
istic functions (which are an essential component in generating all stable
extensions of a given af) is not previously addressed in the literature. We
fill this gap; we rigorously analyze the verity of characteristic functions
employed in listing all stable extensions in a given af.

Keywords: Multiagent Systems · Nonmonotonic Reasoning ·
Computational Argumentation · Stable Semantics · Characteristic
Functions

1 Introduction

An abstract argumentation framework (af) is a pair (A,R) where A is a set of
abstract arguments and R ⊆ A × A is the attack relation between them. Let
H = (A,R) be an af, S ⊆ A be a subset of arguments and S+ = {y | ∃x ∈
S with (x, y) ∈ R}. Then, S is a stable extension in H if and only if S+ = A\S.
Since introduced in [6] as a formalism for nonmonotonic reasoning, afs have
attracted a substantial body of research due to their promising applications (see
e.g. [3,4,12,14,15]). As a motivation example, we show an application of afs
for modeling negotiation between agents in multiagent systems. The following
example is adapted from [13]). Consider two home-improvement agents: agent
1 needs a nail to hang a painting but has a screw, whereas agent 2 is trying to
hang a mirror and has a nail to hang the mirror. Suppose the following dialog
between the two agents.

A1. Agent 1: Give me a nail to hang my painting.
A2. Agent 2: I need the nail for hanging my mirror.
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2024
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A3. Agent 1: You can use a screw to hang the mirror.
A4. Agent 2: Then, I need to buy a screw for hanging my mirror.
A5. Agent 1: I can provide you with a screw.

This dialog between the two agents can be modeled as a directed graph with
a directed-edge set {(A5, A4), (A4, A3), (A4, A2), (A2, A4), (A3, A2), (A2, A1)}.
Recall that a directed edge (x, y) represents x attacking y, which means that if
we accept x, then y will be rejected. Back to the dialog between the two agents,
the two agents must decide what to do next that dialog. Therefore, computing
a set of acceptable arguments in the dialog between the two agents is necessary.
Under stable semantics, we note that arguments A1, A3, and A5 are acceptable
since they form a stable extension together. This means Agent 1 succeeded in
persuading Agent 2 to exchange the nail with the screw.

It is known that the problem of generating all stable extensions of a given
af is np-hard, see e.g. [7]. Thereby, in the literature, one can find different
implemented methods for solving this problem, such as backtracking procedures,
dynamic programming, and reduction-based methods, see e.g. [5] for a fuller
review. Implementing backtracking procedures for generating stable extensions
of a given af might be accomplished using characteristic functions, see for exam-
ple [1,9]. For generating stable extensions, characteristic functions had been val-
idated experimentally in the literature; see the articles of [2,8] for example. In
our previous work, [10], we investigated the verity of set-theoretic structures
employed in implementing a backtracking process for generating stable exten-
sions of an af.

Since we do not see in the literature a thorough, rigorous validation of char-
acteristic functions utilized for generating stable extensions in a given af, we fill
this gap; we present in Sect. 2 a complete, formal analysis of the verity of char-
acteristic functions exploited in implementing a backtracking process for listing
all stable extensions in a given af. We conclude the paper in Sect. 3.

2 Our Analysis

Let H = (A,R) be an af and T ⊆ A be a subset of arguments. Then,

T+ def= {y | ∃x ∈ T with (x, y) ∈ R}, and T− def= {y | ∃x ∈ T with (y, x) ∈ R}.

To enumerate all stable extensions in H, let S denote an under-construction
stable extension of H. Thus, we start with S = ∅ and then let S grow to a stable
extension (if any exists) incrementally by choosing arguments from A to join S.
For this, we denote by choice a set of arguments eligible to join S. More precisely,
take S ⊆ A such that S ∩S+ = ∅, then choice ⊆ A\ (S ∪S− ∪S+). Additionally,
we denote by tabu the arguments that do not belong to S ∪ S+ ∪ choice. More
specifically, take S ⊆ A such that S ∩ S+ = ∅, and choice ⊆ A \ (S ∪ S− ∪ S+).
Then, tabu = A \ (S ∪ S+ ∪ choice).

Now we define a characteristic function to indicate the status of an argument
in a given af concerning S, S+, choice, and tabu.
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Definition 1. Let H = (A,R) be an af, S ⊆ A, S ∩ S+ = ∅, choice ⊆ A \ (S ∪
S+ ∪ S−), tabu = A \ (S ∪ S+ ∪ choice), and μ : A → {blank, in, out,must-out}
be a total mapping. Then, μ is a characteristic function of H concerning S if
and only if for all x ∈ A it is the case that

x ∈ S ⇐⇒ μ(x) = in,
x ∈ S+ ⇐⇒ μ(x) = out,
x ∈ choice ⇐⇒ μ(x) = blank, and
x ∈ tabu ⇐⇒ μ(x) = must-out.

We specify the conditions under which a characteristic function corresponds to
a stable extension.

Proposition 1. Let H = (A,R) be an af, S ⊆ A, S ∩ S+ = ∅, choice ⊆
A \ (S ∪ S+ ∪ S−), tabu = A \ (S ∪ S+ ∪ choice), and μ be a characteristic
function of H with respect to S. Then, {x | μ(x) = in} is a stable extension in
H if and only if {x | μ(x) = blank} = ∅ and {x | μ(x) = must-out} = ∅.
Proof. We prove =⇒ firstly. Considering Definition 1, S = {x | μ(x) = in} and
S+ = {x | μ(x) = out}. Suppose {x | μ(x) = in} is stable. Then, {x | μ(x) =
out} = A \ {x | μ(x) = in}; and subsequently, {x | μ(x) = in} ∪ {x | μ(x) =
out} = A. By Definition 1, observe that

tabu = {x | μ(x) = must-out}
= A \ ({x | μ(x) = in} ∪ {x | μ(x) = out} ∪ {x | μ(x) = blank})
= A \ (A ∪ {x | μ(x) = blank})
= ∅

Likewise,

choice = {x | μ(x) = blank} ⊆ A \ ({x | μ(x) = in} ∪ {x | μ(x) = out} ∪ S−)
= {x | μ(x) = blank} ⊆ A \ (A ∪ S−) = ∅

Now we prove ⇐= . Suppose {x | μ(x) = blank} = ∅ and {x | μ(x) =
must-out} = ∅. Note that

tabu = {x | μ(x) = must-out}
= A \ ({x | μ(x) = in} ∪ {x | μ(x) = out} ∪ {x | μ(x) = blank}),

which can be rewritten as

∅ = A \ ({x | μ(x) = in} ∪ {x | μ(x) = out} ∪ ∅).
And subsequently,

A = {x | μ(x) = in} ∪ {x | μ(x) = out}.

Thus, and since {x | μ(x) = in}∩{x | μ(x) = out} = ∅, we note that {x | μ(x) =
out} = A \ {x | μ(x) = in}. Consequently, {x | μ(x) = in} is a stable extension
in H. �
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Next, we discuss three propositions that speed up the process of stable exten-
sion generation.

Proposition 2. Let H = (A,R) be an af, S ⊆ A, S ∩ S+ = ∅, choice ⊆
A \ (S ∪ S+ ∪ S−), tabu = A \ (S ∪ S+ ∪ choice), μ be a characteristic function
of H with respect to S, and v be an argument with μ(v) = blank such that for
all y ∈ {v}− it holds that μ(y) ∈ {out,must-out}. If there is a stable extension
T ⊇ {x | μ(x) = in} such that T \ {x | μ(x) = in} ⊆ {x | μ(x) = blank}, then
v ∈ T .

Proof. Suppose v /∈ T . Then, v ∈ T+ because T is stable. Thus,

∃y ∈ {v}− such that y ∈ T.

However, according to the premise of this proposition,

∀y ∈ {v}− μ(y) ∈ {out,must-out}.

Therefore,

T ∩ ({x | μ(x) = out} ∪ {x | μ(x) = must-out}) = ∅ (�)

By the assumption of the premise of this proposition, we note that

S ∩ (S+ ∪ tabu) = ∅ and choice ∩ (S+ ∪ tabu) = ∅.

Applying Definition 1, this can be rewritten respectively as

{x | μ(x) = in} ∩ ({x | μ(x) = out} ∪ {x | μ(x) = must-out}) = ∅, and
{x | μ(x) = blank} ∩ ({x | μ(x) = out} ∪ {x | μ(x) = must-out}) = ∅.

Again, given the premise of this proposition, note that

T ⊇ {x | μ(x) = in}, and T \ {x | μ(x) = in} ⊆ {x | μ(x) = blank}.

Thus,

T ∩ ({x | μ(x) = out} ∪ {x | μ(x) = must-out}) = ∅. (��)

Observe the contradiction between (�) and (��). �

Proposition 3. Let H = (A,R) be an af, S ⊆ A, S ∩ S+ = ∅, choice ⊆
A\ (S ∪S+ ∪S−), tabu = A\ (S ∪S+ ∪ choice), μ be a characteristic function of
H with respect to S, and v be an argument with μ(v) = blank such that for some
y with μ(y) = must-out it is the case that {x ∈ {y}− | μ(x) = blank} = {v}. If
there is a stable extension T ⊇ {x | μ(x) = in} such that T \ {x | μ(x) = in} ⊆
{x | μ(x) = blank}, then v ∈ T .
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Proof. Suppose v /∈ T . Then,

T \ {x | μ(x) = in} ⊆ {x | μ(x) = blank} \ {v}.

Due to tabu = A \ (S ∪ S+ ∪ choice), and according to Definition 1 it holds that

tabu = {x | μ(x) = must-out}
= A \ ({x | μ(x) = in} ∪ {x | μ(x) = out} ∪ {x | μ(x) = blank}).

Since T ⊇ {x | μ(x) = in} such that T \ {x | μ(x) = in} ⊆ {x | μ(x) = blank},

T ⊆ {x | μ(x) = in} ∪ {x | μ(x) = blank}.

Referring to the premise of this proposition, as y ∈ {x | μ(x) = must-out},
y ∈ tabu (recall Definition 1) and so y /∈ T . However, since T is stable, y ∈ T+.
Thus,

{y}− ∩ T = ∅.

Because y ∈ {x | μ(x) = must-out}, it holds that y /∈ {x | μ(x) = out}; hence
y /∈ S+ consistently with Definition 1. Therefore,

{y}− ∩ {x | μ(x) = in} = ∅.

Thereby,
{y}− ∩ ({x | μ(x) = blank} \ {v}) = ∅.

From the premise of this proposition, it is the case that {x ∈ {y}− | μ(x) =
blank} = {v}. Thus,

{y}− ∩ {x | μ(x) = blank} = {v}.

Contradition. �

Proposition 4. Let H = (A,R) be an af, S ⊆ A, S ∩ S+ = ∅, choice ⊆
A\ (S ∪S+ ∪S−), tabu = A\ (S ∪S+ ∪ choice), μ be a characteristic function of
H with respect to S, and x be an argument with μ(x) = must-out such that for
all y ∈ {x}− it is the case that μ(y) ∈ {out,must_out}. There does not exist a
stable extension Q ⊇ {v | μ(v) = in} such that Q \ {v | μ(v) = in} ⊆ {v | μ(v) =
blank}.
Proof. Consider Definition 1 during the proof. As x ∈ {v | μ(v) = must-out}
and tabu = A \ (S ∪ S+ ∪ choice),

x /∈ {v | μ(v) = in} ∪ {v | μ(v) = out} ∪ {v | μ(v) = blank}.

Subsequently,

∀T ⊇ {v | µ(v) = in} such that T \ {v | µ(v) = in} ⊆ {v | µ(v) = blank}, x /∈ T.

Since for all y ∈ {x}− it holds that μ(y) ∈ {out,must_out},

{x}− ⊆ {v | μ(v) = out} ∪ {v | μ(v) = must-out}.
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Hence, {x}− ∩ ({v | μ(v) = in} ∪ {v | μ(v) = blank}) = ∅. Therefore,

∀T ⊇ {v | μ(v) = in} : T \ {v | μ(v) = in} ⊆ {v | μ(v) = blank}, {x}− ∩ T = ∅.

Thus,

∀T ⊇ {v | μ(v) = in} : T \ {v | μ(v) = in} ⊆ {v | μ(v) = blank}, x /∈ T+.

Subsequently,

∀T ⊇ {v | μ(v) = in} : T \ {v | μ(v) = in} ⊆ {v | μ(v) = blank}, x /∈ T+ ∪ T.

This means,

∀T ⊇ {v | μ(v) = in} : T \ {v | μ(v) = in} ⊆ {v | μ(v) = blank}, T+ = A \ T.

Consequently,

∀T ⊇ {v | μ(v) = in} : T \ {v | μ(v) = in} ⊆ {v | μ(v) = blank}, T is not stable.

This completes the proof of this proposition. �

Now, we turn to lines 2, 3, and 7 in Algorithm 1. Recall, by applying these
lines, it is required to search (respectively) for an argument x such that

x ∈ tabu with {x}− ⊆ S+ ∪ tabu, or x ∈ choice with {x}− ⊆ S+ ∪ tabu, or
x ∈ tabu with |{x}− ∩ choice| = 1.

To implement these lines (i.e., 2, 3, and 7), we define the following construct
(inspired by a hint given in [9] and already utilized in [11]).

Definition 2. Let H = (A,R) be an af, S ⊆ A, S ∩ S+ = ∅, choice ⊆ A \
(S ∪ S+ ∪ S−), tabu = A \ (S ∪ S+ ∪ choice), and μ be a characteristic
function of H with respect to S. For all x ∈ A, if μ(x) ∈ {blank,must-out},
then π(x) def= |{y ∈ {x}− : μ(y) = blank}|.
The intuition behind Definition 2 is that instead of checking (recurrently over
and over) the whole set of attackers, {x}−, of a given argument x, to see whether
{x}− is contained in S+ ∪ tabu, one might hold a counter of the attackers of x
that are currently in choice. Whenever an attacker of x is being moved from
choice, we decrease the counter. So, to check whether {x}− ⊆ S+ ∪ tabu, we
need to do is to test if the counter is equal to zero. In the following proposition,
we prove the usage of this notion (i.e., counting attackers).

Proposition 5. Let H = (A,R) be an af, S ⊆ A, S ∩ S+ = ∅, choice ⊆
A \ (S ∪ S+ ∪ S−), tabu = A \ (S ∪ S+ ∪ choice), and μ be a characteristic
function of H with respect to S. Then, for all x ∈ A it holds that

(i) x ∈ tabu ∧ {x}− ⊆ S+ ∪ tabu ⇐⇒ μ(x) = must-out ∧ π(x) = 0.

(ii) x ∈ choice ∧ {x}− ⊆ S+ ∪ tabu ⇐⇒ μ(x) = blank ∧ π(x) = 0.

(iii) x ∈ tabu ∧ |{x}− ∩ choice| = 1 ⇐⇒ μ(x) = must-out ∧ π(x) = 1.
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Proof. Consider definitions 1 and 2 throughout this proof. From the premise of
this proposition, note that S ∪ S+ ∪ choice ∪ tabu = A. Additionally, the sets:
S, S+, tabu, and choice are pairwise disjoint. Thus, for all x

x ∈ tabu ∧ {x}− ⊆ S+ ∪ tabu ⇐⇒ x ∈ tabu ∧ {x}− ∩ (S ∪ choice) = ∅ ⇐⇒
x ∈ tabu ∧ x /∈ S+ ∧ {y ∈ {x}− | y ∈ choice} = ∅ ⇐⇒
μ(x) = must-out ∧ {y ∈ {x}− | μ(y) = blank} = ∅ ⇐⇒
μ(x) = must-out ∧ π(x) = 0.

That completes the proof of (i). Likewise, (ii) is true since for all x, it holds that

x ∈ choice ∧ {x}− ⊆ S+ ∪ tabu ⇐⇒
x ∈ choice ∧ {x}− ∩ (S ∪ choice) = ∅ ⇐⇒
x ∈ choice ∧ x /∈ S+ ∧ {y ∈ {x}− | y ∈ choice} = ∅ ⇐⇒
μ(x) = blank ∧ {y ∈ {x}− | μ(y) = blank} = ∅ ⇐⇒ μ(x) = blank ∧ π(x) = 0.

As to (iii), for all x, it is the case that

x ∈ tabu ∧ |{x}− ∩ choice| = 1 ⇐⇒
μ(x) = must-out ∧ |{y ∈ {x}− : y ∈ choice}| = 1 ⇐⇒
μ(x) = must-out ∧ |{y ∈ {x}− : μ(y) = blank}| = 1 ⇐⇒
μ(x) = must-out ∧ π(x) = 1.

�

Using the characteristic function μ and the counter function π specified in Def-
inition 1 & 2, respectively, we formulate in Algorithm 1 a backtracking pro-
cess for generating all stable extensions in an af. Let H = (A,R) be an af,
μ : A → {in, out,must-out, blank} be a total mapping such that for all x ∈ A,

μ(x) =

{
must-out, if (x, x) ∈ R;
blank, otherwise.

And let π : A → {0, 1, 2, ..., |A|} be a total mapping such that for all x ∈ A,
π(x) = |{y ∈ {x}− : μ(y) = blank}|. By invoking Algorithm 1 with list-stb-
ext(μ, π, {x | μ(x) = blank ∧ π(x) = 0}), the algorithm computes all stable
extensions in H.

Let us apply Algorithm 1 to generate the stable extensions of an af with
A = {a, b, c, d, e, f} and

R = {(a, b), (b, c), (b, d), (d, b), (d, e), (d, f), (e, c), (e, a), (e, f), (f, a)}.

So, we start the algorithm with list-stb-ext(μ, π, γ) such that

μ = {(a, blank), (b, blank), (c, blank), (d, blank), (e, blank), (f, blank)},
π = {(a, 2), (b, 2), (c, 2), (d, 1), (e, 1), (f, 2)}, and γ = ∅.

(1)

Referring to line 15 in Algorithm 1, let x be the argument a. Then, invoke
list-stb-ext(μ, π, γ) with

μ = {(a, blank), (b, blank), (c, blank), (d, blank), (e, blank), (f, blank)},
π = {(a, 2), (b, 2), (c, 2), (d, 1), (e, 1), (f, 2)}, and γ = {a}.

(2)
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Algorithm 1: list-stb-ext(μ, π, γ)
1 while γ �= ∅ do
2 For some q ∈ γ do γ ← γ \ {q}; μ(q) ← in;
3 foreach z ∈ {q}+ with μ(z) = must-out do μ(z) ← out;
4 foreach z ∈ {q}− ∪ {q}+ with μ(z) = blank do
5 if z ∈ {q}+ then μ(z) ← out else μ(z) ← must-out;
6 foreach x ∈ {z}+ do
7 π(x) ← π(x) − 1;
8 if μ(x) = must-out with π(x) = 0 then return;
9 if μ(x) = blank with π(x) = 0 then γ ← γ ∪ {x};

10 if μ(x) = must-out with π(x) = 1 then
11 γ ← γ ∪ {y ∈ {x}− | μ(y) = blank};
12 if {x | μ(x) = blank} = ∅ then
13 if {x | μ(x) = must-out} = ∅ then {x | μ(x) = in} is stable;
14 return;
15 list-stb-ext(μ, π, {x}); // for some x with μ(x) = blank
16 μ(x) ← must-out;
17 foreach z ∈ {x}+ do
18 π(z) ← π(z) − 1;
19 if μ(z) = must-out with π(z) = 0 then return;
20 if μ(z) = blank with π(z) = 0 then γ ← γ ∪ {z};
21 if μ(z) = must-out and π(z) = 1 then γ ← γ ∪ {y ∈ {z}− | μ(y) = blank};
22 list-stb-ext(μ, π, γ);

Apply a first round of the while loop of the algorithm. Therefore,

μ = {(a, in), (b, out), (c, blank), (d, blank), (e,must-out), (f,must-out)},
π = {(a, 0), (b, 2), (c, 0), (d, 0), (e, 1), (f, 1)}, and γ = {c, d}.

(3)

After a second and third round of the while loop,

μ = {(a, in), (b, out), (c, in), (d, in), (e, out), (f, out)},
π = {(a, 0), (b, 2), (c, 0), (d, 0), (e, 1), (f, 1)}, and γ = ∅.

(4)

Now, {a, c, d} is stable; see line 13 in Algorithm 1. Applying line 14, backtrack
to state (3.1). Perform the actions at lines 16–21, and then invoke list-stb-ext(μ,
π, γ) (line 22) such that

μ = {(a,must-out), (b, blank), (c, blank), (d, blank), (e, blank), (f, blank)},
π = {(a, 2), (b, 1), (c, 2), (d, 1), (e, 1), (f, 2)}, and γ = ∅.

(5)

Referring to line 15, let x be the argument b. Invoke list-stb-ext(μ, π, γ) with

μ = {(a,must-out), (b, blank), (c, blank), (d, blank), (e, blank), (f, blank)},
π = {(a, 2), (b, 1), (c, 2), (d, 1), (e, 1), (f, 2)}, and γ = {b}.

(6)

Apply a first round of the while loop. Thereby,

μ = {(a,must-out), (b, in), (c, out), (d, out), (e, blank), (f, blank)},
π = {(a, 2), (b, 0), (c, 2), (d, 1), (e, 0), (f, 1)}, and γ = {e}.

(7)
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As γ = ∅, apply a second round of the while loop. Thus,

μ = {(a, out), (b, in), (c, out), (d, out), (e, in), (f, out)},
π = {(a, 1), (b, 0), (c, 2), (d, 1), (e, 0), (f, 1)}, and γ = ∅.

(8)

Referring to line 13 in Algorithm 1, {b, e} is stable. Applying line 14, backtrack
to state (3.5). Afterwards, apply the lines 16–21 and then invoke list-stb-ext(μ,
π, γ) (line 22) with

μ = {(a,must-out), (b,must-out), (c, blank), (d, blank), (e, blank), (f, blank)},
π = {(a, 2), (b, 1), (c, 1), (d, 0), (e, 1), (f, 2)}, and γ = {d}.

(9)
In performing the first round of the while loop, we get

μ = {(a,must-out), (b, out), (c, blank), (d, in), (e, out), (f, out)},
π = {(a, 0), (b, 1), (c, 0), (d, 0), (e, 1), (f, 1)}, and γ = {c, f}.

(10)

However, as μ(a) = must-out and π(a) = 0, by applying line 8, we return to a
previous state and eventually terminate the procedure.

Next, we will give four more propositions that (along with the previous propo-
sitions) will establish the verity of Algorithm 1. To this end, we denote by Ti the
elements of a set T at the algorithm’s state i. Algorithm 1 enters a new state
whenever line 2 or line 16 are executed. Note that lines 2 and 16 are sensible
to be selected to designate a beginning of a new state of the algorithm since
they include a decision to re-map an argument to in or must_out rather than
an imposed re-mapping under some conditions, such as those conditions in the
lines 3–5. Focusing on the arguments that are mapped to in, in the initial state
of the algorithm, we let

{x|μ1(x) = in} = ∅,

and for all states i it holds that

{x|μi+1(x) = in} = {x|μi(x) = in} (see line 16) or
{x|μi+1(x) = in} = {x|μi(x) = in} ∪ {q}i

such that {q}i is a one-element set containing an argument from

{x | μi(x) = blank} (see line 15 in Algorithm1)

or an argument from

{x with μi(x) = blank | πi(x) = 0} (see lines 9 and 20 in Algorithm1)

or an argument from

{x with μi(x) = blank | ∃y ∈ {x}+ : μi(y) = must-out ∧ πi(y) = 1},

see lines 10, 11, and 21 in Algorithm 1.
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Proposition 6. Let H = (A,R) be an af and π : A → {0, 1, 2, ..., |A|} be a
total mapping such that for all x ∈ A, π1(x) = |{x}− \ {y : (y, y) ∈ R}|. And let
μ : A → {in, out,must-out, blank} be a total mapping such that for all x ∈ A,

μ1(x) =

{
must-out, if (x, x) ∈ R;
blank, otherwise.

And assume that Algorithm 1 is started with list-stb-ext(μ1, π1, {x | μ1(x) =
blank ∧ π1(x) = 0}). For every state i it holds that {x | μi(x) = in} ∩ {x |
μi(x) = in}+ = ∅.
Proof. Since {x | μ1(x) = in} = ∅, {x | μ1(x) = in} ∩ {x | μ1(x) = in}+ = ∅.
We now show that for every state i,

{x | μi(x) = in} ∩ {x | μi(x) = in}+ = ∅ =⇒
{x | μi+1(x) = in} ∩ {x | μi+1(x) = in}+ = ∅.

Assume that the premise of this implication is true, then we need to show that

{x | μi+1(x) = in} ∩ {x | μi+1(x) = in}+ =
({x | μi(x) = in} ∪ {q}i) ∩ ({x | μi(x) = in}+ ∪ {q}+i ) = ∅.

Subsequently, we need to show that for any state i,

{x | μi(x) = in} ∩ {x | μi(x) = in}+ = ∅, (6.1)

{x | μi(x) = in} ∩ {q}+i = ∅, (6.2)

{q}i ∩ {x | μi(x) = in}+ = ∅, (6.3)

and {q}i ∩ {q}+i = ∅. (6.4)

Assuming the premise of the above implication in this proof, (6.1) follows
immediately.
As to (6.2), recall that μi(q) = blank for all states i. Now, suppose that (6.2) is
false. Thus,

at some state i, ∃x with μi(x) = in : (q, x) ∈ R and μi(q) = blank.

This means

at some state i, ∃x with μi(x) = in : ∃y ∈ {x}− with μi(y) = blank.

This contradicts the actions of Algorithm 1 (lines 2–5), which indicate

∀i, ∀x with μi(x) = in,∀y ∈ {x}−, μi(y) ∈ {out,must_out}.

Therefore, (6.2) holds. Now we prove (6.3). Recall, again, for every state i,
μi(q) = blank. Assume that (6.3) is false. Thereby,

at some state i, ∃x with μi(x) = in : (x, q) ∈ R and μi(q) = blank.
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Thus,

at some state i, ∃x with μi(x) = in : ∃y ∈ {x}+ with μi(y) = blank.

This contradicts the actions of Algorithm 1 (lines 2–5), which require

∀i, ∀x with μi(x) = in,∀y ∈ {x}+, μi(y) = out.

Therefore, (6.3) holds. Now we show (6.4). According to the premise of this
proposition,

∀x with (x, x) ∈ R, μ1(x) = must_out,

and so the actions of Algorithm 1 (including line 3) entail that

∀x with (x, x) ∈ R, for all states i, μi(x) ∈ {out,must_out}.

Now, suppose that (6.4) is false. Thus, (q, q) ∈ R and μi(q) = blank at some
state i. Contradiction. �

Proposition 7. Let H = (A,R) be an af and π : A → {0, 1, 2, ..., |A|} be a
total mapping such that for all x ∈ A, π1(x) = |{x}− \ {y : (y, y) ∈ R}|. And let
μ : A → {in, out,must-out, blank} be a total mapping such that for all x ∈ A,

μ1(x) =

{
must-out, if (x, x) ∈ R;
blank, otherwise.

And assume that Algorithm 1 is started with list-stb-ext(μ1, π1, {x | μ1(x) =
blank ∧ π1(x) = 0}). For every state i, it holds that

{x | µi(x) = blank} ⊆ A \ ({x | µi(x) = in} ∪ {x | µi(x) = in}+ ∪ {x | µi(x) = in}−).

Proof. Since μ is a total mapping from A to {in, out,must-out, blank}, for every
state i it holds that {x | μi(x) = blank} ⊆ A. Now, we need to check that for
every state i,

{x | μi(x) = blank}∩
({x | μi(x) = in} ∪ {x | μi(x) = in}+ ∪ {x | μi(x) = in}−) = ∅.

According to the algorithm’s actions (lines 2–5), note that for every state i,

∀y ∈ {x | μi(x) = in}+ μi(y) = out,

∀z ∈ {x | μi(x) = in}− μi(z) ∈ {out,must-out}.

Hence,

{x | μi(x) = in}+ ⊆ {x | μi(x) = out},

{x | μi(x) = in}− ⊆ {x | μi(x) ∈ {out,must-out}}.
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Thus,

{x | μi(x) = in}+ ∪ {x | μi(x) = in}− ⊆
{x | μi(x) = out} ∪ {x | μi(x) = must-out}.

Since μ : A → {blank, in, out,must-out} is a total mapping, for all i

{x | μi(x) = blank}∩
({x | μi(x) = in} ∪ {x | μi(x) = out} ∪ {x | μi(x) = must-out}) = ∅.

So, it holds that for every state i

{x | μi(x) = blank}∩
({x | μi(x) = in} ∪ {x | μi(x) = in}+ ∪ {x | μi(x) = in}−) = ∅.

This completes our proof. �

Proposition 8. Let H = (A,R) be an af and π : A → {0, 1, 2, ..., |A|} be a
total mapping such that for all x ∈ A, π1(x) = |{x}− \ {y : (y, y) ∈ R}|. And let
μ : A → {in, out,must-out, blank} be a total mapping such that for all x ∈ A,

μ1(x) =

{
must-out, if (x, x) ∈ R;
blank, otherwise.

And assume that Algorithm 1 is started with list-stb-ext(μ1, π1, {x | μ1(x) =
blank ∧ π1(x) = 0}). For every state i it holds that

{x | μi(x) = must-out} =
A \ ({x | μi(x) = in} ∪ {x | μi(x) = in}+ ∪ {x | μi(x) = blank}).

Proof. Note that according to the actions of Algorithm 1 (lines 2–5), for every
state i it is the case that

∀x with μi(x) = in,∀y ∈ {x}+ μi(y) = out.

Subsequently, for every state i it holds that

∀y ∈ {x | μi(x) = in}+ μi(y) = out.

So our target is to show that for all i

{x | μi(x) = must-out} = A \ {x | μi(x) ∈ {in, out, blank}}.
However, this immediately follows from the following observation. Since

μ : A → {in, out, blank,must-out}
is a total mapping, we note that for all i,

{x | μi(x) = must-out} ∩ {x | μi(x) ∈ {in, out, blank}} = ∅, and
{x | μi(x) = must-out} ∪ {x | μi(x) ∈ {in, out, blank}} = A.

This completes our proof. �
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Proposition 9. Let H = (A,R) be an af and π : A → {0, 1, 2, ..., |A|} be a total
mapping such that for all x ∈ A it holds that π1(x) = |{x}− \ {y : (y, y) ∈ R}|.
And let μ : A → {in, out,must-out, blank} be a total mapping such that for all
x ∈ A,

μ1(x) =

{
must-out, if (x, x) ∈ R;
blank, otherwise.

Assume that Algorithm 1 is started with list-stb-ext(μ1, π1, {x | μ1(x) = blank ∧
π1(x) = 0}). Then, the algorithm computes exactly the stable extensions in H.

Proof. The proof is composed of two parts:

P1. At some state i, let {x | μi(x) = in} be the set reported by Algorithm 1 at
line 13. Then, we need to prove that {x | μi(x) = in} is a stable extension
in H.

P2. For all Q, if Q is a stable extension in H and, Algorithm 1 is sound (i.e., P1
is established), then there is a stable extension {x | μi(x) = in}, reported
by the algorithm (line 13) at some state i, such that {x | μi(x) = in} = Q.

To establish P1, it suffices to show that {x | μi(x) = in} = A\{x | μi(x) = in}+,
which means it is required to prove that

{x | μi(x) = in} ∩ {x | μi(x) = in}+ = ∅, and

{x | μi(x) = in} ∪ {x | μi(x) = in}+ = A.

Observe that
{x | μi(x) = in} ∩ {x | μi(x) = in}+ = ∅

is already established in Proposition 6. Now, we need to prove that

{x | μi(x) = in} ∪ {x | μi(x) = in}+ = A.

As μ : A → {in, out,must-out, blank} is a total mapping,

{x | μi(x) = in} ∪ {x | μi(x) = out} ∪
{x | μi(x) = blank} ∪ {x | μi(x) = must-out} = A.

According to the algorithm’s actions (lines 2–5),

∀x with μi(x) = in,∀y ∈ {x}+, μi(y) = out

and
∀y with μi(y) = out,∃x with μi(x) = in ∧ y ∈ {x}+.

Thus, for every state i it holds that {x | μi(x) = in}+ = {x | μi(x) = out}.
Observe, Algorithm 1 reports that {x | μi(x) = in} is stable if and only if
{x | μi(x) = blank} = ∅ and {x | μi(x) = must-out} = ∅, see lines 12–13.
Therefore, it holds that

{x | μi(x) = in} ∪ {x | μi(x) = in}+ ∪ ∅ ∪ ∅ = A,
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which means that {x | μi(x) = in} ∪ {x | μi(x) = in}+ = A.
This completes the proof of P1. Now we turn to P2. By modifying its conse-

quence part, we rewrite P2 into Ṕ2.
Ṕ2 : For all Q, if Q is a stable extension in H and Algorithm 1 is sound, then

there is a stable extension {x | μi(x) = in}, reported by the algorithm (line 13)
at some state i, such that for all a ∈ Q it holds that μi(a) = in.

We establish Ṕ2 by contradiction. Later, we show that the consequence of
Ṕ2 is equivalent to the consequence part of P2. Now, assume that Ṕ2 is false.

Negation of Ṕ2 : There is Q such that Q is a stable extension in H, Algo-
rithm 1 is sound, and for every {x | μi(x) = in} reported by the algorithm (line
13) at some state i, there is a ∈ Q such that μi(a) = in. We identify four cases.

Case 1. For μ1(a) = blank, if the algorithm terminates (line 8) during the
very first execution of the while block (but not necessarily from the first round),
then, since the algorithm is sound, H has no stable extensions. This contradicts
the assumption that Q ⊇ {a} is a stable extension in H. Hence, Ṕ2 holds.

Case 2. If (a, a) ∈ R, then μ1(a) = must_out, which contradicts the assump-
tion that Q ⊇ {a} is a stable extension in H. Hence, Ṕ2 holds.

Case 3. With μ1(a) = blank, assume that after the very first execution of
the while block (i.e., including one or more rounds), μk(a) = blank for some
state k ≥ 1. Then, for a state i ≥ k, let x = a (see line 15 in Algorithm 1). If
for all subsequent states j > i, the set {x | μj(x) = in} ⊇ {a} is not reported
stable by the algorithm, then, since the algorithm is sound, a does not belong to
any stable extension. This contradicts the assumption that Q ⊇ {a} is a stable
extension in H. Hence, Ṕ2 holds.

Case 4. With μ1(a) = blank, assume that after the very first execution of
the while block (i.e., including one or more rounds), μi(a) = blank for some
state i > 1. According to the actions of the while loop, this implies that μi(a) ∈
{in, out,must_out}. For μi(a) = in, if for all subsequent states j > i, the
set {x | μj(x) = in} ⊇ {a} is not reported stable by the algorithm, then,
since the algorithm is sound, a does not belong to any stable extension. This
contradicts the assumption that Q ⊇ {a} is a stable extension in H. Likewise, for
μi(a) ∈ {out,must_out}, since the algorithm’s actions are sound, this implies
that a does not belong to any stable extension. This contradicts the assumption
that Q ⊇ {a} is a stable extension in H. Hence, Ṕ2 holds. Now we rewrite the
consequence of Ṕ2.

The Consequence of Ṕ2 : There is a stable extension {x | μi(x) = in}, reported by
the algorithm (line 13) at some state i, such that Q ⊆ {x | μi(x) = in}. Q being a
proper subset of {x | μi(x) = in} is impossible because otherwise, it contradicts
the algorithm being sound or that Q is stable. Therefore, the consequence of Ṕ2
can be rewritten as next.

The Consequence of Ṕ2 : There is a stable extension {x | μi(x) = in}, reported
by the algorithm (line 13) at some state i, such that Q = {x | μi(x) = in}.

This is exactly the consequence of P2. �
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3 Conclusion

We analyzed mathematically the verity of characteristic functions prevalently
utilized for implementing backtracking processes for listing stable extensions of
afs. Future work may continue this line of research to rigorously investigate
the verity of characteristic functions for generating argument extensions under
different semantics, such as preferred, complete, and stage argumentation. For
further information on the definition and properties of argumentation semantics,
we encourage the reader to consult, for instance, the excellent review of [1].
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Generating Sub-emotions from Social Media
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Abstract. It is predicted that mental illness will be one of the leading causes of
death in 2030. Many people will not share their details of the illness detail with
others, including family and friends. Also, many are unaware that their mental
disorder is affecting their thinking and behavior. Early detection and medical
intervention are necessary, otherwise it leads to severe problems.More than half of
the world population, that is around 58.4% of the people use Social Media (SM) to
express their thoughts and feelings. By fetching their timely thoughts and feelings
expressed in social media we can analyze their emotions and sub-emotions. In this
study, we developed a novel model to generate the sub-emotions of social media
users from EmoLEX lexicon using the Affinity Propagation (AP) algorithm and
word2vect conversion word2vec-google-news-300. The number of clusters and
vocabulary obtained for ten emotions such as Anger, Anticipation, Disgust, Fear,
Joy, Sadness, Surprise, Trust, Positive and Negative is evaluated based on sub-
emotions generated. By using word2vect conversions and AP algorithm it is found
that the consistency of Mean words (μW) per cluster are equally distributed in
each cluster with respect to all emotions on an average of 19, 20, 21 and 22. The
obtained sub-emotions is used to mask the SM user post and it could be further
used for detecting the mental illness of SM users.

Keywords: Affinity Propagation (AP) · EmoLEX Lexicon ·Machine Learning ·
Mental Disorder · Social Media (SM) ·Word2vect

1 Introduction

Our emotions, feelings, and ability to think clearly are all orchestrated together to transmit
information throughout the body via neurotransmitters to make physical sensations.
Failure of it may lead to mental illness. One out of four suffers from mental illness
around the world and experts predict that mental illness will become the reason for the
world’s major cause of death by 2030. Currently, millions of people are suffering from
mental illness and due to the fear of ostracizing they may furtive until it gets worsened
[1–3]. This problem complicates further as many are unaware about their illness at initial
stage.
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Nowadays, more than half of the world that is around 4.62 billion people, use Social
Media (SM) to express their thoughts and feelings. (Datareportal- “January 2022 global
overview”). The second most populous country, India had 448 million SM users in
January 2021. On an average two hours and twenty-seven minutes are spent by SM
users daily on applications like WhatsApp, YouTube, Facebook, Instagram and Twitter.
English is one of the major languages used to write or express their feelings, thoughts,
intentions and ideas in SM [4, 5].

According to Oxford English Dictionary (OED), there are more than six hundred
thousand words available in the English language, and hundreds of new words are added
to it every year [6], to improve the sentences over time. Usage of a few words is faded
which is no longer applicable to modern life.

Usage of lexicon to express themselves in SM opens up a great opportunity for
researchers to understand and analyze the patterns of communications made by SM
users [7]. People suffering from mental illness have a unique pattern of expressing their
emotions in SM. In [8], Xiao Lei Huang et. al. Have performed sentiment analysis by
assigning ‘positive’ and ‘negative’ sentiments to users’ tweets and ascertained that posts
by users under depression are lengthy posts compared to normal users.

Emotion is a psychic state experienced by humans in response to some situation
or event. The three key elements like subjective experience, a physiological response
and behavioral response are responsible to make up emotions [9] [10]. According to
psychologists Paul Ekman and Richard Davidson [11] there are eight primary emotions
(Anger,Anticipation,Disgust, Fear, Joy, Sadness, Surprise andTrust) and two sentiments
(Positive andNegative) as shown inFig. 1. These emotions are experienced and expressed
universally.

Fig. 1. Eight Primary Emotions

By understanding the unique pattern of expressing emotions in SM by mentally ill
and normal users, we can analyze theirmental state, but this is not sufficient to understand
the level of emotion expressed by users [7, 12].
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Using words like Surprise or Astonished, Anger or Furious, Happy or Excited and
Sad or Sorrow clearly indicates the user is expressing different levels of emotions. The
word furious indicates that the user is extremely angry than using the word anger. By
taking this into consideration, the novelty of this research work is to build a model using
word2vec-google-news-300 and AP algorithm that generates the sub-emotions which
are used to measures the level of emotion expressed by SM users in their posts to analyze
their mental health.

The rest of this article is organized as follows: Sect. 2 describes the technologies
and methods used to detect mental illness via questionnaire and SM content. Section 3
gives clear idea about proposed method used to mitigate the current problem. Section 4
provides the results obtained fromour proposedmodel. Section 5 concludes our proposed
work and directs our next step for research.

2 Literature Survey

This section explores the previous works carried out on mental illness detection on
textual content written by SM users. This section is broken into two main categories
of research: a) Finding mental illness symptoms from questionnaire. b) Finding mental
illness symptoms in social media.

Initially, hospitals and agencies were using questionnaires and interviews as one of
the major tools to find mental illness. In our previous work, we have created a model
to predict mental illness using DASS-42 questionnaire and ML algorithms such as a)
Support Vector Machine (SVM) and Logistic Regression (LR) [1], b) Decision Tree
(DT) and its ensemble XGBoost [13] and tuned it on dataset available in the following
link: https://openpsychometrics.org/_rawdata/ [14].

Shuang Li, Yu Liu and Vijay Kumar proposed an optimized model that uses Convo-
lutional Neural Network (CNN) along with Fully Connected Neural Network (FCNN)
to recognize the mental disorder among Primary and Secondary School Students. Using
this optimized model, the recall rate is improved by 0.19 and the accuracy was improved
by 0.03, recall rate was improved by 0.19 and the F1-measure was improved by 0.05
[15].

Murat Acik, et. al. Used Mediterranean Diet Prevention (PREDIMED) dataset to
predict the anxiety and psychological problems using DASS-42 dataset. The relation
between the mental health and diet was analyzed using the Logistic regression model
and found mental illness is inversely proportional to diet [16].

The limitation of using only questionnaire is that many users may be unaware of
their illness and may not take up the assessment. Due to this it is not be possible to
predict mental disorders. This has leaded the researchers to deviate from questionnaire
to users SM data.

In [17], authors presented theRandomForest (RF)model for efficient classification to
predict depression in twitter social media users. They have used random forest algorithm
with wor2vec feature extracting technique and observed that the model resulted in less
over fitting, fast performance, and can handle the data with high dimensions. However, it
cannot balance the labelling of data leading to reduced accuracy and gradients reduction
in case of long sentences.

https://openpsychometrics.org/_rawdata/
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To predict depression in twitter dataset, authors proposed a method to perform dual
classification with the fusion of SVM and Naive Bayes algorithm. They tested and
validated 2500 sentences, evaluated the performance and found that it produced better
accuracy than other existing individual classifiers [18].

In recent years, NLP has drastically emerged in detecting mental disorders in SM
users’ emotions. But, working with emotions in SM users alone will not be sufficient
to predict the mental illness accurately. Hence in our proposed work we generate sub-
emotions as discussed in the following sections.

3 Bag of Sub-emotions Using Google-News-300

Our proposed model for generating sub-emotions is depicted in Fig. 2. It consists of two
steps: (1) Generating sub-emotions and (2) mapping user text to sub emotions.

Fig. 2. Bag of Sub-emotions Model.

3.1 Generating sub-emotions

Generating sub-emotions involvers four stages namely: a) Lexicon Emotion b)
Word2Vec conversion c) Clustering d) Sub-emotions. Flowchart for generating sub-
emotions is shown in Fig. 3.
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Fig. 3. Flowchart for Generating Sub-emotions

a) Emotion Lexicon

Everyword represents or is attached to one or the other form of emotion to human beings.
Lexicons are the collection of words available in the dictionary used for communicating
with one another. Every individualword represents emotions attached to it, hence lexicon
emotions are collection of eight basic emotions (anger, fear, anticipation, trust, surprise,
sadness, joy, and disgust) and two sentiments (negative and positive) attached with each
words.

The corpus of Emotion Lexicon used for our work is taken from online source which
is created by Mohammad Saif M. and Turney Peter D in their research work [19, 20].

b) Word2Vec Conversion

To group the words into different clusters, words with emotions should be converted to
its vector form. There are few word2vector conversion models available as open source
like fastText used in [12].

In our proposed work, we have selected google-news-300 model to convert word to
vector. Figure 4 depicts the converted vector values of a particular word (“anger”) to its
vector with dimension 300.
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Fig. 4. Word to Vector Conversion using google-news-300 Model.

c) Clustering

All words which are converted into 300 dimensional vectors are grouped into different
clusters using Affinity Propagation (AP) algorithm. AP algorithm checks the members
of the input array that are representatives of clusters. After marking the centroid in the
array, each centroid is represented as a different group of sub-emotions [21].

The code snippet of AP Algorithm in python language is shown.

from sklearn.cluster import AffinityPropagation
clustering = AffinityPropagation().fit(X)
centers = clustering.cluster_centers_
labels = clustering.labels_
matrix = clustering.affinity_matrix_

d) Sub-emotions Lexicon

In this stage, the automatically generated clusters for the words in vector form are avail-
able as shown in Fig. 4 that contains sub-emotion vector arrays. Thewords corresponding
to these vectors should be replaced back. After replacing thewords we can find that every
group of cluster contains the associated words with same emotion levels as shown in the
example for anger0 (first cluster) and joy0.

************** anger0
alienate
odious
bother
chafe
bruising

************** joy0
abundance
abundant
bountiful
luxuriance
profusion
teemingness
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3.2 Mapping User Text to Sub-emotions

In this second stage, we take users sentence or text as input and tokenize each word in the
text or sentence with the help of python package “word_tokenize” and map each word to
its corresponding bag of sub-emotions. Flowchart for mapping user text to sub-emotion
is shown in Fig. 5. This process is also called as text masking or text embedding.

Fig. 5. Mapping user text to sub-emotion

4 Experimental Results

The main intention of this research work is to develop a novel model and evaluate the
bag of sub-emotions generated from it. Further, the generated sub emotions can be used
for detecting mental illness like depression, anxiety, stress etc. based on the vocabulary
used by SM users. This section describes the results obtained by our proposed model.

4.1 Vocabulary and Clusters

After the experiment, the selected emotions obtained vocabulary and numbers of clusters
created from AP algorithm for the vocabulary attached to emotions are tabulated. Mean
words (μW) per cluster, standard deviation (σW) per cluster are calculated to check the
consistency of words added per cluster by AP algorithm (Table 1).
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Table 1. Emotions, Vocabulary and Clusters

Emotions Vocabulary Clusters (μW) σW)

Anger 5499 267 20.52 39.57

Anticipation 5306 260 20.33 44.69

Disgust 4706 216 21.69 40.70

Fear 6429 282 22.72 47.76

Joy 3975 192 20.60 42.91

Sadness 5306 260 20.33 44.69

Surprise 3448 174 19.71 40.70

Trust 5000 244 20.41 45.32

Positive 9879 436 22.61 47.17

Negative 11009 493 22.29 40.79

4.2 Sub-emotion Lexicon -Results

Thewords grouped in the clusters for particular emotions like anger, fear, joy and sadness
are randomly selected from our result and tabulated in Table 2 for anger, Table 3 for fear,
Table 4 for joy and Table 5 for sadness.

Table 2. Anger Clusters with Sub-Emotion

anger0 anger1 ……… anger266

alienate
odious
bother
chafe

agitated
angry
disgraceful
fuming

adversity
fee
firearms
nuisance

Table 3. Fear Clusters with Sub-Emotion

fear0 fear1 ……. fear286

abandon
abandoned
regulatory
surprise

abuse
cruelly
mob
absent

adversity
batter
confidence
contagious
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Table 4. Joy Clusters with Sub-Emotion

joy0 joy1 …. joy192

abundance
abundant
bountiful
luxuriance

admiration
adoration
affection
esteem

closeness
confidence
excel
familiarity

Table 5. Sadness Clusters with Sub-Emotion

sadness0 sadness1 ……. sadness260

abandon
abandoned
defy
eschew

abuse
molestation
lacking
traveler

dark
darken
debt
deserted

4.3 User Text to Sub-emotions Text

In the second stage of our proposed model, the “Actual sentence” read from user input is
tokenized into each word and stored in “Tokenized sentence” array. Finally, each token
is mapped to its corresponding sub-emotions from sub-emotions collection. Figures 6
and 7 display the two example results obtained for users input sentence. From the result
it can be noticed that the stop words are not mapped with any emotions because in
google-news-300 the sub-emotions for stop words are not defined.

Actual sentence:  I saw an accident for angry.

Tokenized sentence:  ['I', 'saw', 'an', 'accident', 'for', 'angry', 
'.']

Sub Emotion for actual sentence:  I saw an fear85 for negative52.

Fig. 6. User Sentence to Sub-emotions Conversion Example-1
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Actual sentence:  I was angry becauze he hit me.

Tokenized sentence: ['I', 'was', 'angry', 'becauze', 'he', 'hit', 
'me', '.']

Sub Emotion for actual sentence:  I was negative52 becauze he 
anger22 me.

Fig. 7. User Sentence to Sub-emotions Conversion Example-2

5 Conclusions and Future Work

In this research work, a novel approach is developed to create sub-emotions from emo-
tion lexicon resource using glove model with google-news-300 and AP algorithm. Our
proposed model is divided into two stages: a) Generating sub-emotions and b) Mapping
text to sub-Emotions. We have selected google-news-300 model to convert word to vec-
tor. Hence, the emotions used for a particular word in Google news for 300 dimensions
of associated words are considered for creating sub-emotions. Affinity propagation algo-
rithm is used instead of K-nearest neighbor (KNN) for clustering emotions and we found
that it creates consistent number of words in each cluster. Our model is ready to embed
any user text and in our future work a) We intend to find other word to vector converting
models and APIs to generate the sub-emotions and compare their vocabulary, b) Use
thesemodels to detect depression using standard dataset, and c) Detect stress and anxiety
in social media users using sub-emotions along with machine learning algorithms.
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Abstract. In recent years, the use of Machine Learning (ML) techniques
to exploit data and produce predictive models has become widespread
in decision-making and problem-solving across various fields, including
healthcare, energy, retail, transportation, and many more. Generally, a
well-performing ML model requires large volumes of training data. How-
ever, collecting data and using it to predict behavior poses significant
challenges to the privacy of individuals and organizations, such as data
breaches, loss of privacy, and corresponding financial damage. Therefore,
well-designed privacy-preserving ML (PPML) methods are significantly
required for many emerging applications to mitigate these problems. This
paper provides a comprehensive review of non-cryptographic privacy-
preserving ML along with selected methods, such as differential privacy
and federated learning. This paper aims to provide a roadmap for future
research directions in the PPML field.

Keywords: Privacy-preserving · Machine Learning · Federated
learning

1 Introduction

Privacy-Preserving Machine learning (PPML) is one of the most prominent
application areas for data protection of computing operations [1]. This is espe-
cially crucial when the training sample contains sensitive or private data. Owners
of such data may wish to use it to train a model but do not want to give up
control over their data. PPML methods can help mitigate this risk by ensuring
that the data used to train the model is not linked to personal identity. This can
help protect the privacy of those predicted by the model.

This paper extensively reviews full-scale types of non-cryptographic privacy-
preserving in the ML method, detailing what, where, and how privacy-preserving
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2024
A. Ortis et al. (Eds.): ICAETA 2023, CCIS 1983, pp. 410–421, 2024.
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can be provided. For this purpose, the concept of privacy-preserving ML is intro-
duced and then reviewed in the literature, along with various methods for pre-
serving data privacy while training ML models. The methodology is also briefly
discussed to extend the literature review. Then, these methods are compared,
and recommendations are provided for future work. The remaining sections of
this paper are organized as follows. Section 2 presents non-cryptographic privacy-
preserving machine learning methods. Section 3 provides opportunities and chal-
lenges. Section 4 examines the future research directions. Conclusions are drawn
in Sect. 5.

1.1 Literature Review

This section provides the literature review on non-cryptographic privacy-
preserving ML. Tables 1 and 2 summarize the current studies with their descrip-
tions for differential privacy and federated learning methods, respectively.

Shokri et al. [2] developed a general system for learning from participants’
data without disclosing private information. They created a neural network
model using the “Distributed Stochastic Gradient Descent” optimization app-
roach, training each participant independently. The method achieved success
rates of 99.14% on MNIST data and 93.12% on SVHN data. To increase the
security of the data and minimize the risks of leakage, a differential privacy app-
roach has been applied by updating the parameters (adding noise). Firstly, the
approach of applying differential privacy to Principal Component Analysis [3]
was used for feature selection. A success rate of 73% was achieved on CIFAR-10
data and 97% on MNIST data. Chase et al. [4] developed a new method by using
Secure Multi-Party Computation (SMPC) and differential privacy to protect the
confidentiality of each sample in the training data used to create their neural
network model.

Kotsogiannis et al. [5] offer One-Sided Differential Privacy (OSDP) that
meets sensitivity masking. Their model assures that an attacker cannot con-
siderably reduce the uncertainty about whether a record is sensitive using any
technique. Bassily et al. [6] present a differential privacy type of the Stochastic
Gradient Descent (SGD) method with enhanced composition and privacy ampli-
fication. For training models, Thakkar et al. [7] examine the adaptive gradient
clip technique with user-level differential privacy, eliminating the requirement for
comprehensive parameter tuning. Wang et al. [8] used non-IID (non-identically
independently distributed) data to provide a new convergence analysis on local
epoch size. In their study, a real-time control method that dynamically adjusts
global aggregation frequency was developed. Yang et al. [9] present an extensive
study of a secure federated learning framework in terms of definition, architec-
ture, vertical FL, horizontal FL, and federated transfer learning. Chen et al. [10]
check for inconsistencies between the global and lagged models by modifying
the number of local periods to predict recession, expediting convergence, and
avoiding straggler effect performance degradation. Konecny et al. [11] provide
a technique of a communication-efficient FL model to decrease communication
costs for methods of sketched updates and structured updates.
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Table 1. Current studies in Differential Privacy

Description

Differential Privacy -Two levels of privacy protection

-Doesn’t share raw data during the learning process [12]

-A refined analysis of privacy costs

-Non-convex objectives, under a modest privacy budget
[13]

-Private Aggregation of Teacher Ensembles (PATE) is
applied to preserve users’ privacy

-CT-Scan is affected by COVID-19 or not by comparing
with CNN model [14]

-Differentially private algorithms for convex empirical
risk minimization

-Optimal error rates are provided [6]

-Applied the adaptive gradient clip method with
user-level differential privacy [7]

-One-sided differential privacy (OSDP) to protect
sensitive records and for releasing count queries [5]

-Local and Central Distinctive Privacy (LDP/CDP)
techniques in FL

-Decreases white-box membership inference attacks in
FL [15]

-PRECAD framework that provides both privacy and
robustness for FL [16]

Hamm demonstrates the framework’s performance with realistic tasks such
as network intrusion detection, activity recognition, and malicious URL detec-
tion [27]. Choudhury et al. [12] illustrate the feasibility and usefulness of the
federated learning framework in providing increased privacy while maintaining
the global model’s utility by applying 1 million patients’ real-world electronic
health data. Abadi et al. [13] developed a new method using stochastic gra-
dient descent and differential privacy budget composition approaches. Noise is
added to the gradient before updating the precision-limited network parameters
of each training sample to preserve data. Chamikara et al. [18] propose a dis-
tributed perturbation algorithm called DISTPAB that achieves high accuracy,
efficiency, attack resistance, and scalability for the privacy preserving of horizon-
tally partitioned data. The privacy-preserving FedML demonstrates DISTPAB’s
perfect approach for preventing distributed machine learning privacy leaks while
maintaining high data utility.

Tran et al. [28] propose a method for Privacy-Preserving ML models that can
operate on a decentralized network setting without requiring a reliable third-
party server and provide confidentiality of local data with low-cost communica-
tion bandwidth. They have designed a new method called a Decentralized Secure
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Table 2. Current studies in Federated Learning

Description

Federated Learning -Find the best balance between local updating and
global parameter aggregation for edge computing [17]

-Sketched updates and structured updates [11]

-A distributed perturbation algorithm using the
asymmetry of resources of a distributed environment
[18]

-Two new summoning defense mechanisms, Krum and
Trimmed Mean [19]

-The LDP-FedSGD algorithm is used [20]

-Privacy problems in composite learning [21]

-Obtained small amounts of data from different sources
from various hospitals and trains a global deep-learning
model using blockchain-based FL [22]

-FEDL outperforms vanilla FedAvg algorithm [23]

-IoT data sharing, data offloading and caching,
intrusion detection, localization, mobile audience
detection, and IoT privacy and security [24]

-A Distributed algorithm to develop an overall
decentralized optimization framework [25]

-Lightweight encryption protocol is performed [26]

Framework (SDTF) to protect the confidentiality of data in ML models. It aims
to protect the data’s privacy by supporting the parallel training process on a
decentralized network without needing any third-party server. The Secure Sum
Protocol is designed to safely calculate the sum of the participants’ inputs in a
large group. Randomization techniques and Secure Sum Protocol are combined
to ensure the model-sharing process protects local models, even if two of them are
confidential from honest but curious parties. This protocol aims to train a global
model without leaking information about the local intermediate parameters and
training inputs of the participants in the group. As a result of experiments on
MNIST and UCI SMS spam datasets, the proposed method achieved a high
success rate and efficiency for the created model.

Reich et al. [29] propose the method using Secure Multilateral Computing
(SMC) to cover feature extraction from texts and classification with tree ensem-
bles and logistic regression. They also make inferences about the reliability and
accuracy of the solution. Ma et al. [30] present a new perspective on multi-
lateral ML, which allows multiple neural networks to learn simultaneously and
protects privacy in cloud computing, where huge volumes of training data are
distributed among many parties. The authors conclude that the method meets
the requirements for verifiability and confidentiality.
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Kumar et al. [22] provide a model that obtains small amounts of data from
different resources and uses blockchain-based federated learning for training a
global ML method. Findings from the study show good performance. Liu et al.
[31] suggest the use of federated learning for COVID-19 data training. They also
compare the results of ResNet18, MobileNet, COVID-Net, and MoblieNet, four
popular models with and without a federated learning method. Chaudhuri et
al. focused on the classification problem of a deep neural network model where
the training data consists of sensitive information [32]. They designed a method
that aims to protect confidentiality in classifiers. The study used the approach of
minimizing the average estimation error on the training data while determining
the predictive value for each training sample by the classifier. They also used
differential privacy methods on sensitive data to protect privacy. Other research
on ML with differential privacy includes [33–35].

2 Non-Cryptographic Privacy-Preserving Methods

There are a variety of different methods that can be used to preserve the privacy
of data while training ML models. These privacy-preserving methods are used to
protect the privacy of individuals whose data is being used to train the model.
These methods ensure that the data used to train the model is not linked to the
person’s identity. This section discusses widely used non-cryptographic privacy-
preserving methods, which can be used to make ML algorithms more secure and
protect sensitive data.

2.1 Differential Privacy

The concept of differential privacy is the core of privacy-preserving ML methods.
Differential privacy (DP) was suggested by Dwork et al. [3], which establishes a
sense of personal privacy and enables data analysis in ML. Then, it has become
a prominent privacy protection technology. DP allows the extraction of useful
information from a dataset without revealing any personally identifiable infor-
mation about the individuals in the database, as illustrated in Fig. 1. DP is the
foundation for ML and other encryption schemes that protect privacy. It is also
an anonymization approach that can improve ML and mitigate privacy issues.
DP can be used to generalize the ML process to mask the effects of specific
input data and provide differential privacy concerning individuals, resulting in
a verifiable guarantee of privacy [13]. A differential privacy method has been
implemented to train data for ML algorithms based on the Stochastic Gradient
Descent technique (SGD), an iterative process for incremental gradient updates
to minimize a loss function.

DP is also applicable, especially for group SQL queries involving count, aver-
age, sum, maximum, minimum, and median. It can increase the privacy of the
dataset by adding random noise to the query results.
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Fig. 1. The architecture of differential privacy (DP) overview

2.2 Federated Learning

Federated Learning (FedML or FL) was developed in 2016 as an efficient privacy-
preserving ML technique. In this approach, many clients train their models coop-
eratively in a distributed environment managed by a central server while the
training data is kept locally to protect privacy [9,36]. Figure 2 illustrates the
general FL overview. FL enables the decentralization of ML processes by con-
trolling the risk of compromising datasets and identity privacy as the participant
limits the information exposed to datasets. Traditional centralized ML intro-
duces system privacy issues and costs, which can be mitigated through FL. The
convergence of non-IID data and communications in federated learning scenarios
has been a common concern.

Fig. 2. General federated learning (FL) overview

FedML is branched into five types based on different aspects of federated
learning as follows:
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– Federated averaging (FedAvg): In this method, each client trains its local
model on its own data, then sends the model updates (not the data itself)
to a central server. The server then aggregates the model updates from all
clients and uses them to update the global model.

– Split learning (Splitting): In this method, each client trains its local model
on its local data and sends the output of its local model (not the data itself)
to the central server. The central server then aggregates the outputs from all
the clients to update the global model.

– Federated Averaging with split learning (SplitFedAvg): In this
method, each client sends both its local model and the output of its local
model (not the data itself) to the central server. The central server then
aggregates the models and outputs from all the clients to update the global
model.

– Federated Averaging with data sharing (ShareFedAvg): In this
method, each client sends its local model and training data to the central
server. The central server then aggregates the models and data from all the
clients to update the global model.

– Federated Averaging with data sharing and split learning (ShareS-
plitFedAvg): In this method, each client sends both its local data and local
model to the central server. The central server then aggregates the models
and the data from all the clients to update the global model.

3 Opportunities and Challenges

ML has become an integral part of many sectors, including image classification,
speech recognition, natural language translation, and image analysis. These pop-
ular applications heavily rely on ML nowadays [37]. Amazon SageMaker [38],
Microsoft Azure ML Studio [39], and Google Cloud ML Engine [40] are some
of the known MLaaS (ML as a Service) providers. ML can be used to achieve
various types of data privacy-related work. Human activity recognition (HAR)
can generate massive data [41]. These datasets are from the synergy of com-
munication [42–44] and the Medical Internet of Things (MIoT) [45,46]. These
huge datasets are useful for the ML method because it enhances the study of
the subject, such as the health diagnosis of patients. However, in the case of
healthcare datasets, the privacy of the patient’s information is sensitive. This
kind of data needs to be protected from leakage. The two major algorithms for
this purpose are homomorphic encryption [47,48] and differential privacy [49].
Applying these algorithms mentioned above allows a patient’s data to be stored
by providing privacy. Also, using Federated Learning, data sharing through ML
is better and risk-free. There are remarkable outcomes in applying ML. The
composition between the input and output consists of many layers. The training
data consists of an individual’s private information, which means the datasets
can cause some risks if leaked. To prevent this, some privacy models have been
adopted. Furthermore, financial companies can collect their users’ information,
transactions history, and other information. By applying these data to ML, it
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would be easier to detect fraud. As users’ data plays a vital role in enhancing
datasets’ accuracy, this is one reason why large companies take their users’ infor-
mation to train and enhance these models. Those data can be used to recognize
images, label photographs to objects, etc. [50].

During the process of ML, many challenges are present. These are some of
the downsides of ML models. ML is a data-driven model, which means that the
more data is present, the better the results. A large amount of data is needed
to feed the ML model to achieve accurate results. ML models work with the
maximum amount of input data from people and try to turn it into reality
by providing accurate results. Recent studies have advanced and enabled vast
knowledge to be learned from. Significant achievements include efficient storage,
better processing, and computing on big datasets. However, collecting a large
number of datasets for a particular project can sometimes become difficult due
to the unavailability of data. A low number of data might give outputs that
could be more accurate, which can ruin the outcome and provide false answers.

4 Future Research Directions

Despite ML’s rapid development, it still has challenges and an ever-changing
room for growth. This article reviewed privacy-preserving ML methods and their
latest developments. We discussed FL and different kinds of privacy-preserving
mechanisms. Some potential room for growth and future research directions are
discussed below.

1. To provide data privacy, several FL frameworks have been developed. How-
ever, the quality and accuracy of the data tend to degrade those adapted FL
frameworks. A basic framework of FL is provided for the privacy-preserving
model. A good model can be collaborated using datasets, but privacy is not
guaranteed [51,52].

2. In FL, data privacy for clients lays the most important part. Gradient commu-
nication between participants and the aggregator can reveal sensitive infor-
mation about the participants’ datasets [53,54]. Encryption techniques such
as homomorphic encryption and secret sharing can be utilized to prevent
this. However, computation and communication overhead is something that
encryption-based FL faces. Therefore, it is necessary to find an efficient way
to stop this from occurring. Also, there needs to be a balance between the
trade-off. Perturbation techniques can be utilized to protect weight and gra-
dient updates by adding noise, but this results in degraded model accuracy
and increased computational overhead. A good balance between these two
conflicting performances is necessary.

3. Sensitive information can be extracted from the final model if the query
results are not protected properly. Efficient solutions are needed to protect
the final model. Two possible directions are: a) utilizing encryption or pertur-
bation techniques to protect the final model against external attacks, and b)
utilizing the splitting technique to personalize the model for each participant
by splitting the global model [52,55,56].
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4. The cost of computation and effectiveness differs in terms of privacy-
preserving mechanisms. Optimization of deployment of defense mechanisms
or measurements is necessary. Studies [57] show a useful guide to conduct a
comprehensive investigation on diverse metrics to measure data utility and
data privacy. Most studies focus on frameworks with a central server. Future
research is needed to determine whether privacy attacks against an FL frame-
work without a central server work properly or not.

5 Conclusion

A large amount of data is used in developing ML models during training and
estimation, and the data used may consist of personal data. These data may
include sensitive data of individuals, such as hospital and bank databases. Using
this data in ML models poses security and privacy risks for data owners. Tools
applied to increase the confidentiality and security of data used in ML models are
given in this study. These tools are typically based-on differential privacy and
federated learning for non-cryptographic privacy-preserving ML. In addition,
ML-based architectures created in the literature to increase data security and
privacy using privacy-preserving tools are examined, along with how and at what
stage these tools are applied to the models.
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Abstract. Plant diseases are one of the problems that threaten crop health and
yield in agriculture. Various diseases occurring in plants harm human health and
economically producers and producer countries. Early diagnosis is very important
in order to prevent the damage caused by diseases. For the early detection of these
diseases in plants, continuous observation and examination of plants is required.
In large agricultural areas, continuous monitoring of the plants by the producers or
workers requires long periods of time and causes extra cost increase. In addition,
the person who studies plant leaves must be an expert in plant science. A study
was carried out to detect diseases by observing plants based on deep learning,
which will be a technological solution to all these problems. Yolov5 and Yolov6
algorithms, one of the object recognition algorithms, was used for plant disease
diagnosis. After comparing the two algorithms, the highest AP value with 58.4%
belongs to the Yolov5-m model, the highest AR value with 69.3% belongs to the
Yolov6-s model, and the highest F1 score with 62.4% belongs to the Yolov5-m.
With the study, the comparative results of the models of the Yolo algorithms,
together with the hyperparameter values, are given. According to the obtained
values, it is seen that the small size models give the best performance. The higher
performance of the small size models shows that deep learning models can be
integrated into a mobile system, enabling rapid plant identification, sustainability
in agriculture and cost reduction.

Keywords: Plant Diseases · Plant Leaf · Deep Learning · CNN · Yolo · Object
Detection

1 Introduction

There are some difficulties with the automatic detection of plant diseases. The first of
these is the complexity of the image background. The complexity of the image back-
ground makes it difficult to detect the plant disease, which is the target object, by dis-
tinguishing it from the background. Another difficulty is the problem of not being able
to perceive the image clearly due to excessive exposure of plants to daylight under real
environmental conditions. In addition, distinguishing the leaves of various plants, which
are similar in color and shape, and the similarity of the spots, which are considered as
the symptoms of plant diseases, are among the factors that make the detection of the
disease difficult.
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Developing sensing technologies and robot technology arewidely used in agriculture
because they provide solutions to many problems [1]. At the latest point of computer and
image technologies, Artificial Intelligence (AI) and computer vision application areas
are quite diverse. The decrease in the number of employees in the field of agriculture
[2] requires the use of AI applications in agriculture more. With the developing deep
learning (DL)methods, the possibility of artificial intelligence tomakemistakes has been
reduced and faster working structures have been created. Deep learning algorithms and
architectural methods can be used for early detection of plant diseases. Early diagnosis of
diseaseswith deep learningwill be effective in ensuring the same high quality production
of crops by making careful observation and control of plants periodically.

In this study, small models from deep learning algorithms were used. High perfor-
mance has been achieved in small models of the mentioned object detection algorithms.
The small size of the models means that the size of the weight file to be used in the
detection of plant diseases is small as a result of training the models with the images in
the dataset. The small size of the resulting file makes it possible to integrate the model
results into mobile hardware such as mobile phones and android tablets. In this way, our
study provides the opportunity to create a low-cost and fast-resulting system without the
need for extra equipment to diagnose plant diseases.

For this study, which includes the detection and early diagnosis of plant diseases,
first of all, studies on deep learning models used in object detection in the literature were
examined. After the literature review, the details of the deep learning object detection
algorithm Yolo and the Yolo models used were examined and a suitable dataset for plant
diseases was found. As a result of the findings, the algorithm used was optimized, the
hyperparameter values to be used were determined and the algorithms were run. The
performances of the algorithms trained and testedwith the dataset imageswere examined
comparatively and the results were shared. Finally, it was compared with the studies in
the literature.

2 Related Works

Studies on the subject in the literature are examined in Table 1 under three headings:
citations, job details and algorithms.

Table 1. Related Works

Cites Works Details Algorithms

(Boudjid and Ramzan, 2021) [3] Boudjid and Ramzan have studied the
detection and tracking of mobile and
stationary people for UAV applications.
In their work, they used a dataset of 5000
images that they created themselves. The
Yolov2 algorithm is run with this dataset.
As a result, they obtained 98.2%
accuracy from the Yolov2 algorithm

Yolov2

(continued)
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Table 1. (continued)

Cites Works Details Algorithms

(Dharma et al. 2022) [4] Dharma et al. studied a deep
learning-based model for reading Batak
Toba handwriting. The dataset used
consists of 19 classes and 4674 images.
3739 of the images were reserved as
trains and 935 as tests. They aimed to
read Batak Toba handwritings by running
Faster R-CNN and Yolov3 algorithms
with the dataset they created. As a result
of the training of its algorithms, Faster
R-CNN has 97.3% and Yolov3 98.9%
accuracy rates, while these values are
76.3% and 93.1%, respectively, when the
algorithms are tested with letters. When
tested with numbers, Faster R-CNN
gives 73.6% accuracy and Yolov3 53%
accuracy. When mixed letters and
symbols are tested, Faster R-CNN 47.3%
and Yolov3 35.5% results are obtained

Yolov3, Faster R-CNN

(Kasinathan and Uyyala, 2023) [5] Kasinathan and Uyyala have worked on
the deep learning-based detection of
insects that harm food and crops in the
field. In the study, the Fall Armyworm
(FAW) dataset, which was created from
the images of plant insects, was used.
There are 190 images in the dataset and
70% of the images are reserved as train
and 30% as test. Mask R-CNN,
RetinaNet, R-CNN, SSD and Faster
R-CNN algorithms were run with the
FAW dataset. As a result of the studies,
Mask R-CNN model with Resnet-101
backbone was found to be more
successful than other models with a mAP
value of 94.21%

Mask R-CNN, RetinaNet, R-CNN, SSD,
Faster R-CNN

(Chethan Kumar et al. 2020) [6] In the study, used a ready-made dataset
of six classes for surveillance
applications. The Yolov3 algorithm was
run with the data consisting of images,
and the Yolov4 algorithm was run with
the data consisting of videos. As a result
of the study, Yolov3 was 98% and
Yolov4 was 99% accuracy rate

Yolov3, Yolov4

(Nepal et al. 2022) [7] A dataset consisting of aerial images was
used to determine the areas where the
failed UAVs would land. Yolov3, Yolov4
and Yolov5-l algorithms were run with
the data set consisting of aerial images.
As a result of the study, the accuracy rate
of the Yolov3 algorithm was 46%, and
Yolov4 algorithm was 60%, and the
accuracy rate of the Yolov5-l algorithm
was 63%

Yolov3, Yolov4, Yolov5-l
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3 Material and Method

3.1 Deep Learning and Object Detection

Artificial intelligence can be defined as machines that imitate humans by performing
learning and problem-solving actions to perform specific tasks [8]. The term artificial
intelligence was first used by a group of scientists in 1956, [9] and it has continued
to develop until today and has become the focus of many research topics. With the
continuation of the development, the concept of machine learning (ML) has emerged.
ML is an AI approach that covers the process of creating algorithms that will enable
machines to learn based on the data used [10]. Data given as input in machine learning
for extract the features and the programmer creates the algorithm by examining the data.
With the created algorithm, the properties of the data are extracted and the classification
of the data is performed with machine learning.

With the development of artificial neural networks, an approach called deep learning
(Deep Convolution Neural Network), in which multi-layered and each layer output is
given as input to the next layer, has been presented [11]. With the developed neural
network, analysis works can be performed by processing data such as audio, image,
video and signal. In CNN structures, after some preliminary operations are performed
on the input data, the necessary information in the data, namely the features, are extracted
and classification processes are performed according to the obtained features [12].

Object detection with DL methods is very popular area of study by artificial intelli-
gence researchers recently. In object recognition and object detection processes, images
given as input to CNN structures are given with the information in which region the
object to be recognized is. This pre-process is called the labeling process. CNN extracts
the features from the labeled areas of the images given as input. These properties are
the properties of the object such as color, texture, shape etc. Finally, CNN performs the
classification. Classification is the process of separating the objects whose properties are
extracted from each other, that is, categorizing the objects [13]. Figure 1 has a schematic
representation of object detection with CNN.

Fig. 1. Object Detection With CNN

There are multiple methods that perform object detection using the CNN structure.
These methods are SSD, R-CNN, Yolo, Mask R-CNN, Fast and Faster R-CNN. Among
these methods used in object detection, Yolo is more popular for real-time detection
[14].
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3.2 Yolo

Yolo is a one-step object recognition algorithm. The first version of Yolo was developed
by Joseph Redmon [15]. It means You Only Look Once. It passes the pictures through
the neuron structure in one go, not in two stages. That’s why it works faster. It turns the
objects it detects into boxes called bounding boxes. Figure 2 shows the bounding boxes
used in Yolo.

Fig. 2. An Output From Yolo

In Yolo, each grid is in charge of detecting an object in it. There was a difficulty in
detecting two objects in case of multiple objects in a grid.

To overcome this challenge, Joseph Redmon developed Yolov2, which uses the
anchor box method [16]. With the anchor box method, two different objects in a single
grid become detectable.

With the Yolov3 version [17], the understanding that an object can belong to more
thanone class has been introduced. In addition,Darknet 19wasused for feature extraction
in the Yolov2 version, while Darknet-53 was used in the Yolov3 version. The Yolov4
version used the more advanced CSPDarknet53 for feature extraction. Instead of the
FPN structure used in the neck layer of Yolov3, SAM, PAN and SSP are used in the
neck layer of Yolov4 [18].

Yolov5was developed byGlenn Jocher in 2020. In this version Fig. 3, CSPDarknet53
and Focus structure in the backbone layer, PANet in the neck layer and Pytorch as the
framework are among the innovations made [7]. The biggest difference between Yolov4
and Yolov5 is the use of Pytorch in Yolov5. With the use of Pytorch framework, Yolov5
is easier to configure and more applicable than Yolov4 [19]. With the Focus structure
used, the memory used in Cuda has been reduced. With the innovations made, the model
has been accelerated and its performance increased.
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Fig. 3. Yolov5 Architecture [7]

Yolov6 was developed in 2022 by employees of the Meituan company. This version
of Yolo on Fig. 4 shown has been developed mainly for industrial applications. By
designing the backbone layer called EfficientRep, which consists of RepBlock, RepConv
and CSPStackRep blocks, the developers have enabled more efficient use of hardware
computing power and reduced the latency in feature extraction [20]. In the neck part, Rep-
Pan was used by editing the PANet used in Yolov4 and Yolov5 in order to better balance
the accuracy and speed of the model [20]. Finally, Efficient Decoupled Head, which
solves the classification and detection processes separately, in a branched structure, is
used in order to provide high accuracy and reduce the computational load in the head
layer [20].

Fig. 4. Yolov6 Architecture [20]
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3.3 Dataset

Diseased and disease-free leaf images are needed for the study. The data set named
PlantDoc, created by Davinder Singh et al., was used in line with the need [21]. The
PlantDoc dataset consists of 2598 images and 9216 labeled plant leaves divided into 27
classes (see Fig. 6). In Fig. 5, different images in the data set are given with their classes.

Fig. 5. Example Images From Different Classes Of PlantDoc Dataset

The performance rate of datasets created in the laboratory environment decreases
in real life conditions. The images in the PlantDoc dataset were photographed in real
environmental conditions (cultivated fields). For this reason, it is a suitable dataset for
deep learning-based detection and diagnosis of plant diseases.

There are 13 plant species and 17 plant diseases in the dataset. The 17 disease types
mentioned are given in Fig. 6.

In PlantDoc dataset, tag information is kept in XML files. In order to run Yolo
algorithms with this data set, the file format in which the label information is stored with
the Python software language is arranged as.txt.



Detection and Comparative Results of Plant Diseases 429

Fig. 6. Class and Label Distribution of The PlantDoc Dataset [21]

3.4 Running the Models

Yolov5 and Yolov6 models were trained on Google Colab. Colab is a free virtual com-
puter platform designed by Google for artificial intelligence developers. In the Colab
environment, the image data in the PlantDoc dataset were processed in Python software
programe and Keras, Tensorflow, Pytorch libraries used in artificial intelligence. The
PlantDoc dataset has been split into 3, as train, test and validation. 84%, 8% and 8%
respectively.

The hyperparameters to be used in the algorithms were determined in accordance
with the processing of the images (see Table 2).

The epoch value, which means how many times all the data in the data set will be
shown to the neural network during the training, was determined as 100 for all models.
The image is set to be 640x640. The batch size value, which can be defined as the training
set, is determined as 16. Batch size value of 16 means that the images are processed in
sets of 16 in each epoch and the parameter is updated. The batch size value has a great
effect on the accuracy of the model. However, the small GPU memory limits the batch
size. Not having a large enough GPU memory will cause the batch size to be small.

In the study, the learning rate was determined as 0.0032 for Yolov6 models and 0.01
forYolov5models. Learning rate is the value that defines the update rate of the parameters
created in the neural network, which is connected to the optimization algorithm. Since it
is themost effective parameter in the process ofminimizing the error, a lowvalue can slow
down the learning process unnecessarily and reduce performance a lot. Choosing a large
value may cause poor results in the accuracy performance of the model. Optimization
algorithms increase the accuracy of results in complex learning processes of artificial
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Table 2. Hyperparameters Used in Yolov5 and Yolov6 Models

Models Learning Rate Momentum Activation Function Optimization
Algorithm

Epoch

Yolov5-n 0.01 0.937 SiLu SGD 100

Yolov5-s 0.01 0.937 SiLu SGD 100

Yolov5-m 0.01 0.937 SiLu SGD 100

Yolov6-n 0.0032 0.843 ReLu - SiLu SGD 100

Yolov6-s 0.0032 0.843 ReLu - SiLu SGD 100

Yolov6-m 0.0032 0.843 ReLu - SiLu SGD 100

intelligence. The Stochastic Gradient Descent (SGD) optimization algorithm used in all
models. It continues to work until it reaches the desired minimum value. Themomentum
value, which enables the SGD optimization algorithm to run faster, was determined as
0.843 in Yolov6 models and 0.937 in Yolov5 models. The activation function is used to
convert the outputs to nonlinear values in the learning process. Converting the outputs to
non-linear values causes an increase in the performance of the models. ReLU activation
functions are used in the neck layer and SiLu activation functions in the head layer of
the three Yolov6 models. In the Yolov5 model, the SiLu activation function was used.

3.5 Evaluating the Results of Object Detection Algorithms

The basis for calculating the accuracy of an object detection model is the confusion
matrix in Fig. 7. The confusion matrix shows the accuracy of the model based on the
difference between the object detection model’s prediction and the actual situation. TP
and TN indicate that the model predicts correctly, while FP and FN indicate that the
model predicts incorrectly. If there is a disease in the plant, the object detection model
predicts that there is a disease in the plant, this situation is evaluated as TP. If there is
no disease in the plant and the prediction of the object detection model is that there is
no disease in the plant, this situation is evaluated as TN. If the plant has disease, but
the object detection model predicts no disease, it is considered FN. If the plant has no
disease, but the object detection model predicts disease, it is considered FP.

Fig. 7. Confusion Matrix
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Accuracy is the ratio of correct predictions to all predictions (see Eq. 1). It gives the
success of the model. However, it is not sufficient alone to determine the performance.

Accuracy = (TP + TN )/(TP + FP + TN + FN ) (1)

The precision value given in Eq. 2 is the unit of measure that shows how many of
the values predicted by the object detection model are actually correct.

Precision = TP/(TP + FP) (2)

Recall, on the other hand, shows how many of the actually correct values were
predicted correctly by the object detection model (see Eq. 3).

Recall = TP/(TP + FN ) (3)

The F1 score given in Eq. 4 is obtained by taking the harmonicmean of the two values
to evaluate the precision and recall values over a single value. If the two values are at
the extreme point, since the normal mean calculation will cause an incorrect evaluation,
harmonic mean calculation has been made instead of the normal mean.

F1 = 2 ∗ (Precision ∗ Recall)/(Precision + Recall) (4)

4 Result and Discussion

In the study 6 different models of Yolov5 and Yolov6 algorithms (Yolov5-n, Yolov5-s,
Yolov5-m, Yolov6-n, Yolov6-s, Yolov6-m) were used with PlantDoc dataset. The results
of the classification and detection of plant diseases were shared (see Table 3).

Table 3. Training Results of Yolov5 and Yolov6 Models

Models Precision Recall F1 Train Time (hour) mAP

Yolov5-n 0.544 0.528 0.535 2.443 0.563

Yolov5-s 0.575 0.539 0.556 2.663 0.574

Yolov5-m 0.611 0.555 0.581 2.838 0.603

Yolov6-n 0.54 0.513 0.486 2.928 0.530

Yolov6-s 0.586 0.528 0.520 3.259 0.560

Yolov6-m 0.547 0.572 0.522 3.806 0.547

Among the results of the PlantDoc dataset in the trained Yolo models, the highest
precision value is 0.611, which belongs to the Yolov5-m model. The Yolov6-s and
Yolov5-s models follow the Yolov5-m model in terms of precision. In the comparative
analysis of the data obtained by the models in terms of the recall value, the highest
recall value of 0.572 belongs to the Yolov6-m model. Yolov5-m and Yolov5-s models
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follow the Yolov6-mmodel as recall values, respectively. F1 value is checked to evaluate
the precision and recall values together. Yolov5 models have a higher F1 value than
Yolov6 models. Among the Yolov5 models, the Yolov5-m has the highest F1 value. The
model with the highest mAP value is the Yolov5-m model. By comparing all values,
the best model in terms of performance is seen as the Yolov5-m model. In addition to
performance in object recognition, training time is also important. The model with the
best performance for training time is Yolov5-n model. Yolov5-m model comes after the
Yolov5-nmodel in terms of time performance. However, considering the object detection
performances, Yolov5-m model gives a more balanced performance.

When the mAP-Epoch curves of the models are examined (see Fig. 8), an increase
in the accuracy rate is observed in each model due to the increase in epoch and time. It
is desired that the models used are stable as a result of training. The less fluctuations in
the curves, the more stable the model will be. When the curves of Yolov6 models are
examined, the mAP value is zero and suddenly increases until it reaches a certain epoch

Fig. 8. mAP-Epoch Curves of Yolov5 and Yolov6 Models
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value. Then it continues to follow a horizontal path. Although there is little fluctuation
in the curves of Yolov6 models, sudden mAP changes disrupt the stability of the models.
When the graphs of the Yolov5 models are examined, it is seen that the Yolov6 models
are more stable than the graph curves. The Yolov5 model has a higher mAP value than
other models, so its performance is better than other models.

After the models were trained, each model was tested with the test images in the
dataset.When the test results in Table 4 are examined, the highest AP value is theYolov5-
mmodel with 0.584. Yolov5 models outperformed Yolov6 models in terms of AP value.
The Yolov6-s model have the highest AR value. When all AR values were examined,
Yolov6 models gave better results than Yolov5 models. However, when the F1 value,
which is the joint evaluation of AP and AR values, is examined, Yolov5 models have
higher performance than the Yolov6 models.

Table 4. Test Results of Yolov5 and Yolov6 Models

Models Average Precision Average Recall F1

Yolov5-n 0.494 0.609 0.545

Yolov5-s 0.54 0.617 0.575

Yolov5-m 0.584 0.671 0.624

Yolov6-n 0.396 0.692 0.503

Yolov6-s 0.414 0.693 0.518

Yolov6-m 0.423 0.691 0.524

Another factor for performance evaluation of object detection algorithms is losses.
Class loss is given in Fig. 9. Initially, there was a rapid decrease in class losses of all
models. Afterwards, a more horizontal decrease was observed. When the curves are
examined, it is seen that the losses are inversely proportional to the epoch increase.
When the class losses are examined, at the end of 100 epochs, Yolov6-n fell below 1.0,
Yolov6-s 0.8, Yolov6-m 0.7. Class losses of the Yolov5-n and Yolov5-s models are about
0.015, while the class losses of the Yolov5-m model are about 0.01. The class loss of
the Yolov5-s model is lower than the Yolov5-n model. The class loss of the Yolov5-m
model, on the other hand, has the lowest class loss among all models. In general, the
class loss values of Yolov6 gave worse results than Yolov5.

Midhun P. Mathew et al. conducted a study for the detection of bacterial spot on bell
pepper plant [22]. The dataset they prepared for disease detection consists of 2 classes,
the healthy part and the bacterial stain. The images in the dataset are divided into two as
3000 trains and 1000 tests.With the data set,Yolov4 andYolov5s algorithmswere run and
the researchers suggested the Yolov5s model for speed and accuracy. Achyut Morbekar
et al. [23] used a readily available dataset for the detection of plant diseases. There are
24 classes in the dataset used. As a result of their studies, the researchers suggested
the Yolov3 algorithm because it is fast and high performance. Abhishek Mohandas
et al. created a special dataset to detect the disease of 5 different plant leaves [24].
They divided dataset 80% train and 20% test. As a result of the study, the Yolov4-tiny
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Fig. 9. Class Loss Curves of Yolov6 Models

model was successful in the classification and detection of plant diseases. Kazi Riad
Uddin et al. [25] used the PlantDoc dataset for the identification and detection of plant
diseases. Shamse Tasnim Cynthia et al. [26] created a special dataset for the detection
of 5 different plant diseases. There are 236 images in the dataset. 80% of these images
are split for train and 20% for testing. Faster R-CNN algorithm was proposed for plant
disease detection with their work. It was stated that the model with the highest accuracy
rate with a mAP value of 53.81% was EfficientD0.

As a result of the studies, the models of the Yolov6 algorithm performed well.
Our research is to ensure sustainability and quality crop production in agriculture by
providing early diagnosis of diseases on plants. According to the results obtained, the fact
that the Yolov5-mmodel works faster than the othermodels and has a better performance
with 65% mAP shows that it can be used in the detection of plant diseases.

In our study, the hyperparameter values used in the Yolov5 and Yolov6 algorithms
were chosen so that the small models would perform well. The results obtained from
small-sized object detection models are suitable for use in mobile systems. In addition,
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by training and testing 6 similar models with the same data set, a more homogeneous
and comprehensive comparison was obtained compared to other studies. In this way, the
sensibility rate of the results obtained is higher. In addition to all these, further studies,
in order to obtain a higher accuracy rate, the number of images belonging to each class
in the data set used in the training of the model should be increased and optimization
studies should be carried out on the model.
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1 Department of Software Engineering, Bahçeşehir University, Istanbul, Turkey
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Abstract. In this study, we propose a TripletMAML algorithm as an
extension to Model-Agnostic Meta-Learning (MAML) which is the most
widely-used optimization-based meta-learning algorithm. We approach
MAML from a metric-learning perspective and train it using meta-
learning tasks composed of triplets of images. The idea of meta-learning
is preserved while generating the meta-learning tasks and training our
novel meta-model. The experimental results obtained on four few-shot
classification datasets show that TripletMAML that is trained using a
combined loss yields in high quality results. We compared the perfor-
mance of TripletMAML to several metric learning-based methods and
a baseline method, in addition to MAML. For fair comparison, we used
the reported results of those algorithms that were obtained using the
same shallow backbone. The results show that TripletMAML improves
MAML by a large margin, and yields better results than most of the com-
pared algorithms in both 1-shot and 5-shot settings. Moreover, when we
consider the classification performance of other meta-learning algorithms
that use much deeper backbones, we conclude that TripletMAML is not
only competitive in terms of the classification performance but also very
efficient in terms of the complexity.
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1 Introduction

Machine learning approaches that aim to make learning more generalizable with
the help of meta-knowledge obtained from previous tasks are known as meta-
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learning [1,23]. The necessity for these methods stems from the fact that, in some
circumstances, the amount of labelled data is too small to train a neural net-
work model. For example, Convolutional Neural Networks (CNNs) can achieve
excellent results for many vision-related tasks when there is huge data; however,
their performance drops significantly under a limited data regime. The type of
problems for which there are limited labeled training examples are available is
referred to as Few-Shot Learning (FSL) [12,16,17] and there is ever-increasing
interest among the machine learning researchers for these problems.

Lu et al. [19] state that most of the recent studies for computer vision-
related FSL problems focus on deep metric learning and meta-learning methods.
In [9], meta-learning techniques for FSL are categorized as (i) memory-based,
(ii) metric-based and (iii) optimization-based methods. In memory-based algo-
rithms, a meta-learner is trained by a memory element to be able to learn new
classes. In metric-based approaches, a meta-learner learns a representation in
the feature space. Finally, optimization-based methods perform an optimization
process using a differentiable loss function over support set samples.

In this study, we design a new TripletMAML algorithm that takes MAML [13]
algorithm as a basis and extends it by incorporating Triplet Networks. MAML
is an optimization-based algorithm that focuses on finding a good initial state
of a neural network which then can be adapted easily to a novel task using a
few optimization iterations. We adopt the same optimization procedure used in
MAML, but replace the network model with a Triplet Network. We could there-
fore utilize both the metric-based loss function and the classification-based loss
function to train the meta-model parameters. From this perspective, Triplet-
MAML is the first meta-learning algorithm that is both an optimization-based
and metric-based algorithm, to the best of our knowledge. It is also important
to note that the meta-learning idea is preserved while generating the meta tasks
and training the meta-model.

The structure of this paper is organized as follows: we first discuss related
studies in Sect. 2, then we explain our TripletMAML algorithm in Sect. 3. Next,
in Sect. 4, we mention the experimental settings, and in Sect. 5, we provide exper-
imental results. Finally, in Sect. 6, we conclude the paper.

2 Related Studies

MAML [13] is an optimization-based method which can be used with any model
trained with gradient descent and, therefore, convenient for different types of
problems. MAML has received considerable popularity due to its performance
on different types of FSL problems. Different variants of the method have been
introduced in the literature. Nichol et al. [21] introduce a variant of MAML called
Reptile, which suggests joint training. The performance of Reptile is comparable
to that of MAML, but it is less sensitive to the selection of hyper-parameters.
Raghu et al. [22] study the effectiveness of MAML and present a new method
called ANIL (Almost No Inner Loop) which simplifies MAML by removing the
inner loop everywhere except the task-specific head. In another study, Arnold
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et al. [2] investigate the performance of MAML under different architectural
settings. Fan et al. [11] propose a variant of MAML, called SignMAML, whose
time complexity is less than MAML. Huisman et al. [15] investigate MAML, and
a memory-based method, meta-learner LSTM, and they propose a new meta-
learning algorithm, namely, TURTLE, based on those methods.

Metric-based methods have also shown to be very successful for FSL prob-
lems. For the purpose of predicting the unknown class labels, Matching Networks
[31] use a k-nearest neighbours algorithm which is end-to-end trainable using the
learned embedding of the few labelled examples. In an embedding space, these
networks can also be considered a weighted nearest-neighbour classifier. Snell et
al. [26] propose a simple but efficient metric-based algorithm called Prototypical
Networks. Chen et al. [6] investigate the performance of baseline methods. These
methods, in general, pre-train the given network by applying standard transfer
learning procedures and then apply fine-tuning.

Li et al. [18] approach the FSL problem using a triplet network-based metric
learning method to generate embedding that will help discriminate the classes
better. They formulate a deep K-tuplet Network that compare K negative sam-
ples all at the same time in a given mini-batch. They first train an embedding
network using the samples in the training dataset with K-tuplet loss in order to
learn feature embedding. Then, a distance metric module with a non-linearity
functionality is used to learn to discriminate the embeddings of novel classes.
Although their technique looks similar to our TripletMAML method in terms of
incorporating a Triplet Network, there are significant differences. As far as we
are aware, our TripletMAML is the first meta-learning algorithm that is both
an optimization-based and metric-based method. Moreover, the way the meta-
model is trained conforms to the idea of meta-learning. Therefore, we assume
that our TripletMAML is the first meta-learning method that uses Triplet Net-
works.

3 A New Meta-Learning Algorithm: TripletMAML

In our TripletMAML algorithm, we take first-order MAML (fo-MAML), that
does not compute second gradients as our basis. It is shown in [13] that fo-
MAML is nearly as good as the second-order version, and therefore fo-MAML
has become the default MAML due to its speed. We will be referring to fo-MAML
when we say MAML in the rest of this paper.

3.1 MAML

MAML [13] is applicable in any model that can be trained with the Gradient
Descent algorithm. The algorithm includes two optimization cycles, an outer
loop and an inner loop. The inner loop tries to learn a new task consisting of
a few labelled examples by optimizing the initial parameters. In contrast, the
outer loop tries to find an appropriate starting point using meta-information
obtained from those tasks.
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In a typical machine learning setting, a dataset D is split as Dtrain and Dtest,
each containing a number of samples. However, in meta-learning, each batch
contains a number tasks which is described as follows [23]: A meta-dataset D
consists of a training meta-dataset, Dtrain, and a test meta-dataset Dtest which
is used to see the performance of a trained meta-model on unseen tasks. Dtrain

and Dtest consist of multiple small datasets, Di, each of which is called a task.
Each task is further split into a training,support set, and a test set, query set.

During training, MAML updates meta-model parameters, θ, with some gradi-
ent descent updates on the given task’s, Ti, support examples, and the model’s
parameters become θ

′
i but this is temporary. The model with θ

′
i is tested on

the same task’s query examples, and the loss is recorded. Then, the adaptation
process for the next task starts with initial model parameters θ. Meta-model
parameters θ are only updated during the meta-optimization stage, which starts
upon completing all tasks in a given batch. So, θ is updated permanently using
the error of the query set which was previously conditioned on the support
set. After the meta-training phase, the meta-testing phase starts. The ability of
the meta-learner to learn new tasks coming from novel classes is evaluated by
temporarily training it on support set examples and testing on the query set
examples.

3.2 Triplet Networks

Triplet networks inspired by Siamese networks are comprised of 3 instances of the
same neural network with shared parameters. Scroff et al. [25] show that these
networks are successful for numerous vision-related tasks. The network is fed
with triplets, each containing three samples consisting of an anchor, a positive
example coming from the same class as the anchor and a negative example
coming from a different class. The network is then trained with the aim of
bringing the feature vectors of the anchor and positive closer while pushing the
feature vectors of the anchor and negative example further away.

The triplet loss for a given triplet is computed as in Eq. 1, where xa is the
anchor, xp is a positive sample, x− is a negative sample, f is the feature vector
obtained for a given input, and []+ = max(., 0) is the hinge function. The positive
pair is separated from the negative pair at least by a distance margin, α. In [27],
it is claimed that (N+1)-tuplet loss is a better alternative to triplet loss in which
N-1 negative examples are all used simultaneously to identify a positive example.
A positive example is being compared against the samples from multiple negative
classes to yield a balanced embedding vector for the positive example, which is
far from the rest of the classes. Given an (N+1)-tuplet of training examples
x, x+, x1, .., xN−1 where x+ is a positive example to x and xi

N−1
i=1 are negative,

and f is the embedding function, the (N+1)-tuplet loss is given in Eq. 2. It is
also shown that it is equivalent to triplet loss when N=2 if the embeddings have
unit form as shown in Eq. 3.

L(xa, xp, x
−) = [‖f(xa) − f(xp)‖22 − ‖f(xa) − f(x−)‖22 + α]+ (1)
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L(x, xp, xi
N−1
i=1 ) = log

(
1 +

N−1∑
i=1

exp(f(x).f(xi) − f(x).f(xp))

)
(2)

L(2+1)−tuplet(x, xp, x
−) = log

(
1 + exp(f(x).f(x−) − f(x).f(xp))

)
(3)

3.3 Triplet Generation for TripletMAML

In our TripletMAML method, we have selected (2+1)-tuplet loss shown in Eq. 3
as the metric loss function, which is also combined with classification loss. In
this section we explain our triplet task generation scheme that conforms to meta-
learning paradigm.

According to Ravi and Larochelle [23], if 5-way 1-shot classification is going
to be performed, then training episodes should be comprised of 5 classes taking
one image from each. In our 5-way 1-shot triplets-based task setting, the same
number of shots is used for both the support and the query set. 4 triplets form a
task, and a combination of k tasks forms a mini-batch. In a given task support
set, the same anchor and positive samples are used in all triplets, whereas a
different negative sample is used in each triplet. Since the anchor example and
the positive example belong to the same class, each class except the positive
class is represented by one sample. As a result, there are 4 triplets in a given
task with a total of 4+2 samples taken from 4+1 distinct classes. While forming
the query set, different examples from the same positive and negative classes
are used, conforming to the meta-learning task setting. Moreover, the idea of
meta-learning, using the error of the query set examples conditioned previously
on the support set to update the meta-learner, is preserved in our TripletMAML
algorithm.

Fig. 1. Generation of triplets for 5-way 5-shot setting. Each support and query set
contains five samples for each class, where the samples belonging to the same classes
are denoted with the same colour (best viewed in colour).

In the 5-way 5-shot setting, each class is represented by five samples in both
the support and the query sets. In Fig. 1, the examples from the same classes are
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denoted with the same colour. As can be seen in the figure, five images per class
are used to form 20 triplets. As in the 1-shot setting, the same anchor image,
Xanc, is used in all the triplets. Xpos 1 to Xpos 4 all belongs to the same class as
Xanc. Therefore there are five samples from the same positive class. Remaining
4 classes are all denoted by Xneg i, i ∈ 1, .., 4. For each negative class, again,
there are five samples. Xneg 1 1 represents the first example belonging to the first
negative classes. The same classes but different samples are used for the query
set. It is also important to note here that while calculating the classification
accuracy for TripletMAML to compare it to MAML and other methods, the
accuracy contribution for a given sample is only calculated once.

Algorithm 1: Triplet-MAML Pseudo-code
Input: α, β: Fast and meta-learning rate

1 Initialize model with θ
2 for Nbr Outer do
3 Sample a batch of triplets: T
4 for Ti ∈ {T} do
5 for Nbr Inner do

6 Calculate loss on support: Lsupport
Ti

(fθ)

7 Calculate and record gradients: ∇θLsupport
Ti

(fθ)

8 Adaptation: θ
′
i = θ − α∇θLsupport

Ti
(fθ)

9 Meta-update: θ ← θ − β∇θ

∑
Ti∈{T} Lquery

Ti
(f

θ
′
i
)

TripletMAML algorithm is summarized in Algorithm 1. As can bee seen in
the pseudo-code, the optimization process of MAML is strictly followed. The
meta-model consisting of a triplet network is adapted for each task in the batch
as shown in line 4. The model is adapted for a number of gradient descent
steps which is shown as Nbr Inner in the algorithm using the support set of
the current task. The loss shown in line 6 contains both embedding and the
classification components. The model which is adapted using the combined loss
is tested on the query set. When all the tasks are complete in a given batch,
meta-model parameters are updated using the gradients calculated on the query
set.

4 Experimental Settings

4.1 Datasets for Few-Shot Classification

Omniglot dataset [16] contains 1623 characters belonging to 50 alphabets. For
each character in a given alphabet, there are 20 examples in the dataset. Each
of these examples is handwritten by a different writer. Most studies adopt the
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augmentation method of Vinyals et al. [31] which includes resizing the characters
to 28 × 28 and rotating in multiples of 90◦.

MiniImageNet was introduced by Vinyals et al. [31] by sampling from
the ImageNet dataset. It is as complex as the ImageNet dataset but requires
significantly fewer computational resources. This dataset contains 60K 84×84
coloured images from 100 classes. We use the splits from Ravi et al. [23] in this
work.

Fig. 2. Some samples from the datasets used in this study

CUB-200-2011 is an larger version of previous CUB-200 dataset [33] con-
sisting of 6033 images over 200 bird species. CUB-200-2011 [32] doubles the
number of images per category. There are 11,788 images across 200 classes in
this dataset. Most studies follow Hilliard et al.’s [14] evaluation protocol. They
also resize each image to 84 × 84 after some data augmentation process. The
dataset provides bounding boxes to crop the images, but it is also possible to
use the full bird images with the background, which provides a harder challenge.
Triantafillou et al. [30] do not use bounding boxes to generate cropped images.
Similarly, Chen et al. [6] do not use any bounding box information, and they
first resize each image to 126 × 126 (84× 1.5), then center crop to extract 84
× 84. We have followed the same approach to create images of 84 × 84 with
no bounding box information. From now on, we will refer to this version as the
CUB.

CIFAR Few-Shot (CIFAR-FS) was introduced by Bertinetto et al. [5]
as a new few-shot learning dataset which is harder than Omniglot but easier
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than the MiniImagenet dataset. It consists of 60K colour images of sizes 32×32
pixels. The classes in this dataset are sampled from the CIFAR-100 dataset. In
this work, we use the original splits from Bertinetto et al. [5].

4.2 Loss Function

Following [27], we decided to use (N+1)-tuplet loss with N = 2 as the metric
loss in addition to the cross entropy loss which is used as the classification
loss function. It is shown in the literature that multi-task learning approach
performs well in various vision-related tasks. For example, in [4], the problem
is modelled as a multi-task prediction task where the the classification loss and
the embedding loss are combined. It is also shown in [29] that modelling the
problem at hand as a multi-task learning problem is more effective in image
retrieval tasks than relying only on a single embedding loss. Therefore, in this
study, we combine these two loss functions using the weighted sum method. A
parameter λ is used to control the contribution of the embedding loss as in [29].

4.3 Backbone and MAML Hyper-parameters

In our TripletMAML implementation, we adopted the architecture and the
hyper-parameters from the CNN-4 model in [13,31] which consists of four blocks,
each comprising 64 convolution filters of size 3 × 3 which is followed by a batch
normalization layer. ReLU is used for the nonlinearity and a max-pooling layer is
used for the dimentionality reduction. In our TripletMAML implementation, we
have modified the final layer to consider both metric loss and classification loss.
There are also MAML algorithm related hyper-parameters that need to be set
such as fast learning rate, meta learning rate, train adaptation steps, test adap-
tation steps and the number of train iterations. For each dataset, we adopted
the MAML hyper-parameters from the literature studies.

Table 1. The architectural and algorithm related hyper-parameters used in preliminary
experiments

MiniImageNet CUB

Number of filters 32 32

Meta batch-size 4 (2 for 5-shot) 4

Fast learning rate 0.01 1e−2

Train adaptation steps 5 5

Test adaptation steps 10 10

Meta learning rate, optimizer 1e−3, Adam 1e−3
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5 Results and Discussion

We have built our triplet meta-learning model taking the PyTorch MAML imple-
mentation in the learn2learn meta-learning library [3] as a basis. We have used
the same number of examples for each class for both the support and the query
set during the test phase. Experiments are carried out on a single RTX 3090
GPU with a memory of 24 GBs. For each dataset, the train iterations are set
to 60000, and the test performance averaged over 600 test episodes with 95%
confidence interval is shown.

Table 2. 5-shot preliminary experiments to select λ

MiniImageNet CUB

5-shot 5-shot

λ = 0.5 66.39 ± 0.88 81.50 ± 0.87

λ = 1 66.67 ± 0.87 81.69 ± 0.80

λ = 1.5 63.79 ± 0.87 81.77 ± 0.84

5.1 Preliminary Experiments

We first run a set of preliminary experiments to control the contribution of the
embedding loss, a λ. We have experimented with several λ values ∈ {0.5, 1, 1.5}
using MiniImageNet and CUB datasets. MiniImageNet dataset was already used
in the original MAML paper [13], so we have adopted their settings directly.
The CUB dataset was not used in the original MAML paper, so we adopted
these parameters from other studies that use the same CNN-4 architecture like
[15,20,24]. Selected settings for the two datasets are shown in Table 1. For each
of the two datasets, and each λ, TripletMAML is run for 60000 iterations and
tested for 600 test episodes (using validation set) and the results are given in
Table 2. Based on those, we decided to set λ = 1.

5.2 Few-Shot Classification Experiments

Omniglot was already used in the original MAML paper [13], so we adopted
their settings directly. For the CIFAR-FS dataset, we adopted the parameters
from the literature studies that propose a model similar to MAML [10,11,20].
These parameters are shown in Table 3. We compare our TripletMAML against
various baselines, including three metric learning-based methods, namely, Match-
ing Networks (Matching Nets) [31], Prototypical Networks (ProtoNet) [26], and
Relation Networks (Relation Nets) [28], and a baseline method [6] in addition to
MAML. For a fair comparison, we have selected the literature results obtained
using CNN-4 backbone for each benchmark dataset.
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Table 3. The architectural and algorithm related hyper-parameters used in Triplet-
MAML for Omniglot and CIFAR-FS

Omniglot CIFAR-FS

Number of filters 64 64

Meta batch-size 32 4 (2 for 5-shot)

Fast learning rate 0.4 1e−2

Train adaptation steps 1 5

Test adaptation steps 3 10

Meta learning rate, optimizer 1e−3, Adam 1e−3, Adam

Table 4. 5-way accuracy values averaged over 600 test episodes on Omniglot and
MiniImageNet datasets with 95% confidence interval

Omniglot MiniImageNet

1-shot 5-shot 1-shot 5-shot

MAML [13] 98.7 ± 0.4% 99.9 ± 0.1% 48.70 ± 1.84% 63.11 ± 0.92%

Matching Nets [31] 98.1% 98.9% 46.6% 60.0%

ProtoNet [26] 98.8% 99.7% 49.42 ± 0.78% 68.20 ± 0.66%

Relation Nets [28] 99.6 ± 0.2% 99.8 ± 0.1% 50.44 ± 0.82% 65.32 ± 0.70%

Baseline++ [6] – – 48.24 ± 0.75% 66.43 ± 0.63%

TripletMAML 98.06 ± 0.50% 98.50 ± 0.26% 53.53 ± 0.17% 68.90 ± 0.89%

Table 5. 5-way accuracy values averaged over 600 test episodes on CUB and CIFAR-FS
datasets with 95% confidence interval

CUB CIFAR-FS

1-shot 5-shot 1-shot 5-shot

MAML [13] 53.12 ± 0.93%� 70.90 ± 0.75%� 34.97 ± 0.70%� 47.41 ± 0.73%�

Matching Nets [31] 57.70 ± 0.87%� 71.42 ± 0.71%� 36.97 ± 0.67%� 49.44 ± 0.71%�

ProtoNet [26] 51.34 ± 0.86%� 67.56 ± 0.76%� 36.83 ± 0.69%� 51.21 ± 0.74%�

Relation Nets [28] 59.47 ± 0.96%� 73.88 ± 0.74%� 36.40 ± 0.69%� 51.35 ± 0.69%�

Baseline++ [6] 60.53 ± 0.83% 79.34 ± 0.61%

TripletMAML 70.46 ± 0.17% 81.43 ± 0.86% 64.03 ± 1.79% 73.47 ± 0.90%

� refers to results from [7]

The results of the experiments regarding Omniglot and MiniImageNet are
given in Table 4. These suggest that TripletMAML yields high accuracy on the
Omniglot with no data augmentation applied. In all the other baselines (MAML,
Matching Nets, ProtoNet, Relation Nets), the dataset is augmented with rota-
tions. In addition, ProtoNet [26] used different shots for the query set during
training. Likewise, Sung et al. [28] used 19 and 15 query images in 1-shot and
5-shot settings, respectively during training. Omniglot was not used in [6], so we
left its result empty.
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For the MiniImageNet dataset, TripletMAML’s results are superior to all
other algorithms in both settings. It improves the accuracy of the closest baseline,
Relation Nets, by 3% for 1-shot setting. As in the case with Omniglot, MAML,
ProtoNet and Relation Nets use large number of query points. There are also
other studies in the literature that result in higher accuracy values; however,
those methods use a deeper feature backbone like ResNet-12 as in Meta-Baseline
[8]. We did not include those results for a fair comparison.

The results regarding CUB and CIFAR-FS datasets are given in Table 5. For
the CUB dataset, the results suggest that TripletMAML is better than all other
methods in both settings. It improves Baseline++’s accuracy by a large margin
of 10% in 1-shot setting. When it comes to 5-shot setting, the improvement is
about 2%. MetaMix+MAML [7] algorithm achieves 73.04% and 86.10% accuracy
for 1-shot and 5-shot settings, respectively. Our TripletMAML is no worse by
5% than MetaMix+MAML, which was pretrained using ResNet-12 and used 16
query points during training.

TripletMAML is again superior to all the baseline methods for the CIFAR-FS
dataset as shown in the table. The CIFAR-FS dataset was first introduced by
Bertinetto et al. [5]. Hence, we wanted to consider the accuracy of their closed
formed solver. Similar to [26], they train using 20 classes for CIFAR-FS using a
random number of training shots. They achieve 65.3% and 78.3% accuracy for
5-way 1-shot and 5-shot settings, respectively and these state that TripletMAML
is no worse than that by 5%. On the other hand, MetaMix+MAML [7] algorithm
performs poorly on the CIFAR-FS dataset. It yields 43.58% and 58.27% accuracy
values for 1-shot and 5-shot configurations, respectively, which are clearly inferior
to TripletMAML’s results.

6 Conclusion

In this study, we propose a TripletMAML algorithm as an extension to MAML
which is a well-known optimization algorithm for few-shot classification prob-
lems. We adopt the same optimization procedure used in MAML, but replace
the network model with a Triplet Network. We could therefore utilize both the
metric-based loss function and the classification-based loss function to train the
meta-model parameters. The idea of meta-learning idea is preserved while gen-
erating the meta-learning tasks and training the meta-model. For our Triplet-
MAML algorithm, we adopted the shallow CNN architecture used in the original
MAML algorithm. Most meta-learning algorithms start to yield similar results
when very deep architectures are used as the backbone, so we believe using a
simple backbone would help to reveal the performance of a given algorithm bet-
ter. We have performed experiments on four few-shot classification datasets. For
each of those datasets, we compared the performance of TripletMAML to several
metric learning-based methods and a baseline method, in addition to MAML.
For fair comparison, we used the reported results of those algorithms that were
obtained using the same shallow backbone. The experiments state that Triplet-
MAML improves MAML by a large margin and also yields better results than
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most of the compared algorithms. Moreover, the results state that it yields com-
petitive results when compared to much complex algorithms. As a future study,
we would like to observe its performance for image retrieval problems.
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Abstract. Data augmentation is an effective technique for improving
the performance of machine learning models. However, it has not been
explored as extensively in natural language processing (NLP) as it has
in computer vision. In this paper, we propose a novel text augmentation
method that leverages the Fill-Mask feature of the transformer-based
BERT model. Our method involves iteratively masking words in a sen-
tence and replacing them with language model predictions. We have
tested our proposed method on various NLP tasks and found it to be
effective in many cases. Our results are presented along with a compar-
ison to existing augmentation methods. Experimental results show that
our proposed method significantly improves performance, especially on
topic classification datasets.

Keywords: text augmentation · data augmentation · mask filling ·
language modeling

1 Introduction

Training neural networks with larger amounts of data can improve their gener-
alization ability and performance. In fact, increasing the amount of data often
has a greater impact on model performance than using a more complex model
[4]. However, obtaining large quantities of data can be expensive, especially in
supervised learning, where each sample must be labeled.

Data augmentation is a way to increase the amount of training data available
without collecting and labeling more data. In machine learning, data augmen-
tation involves generating synthetic data from existing data in order to increase
the amount of training data. Data augmentation can serve as a regularizer and
improve the performance of machine learning models.

In image datasets, data augmentation involves applying transformations such
as rotating, cropping, and changing the brightness of images. Data augmentation
has been studied more extensively in computer vision than in natural language
processing [23]. Numerous studies have demonstrated the remarkable success of
data augmentation on image datasets [8,15,18]. One reason for this; transforma-
tions create new, valid images when applied to data. Applying transformations to
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text datasets is not straightforward because they can disrupt syntax, grammat-
ical correctness, and even alter the meaning of the original text. In addition, it
is more challenging to preserve the label of an augmented sample in text than in
images. These difficulties make it challenging to find effective data augmentation
methods for text datasets.

Existing text augmentation methods include back-translation [9], synonym
word substitution [20], easy data augmentation (EDA) [26] techniques such as
random insertion, random swap, random deletion, or transformer-based text
generation techniques such as; GPT-3 [5] or BERT [7].

In this paper, we propose a novel augmentation method that leverages the
Fill-Mask feature of the transformer-based BERT model. We have tested our
proposed method on a variety of natural language processing (NLP) tasks and
found it to be effective in many cases. We compare our proposed method to
existing text augmentation methods and present our results. The rest of this
paper is organized as follows: Literature review in Sect. 2, methods in Sect. 3,
experiments in Sect. 4, discussion and limitations in Sect. 5, and conclusions in
Sect. 6.

2 Literature Review

Synonym replacement is one of the automated text augmentation techniques.
Synonym replacement is the process of replacing, especially, nouns or verbs with
their synonyms from a formal database source. Zhang et al. used the WordNet
database for synonym replacement to increase the size of the training dataset
[29].

The EDA offers four simple data augmentation operations: random swaps,
random insertions, random deletions, and synonym replacements [26]. EDA
methods are tested with RNNs and CNNs extensively in their experiments
for text classification. Authors found that model performance is significantly
improved by EDA techniques, especially for small datasets.

As an alternative to EDA, AEDA (An Easier Data Augmentation) only
incorporates random punctuation marks into the original text [10]. The AEDA
method is simpler to implement, and it preserves all the input sentence informa-
tion, since it does not include deleting or replacing. AEDA has shown to improve
performance on 5 text classification datasets.

Word embeddings can be used for a similar purpose as well. Instead of replac-
ing words with synonyms from a specific source, With Word2Vec [16] words are
replaced with their most similar counterparts [14]. The authors demonstrate that
when a formal synonym model is not available, Word2vec-based augmentation
can be beneficial.

Text augmentation can also be accomplished using back-translation. Back
translation is the translation of a sentence from one language into another and
then translating it back into the original. It is shown that the use of back trans-
lation resulted in a decrease in overfitting and an improvement over the BLUE
score for IWSLT tasks [22].
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There have been significant gains across different NLP tasks using
transformer-based models, such as BERT [7], GPT-2 [19], and BART [12]. It
is possible to use the text generation capabilities of these models for text aug-
mentation [6,11]. The main challenge of these methods is preserving the label of
the augmented sentence.

The augmentation of data does not have to be at the textual level. Once the
text is represented as a vector, various techniques such as noise injection [27] or
mix-up [24,28] can be applied for augmentation. These methods are not specific
to text augmentation, but can be used for other data types. These augmentation
methods can be applied both with and without text-level augmentation, yet they
are not the main topic of our analysis.

We propose an augmentation method based on a transformer-based BERT
model. As opposed to the previous methods, it uses the masked language mod-
eling (Fill-Mask) feature instead of directly generating text. The Fill-Mask task
involves masking and predicting which words to replace the masks. These models
are useful for obtaining statistical understanding of the language in which the
model was trained. A detailed description of our proposed augmentation method
is can be found in the method section.

3 Methods

Increasing the number of samples in the training set can generally improve the
performance of a machine learning model, but the extent of the improvement
depends on how different the new samples are from the existing ones, whether
they contain noise, and how accurate their labeling is. Adding new examples
that are identical to existing ones may not have a significant impact on model
training. On the other hand, if the new samples are sufficiently different from
the existing ones, the model may be able to learn better decision boundaries.
The performance of the model can also be negatively affected by a large amount
of input or label noise in new samples.

In data augmentation, it is important that the generated instances are differ-
entiated from the existing ones while still maintaining their labels. We propose
Iterative Mask Filling Augmentation, a method that aims to replace existing
sentences or paragraphs as much as possible while preserving their meaning and
structure. This method uses masked-language modeling (MLM), which has been
trained on a large corpus of text. MLMs predict words that have been intention-
ally hidden within a sentence and provide valuable information for understanding
the statistical properties of language. Words can have different meanings in dif-
ferent contexts, so it is important to learn context-dependent representations
of each word. In MLM, the context of a sentence is taken into account when
generating mask predictions, allowing the model to make confident predictions
about which words can replace masked words.

Iterative Mask Fill Augmentation is given in Algorithm 1. In this algorithm,
each word in a sentence is replaced with the <Mask> symbol. The MLM model
then determines which words can replace the masked word, along with their
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associated scores. The k hyperparameter of the algorithm determines how many
words the new word is chosen from. There is a confidence score associated with
each word that can replace the <Mask>, and these scores are normalized to
probability values such that their sum is one. The word to be replaced is selected
based on these probabilities.

Since the MLM model is trained on a large corpus of text, it suggests only
plausible words for the given context. Taking into account the context of the
entire sentence, if only one word seems plausible at a given point, it is most likely
to be selected due to its high score in comparison to other words. Therefore, not
all the words in the sentence will be changed; only those that are reasonable to
change will be replaced. In cases where there is a chance of more than one word
being plausible for a given point, probabilistic selection is performed, and the
word is replaced. At the end of each iteration, an augmented version of the input
sentence is created.

Algorithm 1. Iterative Mask Fill
Require:
1: MLM : Pretrained Mask Language Model
2: k : Number of top labels to be returned by MLM
3: Sent : Sentence to be augmented

4: procedure generate_augmentation
5: tokenized_sent ← word_tokenize(Sent)
6: l ← len(tokenized_sent)
7: for i ∈ {1...l} do
8: tokenized_sent[i] ← ” < mask > ”
9: scores, preds ← MLM(tokenized_sent[i])

10: word ← select_word(scores, preds, k)
11: tokenized_sent[i] ← word

12: return Join(tokenized_sent)

13: procedure select_word(scores, preds, k)
14: sum = sum(scores)
15: p = scores/sum
16: j ←− Choose j from [1. . . k] with probability p
17: return preds[j]

For example, the augmented version of the sentence “We introduce a new
language representation model called BERT” produced by the algorithm is “they
developed a natural language processing system called BERT”. The steps of the
algorithm can be seen in Fig. 1.
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Fig. 1. Example Sentence Augmentation

4 Experiments

In this section, we will introduce the datasets used, describe the details of the
experiments we performed, compare augmentation algorithms, and propose sev-
eral improvements.

4.1 Datasets

We determined text data sets with various tasks for experiments. These datasets
are the news category dataset (News) [3,17], financial sentiment analysis dataset
(FinSent) [13], twitter sentiment analysis dataset (TwitSent) [2] and the New
York Times news (New York). The New York dataset contains 800 news articles
for training and 3000 news articles for testing. The News dataset has 10 classes,
the New York dataset has 4 classes, and the FinSent and TwitSent datasets have
3 classes each. The datasets News, New York, TwitSent, and FinSent consist of
45000, 800, 74664, and 5843 samples, respectively, although we used subsets of
these datasets in our experiments (as shown in Fig. 2).

We created the New York dataset with news articles from the year 2022,
sourced from the New York Times website. We did this because existing lan-
guage models may have been trained on older datasets, which could bias their
predictions. However, since these news articles were written after the language
models were created, they were not trained on these texts.
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The datasets used in our experiments can be grouped into two broad cate-
gories: category determination and sentiment analysis. To examine the effects of
real training examples on the training dataset, we split the training dataset into
subsets of various sizes and tested the performance of the model for each subset
size. For each dataset, we used the same test set in all experiments. Figure 2
displays the results of these analyses. By examining the differences between the
model’s performance on the real training samples and the augmented samples,
we can calculate the accuracy gain that would be achieved by adding real training
samples to the training dataset. The orange line in Fig. 2 indicates the number of
training samples chosen for the experiments. Since augmented sentences cannot
be as good as real training examples, these differences represent the potential
maximum success of augmentation methods. These analyses allow us to compare
different augmentation methods and see their potential gains.

Fig. 2. Training Set Size - Test Set Accuracy Analysis (Color figure online)

4.2 Training Settings

For classification, all texts in the dataset were converted to lowercase and sen-
tence vectors were created using the transformer-based model [1]. Throughout
all experiments, neural networks were used as classifiers. First layer of the neural
network consist of 384 neurons which are representations of texts. Three hidden
layers, consisting of 64, 16, and 4 neurons respectively, are then connected to
this layer. Tanh is the activation function of these layers. Output layer of neural
network determined by datasets number of classes. The activation function of
the last layer is softmax, which gives confidence scores for each class.
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In all experiments, we used a hyperparameter k as 5 in the Iterative Mask Fill
(IMF) algorithm. This parameter determines how many words are considered as
candidates to replace the masked word at each iteration of the IMF algorithm.
The value of k can affect the performance of the IMF algorithm, and choosing an
appropriate value for k may require experimentation. In general, increasing the
value of k may allow the IMF algorithm to consider a wider range of words as
candidates to replace the masked word, potentially leading to more diverse aug-
mented sentences. However, a larger value of k may also lead to slower execution
of the algorithm and may result in augmented sentences that are less faithful to
the original text. In our experiments, we found that a value of k = 5 produced
good results for the datasets and tasks considered. It is possible that different
values of k may be more suitable for different types of data and tasks.

4.3 Comparison of Text Augmentations

The purpose of this section is to test how much the Iterative Mask Fill (IMF)
augmentation algorithm improves performance by adding new examples to the
training set. We compare the performance of the IMF Augmentation algorithm
to several other basic text augmentation algorithms, including random insertion,
random swap, random deletion, synonym word substitution, back translation
augmentation, and BERT replacement.

Random insertion (ri): This method involves inserting one of the synonyms
of a randomly chosen word anywhere in the sentence. Random swap (rs): This
method involves replacing two randomly chosen words in a sentence. Random
delete (rd): This method involves randomly deleting each word in a sentence
based on a probability p. Synonym word substitution: This method involves
replacing n words with one of their synonyms among the non-stop words in a
sentence. Back translation (bt): This method involves translating a sentence from
one language to another and back to the original language. In our experiments,
the data sets we used were in English, so we translated the sentences into Turkish
and augmented them by translating them back into English. BERT replacement
(br): This method involves masking some words in sentences and replacing them
with BERT predictions. This method is similar to the non-iterative version of our
proposed IMF method, as well as the synonym replacement method, where words
are replaced with BERT predictions instead of their synonyms. In all of these
methods, we used an alpha ratio of 0.1, which yielded the best performance in
our EDA study. The alpha ratio indicates the percentage of words in the sentence
that will be changed. Unless it is 0, it guarantees that at least one word will be
changed.

In this section, we compare the performance of various methods of text aug-
mentation. Based on the training size-accuracy analysis shown in Fig. 2, we used
the training set sizes indicated by the orange line in the figure. For each sample,
we included 1 and 4 augmentations using the existing methods. Therefore, the
training set size increased by 100% and 400% in each set of experiments. As part
of the performance comparisons, we also included the results when real sentences
were added to the training dataset. The results of these experiments are shown
in Table 1.
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Table 1. Comparison of text augmentation methods

New York News Fin Sent Twit Sent

vanilla 69.46 ± 2.74 58.98 ± 2.19 67.23 ± 0.36 62.25 ± 0.64

real_sample 74.70 ± 1.71 63.35 ± 2.32 68.59 ± 0.53 65.16 ± 0.70

ri (100%) 71.13 ± 1.42 60.30 ± 1.56 64.94 ± 0.59 61.73 ± 0.54

rs (100%) 69.50 ± 2.37 59.03 ± 2.47 64.73 ± 0.75 61.53 ± 0.47

rd (100%) 70.61 ± 2.45 57.81 ± 3.23 64.66 ± 0.62 60.93 ± 0.75

sr (100%) 69.76 ± 2.06 58.17 ± 3.13 65.06 ± 0.59 61.46 ± 0.41

bt (100%) 69.58 ± 2.38 60.73 ± 3.50 66.81 ± 1.34 62.69 ± 0.35

br (100%) 68.58 ± 2.69 58.40 ± 1.47 67.12 ± 0.68 61.82 ± 0.46

imf (100%) 71.43 ± 1.68 60.67 ± 1.92 66.56 ± 0.82 61.75 ± 0.44

ri (400%) 69.05 ± 2.09 59.58 ± 1.73 64.90 ± 0.78 61.29 ± 0.36

rs (400%) 69.92 ± 2.35 60.13 ± 2.27 64.73 ± 0.66 61.52 ± 0.69

rd (400%) 70.41 ± 1.88 59.52 ± 1.68 64.63 ± 0.75 61.63 ± 0.38

sr (400%) 70.69 ± 1.38 60.45 ± 2.81 65.36 ± 0.68 61.99 ± 0.61

br (400%) 69.79 ± 1.53 61.52 ± 1.71 67.09 ± 0.33 61.76 ± 0.56

imf (400%) 71.93 ± 1.58 61.25 ± 1.64 64.47 ± 0.70 60.77 ± 0.78

These results show that the basic text augmentation methods generally
improve the vanilla performance on category classification datasets, but not on
sentiment analysis datasets. In sentiment analysis, the back translation method
only improved performance on the TwitSent dataset. The EDA methods did
not improve success much, but random insertion was the most promising among
them. The IMF method improved performance on the two category classification
datasets but decreased performance on the sentiment analysis datasets. Increas-
ing the number of augmented sentences reduced overall accuracy, which suggests
that the augmented sentences may contain label noise.

4.4 Improving Performance of Text Augmentations

While performing data augmentation, it is important to preserve the label of the
instance. If the label changes during the augmentation process, it will mislead the
model and reduce its performance. On the other hand, if the label is preserved
without significantly altering the instance, the effect on the model’s performance
will be minimal, since the instance’s representation in space will not be changed.
Among the augmentation methods we used in the experiments, IMF is the one
that changes the input sentence the most, since it has the potential to change
each word in the sentence.

To visualize the impact of different augmentation methods on sentence rep-
resentations, we plotted the vector representations of real and augmented texts
using 2-dimensional TSNE. For each dataset, we randomly selected 100 repre-
sentations and plotted the real and augmented sentences with different colors.
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Fig. 3. Real and Augmented Sentences TSNE Representations

Figure 3 illustrates these plots. As shown in Fig. 3, the real and augmented sen-
tences completely overlap for the other methods, but there are differences for the
IMF method. These experiments support our claim that sentences augmented
with IMF are more different from their original counterparts.

In this section, we also propose a method for filtering the texts generated by
augmentation methods, selecting some of them, and including only the selected
examples in the training set. To do this, we use a model trained with the vanilla
method without augmentation for sample selection. With this model, we cal-
culate the loss values of the augmented sentences and include only the k% of
augmented sentences with the lowest loss values in the training set. This method
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Table 2. Effect of filtering augmented sentences with low loss

vanilla
real_sample

% smallest
loss

New York News FinSent TwitSent
69.46 ± 2.74 58.98 ± 2.19 67.23 ± 0.36 62.25 ± 0.64

74.70 ± 1.71 63.35 ± 2.32 68.59 ± 0.53 65.16 ± 0.70

ri 100% 71.13 ± 1.42 60.30 ± 1.56 64.94 ± 0.59 61.73 ± 0.54

rs 100% 69.50 ± 2.37 59.03 ± 2.47 64.73 ± 0.75 61.53 ± 0.47

rd 100% 70.61 ± 2.45 57.81 ± 3.23 64.66 ± 0.62 60.93 ± 0.75

sr 100% 69.76 ± 2.06 58.17 ± 3.13 65.06 ± 0.59 61.46 ± 0.41

bt 100% 69.58 ± 2.38 60.73 ± 3.50 66.81 ± 1.34 62.69 ± 0.35

br 100% 69.79 ± 1.53 61.52 ± 1.71 67.09 ± 0.33 61.76 ± 0.56

imf 100% 71.43 ± 1.68 60.67 ± 1.92 66.56 ± 0.82 61.75 ± 0.44

ri 80% 71.98 ± 2.62 61.42 ± 2.06 66.48 ± 0.21 61.81 ± 0.50

rs 80% 72.80 ± 0.51 62.12 ± 1.77 66.06 ± 0.38 61.93 ± 0.51

rd 80% 71.90 ± 1.58 60.74 ± 1.82 66.28 ± 0.35 61.91 ± 0.69

sr 80% 71.01 ± 2.29 60.10 ± 2.90 67.08 ± 0.29 62.05 ± 0.45

bt 80% 69.64 ± 2.29 58.76 ± 2.18 66.88 ± 0.54 63.15 ± 0.69

br 80% 68.44 ± 2.56 62.25 ± 1.21 67.42 ± 0.32 62.27 ± 0.40

imf 80% 72.88 ± 1.29 62.87 ± 2.06 67.49 ± 0.50 63.24 ± 0.50

ri 50% 69.44 ± 2.21 58.59 ± 1.75 66.67 ± 0.74 61.43 ± 0.51

rs 50% 66.71 ± 3.23 56.04 ± 4.37 66.97 ± 0.37 61.71 ± 0.71

rd 50% 68.19 ± 2.08 57.48 ± 2.78 66.89 ± 0.83 61.69 ± 0.90

sr 50% 70.20 ± 2.25 58.77 ± 1.97 67.27 ± 0.31 62.14 ± 0.33

bt 50% 71.04 ± 1.29 58.76 ± 2.09 67.08 ± 0.34 63.03 ± 0.65

br 50% 67.74 ± 1.31 55.77 ± 3.41 67.35 ± 0.27 62.11 ± 0.39

imf 50% 71.29 ± 1.83 62.07 ± 1.63 67.80 ± 0.17 62.03 ± 0.52

ri 25% 68.80 ± 2.59 58.18 ± 2.19 66.32 ± 0.96 61.53 ± 0.82

rs 25% 68.80 ± 3.67 56.40 ± 2.82 66.70 ± 0.47 61.61 ± 1.34

rd 25% 68.92 ± 2.40 57.34 ± 2.82 66.93 ± 0.48 61.93 ± 0.81

sr 25% 68.45 ± 3.55 58.07 ± 2.84 66.31 ± 1.54 62.38 ± 0.40

bt 25% 70.00 ± 3.05 59.40 ± 2.48 67.47 ± 0.37 62.72 ± 0.76

br 25% 66.99 ± 4.81 57.45 ± 1.45 67.23 ± 0.31 61.68 ± 0.84

imf 25% 70.26 ± 1.93 59.33 ± 1.44 66.94 ± 1.09 61.36 ± 0.69

allows us to choose only the most realistic and useful augmented examples for
training the model.

Table 2 summarizes these results. In Table 2, four sentences were generated
for each sentence in the dataset using every method except back translation,
which only generates one augmented sentence for each sentence. For the low-
est loss rates of 25%, 50%, and 80%, we included the corresponding percentage
of augmented sentences in the training set. These results show that including
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low-loss augmented sentences in the training set significantly improves the per-
formance of the augmentation methods. We believe that low-loss examples are
less likely to contain label noise. Filtering low-loss samples, particularly improved
the performance of the IMF algorithm, which performed very closely to includ-
ing real samples in the training set for category classification datasets. Across
the datasets and algorithms, including the 80% of augmented sentences with the
lowest loss rates, except for FinSent, provided the best results.

4.5 Using Different Language Models

The IMF method we propose uses a masked language model to generate aug-
mented sentences. For each sentence, it uses the predictions of the language
model for the number of words in the sentence. As a result, the duration of the
augmentation process depends on the number of words in the sentence and the
prediction time of the model. Very large models, such as BERT, can take a long
time to generate predictions because they have a large number of parameters.
Therefore, in this section, we perform augmentation using smaller versions of
BERT, namely distilBERT [21] and tinyBERT [25], and compare their perfor-
mance to the original BERT model. Table 3 summarizes these results.

Table 3. Comparison of different language models for the IMF

MLM param_count time New York News FinSent TwitSent

Bert 110m 240 s 72.88 ± 1.29 62.87 ± 2.06 67.49 ± 0.50 63.24 ± 0.50

DistilBert 66m 156 s 72.36 ± 1.51 63.70 ± 1.51 66.85 ± 0.50 62.00 ± 0.39

TinyBert 4m 23 s 72.38 ± 1.63 61.25 ± 2.10 66.50 ± 0.38 61.88 ± 0.52

In Table 3, the param_count column indicates the number of parameters
in the model, and the time column shows the time in seconds required for
100 sentence augmentations in the News dataset. In general, as the number of
parameters in the language model decreases, the performance of the augmented
sentences also decreases. However, reducing the size of the language model sig-
nificantly speeds up mask estimation. This trade-off between performance and
speed can be taken into consideration when selecting a language model for text
augmentation. There is a close to linear relationship between the number of
model parameters and the time required for mask estimation.

5 Discussion and Limitations

Previous methods proposed for text augmentation aim to enrich the dataset
by making simple changes to the text. These methods are not very effective at
improving model performance. The IMF method that we propose can increase
the performance of augmented sentences more than other simple methods, but
it requires a language model and can take a long time to generate augmented
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sentences, especially for longer texts such as paragraphs. As mentioned in the
previous section, the algorithm can be accelerated by using a language model
with fewer parameters. In our experiments, we found that the IMF method is
more suitable for sentence-based augmentation and is more effective for news
texts than for sentiment analysis datasets. This is because the sentiment of a
sentence can change completely when a single word is changed, while the mean-
ing of a news text is less sensitive to changes in individual words. Additionally,
for all augmentation methods, as the size of the real dataset increases, the perfor-
mance obtained with augmented texts decreases. This is because even when using
real data, model performance changes very little as the dataset size increases.
Therefore, augmentation methods are most effective when the dataset size is
small.

6 Conclusions

In this paper, we propose a new text augmentation method using a MLM. We
compare its performance with other augmentation methods on two news classi-
fication and two sentiment analysis datasets. Our results show that it can signif-
icantly improve the performance, especially in news classification datasets with
a small number of training samples. We also propose a simple filtering process
for augmented sentences to preserve their labels. We observe that existing aug-
mentation methods do not significantly improve the performance of sentiment
analysis tasks. One of the main challenges in text augmentation is to sufficiently
modify the text while preserving its labeling. In future work, we aim to propose
new augmentation methods using language models trained for different tasks
that address these limitations. We also plan to study the effects of online text
augmentation in future work.
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Abstract. Pub/Sub is a common pattern allowing a producer to publish events
to consumers. In types of Pub/Sub, structure of an event is either identified by
publishers based-on static rules or by consumers based-on filtering approaches.
In both scenarios, actors’ total performance might get degraded due to required
operations (e.g., filtering) impacting throughput. This study focuses on designing a
filtering approach for both actors of Pub/Subby reducing data size to be transmitted
by producers and received and processed by consumers by creating a loosely
coupled context, inwhich horizontal alterations to structure of any event can occur.
Sub Data Path (SDP) approach presents a matching tree to separate an event with
scope like JSON data, and each key in the relevant event act like a topic without
being defined as a topic. Thereby, producers only must transmit part of a message
through a path on the event structure to be located into a former event to create new
event; consumers can subscribe to any subtopic (key for JSON format) to be able
to receive data in terms of its own mechanism, not a producer’s design. Therefore,
creating an event can be completed with different producers which contribute
a piece of the whole event; Bounded Context structure belongs to microservice
architecture as a decomposition strategy can be handled by consumers in relation
to their own business logic. To measure the proposed method, an experiment with
gaze points collected by an eye tracker has been designed. By performing the
filtering method for one, two and maximum SDP keys, filtering duration, event
size reduction percent and transmission duration were revealed. The experimental
results imply that the proposed method can send 7.5 events in average, instead of
sending just one in the same period. Also, since worst case of the proposedmethod
based-on events in the context can be calculated, an architecture can be prevented
from bottlenecks. These benefits makes SDP advantageous over similar methods
in terms of being both a fast and scalable alternative.
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1 Introduction

In today’s world, with Industry 4.0, Internet of Things, smart city infrastructures and
end-user applications becoming a necessity, devices with computing features need to
communicate with each other efficiently and in accordance with defined rules [1]. Con-
sequently, communication patterns that can create the necessary context for the harmo-
nious operation of different systems have been defined and it is aimed to find solutions
to the problems in the field of computing. Among these patterns, Publisher/Subscriber
(Pub/Sub) is an accepted communication paradigm with the problems it focuses on
solving [2, 3].

The Pub/Sub pattern acts as an intermediate layer for communication between pro-
ducer (Pub) and consumer (Sub) clients, creating a dynamic, flexible, and loosely coupled
asynchronous communication context [1, 4]. With the establishment of this structure,
one-to-many or many-to-many communication can be implemented using intermediary
systems (also called message processing software, broker, or Pub/Sub engine [5]) [6, 7].

Basically, by using Pub/Sub with intermediary systems (eg Apache Kafka [8]) or
alternative architectures developed with software libraries (eg ZeroMQ [9]);

• Pub clients can send an event (message) to the communication context.
• Sub clients can subscribe to the type of event they want to receive and receive the

events they subscribe to.

Additionally, Pub andSubclients communicate anonymously: Sub clients cannot talk
to the Pub client that creates the event they receive; Pub clients cannot see (identify) Sub
clients accessing their events. Therefore, it is not possible for Pub clients to specifically
send an event to a Sub client of their choice and set the condition for all Sub clients to
receive the current event to create a new event. However, Pub/Sub is a flexible pattern that
can be adapted to a particular part of an architecture and customized to suit requirements.
In this respect, it works in a platform-dependentmannerwith the protocols of the systems
used [5]. The following possibilities can be achieved that distinguish the Pub/Sub pattern
from other design patterns [10–12]:

• Loose coupling between communication stakeholders in terms of resource, time, and
concurrency

• Possibility of high and low level abstraction for different process groups
• Ability to replicate individual data structures across different processes
• Inter-actor division of work for failure recovery and system reconfiguration
• Generating the most stable syslogs before failure
• Distributed data structures and mechanisms to control them
• Filtering events based on individual consumer needs

Filtering events for on-demand consumption is about Sub clients subscribing to the
type of event they want. Hence, the Sub client can get the data it is interested in instead
of getting entire data in the context of communication. In this respect, event filtering
prevents transmission of events deemed unnecessary and prevents clients from creating
their own filtering mechanisms. Event filtering aims to reduce the use of network capac-
ity and system resources at clients. Accordingly, performance compatibility between
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systems that do not know each other can be achieved. By filtering events, the subscrip-
tion structure of a Pub/Sub context can be set up in three ways: topic-based (also known
as group-based or channel-based), content-based, and type-based [6].

Topic-based filtering is a structure used for structured/semi-structured characteriza-
tion and categorization of event content. Consumers can subscribe to a particular topic,
thus, forming a group. In this way, the messages (publications) of the producers on a
particular subject are distributed to the members of the consumer group created for the
relevant subject [4, 6]. For example, let’s say a group of consumers subscribe to a topic
called “alive”. Events shared by producers with the tag “alive” are to be received by
the respective group consumers. Another possible model based on topic-based filter-
ing is the establishment of a hierarchical structure among topics. This model is called
hierarchy-based filtering and is accepted as a derived type of topic-based filtering [13].
For example, let the subject “human” be determined as the sub-topic of “alive”. Events
published with the theme “alive” are distributed among both “alive” and “human”, while
events with the topic “human” are going to be distributed only among the “human” con-
sumer group [11]. Topic-based filtering (hence also hierarchy-based filtering) can be
ideal for transmission, especially between systems that know each other. However, for
systems that do not know each other or are loosely coupled, it may result in transmis-
sion of more than the desired information [14]. On the other hand, creating consumer
groups in topic-based filtering is simple. Consumers who subscribe to a common topic
all together represent a group [3, 4].

Content-based filtering is a structure used to categorize and query an event within
itself, and events are not separated from each other by categorizing them in relation
to their subject. Instead, transmission occurs when the content of an event satisfies a
certain condition for the consumer [3, 6]. Therefore, conditional expressions can be
defined by consumers using operators such as “ = = ”, “ > ”, “ < ”. Conditions and
related operations in content-based filtering can be implemented in three different ways:
with a string, with a template object, and with executable pieces of code [11]. With these
methods, even if only a certain part of the event is meaningful to consumer (for example,
if the “price” field in an event is greater than 90 or the “city” field begins, ends with
the letter “i” in an expression written in SQL or a similar language), the entire event
is transmitted to relevant consumer. There might cases where messages representing
entire event may be unnecessary. Such messages are forwarded in topic-based filtering,
whereas they are filtered, thus, not forwarded in content-based filtering. Therefore, it
can help reduce network capacity use [14]. However, a formal language suitable for
the subscription system is required to define equality in use of transmission capacity.
On the other hand, with the use of formal languages, complex subscription operations
can seriously slow down system. The fact that consumers can define an infinite or more
than necessary number of equations and complex filtering requests might easily hinder
the scalability of the system [14]. In addition, an effective solution for the creation of
scalable and high-performance consumer groups in content-based filtering has not yet
been designed [3]. The main reason behind it is that propositions to be made for the
same data of interest can be expressed using many different conditional statements [4].
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Type-based filtering is based on data and object type definitions and references class,
interface, and similar concepts (abstract data type) of object-oriented languages (basi-
cally based on the principles of the Java language). Accordingly, the sub-parts that make
up the event are objects [14]. A well-defined protocol should be used between systems
that do not know each other, since the mechanisms used in the identification of events
must be known. Considering the tight coupling between communication stakeholders,
it can negatively affect the flexibility of certain architectures. On the other hand, when
used with non-object-oriented languages, there may be problems in defining the class
or similar structure that realizes subscription.

Hence, problems related to a Pub/Sub communication context include.

• Transmission of more than the necessary or desired information,
• Unnecessary transmission of the whole event rather than only the changed parts,
• Complex subscription operations causing the system to slow down and throughput to

degrade,
• Tightly coupled communication stakeholders’ potential negative impact on the

flexibility of communication architecture.

In this study, a novel model called Sub Data Path (SDP) is proposed for Pub/Sub pat-
tern. SDP tries to establish a standard for reducing the transaction and transmission cost
of both parties during the group communication of producers and consumers. By defin-
ing a special protocol within the framework of the Pub/Sub pattern for the established
communication context, SDPmakes it possible to perform operations and indexing on its
sub-parts instead of the whole event, thereby, making the transmission of only the nec-
essary information and overcoming the issue of unnecessary transmission of the whole
event. SDP also allows multiple producers to contribute to generating an event by pro-
ducing a subset of event components/fields. Considering such abilities, here we report
on SDP’s impact on system performance based on throughput and other basic mea-
sures, i.e., Average Capacity Gain (ACG) and operational durations compared to types
of Pub/Sub pattern in operation. To this purpose, experiments were conducted based on
scenarios using an existing eye-tracking product, which employs Pub/Sub pattern for
specific functioning.

The organization of this article is as follows; In the 2nd chapter named “Materials
and Methods”, the design of the SDP, its principles and architecture with an intermedi-
ary system are explained, while in the 3rd chapter named “Use Case and Performance
Evaluation”, the performance of SDP is calculated through a sample scenario. In the 4th
section, “Conclusion”, an assessment of the performance gave in results is investigated
to reveal the benefits of SDP compared to other Pub/Sub models. In the last section,
“Discussion”, there are SDP properties based on obtained results, and a short overview
for its comparison.

2 Literature

From its early studies to the present day, Pub/Sub methodology has increased its impor-
tance by diversifying both in Machine-to-Machine architecture and standards, as well
as in the fields where it is used.
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There exist many different implementations of Pub/Sub available, such as IBM
Gryphon [15], Microsoft Scribe [16], Bayeux [17], Siena [18], Narada Brokering [19],
XMessages [20], Echo [21] and others [22–25], dating back to years between 1990
and 2000. There are examples of early application software [4]. They used predom-
inantly topic-based filtering, although they varied topologically (e.g., centralized and
peer-to-peer). Studies using content-based filtering may have scalability and perfor-
mance deficiencies, especially when there are devices that do not know each other in the
architecture. In addition, in early applications, similar to the popular applications used
today, various algorithms for fault tolerance can be found to maintain real-time com-
munication [23, 25]. The popular systems and applications used today include Apache
Kafka [8, 26], RabbitMQ [27, 28], Apache ActiveMQ [29], Apache RocketMQ [30],
Amazon SQS [31], Google Cloud Pub/Sub [32], Eclipse Mosquitto [33], IBMMQ [34]
and ZeroMQ [9] as a software library example.

In recent studies, distributed architecture designs that try to prioritize Pub/Sub pat-
tern’s fault tolerance and suitability against IoT have been revealed, by using different
filtering-like approaches [35–40]. Architectures are generally developed in accordance
with topological requirements to decide how to achieve minimum data loss, as well as
some protocols defining the transmission between pub-to-broker-to-sub or decentral-
ized clients to reduce data size [35–38]. As a different example, in a study with an
innovative aspect, used its own distributed architecture to put events with only same
topic into same broker [36]. In this structure, decentralized clients connect to another
client which has got the flag showing the desired topic. Thereby, filtering operation to
be done on the broker system can be reduced, because a broker houses just one topic
together with their consumers, not all topics and their potential consumers. Different
studies have small, many sub applications not housed by a broker design, and named as
subsystem, by putting the heart of microservice architecture forth [40–43]. Hence, mod-
ules such as subscription registration, event storage, event transmission are expressed
as different functioning components. While many studies focus all modules of a mono-
lithic structure, there are some studies focus on a module such as storage module of a
broker system supporting Pub/Sub. Rodriguez et.al also purposes to design an indepen-
dent storage module working together with the broker [42]. In a similar effort to our
study, Nasirifard et.al proposed a new methodology named as function-based matching,
which they applied in microservice-like decentralized architecture [40]. In their design,
subscription mechanism requires a source code, which is a filtering function and upon
receiving the source code, the broker starts to filter using the filtering function. However,
just like content-based filtering, we think this operation can only be effective on systems
that know each other well. Otherwise, there is a potential for various bottlenecks and
delays. Except for these, some researchers have also focused on decreasing security
concerns in a communication context created with Pub/Sub [44]. Therefore, a privy and
secure ground can be prepared for IoT, the topic of daily life of the future.

3 Methodology

In this section, the details of the SDP model, which tries to create a new standardization
for the Pub/Sub pattern, and its structure on a central server topology are presented.
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The focus of the SDP is to use filtering mechanisms not only for consumers, but
to design filtering for both consumers and producers. Having this approach lets filter-
ing to be used with a subscription strategy for consumers and a new event generation
model/strategy for producers. Thus, it is aimed that both client types (producer and con-
sumer) use less network capacity and resources during communication. In the model,
Pub clients (i) can send the changed parts (fields/components) of the previous event
instead of the whole new event and create a new event or (ii) can contribute to a piece of
an event that will be created by multiple producers; instead of getting the entire event on
a topic of interest, sub clients can subscribe to the relevant sub-segment of the event and
receive only the fragment of topic of interest in accordance to their business logic design
which defines the scope of an entity in the terms of Bounded Context as in microservice
architecture [45]. Subscription and event creation primitives require that the fragment
of an event be accessible to be able to read and write. Within this perspective, events
in the context of communication are subjected to Boolean algebra operations through a
tree structure and filtered based on content.

3.1 Sub Data Path in Pub/Sub Communication Pattern

By applying the SDPmodel to Pub-type actors, the parts of the scoped data (for example,
JSONformat or similar non-primitive [string, integer, etc.] non-data structure) previously
transmitted to the intermediary system (for example, JSON format < key: The path
information (key from value > pair) and the new data to be replaced with the previous
part (the value from< key:value> of JSON format)must be received by the intermediary
system [46].

Fig. 1. Use of Sub Data Path in Pub clients.
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An example scenario for using SDP for Pub client is given in Fig. 1. Accordingly,
two messages were sent by the Pub client to the intermediary system [47].

After the transmission, the event information was kept in a queue structure in the
storage layer in the intermediary system, i.e., the broker. The first message is a struc-
tured event in JSON format. It has the tag id:0 as the first element of the queue in the
corresponding event storage layer. The second message is composed of two separate
parts and contains the identifier and update value of the sub-part to be changed on the
id:0 data. The value of “image.url” in the second message indicates that the “url” part
(key) that is the sub-scope of “image”, which is the sub-scope of the id:0 event, will
be changed, and “images/0002.jpg” indicates the last value. The broker system matches
the second message it received by creating a copy of the first message and adds it to
the queue with the id:1 tag on the storage layer. Thus, a new event is created by simply
performing a change request on the old data. Also, the concept of creating an event with
multi-producers can be similarly implemented by removing the first message belongs
to the corresponding structure. In this point, the event structure can be defined on the
broker.

By the application of SDP model to Sub-type actors, an access identifier must be
received by the intermediary system (broker) to reach the data pieces from which the
events are desired to be filtered. The related mechanism, by incorporating topic-based
filtering into content-based filtering, ensures that the topics are inferred from the events
and aims to serve as a topic/group by identifying the sub-parts that make up the event.
Moreover, topic-based filtering can also be used in this approach. In other words, events
can be categorized by topic and sub-segments can be subscribed to.

Fig. 2. Use of Sub Data Path in Sub clients.
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An example scenario for using SDP for Sub client is given in Fig. 2. Given in the
figure, there is an event configured using JSON with the id:0 in the storage layer on the
intermediary system; a message regarding the subscription request has been sent from
the sub client to the broker.

Subscription request forwarded is “image.url” as a single piece and it is a rule that
the equivalent of the “url” subject is sent under the “image” subject in the event to be
transmitted to subscriber by the intermediary system. The event message transmitted
from the broker system to the Sub client was generated as an output of filtering the
“image” and “url” fields in the “image” in the id:0 event.

3.2 Sub Data Path in Broker

The SDP model should be configured in compliance with the intermediary system to be
used. Therefore, it must act in conjunction with existing protocol and API designs in
a platform-dependent manner. In addition, SDP can be customized and adapted to the
needs. There is an example broker system architecture in Fig. 3, in which SDP is used.
The relevant architecture shows the minimum architectural requirements of SDP. The
stated requirements are described below.,

Fig. 3. Use of Sub Data Path in Sub clients.

Data Access Layer: All normal or SDP transmissions received from Pub clients are
aggregated within this layer and transferred to the Event Configuration Layer.

Event Configuration Layer: It is checked whether the received message is created
with SDPmechanisms. If the message is native SDPmessage, the requested old event of
the Pub client that owns the message (for example, the previous or any subsequent event
according to the designed protocol) is retrieved from the Storage Layer. The desired sub
piece in the old event received is assigned the value in the new message just received.
The new event created is sent to the Storage Layer. However, if the message is not native
SDP, it can be sent directly to the Storage Layer and included in the relevant data model,
saying that the message is already an event. Consequently, this layer can only output
events.
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Storage Layer. It is the event storage layer that ensures that any event data received
from the Configuration Layer is kept in the specified data structure (e.g., queue) and
shares it with other layers whenever it is asked for it.

Registration Layer. All native SDP messages received from sub clients are collected
by the intermediary system over this layer and passed to the Mapping Layer. SDP
transmissions can be of two different types. The first is that a native SDP message
received is only valid for a single event. The second is that a native SDP received can
be used continuously from the moment it is received or until a request declaring that
message is not valid anymore is received. However, these and similar methods should
be created according to the purposes of using SDP and the protocols of the platform to
be developed and used.

Mapping Layer. Events received from the Storage Layer are fragmented in this layer
using the SDP information of consumers and adapted to the form appropriate to the
subscription topics. For the fragmentation process, it is necessary (i) to know the standard
(for example, JSON) using which the event is created, and (ii) to create a hierarchical
graph, as inGraph Theory, that will express its sub-parts. Through the hierarchical graph,
by computing Boolean Algebra expressions (operations) nodes are traversed and visited,
and filtering is realized to send the requested node or leaf to the relevant consumer.
Filtered fields can be sent to the Forwarding Layer and shared with relevant consumers.

Forwarding Layer. Consumer identifiers and event messages to be sent to the relevant
consumers passed from the Mapping Layer are transmitted to Sub clients via this layer
using methods such as unacknowledged or reliable acknowledged transmission.

3.3 Event Filtering Based on Graph Computations

The graph structure is obtained by dividing the extensive events in the intermediary
system into sub-parts. Each fragment has a unique identifier. Below is an example event
in JSON format.

JSON format:
{�T1′:

{�T2′:
{�T5′:�L1′},�T3′:

{�T6′:L2,�T7′:Null
}
, �T4′:�L3′}} (1)

There is a graph representation in Fig. 4 using the related event. In relation with
Fig. 4, the identifier might represent one of the following three: A new subpart: data
block with scope, i.e., node (T); Atomic value: primitive data type (including string),
i.e., leaf (L); Undefined message: null value.
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Creating hierarchical layers as in Fig. 4 enables traversing and read/write operations
on each entity (e.g., node, leaf). The SDP definitions received from Pub clients to over-
write the event graph and from Sub clients to read from are used here. Typically, the
SDP could be defined as follows:

• Processing Part: = Group1 2 Group2 2 Group3 2… 2 GroupN

Group 1 corresponds to the traditional topic used to categorize topics. Although not
required, it can be used as it can reduce the number of events for which the subscription
can be specified. This approach forms a hierarchy and ranks groups as part of each other
and requires that any group becomes a part of another group for an event piece to be
received. Accordingly, the following condition must hold true:

• GroupN ∈ Group(N-1) - > GroupN
• Event Piece: = Group1 2 (Group1 ∈ Group2) 2… 2 (Group(N-1) ∈ GroupN)

Fig. 4. Representation of events with their sub pieces as a graph.

ASCII characters can be preferred instead of Boolean Algebra operation symbols
with the following structure since a formal expression is needed to use the corresponding
logic rule in the implementation step. By reason of this, an expression that can be formed
using the ‘.’ instead of the AND symbol. With this structure, sample processing points
(node or leaf to be used in read and write operations) can be extracted to receive a desired
scope or atomic message over the hierarchical diagram in the given JSON format at (1):

• T5: = T1.T2 and L2: = T1.T3.T6 and L3: = T1.T4.

The designed SDP structures can have two forms as simple and compound. The
transaction points T5, L2 and L3 given above are in simple form. The compound form
is composed of simple forms to create more than one transaction point request. The
composite structures are shown to reach the T5, L2 and L3 processing points given
below:

• T5 2 L2 2 L3: = (T1 2 T2) 2 (T1 2 T3 2 T6) 2 (T1 2 T4)
• T5 2 L2 2 L3: = T1 2 (T2 2 (T3 2 T6) 2 T4)
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ASCII characters may be preferred over logic symbols with the following structure,
since the compound structure needs a formal expression to be used in the implementation
step:

• T5 2 L2 2 L3: = T1,T2,T3.T6;T4

The above notation replaces the symbols ‘2’ and ‘(‘ with ‘,’; ‘)’ and ‘2’ instead of
‘;’; it only uses the ‘.’ character instead of the ‘2’ symbol and thus can express the route
priorities and descriptions in a shorter way. By using 4 symbols in the second expression
instead of 8 symbols in the first expression, the SDP message size was reduced by 50%
for the relevant example within the scope of symbols. After this step, T1,T2,T3.T6;T4
message can be sent to the intermediary system for SDP that will act at T5, L2 and L3
points.

In order to detect the processing points in the SDP message by the intermediary
system, the expression should be simplified according to the character equivalent used
in the notation and the value of the last group point found should be obtained. The
formula (2) shows the method of processing point detection after opening the compound
SDP notation “T1,T2,T3.T6;T4” as T1 2 (T2 2 (T3 2 T6) 2 T4).

1. T1 ʌ (T2 ʌ (T3 ʌ T6) ʌ T4)  

2. (T1 ʌ T2) ʌ (T1 ʌ (T3 ʌ T6)) ʌ (T1 ʌ T4)    // Distribution (1st)

3. T1 ʌ T2 -> T5                                              // Simplification (2nd)

4. T5                                                                // Modus Ponens (3rd)

5. T1 ʌ T3 ʌ T6 -> L2                                     // Simplification (2nd)

6. L2                                                               // Modus Ponens (5th)

7. T1 ʌ T4 -> L3                                              // Simplification (2nd)

8. L3                                                                // Modus Ponens (7th)

Output is T5 ʌ L2 ʌ L3

                  (2) 

3.4 Broker and Library for SDP

For SDP to be implemented as a communication pattern, a library was developed in C#
and Python programming languages. The Broker was implemented based on the given
architecture in Python programming language and is available as an executable. The
relevant projects can be reached via the following URL github.com/Serif-NNR/{DRI-
Broker-Python, DRI-Lib-C-Sharp, DRI-Lib-Python}.

4 Use Case Performance Evaluation and Metrics

The event that the sub client is interested in and the size of the sub part it wants to
retrieve may vary. At the same time, the current event, and the size of the sub part that
the Pub client will use to update that event may change. For this reason, the data size
that the SDP model requires, and the transmission performance of SDP may differ with
respect to the configuration of the system used. Nevertheless, an example scenario and its
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results are discussed under this section. In the scenario, using a monocular eye tracking
system called Pupil Lab Core, a heat map is to be created based on data collected from
Pupil Capture v1.7.42 (PC) software [48]. PC is a multi-process architecture application
and has a Pub/Sub communication backbone created using ZeroMQ [9] for processes
to communicate. One of the processes collects eye tracking data (events) and publishes
data in the Pub/Sub backbone for other processes collect and process. Even a separate
process can subscribe and collect eye tracking data through this backbone for processing
the data for its purpose. PC software contains different plug-ins, too, such as fixation
detection (fix) and blink detection (blink) and can change an event content (keys and
their hierarchy) according to plug-in activation status. In Fig. 5, an event collected with
“surface” topic from PC is shown. The relevant event has been obtained without plug-ins
which can increase the event size. Hence, the event can be classified and named as “base”
event.

For analyses, we enable fixation and blink plug-ins sequentially and receive 1000
event for each event type in accordance with enabled plug-in combinations. Therefore, 4
event types were defined: base event, base with fixation, base with blink, and base with
fixation & blink. The dataset has got 4000 events, 1000 event for each type. By using
the obtained events, filtering duration and capacity gain (event size reduction percent)
were measured as well as transmission duration with and without SDP event- event
without SDP refers to the normal event for which no filtering operation was performed.
However, since analyses for filtering and transmission are related with number of total
subscriptions, not number of subscribers, measures based-on these subscriptions have
been made: 1 SDP for each subscribable SDP keys singularly, Max SDP for the all
subscribable SDP keys, and 2 SDP for creating a real-world project- a heat map. In a heat
map, gaze points and their confidence amounts are significant and canbeused to be able to
perform such project asminimum requirements. Therefore, “gaze_on_srf.norm_pos” for
coordination points on a surface such as amonitor, and “confidence” for their reliabilities
were prepared as SDP phareses.

To calculate results correctly, we have indicated average amounts by calculating
filtering durations 10.000 times, and transmission duration 100 times for each event.
These operations were completed with a laptop which has Windows 10 OS, Nvidia
GeForce RTX 3050 Laptop GPU and AMD Ryzen 7 5800H CPU, and with a program
implemented in Python 3.8 and working as a single thread for broker side. As a note,
in the experiments, consumer-side which just takes the event from broker works as a
different process.
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{"name": "unnamed", "uid": "1608920573.1084096", "m_to_screen": [[0.3808582575211248, -
0.02668332410924973, 0.22680017352104195], [-0.07653411613944305, 0.4183003268912888, 
0.1863123774528504], [-0.11989705918476559, -0.05684279974425613, 1.0]], "m_from_screen": 
[[2.7270824446361184, 0.08769176603849999, -0.6348408330633314], [0.34460153219525336, 
2.59457283089543, -0.5615567198961999], [0.34655728115241313, 0.1579967687112137, 1.0]], 
"gaze_on_srf": [{"topic": "gaze.3d.0._on_surface", "norm_pos": [0.5431915603097689,
0.7655510955768282], "confidence": 0.997218687397818, "on_srf": "true", "base_data": {"topic": 
"gaze.3d.0.", "norm_pos": [0.46362095185488955, 0.5216428851201884], "eye_center_3d": 
[143.69992230572294, -175.93539680581722, 27.46961718359986], "gaze_normal_3d": [-
0.3515501765528475, 0.3283953503539252, 0.8766806529355972], "gaze_point_3d": [-
32.075165970700795, -11.737721628854601, 465.8099436513985], "confidence": 0.997218687397818, 
"timestamp": 125655.055173, "base_data": [{"topic": "pupil", "circle_3d": {"center": [-
1.353598301472545, 9.199274426753385, 90.06375215327554], "normal": [-0.3454077923041379, 
0.39413387588136567, -0.8516759623814176], "radius": 3.3091859004273294}, "confidence": 
0.997218687397818, "timestamp": 125655.055173, "diameter_3d": 6.618371800854659, "ellipse": 
{"center": [86.92467705778508, 159.07034102538995], "axes": [36.70110230082387, 
45.62527928325469], "angle": -52.61548801098084}, "norm_pos": [0.45273269300929725, 
0.1715086404927607], "diameter": 45.62527928325469, "sphere": {"center": [2.7912952061771095, 
4.469667916176998, 100.28386370185255], "radius": 12.0}, "projected_sphere": {"center": 
[113.25704379495141, 123.63349960536618], "axes": [148.3788064273108, 148.3788064273108], 
"angle": 90.0}, "model_confidence": 0.8078400038305622, "model_id": 29, "model_birth_timestamp": 
125631.82925, "theta": 1.9759215779115222, "phi": -1.956088705267673, "method": "3d c++", "id": 
0}]}, "timestamp": 125655.055173}], "fixations_on_srf": [], "timestamp": 125654.998853, 
"camera_pose_3d": "none"}

Fig. 5. Collected base eye tracking data in its original format.

4.1 Results

In Table 1, filtering duration and capacity percentages are shown. Clearly, there are
about 50, 89, 76 and 84 total subscription SDP keys respectively for defined event
types. Findings reveal that the filtering time increases as the number of subscribed SDPs
increases. This difference becomes more pronounced as the number of SDPs subscribed
increases. The same inference is true for capacity gain, too. Accordingly, for the worst-
case scenario regarding eye tracking data; By filtering all SDPs (~89%) in the base with
fixation event in about 0.0003 s and converting all the events in the base event into SDP
events, the overall transmission size is reduced by ~ 93% on average.

Table 1. Filtering duration and capacity gain analyses for the purposes filtering approach

Event Type Avg.
SDP
Count

1 SDP Max SDP Heat Map SDP

Avg.
Duration
(sec)

Avg.
Capacity
(%)

Avg.
Duration
(sec)

Avg.
Capacity
(%)

Avg.
Duration
(sec)

Avg.
Capacity
(%)

Base 50 1.93E-06 93.18% 9.10E-05 93.17% 1.59E-06 98.41%

Fix 89.074 3.27E-06 94.75% 2.95E-04 94.74% 1.58E-06 99.46%

Blink 76.172 2.85E-06 94.09% 2.38E-04 94.08% 1.62E-06 98.95%

Fix&Blink 84.008 3.09E-06 94.73% 2.78E-04 94.73% 1.58E-06 99.29%
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In Table 2, transmission durations for SDP phrases and normal events are shown
together with transmission gain calculated using 1 - (SDP transmission duration / normal
transmission duration). For all four event types, the results indicate a decrease in the
transmission duration starting from 88.27% and as high as 98.63%.

Table 2. Transmission duration analyses for events with and without SDP phrase

Event
Type

Transmission for 1 SDP Transmission for Max SDP Transmission for Only Heat
Map SDP

Avg.
SDP
(sec)

Avg.
Event
(sec)

Avg.
Gain (%)

Avg.
SDP
(sec)

Avg.
Event
(sec)

Avg.
Gain (%)

Avg.
SDP
(sec)

Avg.
Event
(sec)

Avg.
Gain (%)

Base 1.80E-05 1.54E-04 88.27% 9.31E-04 7.72E-03 87.94% 2.09E-05 3.10E-04 93.27%

Fix 4.71E-05 8.00E-04 94.11% 4.41E-03 7.64E-02 94.22% 2.09E-05 1.61E-03 98.70%

Blink 3.72E-05 6.06E-04 93.86% 3.34E-03 5.70E-02 94.15% 2.13E-05 1.22E-03 98.25%

Fix
&Blink

4.22E-05 7.44E-04 94.33% 4.10E-03 7.35E-02 94.43% 2.04E-05 1.49E-03 98.63%

5 Discussion

The experimental results imply that the filtering can be completed in about 0.0003 s in
the worst case; and about 0.0000016 s in the best case for the given scenario. Thus, for
the worst and best case scenarios, 3.333 and 625.000 events per second could be filtered,
respectively, by just one thread,without other operations such as transmission.Moreover,
results show that event size reduction was between 93% as a minimum and ~ 99% as a
maximum. In relation to this reduction, transmission duration decreased between 87%
and ~ 98%. In other words, instead of sending a single event to a consumer, we can send
up to 50 events at the same time.

When compared with topic-based filtering model of Pub/Sub, proposed filtering
requires a certain amount of time of execution. To understand that the proposed method
can be faster than topic-based methodology, filtering and transmission durations should
be compared, using max SDP analyses for base event. Computations show that trans-
mission of a normal event can be completed in 0.00772 s, while transmission of an SDP
event can be completed in 0.00093 s. When filtering duration is added to SDP trans-
mission duration, we obtain 0.00102 (=0.00093 + 0.00009) second. In this case, with
the proposed filtering approach, 7.5 events per second can be filtered and transmitted
instead of 1 event, which results in a 650% increment.

Also, the proposed filtering can provide a load that can be foreseen while content-
based can cause bottlenecks on the broker. Sincewe can calculate the total subscription of
an event,we also canfind the total filtering duration. In otherwords, regarding to theworst
case of our eye tracking scenario using the computer configured as mentioned above,
3333 events can be sent per second. Thereby, designing the communication context in
accordance with the worst case of a work to be done would be correct. However, same
foresight may not be possible for content-based filtering.
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6 Conclusion

In this study, a filtering protocol with a novel architecture for events with extensive struc-
ture in the Pub/Sub pattern is proposed and its minimum requirements are demonstrated
through a broker system architecture. With the developed approach, the producer clients
can transmit the changed parts of their previous events to the intermediary system and the
consumer clients can receive only the data they need by subscribing to the sub-segments
(fields) of the events. In this respect, the SDP model uses traditional topic-based and
content-based filtering together and aims to increase performance for communication
stakeholders (producer and consumer). The performance improvement is mainly about
reducing the transmission size. Another aim of the study is to apply the filtering method
to producers as well. Therefore, compared to similar filtering approaches, it uses filtering
in two strategies: subscription actions and creating new events.

Using SDP, Sub clients can customize topic-based filtering towards sub-scopes of
events. Therefore, the need for Subs to create filtering mechanisms can be addressed.
Filtering for extensive event fragments can have four benefits for Sub clients.

• Less network capacity can be used as event sizes in transmission are reduced. Thus,
the data transmission frequency can also be increased.

• Filtering operations of consumers whowould apply similar filtering operations can be
done in the intermediary system. Thus, a certain processing load required for filtering
is required only in the intermediary system, and reoccurrence of the relevant load
for each consumer can be avoided. This can lead to improved resource consumption,
especially between systems that know each other or are loosely coupled (for example,
only a group of consumers).

• Consumers can reduce their need to know the mechanisms for creating the events
they need. Horizontal expansion of events for different environmental conditions
may become insignificant for consumers. At this point, the only information that the
consumer needs to know is the way to access the desired data. Thus, a loosely coupled
environment can be gained in the description of the event. It can provide flexibility,
especially in systems that do not know, or only know each other loosely.

• Bounded Context structure as a decomposition strategy can be defined among dif-
ferent Sub client groups [45]. Thereby, a consumer can’t reach the whole event, they
receive the event parts in accordance with their language of business logic. In other
words, an event model defined by the producer can be depicted by the consumer as
a model that has the same meaning but different content.

For pub clients, SDP is directly focused on less use of network capacity by transmit-
ting only the changed parts of an event. But it can also be used for the cost of creating
the event to be published. In an architecture where more than one producer is involved in
event creation, reducing transmission between event stakeholders can also reduce other
additional communication costs. Thereby, the mechanism of creating event by different
producer stakeholders which alters the parts of the event in accordance with their exis-
tential purposes can be obtainable, therefore, an event’s producer can be many different
producers in the concept of Pub/Sub. However, the related mechanism containing multi
producer wasn’t implemented on the projects mentioned in subsection named Broker
and Library for SDP. By reason of this, this will be a future work for us.
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The SDP model can be updated according to the requirements of the system to be
used. For example, instead of a process by which the event is generated and stored in
the intermediary system using an SDP taken from Pub, a process where only the SDP
is stored can be designed. Thus, only SDP is stored in the memory and events can be
generated from the relevant SDP as requested. With this operation, storage requirements
can also be reduced.

Scalability issues in content-based filtering will not be present in the SDP model.
Because, as a maximum, the number of subscriptions is equal to the number of sub-
parts (identifiers) of the event, and the number of consumers is not the main factor that
increases the cost. Therefore, the minimum and maximum costs on the intermediary
system can be calculated.

On the other hand, type-based filtering triggers tightly coupled transmission between
producer and consumer. The types of data received and sent should be known to con-
sumers. The horizontal expansion of the event structure may lead to the need for new
type definitions for consumers. In SDP model, the hierarchical structure that forms the
event or its sub-part does not have to be known. At this point, consumers should know
exact location of the item they will use in the hierarchical structure. Consumers are not
adversely affected if the event expands or changes except for the relevant bus.

As a future work, we plan to measure the proposed method in detail in a setting with
more than 10 producers and more than 10 consumers at the same time. Additionally,
after this end-to-end analysis, we can study a software design supporting high-scalability
Pub/Sub communication context based on proposed architecture with filtering.
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Abstract. A composite plate is strengthened by reinforcements in the form of
powder particles and short or long fibers, where the fiber glass was used as the
reinforcement fiber to modify the composite plate was investigated. The crack
effects on the plate natural frequencies were analyzed using different boundary
conditions (SSSS, SSCC, SSFF). The problem was solved numerically using the
Finite ElementMethod, adopting theANSYSprogram, experimentally employing
the time variation and measuring the natural frequency. The comparison between
the finite element method and the experimental program has shown good agree-
ment with a maximum discrepancy of not more than 8.5% for the tested cases
of the composite plates. It was noticed that the natural frequency decreases with
the presence of the crack. It was also noticed that the central damage effect has
a higher effect on the natural frequency than the other crack positions. Also, the
results show that the natural frequency decreases as the crack length or depth
increases due to the stiffness reduction in cracked samples. And the increase in
the aspect ratio of the plate means an increase in the mass of the plate, which
results in a decrease in the natural frequencies. In addition, the results indicate
a reduction in the natural frequency for the SSCC boundary condition was less
than the decrease in the natural frequency for other boundary conditions, SSSS
and SSFF. Finally, the results showed that the short fiber types modify the natural
frequency more than the natural frequency of other reinforcement fiber types.

Keywords: Crack · Composite Materials · Plate Vibration · Damage Effect ·
Reinforcements

1 Introduction

The composite plates have been used in many life applications, such as aircraft, auto-
mobiles, and industrial uses. The composite materials have proved their effectiveness
in manufacturing lightweight structures with high strength due to the fiber types such
as glass, boron, Kevlar, carbon and epoxy resin. These fibers have filament properties
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and excellent transverse shear properties. The composite materials used may suffer from
different mode failures, such as delamination, cracks, and de-bonding, and the structure
material may reach the plastic region.

Kessler et al. [1] used the wave equation for damage detection in sandwich beams for
materials quasi-isotropic manufactured from graphite with epoxy. They investigated the
damage patterns, delamination and transverse ply cracks through holes. A beam driven
with piezo-electrical (PZT) was studied by Afshari and Inman [2]. The crack growth on
the beam vibration characteristics was investigated, and the combination of the crack
and PZT actuator on the beam simulation. Al-Waily [3] studied the cracked beams
with different support conditions using a suggested analytical and numerical solution
employing the finite element technique using the ANSYS package. The crack depth and
position effects on the natural frequency were investigated. The equivalent stiffness EI.
An exponential function was assumed for the bending stiffness with the crack depth
and location. The results show that the natural frequency decrease in the central crack
case is higher than when the crack is near beam ends. Many researchers modified the
strength of composite materials structure by various techniques for different applications
[4–14], such as reinforcement with Nanomaterials [15–18], reinvestment by natural fiber
[19], and other methods [20–35]. In addition, many researchers investigated the effect of
cracks on the natural frequency of plate structure with various parameter effects [36–40].

The novelty of the current work is to prove experimentally and verified numerically
the effects of crack length and position on the natural frequencies of the composite
plates, including the effects of the reinforcements types using short and long fibers using
different boundary conditions of selected boundary conditions of the plates. The cases
investigated in this work were not studied previously. The research methodology will
cover the construction of an experimental program and manufacturing of the required
samples to be tested to cover the required variables of the research points, crack length,
position and type of reinforcements. The work methodology also includes the numerical
verifications of the experimental work.

2 Experimental Work

The materials used here are short and long glass fibers, powders, and particle reinforce-
ments with polyester resin. The natural frequency is obtained using vibration measure-
ments for the samples with and without cracks. Different aspect ratios of the plates were
used with variable thicknesses and other support conditions. The volume fraction of the
resin and the reinforcement are calculated as follows,

Weight of Fiber = ρf∗∀t ∗ ∀f, and, Weight of Resin = ρm ∗ ∀t ∗ ∀m (1)
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The volume fraction of the reinforcement was ∀f = 30%. The parameters studied in
calculating the natural frequency are the types of reinforcement, crack size and location,
the aspect ratio of the plate (ba), the plate’s thickness, and the plate’s boundary conditions.
The making of the sample requires the polyester resin and the reinforcement fiber type,
as shown in Fig. 1. The dimensions of vibration plate samples used are, as shown in
Fig. 2,

at = a + 10 cm (Supported), bt = b + 10 cm (Supported), H = 5.5mm, a = 24 cm

at = 24 cm + 10 cm (Supported) = 34 cm (2)

And difference aspect ratio,
( b
a = 1, 1.5, 2

)
. Then,

bt = b + 10 cm (Supported) = (b/a) . a + 10 cm (Supported) (3)

The composite plate made for short, long, powder, and particle reinforcement com-
posite plates, and the weight required of plate samples for different aspect ratios of the
plate and different thicknesses of volume fraction of reinforcement materials used 30%,
as shown in Table 1 plate thickness t = 5.5mm as and Table 2 presents plate samples
with different thicknesses, aspect rations and type of fibers.

The vibration plate samples studied are supported with different situations, for
different aspect ratios (b/a = 1, 1.5, 2) as follows,

1. Simply support along all edges and sides (SSSS).
2. It is supported along ζ = 0 and 1 edges and clamped along η = 0 and one advantage

(SSCC).
3. It is supported along ζ = 0 and 1 edges and free reinforced along η = 0 and one

advantage (SSFF).

Figure 3 shows the constructed rig used for the vibration measurements using differ-
ent design parameters and support conditions. The rig is constructed from the following
elements,

1. Supporting sample structure.
2. Impact hammer, mass = 0.16 kg, type (086C03), Piezo electronic (PCB) – vibration

transducer. The measurement parameters are 2224 N, resonant frequency (≥22 kHz),
excitation voltage (20 to 30 VDC), current excitation (2 to 20 mA), output voltage
(8–14 VDC), discharge time (≥2000 s),

3. Accelerometer (weight = 11 g) of the following characteristics: model (4371), lower
frequency decided by the user, Upper-Frequency limit + 10%, 12.6 kHz, and the
resonant frequency = 42 kHz.

4. The Amplifier type 7749 is used to measure the accelerometer’s response and send
the output signal to the storage oscilloscope.

5. The digital storage oscilloscope, model GDS-810, with the following properties:
maximum frequency = (100 MHz), with a rate of reading (25 GS/s)
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a. A supporting block b. A block of wood plate c. A plastic sheet

d. The sample space e. The fixed (press) of block f. The resulted plate sample

Fig. 1. Steps of manufacturing the composite plate

Fig. 2. Dimensions of the plate sample.

Table 1. Required Reinforcement and Resin Materials Weight (g) for Composite Sample of
Volume fraction of Fiber 30% and H = 5.5mm.

Materials Aspect Ratio

2 1.5 1

Reinforcement Fiber Types Powder 976.14 732.11 488.07

Particle 780.92 585.69 390.46

Short 637.75 478.32 318.88

Long 894.80 671.10 447.40

Resin Polyester 759.22 569.42 379.61
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Table 2. The required reinforcement and resin materials weight (g) for composite sample of
Volume fraction of fiber 30% and different plate thicknesses.

Aspect Ratio Thickness (mm) Reinforcement Fiber Types Resin Materials

Glass Short fiber Glass Long fiber Polyester

2 3.5 405.84 569.42 483.14

9 1043.58 1464.21 1242.36

1.5 3.5 304.38 427.07 362.36

9 782.69 1098.16 931.77

1 3.5 202.92 284.71 241.57

9 521.79 732.12 621.18

Fig. 3. The vibration measurement rig.

A sig-view program transfers the response signal from the digital storage. Oscillo-
scope to the FFT function generator reads the plate’s natural frequency with the required
geometry, support conditions and material properties [45–50]. The digital oscilloscope
saves the response and the transient load as excel data. Figures 4 and 5 show the function
of the sig view program in which the response and the load are measured from the vibra-
tion of the plate stored in the storage oscilloscope is transferred to the FFT to obtain the
natural frequency. The crack ellipse shape was used as a crack model. The numerical
investigation was achieved using Fenton power tools, using a power of 135 W, and the
rotating speed is 3000–35000 rpm.
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The composite plates in this work included the study of composite plate types (pow-
der, particle, short, and long fibre) and the crack length as (10%, 15%, and 20%) from
side parallel to z direction, then the crack length studied (24, 36, and 48 mm). Location
middle (middle, side-1, and side-2), and examine the thickness effect of the plate and
the depth of the crack through the thickness of the plate as (30%, 50%, and 70%) from
the thickness of the plate (9 mm), and depth of crack for other thickness of the plate
is (70%H), with different boundary conditions as (SSSS, SSCC, and SSFF) and aspect
ratio of the plate (2, 1.5, and 1), as shown in Fig. 6. The information of the composite
plate sample studied are,

1. The aspect ratio of the plate sample is 2, 1.5 and 1,
2. The boundary condition of the plate sample is SSSS, SSCC and SSFF.
3. Sample plate thickness is,

a. 5.5 mm with crack depth (%H = 70%H = 3.85 mm) for,
i. Crack length 2 middle, side-1 and side-2 crack location for powder, particle,
short and long reinforcement composite plate.

ii. Crack lengths 36 and 48 mm with the middle crack location for short and long
reinforcement composite plates.

b. 3.5 mm with crack depth (%H = 70%H = 2.45 mm) for crack length (24 mm)
with the middle crack location for short and long reinforcement composite plate.

c. 9 mm with crack depth (%H = 30%H = 2.7 mm, 50%H = 4.5 mm and 70%H
= 6.3 mm) for crack length (24 mm) with the middle crack location for short and
long reinforcement composite plate.

Fig. 4. The digital storage oscilloscope computer program.
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However, the flow chart of the complete vibration test is shown in Fig. 7.

a. vibration response signal.                                           b. frequency signal

Fig. 5. The Sig-View Program to FFT Analysis Function.

a. Crack length = 0.1a b. Crack length = 0.15a c. Crack length = 0.2a

i. Different crack length 

a. Middle crack location b. Side-1 crack location c. Side-2 crack location

ii. different crack position 

Fig. 6. Different crack sizes and locations of the plate sample.
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Steps  of vibration measurements

Supporting the composite plate in the structure

Connecting the accelerometer with the 

composite plate

Connecting the amplifier with the 

accelorometer 

Connecting the amplifier with the storage 

oscilloscope

Connecting the impact hammer with the 

digital oscilloscope

Connecting the digital oscilloscope with the 

computer

Applying a transient load by the hammer

Measuring the output as picked by the accelerometer

Saving the response and the load in the computer via the digital 

storage oscilliscope

Evaluating the natural frequency using the FFT Function via  Sig 

view program

Finishing vibration test

Fig. 7. The flow chart of vibration test composite plate structure.

3 Results and Discussions

The results of this work are the natural frequencies of the composite plates and an inves-
tigation of the effects of crack size and location. The following resin and reinforcements
properties are:

∀f = 30%, Gglass = 30 GPa, GPolyester = 1.4 GPa, νglass = 0.25, νPolyester = 0.4, Eglass
= 95 Ppa, EPolyester = 3.8 GPa, ρglass = 2600 kg/m3, ρPolyester = 1350 kg/m3. However,
the composite plate properties are listed in Table 3. The experimental program achieved
in this work [25] was to evaluate the natural frequency of composite plate types with
crack effect and validated by a numerical study using ANSYS Program [51–57]. The
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experimental and numerical studies were conducted for the composite plates for the rein-
forcements, powder, particles, short and long fibres, different crack sizes and positions
(in ζ and η-directions), and different plate aspect rations, and thicknesses with different
support conditions (simply supported in each edges SSSS, simply supported through
ζ = 0 and 1 edges and clamped supported along η = 0, and 1 edges SSCC, and simply
supported through ζ = 0 and 1 edges and Free supported along η = 0 and one edges
SSFF). The numerical study using the ANSYS program [58–66] results are compared
with those obtained experimentally, as shown in Figs. 8, 9, 10, 11, 12 and 13.

Table 3. Properties of Composite Materials of the plate, [25].

properties Fiber Types

Long Fiber Short Fiber Powder Particle

E (GPa) E1 = 31.16 E2 = 5.34 15.86 7.1 4.66

G (GPa) 1.96 5.62 2.67 1.7

ρ (kg/m3) 1525 1288 1600 1420

ν 0.355 0.411 0.375 0.375

Table 4 presents the natural frequencies. For different plate dimensions and boundary
conditions for the composite plate thickness H = 5.5mm, crack length 2C = 24mm,
crack depth ratio ξ = 0.7, with a volume fraction of fibre ∀f = 30%. The results indicate
that the natural frequency for the plates (SSCC) is higher than that (SSSS) and (SSFF) for
all the tested cases. Table 5 presents the natural frequency measurements with different
crack lengths, type of fibres with a crack location in ζ and η-directions (ζ = 0.5, η =
0.5), the volume fraction of fibre ∀f = 30%, and composite plate thickness H = 5.5mm.
Again, the natural frequency for the plate of the boundary condition (SSCC) is higher
than those tested support conditions for the tested samples. Table 6 presents the natural
frequencies measurements for the composite plate cases (ζ = 0.5, η = 0.5), crack length
2C = 24mm, H = 5.5 mm, and volume fraction of fibre ∀f = 30%. Similar conclusions
for the results shown in Table 5 were noticed in Table 6. Table 7 presents results of the
plate thickness effects for a central crack directions (ζ = 0.5, η = 0.5), crack length
2C = 24mm, crack depth ratio ξ = 0.7, and volume fraction of fibre ∀f = 30%.
Figures 10 and 11 indicate the natural frequencies for the plates of aspect ratio = 1,
1.5, and 2 with different boundary conditions and crack position in ζ-direction, for the
middle crack position inη-movementη = 0.5, plate thicknessH = 5.5mm, crack length
2C = 24mm, crack depth ratio ξ = 0.7, the volume fraction of reinforcement fibre
∀f = 30%. The figures show a good agreement between the numerical and experimental
results, where the percentage of discrepancy between numerical and experimental results
is about (3 to 8%). Good agreement was obtained between the experimental and the
numerical results with a percentage of discrepancy (3–8)%.

Figure 10, the results were for the short fibre reinforcement, while Fig. 11 was for
the long fibre reinforcements. Figure 12 shows the natural frequency for short composite
plate types with an aspect ratio (AR = 1, 1.5, and 2) for different boundary conditions
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a. AR=1, SSSS b. AR=1.5, SSSS c. AR=2, SSSS

d. AR=1, SSCC e. AR=1.5, SSCC f. AR=2, SSCC

g. AR=1, SSFF h. AR=1.5, SSFF i. AR=2, SSFF

Fig. 8. Numerical and experimental natural frequencies for the short fiber composite plate with
the variation of crack position in ζ-direction andAR= 1, 1.5, and 2 and different support conditions
for, η = 0.5, 2C = 24 mm, ξ = 0.7.

(SSSS, SSCCandSSFF) for every kind of composite plate, respectively, themiddle crack
position in η and ζ-directions η = 0.5; ζ = 0.5, plate thickness H = 5.5mm, crack depth
ratio ξ = 0.7, the volume fraction of reinforcement fibre ∀f = 30%. The figures show
a good agreement between the numerical and experimental results. The discrepancy
between the numerical and experimental results is about (2 to 6%). The composite plates
natural frequency results are obtained using short and long fibres respectively results are
shown in Figs. 12 and 13 with the following design parameters: AR = 1, 1.5, and 2,
with the support conditions SSSS, SSCC and SSFF, middle crack position in η and ζ-
directions η = 0.5; ζ = 0.5, plate thickness H = 5.5mm, crack depth ratio ξ = 0.7,
fiber reinforcement volume fraction ∀f = 30%. A good agreement has been obtained
between the numerical and experimental results with a percentage discrepancy between
is about (2 to 5.5%).

Figures 8, 9, 10, 11, 12, 13 and Tables 4, 5, 6 and 7 present the effects of cracks
location and size on the natural frequencies of the composite plates with the following
main design parameters,

1. The crack position in (ζ and η-direction),

It was noticed that the natural frequency decrease as the position of the crack moves
to the plate centre, as shown in all the studied cases of the AR = 1, 1.5, and 2 and the
boundary conditions (SSSS, SSCC, and SSFF) and presented in Figs. 8, 9, 10, 11, 12,
13 and Tables 4, 5, 6 and 7.
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2. The effects of the crack size length and depth.

It was noticed in Tables 5 and 6, and Figs. 12 and 13 using the same composite plates
in (1), the natural frequency decreases as the crack length or depth increases due to the
stiffness reduction in cracked samples.

3. Thickness of the plate effects,

The increase of the plate means an increase in the composite plate which results in
an increase in the natural frequency for all the cases of the plates with different aspect
ratios, as shown in Table 7.

4. Effect of the aspect ratio of the composite plate,

The increase in the aspect ratio of the plate means an increase in the mass of the
plate, which results in a decrease in the natural frequencies shown in Tables 4, 5, 6, 7
and Figs. 8, 9, 10, 11, 12 and 13.

a. AR=1, SSSS b. AR=1.5, SSSS c. AR=2, SSSS

d. AR=1, SSCC e. AR=1.5, SSCC f. AR=2, SSCC

g. AR=1, SSFF h. AR=1.5, SSFF i. AR=2, SSFF

Fig. 9. Numerical and experimental natural frequencies for long Fiber Composite Plate with the
variation of crack position in ζ-direction and AR = 1, 1.5, and 2 and different support conditions
for, η = 0.5, 2C = 24 mm, ξ = 0.7.
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a. AR=1, SSSS b. AR=1.5, SSSS c. AR=2, SSSS

d. AR=1, SSCC e. AR=1.5, SSCC f. AR=2, SSCC

g. AR=1, SSFF h. AR=1.5, SSFF i. AR=2, SSFF

Fig. 10. Numerical and experimental of Natural Frequencies for short fiber composite Plate with
the variation of crack position inη-direction andAR=1, 1.5, and 2 anddifferent support conditions
for, ζ = 0.5, 2C = 24 mm, ξ = 0.7.

a. AR=1, SSSS b. AR=1.5, SSSS c. AR=2, SSSS

d. AR=1, SSCC e. AR=1.5, SSCC f. AR=2, SSCC

g. AR=1, SSFF h. AR=1.5, SSFF i. AR=2, SSFF

Fig. 11. Numerical and experimental natural frequencies for long fiber composite Plate with the
variation of crack position in η-direction and AR = 1, 1.5, and 2 and different support conditions
for, ζ = 0.5, 2C = 24 mm, ξ = 0.7.
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a. AR=1, SSSS b. AR=1.5, SSSS c. AR=2, SSSS

d. AR=1, SSCC e. AR=1.5, SSCC f. AR=2, SSCC

g. AR=1, SSFF h. AR=1.5, SSFF i. AR=2, SSFF

Fig. 12. Numerical and experimental of natural frequencies for short composite plate with dif-
ferent crack length effect with AR = 1, 1.5, and 2 and different support conditions for, ζ = 0.5, η
= 0.5, ξ = 0.7.

a. AR=1, SSSS b. AR=1.5, SSSS c. AR=2, SSSS

d. AR=1, SSCC e. AR=1.5, SSCC f. AR=2, SSCC

g. AR=1, SSFF h. AR=1.5, SSFF i. AR=2, SSFF

Fig. 13. Numerical and experimental of natural frequencies for short fiber different crack depth
ratio with AR= 1, 1.5, and 2 and different support conditions Plate ζ = 0.5, η = 0.5, 2C= 24 mm,
H = 9 mm.
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Table 4. Frequency measurements for the plate (rad/sec) with different crack position in ζ and η

directions, for H = 5.5 mm, 2C = 24 mm, ξ = 0.7.

Plate Type Aspect Ratio ζ η SSSS SSCC SSFF

Powder Reinforcement 1 0.5 0.5 1130.51 1550.12 914.06

0.5 0.25 1165.12 1590.23 947.97

0.25 0.5 1145.58 1555.23 925.59

1.5 0.5 0.5 828.45 974.58 563.15

0.5 0.25 850.47 1012.48 580.07

0.25 0.5 836.14 996.14 571.55

2 0.5 0.5 727.15 806.14 462.24

0.5 0.25 742.13 829.36 469.01

0.25 0.5 732.58 818.24 463.94

Short Reinforcement 1 0.5 0.5 1916.3 2690.36 1535.62

0.5 0.25 1955.25 2810.44 1580.37

0.25 0.5 1928.36 2780.24 1568.52

1.5 0.5 0.5 1446.25 1716.49 965.90

0.5 0.25 1463.25 1766.82 994.17

0.25 0.5 1454.88 1738.34 983.74

2 0.5 0.5 1248.36 1382.56 786.02

0.5 0.25 1271.48 1411.68 800.23

0.25 0.5 1254.87 1395.47 793.36

Particle Reinforcement 1 0.5 0.5 967.35 1356.48 781.58

0.5 0.25 1002.59 1402.57 823.99

0.25 0.5 995.48 1375.24 798.81

1.5 0.5 0.5 708.79 861.35 497.81

0.5 0.25 734.44 896.34 510.11

0.25 0.5 724.55 874.35 503.79

2 0.5 0.5 618.47 694.87 395.04

0.5 0.25 631.42 715.49 405.88

0.25 0.5 627.23 704.36 399.45

Long Reinforcement 1 0.5 0.5 1432.36 1702.26 967.09

0.5 0.25 1482.34 1742.36 999.62

0.25 0.5 1449.25 1712.24 978.89

1.5 0.5 0.5 1288.4 1376.49 782.08

(continued)
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Table 4. (continued)

Plate Type Aspect Ratio ζ η SSSS SSCC SSFF

0.5 0.25 1310.55 1413.44 801.32

0.25 0.5 1298.36 1397.35 791.89

2 0.5 0.5 1251.36 1281.33 728.52

0.5 0.25 1275.14 1309.22 741.50

0.25 0.5 1261.36 1296.44 734.68

Table 5. Measured natural frequencies (rad/sec) with different crack length effect of short and
long composite plate with, ζ = 0.5, η = 0.5,∀f = 30%, ξ = 0.7, H = 5.5mm.

Plate Type Aspect Ratio 2C (mm) SSSS SSCC SSFF

Short Reinforcement 1 24 1916.3 2690.36 1535.618

36 1902.48 2630.14 1523.88

48 1892.36 2506.7 1490.492

1.5 24 1446.25 1716.49 965.8957

36 1431.62 1682.36 954.6085

48 1409.48 1643.79 943.3947

2 24 1248.36 1382.56 786.0231

36 1232.44 1363.77 779.8126

48 1221.47 1342.58 768.5424

Long Reinforcement 1 24 1432.36 1702.26 967.0915

36 1422.36 1695.35 960.1985

48 1410.45 1645.25 952.4368

1.5 24 1288.4 1376.49 782.0746

36 1273.48 1348.91 763.8887

48 1264.89 1326.7 743.6384

2 24 1251.36 1281.33 728.5212

36 1243.87 1268.36 717.6966

48 1228.66 1249.33 709.8559
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Table 6. Measured Natural frequencies (rad/sec) with different crack depth effect of short and
long composite plate for, ζ = 0.5, η = 0.5,∀f = 30%, 2C = 24 mm, H = 5.5mm.

Plate Type Aspect Ratio ξ SSSS SSCC SSFF

Short Reinforcement 1 0.3 3210.58 4555.26 2646.972

0.5 3205.14 4511.88 2631.533

0.7 3190.25 4488.34 2602.777

1.5 0.3 2386.36 2842.69 1625.859

0.5 2375.12 2821.25 1615.254

0.7 2366.14 2809.34 1597.114

2 0.3 2080.35 2282.87 1294.12

0.5 2061.87 2273.14 1288.553

0.7 2041.43 2256.47 1279.46

Long Reinforcement 1 0.3 2402.33 2912.48 1661.909

0.5 2385.47 2885.24 1642.843

0.7 2363.4 2844.59 1628.234

1.5 0.3 2170.49 2302.89 1305.904

0.5 2138.41 2286.48 1293.505

0.7 2121.35 2271.89 1288.553

2 0.3 2087.42 2140.68 1210.648

0.5 2064.23 2127.36 1204.24

0.7 2048.36 2103.87 1195.745

Table 7. Natural Frequency (rad/sec) measurements with Different Plate Thickness for Middle
Crack Location in ζ and η-Directions, 2C = 24mm, ξ = 0.7, ∀f = 30%.

Plate Type Aspect Ratio H (mm) SSSS SSCC SSFF

Short Reinforcement 1 3.5 1213.55 1719.36 1016.228

5.5 1916.3 2690.36 1535.618

9 3190.25 4488.34 2602.777

1.5 3.5 911.25 1093.14 623.9528

5.5 1446.25 1716.49 965.8957

9 2366.14 2809.34 1597.114

(continued)
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Table 7. (continued)

Plate Type Aspect Ratio H (mm) SSSS SSCC SSFF

2 3.5 802.36 881.36 500.4709

5.5 1248.36 1382.56 786.0231

9 2041.43 2256.47 1279.46

Long Reinforcement 1 3.5 923.86 1113.79 632.5323

5.5 1432.36 1702.26 967.0915

9 2363.4 2844.59 1628.234

1.5 3.5 829.34 891.24 505.6096

5.5 1288.4 1376.49 782.0746

9 2121.35 2271.89 1288.553

2 3.5 804.87 831.74 469.9318

5.5 1251.36 1281.33 728.5212

9 2048.36 2103.87 1195.745

4 Conclusion

In this work, experimental and numerical investigation were achieved to investigate the
effects of crack length and position on the natural frequencies of composite plates. The
results showed that the central damage affects the plate stiffness more than the other
crack positions, and the frequency reduction increases with the increase of the crack. It
was also deduced that the increase in the aspect ratio results in a decrease in the plate
natural frequency. The plate support end conditions affect the natural frequency keeping
the design parameters constant, crack length, position and aspect ratio and result in a
decrease in SSCC natural frequency, which was less than that in the SSSS and SSFF.
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Şahinbaş, Kevser 214, 410
Sarp, Salih 214, 410
Shenoy, P. Deepa 399
Sirin, Hatice 1
Srinath, K. S. 399
Suaib, Norhaida Mohd 148, 311

T
Tabassum, Maliha 214, 410

V
Varlı, Songül 335
Venugopal, K. R. 399
Vigneshwaran, P. 95
Vishwak, Nama Venkata 95

Y
Yee, Lau Yin 311
Yıldız, Serdar 335
Yuce, Yilmaz Kemal 464


	 Preface
	 Organization 
	 Contents
	Multimodal Classifier for Disaster Response
	1 Introduction
	2 Literature Review
	3 The Proposed Multimodal Learning Approach
	3.1 The Collected Sample
	3.2 The Proposed Text Classification Model
	3.3 Image-Based Classification

	4 Experiments
	4.1 Unimodal Classification
	4.2 Multimodal Classification

	5 Conclusion and Future Works
	References

	Image Encryption Using Spined Bit Plane Diffusion and Chaotic Permutation for Color Image Security
	1 Introduction
	2 Materials and Methods
	2.1 The Henon Map
	2.2 Bit Plane Slicing
	2.3 Bit Plane Spinning
	2.4 Proposed Encryption Algorithm

	3 Results and Discussion
	3.1 Histogram Analysis
	3.2 Correlation Factor Analysis
	3.3 Differential Attack
	3.4 Information Entropy
	3.5 Encryption Time

	4 Conclusion
	References

	Hardware Implementation of MRO-ELM for Online Sequential Learning on FPGA
	1 Introduction
	2 The MRO-ELM Algorithm
	3 Related Work
	4 Hardware Implementation
	4.1 Adapting MRO-ELM for Hardware Implementation
	4.2 Hardware Architecture

	5 Experimental Results
	6 Conclusion
	References

	A Literature Survey on Event Detection for Indoor Environment Using Wireless Sensor Network
	1 Introduction
	2 Background
	2.1 Event Detection Challenges
	2.2 Event Detection Hypothesis

	3 Related Work
	3.1 Monitoring and Reporting Event Strategies
	3.2 Approaches for Event Detection

	4 Discussion
	4.1 Network Structure
	4.2 Sensing Data and Representation 
	4.3 Event Detection Using Fusion Centre-Based Fuzzy Logic

	5 Conclusion
	References

	A Computer Presentation of the Analytical and Numerical Study of Nonlinear Vibration Response for Porous Functionally Graded Cylindrical Panel
	1 Introduction
	2 Models of Porous FGM Cylindrical Shell Panel
	2.1 Fundamental Equations
	2.2 Nonlinear Vibration Analysis

	3 Numerical Investigation
	4 Results and Discussion
	5 Conclusion
	Appendix
	References

	Turkish Sign Language Recognition Using a Fine-Tuned Pretrained Model
	1 Introduction
	2 Related Work
	3 Material and Method
	3.1 Dataset
	3.2 Data Preprocessing
	3.3 Methods

	4 Experimental Results
	5 Conclusions
	References

	Efficient Object Detection Model for Edge Devices
	1 Introduction
	2 Methodology
	3 Dataset Development
	4 Experiments and Discussion
	4.1 Training Details
	4.2 Result Analysis
	4.3 Extensive Experiments

	5 Conclusion
	References

	Smart Locking System Using AR and IoT
	1 Introduction
	2 Related Works
	3 Methodology
	4 Hardware Implementation
	5 Algorithms
	5.1 Harris Corner Detection
	5.2 Simultaneous Localization and Mapping (SLAM)
	5.3 Image Difference Using Feature Points

	6 Result and Discussions
	6.1 Flaws in Existing Smart Locking Systems
	6.2 Advantages of the Proposed System Over the Existing Systems

	7 Conclusion
	References

	Simulation of a Wheelchair Control System Based on Computer Vision Through Head Movements for Quadriplegic People
	1 Introduction
	2 Materials and Methods
	2.1 Materials
	2.2 Methods

	3 Results
	4 Conclusions
	References

	Image Encryption Using Quadrant Level Permutation and Chaotic Double Diffusion
	1 Introduction
	2 Related Works
	3 Materials and Methods
	3.1 Henon Map
	3.2 Pixel Shuffling
	3.3 Proposed Algorithm
	3.4 Decryption of Encrypted Image

	4 Results and Discussions
	4.1 Histogram Analysis
	4.2 Information Entropy Analysis
	4.3 Key Sensitivity Test
	4.4 Analysis of Ability to Withstand Differential Attack

	5 Conclusion
	References

	Leveraging Graph Neural Networks for Botnet Detection
	1 Introduction
	2 Related Work
	3 Graph Neural Network
	4 Methodology
	4.1 Dataset
	4.2 Dataset Preprocessing
	4.3 Graph Data Object Construction

	5 Evaluation
	5.1 Graph Neural Network Experimental Results
	5.2 Comparison with Relevant Work

	6 Conclusion
	References

	Voice Commands with Virtual Assistant in Mixed Reality Telepresence
	1 Introduction
	2 Proposed System
	2.1 Voice Commands
	2.2 Virtual Assistant
	2.3 MR Telepresence

	3 Test Application
	4 Conclusion
	References

	Photovoltaics Cell Anomaly Detection Using Deep Learning Techniques
	1 Introduction
	2 Dataset
	3 Methodology
	3.1 CNN-Based Detection
	3.2 Yolov7 Architecture
	3.3 Mathematical Model

	4 Results and Discussion
	4.1 Training Process
	4.2 Testing Models

	5 Conclusion
	References

	Anomaly Detection Algorithm with Blockchain to Detect Potential Security Attacks in the IIoT Model of Industry 5.0
	1 Introduction
	2 Related Work
	3 Proposed Methodology
	3.1 Understanding the Security Problem in IIoT
	3.2 Why Anomaly Detection Algorithm? Why Not Classification?
	3.3 Requirements for the Model
	3.4 Threshold for an Anomaly
	3.5 Implementation of the Algorithm
	3.6 Testing of the Model and Deployment
	3.7 Blockchain for the IIoT

	4 Result and Discussion
	5 Conclusion
	References

	COVID-19 Seasonal Effect on Infection Cases and Forecasting Using Deep Learning
	1 Introduction
	2 Related Work
	3 Methodology
	3.1 COVID-19 Data Set
	3.2 Deep Learning Models Details
	3.3 Training and Testing

	4 Result
	5 Discussion
	6 Conclusions and Future Work
	References

	PV Output Power Prediction Using Regression Methods
	1 Introduction
	2 Machine Learning Regression Methods
	2.1 Support Vector Regression
	2.2 Regression Trees
	2.3 k-Nearest Neighbor
	2.4 Artificial Neural Networks

	3 Results
	3.1 Dataset
	3.2 Performance Metrics
	3.3 Experimental Setup
	3.4 Experimental Results

	4 Conclusion
	References

	Secure Future Healthcare Applications Through Federated Learning Approaches
	1 Introduction
	2 Federated Learning
	3 Healthcare Applications and Datasets
	4 Opportunities and Challenges
	5 Conclusion
	References

	T-SignSys: An Efficient CNN-Based Turkish Sign Language Recognition System
	1 Introduction
	2 Related Works
	2.1 Machine Learning-Based Approaches
	2.2 Deep Learning-Based Approaches

	3 Methodology
	3.1 Data Preprocessing
	3.2 Model Architecture

	4 Experimental Results
	4.1 Datasets
	4.2 Experimental Setup
	4.3 Evaluation Metrics
	4.4 Performance Assessment
	4.5 Comparison with State-of-the-Art
	4.6 Ablation Study
	4.7 Failure Cases

	5 Conclusion
	References

	Damage Detection on Turbomachinery with Machine Learning Algortihms
	1 Introduction
	2 Methodology
	3 Results
	4 Conclusion
	References

	Deep Learning for ECG Signal Classification in Remote Healthcare Applications
	1 Introduction
	2 Related Work
	3 Problem Definition
	4 The Proposed Solution
	5 The Method of CNN
	5.1 A Convolutional Neural Network Works
	5.2 The Analysis of the Result and Discussion

	6 Conclusion and Future Work
	References

	Computerized Simulation of a Nonlinear Vibration Sandwich Plate Structure with Porous Functionally Graded Materials Core
	1 Introduction
	2 Governing Equations
	3 Nonlinear Dynamical Analysis
	4 Results and Discussion
	5 Conclusion
	References

	The Computer Modelling of the Human Gait Cycle for the Determination of Pressure Distribution and Ground Reaction Force Using a Below Knee Sockets
	1 Introduction
	2 Experimental Work
	3 Biomechanical Gait Cycle Tests
	4 Results and Discussion
	4.1 Gait cycle parameters
	4.2 Results of the Ground Reaction Force
	4.3 Pressure Distribution Through the Gait Cycle

	5 Conclusion
	References

	Evaluation of the Existing Web Real-Time Signaling Mechanism for Peer-to-Peer Communication: Survey
	1 Introduction
	1.1 UserMedia API
	1.2 RTCPeerConnection API
	1.3 RTCDataChannel API

	2 Limitations of WebRTC Signalling Technicality/Protocols
	2.1 Socket.io Signalling Protocol
	2.2 Jingle Signalling Protocol
	2.3 Web Socket Protocol
	2.4 Session Initiation Protocol

	3 Several Proposed Solutions and Perforations for WebRTC Signalling Techncality
	3.1 Using Several Techniques

	4 Conclusion
	References

	Autonomous Agent Using AI Q-Learning in Augmented Reality Ludo Board Game
	1 Introduction
	2 Methodology
	3 Ludo Game
	4 Results
	5 Conclusion
	References

	Modelling and Estimating of VaR Through the GARCH Model
	1 Introduction
	2 Literature Survey
	3 Material and Methods
	3.1 Material
	3.2 Methods

	4 Results and Discussion
	5 Summary and Conclusion
	References

	Nuclei Instance Segmentation in Colon Histology Images with YOLOv7
	1 Introduction
	2 Methods
	2.1 Instance Segmentation and YOLOv7
	2.2 Network Training and Instance Segmentation
	2.3 Segmentation Evaluation Metrics

	3 Experimental Analysis
	3.1 Dataset
	3.2 Results

	4 Conclusions
	References

	Evolutionary Approach to Feature Elimination in House Price Estimation
	1 Introduction
	2 Dataset and Methodology
	2.1 Data
	2.2 Data Preprocessing
	2.3 Genetic Algorithm
	2.4 LightGBM
	2.5 Proposed Methodology

	3 Experiments and Results
	4 Conclusions
	References

	A Hybrid Machine Learning Approach for Brain Tumor Classification Using Artificial Neural Network and Particle Swarm Optimization
	1 Introduction
	2 Material and Methods
	2.1 Dataset
	2.2 Pre-processing and Enhancement
	2.3 Skull Removing
	2.4 Brain Tumor Segmentation
	2.5 Feature Extraction
	2.6 Feature Selection
	2.7 Brain Tumor Classification

	3 Experimental Results
	4 Conclusions
	References

	Optimized KiU-Net: Lightweight Convolutional Neural Network for Retinal Vessel Segmentation in Medical Images
	1 Introduction
	2 Proposed Method
	3 Experiments and Results
	3.1 RITE Dataset
	3.2 GlaS Dataset

	4 Conclusion
	References

	On the Characteristic Functions in Listing Stable Arguments
	1 Introduction
	2 Our Analysis
	3 Conclusion
	References

	Generating Sub-emotions from Social Media Data Using NLP to Ascertain Mental Illness
	1 Introduction
	2 Literature Survey
	3 Bag of Sub-emotions Using Google-News-300
	3.1 Generating sub-emotions
	3.2 Mapping User Text to Sub-emotions

	4 Experimental Results
	4.1 Vocabulary and Clusters
	4.2 Sub-emotion Lexicon -Results
	4.3 User Text to Sub-emotions Text

	5 Conclusions and Future Work
	References

	Non-Cryptographic Privacy Preserving Machine Learning Methods: A Review
	1 Introduction
	1.1 Literature Review

	2 Non-Cryptographic Privacy-Preserving Methods
	2.1 Differential Privacy
	2.2 Federated Learning

	3 Opportunities and Challenges
	4 Future Research Directions
	5 Conclusion
	References

	Detection and Comparative Results of Plant Diseases Based on Deep Learning
	1 Introduction
	2 Related Works
	3 Material and Method
	3.1 Deep Learning and Object Detection
	3.2 Yolo
	3.3 Dataset
	3.4 Running the Models
	3.5 Evaluating the Results of Object Detection Algorithms

	4 Result and Discussion
	References

	Triplet MAML for Few-Shot Classification Problems
	1 Introduction
	2 Related Studies
	3 A New Meta-Learning Algorithm: TripletMAML
	3.1 MAML
	3.2 Triplet Networks
	3.3 Triplet Generation for TripletMAML

	4 Experimental Settings
	4.1 Datasets for Few-Shot Classification
	4.2 Loss Function
	4.3 Backbone and MAML Hyper-parameters

	5 Results and Discussion
	5.1 Preliminary Experiments
	5.2 Few-Shot Classification Experiments

	6 Conclusion
	References

	Iterative Mask Filling: An Effective Text Augmentation Method Using Masked Language Modeling
	1 Introduction
	2 Literature Review
	3 Methods
	4 Experiments
	4.1 Datasets
	4.2 Training Settings
	4.3 Comparison of Text Augmentations
	4.4 Improving Performance of Text Augmentations
	4.5 Using Different Language Models

	5 Discussion and Limitations
	6 Conclusions
	References

	Sub Data Path Filtering Protocol for Subscription of Event Parts and Event Regeneration in Pub/Sub Pattern
	1 Introduction
	2 Literature
	3 Methodology
	3.1 Sub Data Path in Pub/Sub Communication Pattern
	3.2 Sub Data Path in Broker
	3.3 Event Filtering Based on Graph Computations
	3.4 Broker and Library for SDP

	4 Use Case Performance Evaluation and Metrics
	4.1 Results

	5 Discussion
	6 Conclusion
	References

	A Computerized Experimental Rig for the Vibration Investigation of Cracked Composite Materials Plate Structures
	1 Introduction
	2 Experimental Work
	3 Results and Discussions
	4 Conclusion
	References

	Author Index

