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1 Introduction

Nowadays the Internet can be considered as a set of web pages, which becomes
larger as more people use it every day. The most widespread domain of the Internet
is social networks. Their main feature is increasing the number of users’ content.
Users can publish posts on different topics, repost the texts of other users, and react
to all of them. Such interactions can be analyzed from the point of view of hidden
communities.

A hidden community is defined as an elusive group of people that cannot be
detected without the application of specific approaches. Scholars usually propose
three main strategies: graph-based methods, clustering methods, and hybrid ones.
Recent papers show that hybrid procedures can be applied to Russian datasets [11,
12], and the basis of the hybrid approach becomes topic modeling that is a way of
creating a semantic model of a text collection that describes transition from a set of
documents and their words to a set of topics that characterize the content of
documents.

The issue of a plethora of the algorithms becomes pivotal as the algorithm one is
going to deal with strongly depends on a corpus. Therefore, a blow-by-blow com-
parison of methods as regards their performance is required. In the current study, we
are going to focus on the dataset of 2021 Russian LiveJournal posts, which was
developed in course of our research. Although LiveJournal is not so popular among
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users as other social networks in Russia (VK, Instagram, etc.), it has some reasons
to be analyzed. First of all, its inner structure is not as difficult as the structure of
other sites like Facebook or Instagram so it can be web-scraped without using any
complex methods. Moreover, studies [3, 7] prove deep interest of researchers to
LiveJournal linguistic data; thus, this social network is of current importance among
researchers. It is also worth mentioning that the Russian segment of LiveJournal is
characterized by a specific set of communication practices that distinguish it from
other social networks. Posts on this social network contain more textual informa-
tion, which is necessary for conducting experiments in the field of topic modeling,
while posts on other social networks tend to use a lot of audio content and video
content; as a consequence, textual information is likely to be far from being pre-
sented in full. Resultant findings are presented and discussed to guide the choice of
topic modeling approaches, especially in terms of detecting hidden communities.

2 Main Topic Modeling Approaches and Related Works

Nowadays the techniques of topic modeling are divided into two main groups: alge-
braic and probabilistic. In probabilistic models, we distinguish static topic models
and contextualized hybrid topic models. Among the algebraic text models, the most
common are the standard Vector Space Model (VSM), Latent Semantic Analysis/
Indexing (LSA/LSI), Non-negative Matrix Factorization (NMF), etc. As for the
static probabilistic models, one can use probabilistic Latent Semantic Analysis
(pLSA), Latent Dirichlet Allocation (LDA), its multimodal extensions like Author-
Topic Modeling (ATM), etc. [10]. Finally, recent years have proved that pre-trained
language models like BERT or ELMo can improve the quality and content of cor-
pora processing and topic modeling. It is also worth mentioning that contextualized
embeddings allow one to describe topical structure of documents in a corpus more
consistently.

In contemporary linguistics, topic modeling is widely used for social network
texts. In [6], the perception of social problems by readers was investigated, and the
corpora of regional Russian news on social networks were used for the current
experiment. With the help of LDA, the main topics, which characterized the news,
were formed. The authors also assessed the importance of the topics with the help
of news comments. Despite the different degrees of sentiment expressed by users,
the authors concluded that a large degree of polarization of opinions led to the actu-
alization of issues.

The paper [14] focuses on the development of the corpus of Pikabu Russian
posts. The authors ran several experiments including standard LDA and ATM
extended with topic label assignment based on hashtag distribution. The experi-
ments allowed them to obtain groups of authors with similar interests. Actually,
similar interests showed semantic similarity of authors that was considered as a
basis for generating a model of hidden communities.
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In [17], the authors set a goal to evaluate the methods of aggregating semantic
features in the gender classification of texts of Russian users on social networks, a
corpus of Facebook posts being collected. They used three models: LDA, ATM, and
distributive semantic clustering (DSC), with ATM showing the best results. Political
topics were found to be prevalent among male users.

LSA is also used for web-texts. In [1], the authors argue that customers often
search for product reviews to be sure if a product is worth buying. These reviews
most often contain emotional vocabulary that can influence the quality of a review
and a purchase decision. The authors believe that reviews with emotional words that
indicate confidence will have a positive effect on the overall rating of a review. In
this study, LSA is used to measure the emotional content of reviews.

When discussing contextualized topic models, we should mention that there is
not a unified algorithm for contextualized topic modeling as some of them may be
a combination of LDA and distributed embedding models (e.g., LDA2Vec), and
others do not include any probabilistic topic model as a core algorithm and generate
or predict topics by triggering a sequence of dimensionality reduction techniques
over contextualized vectors. For instance, in [18], authors propose a novel topic-
informed BERT-based architecture for semantic similarity detection. They show
that the proposed model improves performance over strong neural baselines across
a variety of English datasets. It is observed that the addition of topics to BERT helps
to resolve domain-specific cases. In [16], BERT topic modeling is also applied to a
corpus of English micro-blogs. A so-called T-BERT framework is proposed to show
the enhanced performance by using both latent topics and BERT embeddings. The
experiments are conducted on 42,000 datasets. The empirical results allow the
authors to state that the model improves the resultant performance when one adds
topics to BERT. Moreover, the authors classifies the resultant topics in terms of
sentiment analysis, and the accuracy rate is about 90.81% with the proposed
approach.

Meanwhile the comparison of topic modeling approaches in foreign studies is a
pivotal issue; in Russian studies, the problem of comparing topic modeling algo-
rithms is not covered in such detail, especially in terms of detecting hidden com-
munities. Thus, our study aims to fill in the gap in this area of computational
linguistics.

3 Experimental Design

3.1 Developing a Corpus of LiveJournal Russian Posts

The corpus of LiveJournal Russian posts includes texts that were downloaded from
LiveJournal social network. The current textual collection was created with the help
of Python 3.7 programming language, as well as beautiful soup and requests librar-
ies. The following rules were followed:
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» To obtain interpretable topics, it was necessary to include texts which length was
equal to or more than 200 symbols.

* To show the current relations among users in the model of hidden communities
and track topical trends, we decided to choose posts that were published no ear-
lier than 01.01.2020.

e The authors are not friends in the LiveJournal social network.

e The authors, who published images instead of textual information, were not
taken into account in course of corpus development.

The step of filtering friends was the most pivotal one. If two users were friends
on social networks, they could not be united by latent links and form a model of a
hidden community. This situation conflicted with the term of hidden communities,
and the links between such users were considered to be obvious. To omit those
users, the id number of each user was checked iteratively in the list of friends of
other users. If it was in the list of friends, we did not include the users in the resul-
tant model.

The next step implied corpus preprocessing. The stanza library was chosen for
this purpose as it allows us to create a non-stop pipeline in a single code environ-
ment. We also used a stop-list during lemmatization to check each token; the stop-
list includes prepositions, conjunctions, particles, interjections, symbols of various
alphabets, obscene vocabulary, abbreviations, etc. The stop-list is based on a
Frequency Dictionary of Contemporary Russian by Olga N. Lyashevskaya and
Serge A. Sharoff, as well as words and expressions that were included after check-
ing topic models of the first preliminary procedures: expressions of laughter like xa
(hah), graphical representations of emoticons, etc. The total number of stop words
is more than 1400. As a result of the above procedures, the size of the final corpus
turned out to be about 600,000 tokens, and the initial number of users was 125. On
average, each of the users published about 100 posts within 2020 and 2021, and the
average length of each text was 35 words.

3.2 Author-Topic Models

Author-topic model (ATM) [19] represents a multimodal procedure, being an exten-
sion of a classical LDA technique. In ATM, topic generation is based on an expanded
set of parameters, namely, term-document distribution, term-topic distribution,
document-topic distribution, and author-topic distribution. The major difference of
ATM from LDA consists in putting forward text authorship as a target object of
investigation.

The basic generative ATM procedure works as follows: We select an author for
each lexical unit from the set of an authors’ document. The next step is to select a
topic from the distribution of topics corresponding to the author.

Finally, we choose a lexical unit from the distribution of words corresponding to
the topic. The graphical model of ATM is presented in Fig. 1.
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One of the publicly available implementations of ATM can be imported from the
gensim library. Its usage is similar to the usage of the standard LDA technique. The
choice of this ATM is determined by the successful application of LDA models on
different genres of Russian texts [11, 14, 17]. In this library, it is possible to prese-
lect the best model with the highest topic coherence parameter. To do this, we used
a cyclic iteration of parameters such as random_state that sets the state of the ran-
dom number generator inside the author-topic model (from 1 to 7 with a step that is
equal to 1) and num_topics which is needed to create the required number of topics
covering all text documents in LiveJournal corpus (from 5 to 35 with a step that is
equal to 5). As a result, the following parameters turned out to be the most optimal:
random_state = 2, num_topics = 15, topic coherence = —2.06. When deriving the
resulting topics for each author, we also introduced an additional condition: if a
topic occupies less than 10% of all topics of each author, we do not take it into
account.

Examples of the ATM output are represented in Table 1. As we also used addi-
tional filters, some insignificant topics were not included into resulting topic sets.
The topic index corresponds to a conventional index instead of a random number
assigned to ATM output. As we focus mainly on author-topic distribution, the resul-
tant sets of topics per authors may overlap, and this peculiarity is exemplified by the
repetition of topics marked with *, #, @ indices. The observed overlap is explained
by the fact that topics are distributed among all the authors in the corpus with the
assignment of the percentage coverage of the topic in each author’s subcorpus.

3.3 Contextualized Topic Models

In the NLP domain, standard topic modeling procedures allow one to extract mean-
ingful topical sets of words from both structured and unstructured texts [2].
Unfortunately, such models do not take context into account, therefore, some
semantic features of topical sets are unlikely to be mentioned. Nowadays, pre-
trained language models like BERT fill in this gap, they are used in numerous NLP
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Table 1 ATM topics

Topic | Percentage of
User index | coverage (%) | ATM lemmata

boyskaut0 |+ 26.6 OeH31H, TeMa, MUCbMO, MaMa, COOCTBEHHBII, MOJIPYyTa,
cyacThe, TesieoH, HOX, yuuTh (gasoline, topic, letter,
mother, own, girlfriend, happiness, phone, knife, teach)

* 14.4 NpyT, CTpaHa, ropof, Ba, IeHb, JOM, MECTO, UCTOPUSI,
okasarbcsi, nepBbii (friend, country, city, two, day, house,
place, history, turn out, first)

# 11.04 4eJIOBeK, JIeHb, XOPOILHH, HOBbI, BpeMsl, CErOjIHs,
NepBbIii, BONPOC, U3Hb, pe6EHOK (person, day, good,
new, time, today, first, question, life, child)

@ 12.16 MIPE3U/CHT, BIaAUMUP, BIOOPHI, 5KOHOMHUKA,
M0>KaJIoBaTh, allbMaHax, rjlaBa, CTyJIeHT, ciia (president,
Vladimir, elections, economics, welcome, almanac, head,
student, United States)

sisj * 13.86 JpYT, CTpaHa, TOpoJi, 1Ba, IeHb, IOM, MECTO, NICTOPHSI,
okasarbcst, nepBblii (friend, country, city, two, day, house,
place, history, turn out, first)

A 11.97 KHUTa, POCCHS], IPUCOENUHSATLCS, BBICOTA, LIEHA, TOILIUBO,
paamyc, JKeT, NopiIHeBoi, HoBbIi (book, Russia, join,
height, price, fuel, radius, jet, piston, new)

~ 14.3 (oto, pybiib, HIOJIb, pe3yJIbTaT, IOCTABUTh, POMaH,
oduIMaNbHBI, CIyTHHK, 6aiu, poxkaenue (photo, ruble,
july, result, put, novel, official, satellite, Bali, birth)

# 25.91 YeJIOBeK, JIeHb, XOPOILHMH, HOBbI, BpeMsl, CErOjIHs,
NepBblii, BONPOC, XXU3Hb, pe6EHOK (person, day, good,
new, time, today, first, question, life, child)

md_ # 27.63 YeJI0BeK, JIeHb, XOPOILIMi, HOBbI, BpeMsl, CErOjIHs,
prokhorov NepBBIi, BONPOC, XH13Hb, peOEHOK (person, day, good,
new, time, today, first, question, life, child)

@ 21.62 MIPE3UJICHT, BIaJIUMUP, BIOOPBI, 9KOHOMHUKA,
M0>KaloBaTh, allbMaHax, IlaBa, CTy/IeHT, cia (president,
Vladimir, elections, economics, welcome, almanac, head,
student, United States)

application, and topic modeling is not an exception. One of such implementations is
BERTopic that is an approach that uses transformers and c-TF-IDF to create dense
clusters for interpretable topics; it allows keeping important words in the topic
descriptions [4]. The algorithm consists of three stages: creating document embed-
dings, predicting semantic clusters, and printing topic representation from clusters.
The c-TF-IDF compares the importance of lexical units to a specific cluster and
reveals the most significant lexical units in a topic. It is calculated according to

Eq. (1).

¢ TF IDinxlog
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The frequency in the formula for each word f is extracted from each particular
cluster i and then divided by the total number of lexical units wd of a cluster i. It is
a way of normalizing the frequency of words in each cluster. Then the number of
clusters m is divided by the total frequency of the word f across all the clusters.

After generating the c-TF-IDF representations, a user obtains a set of lemmata
that describe a collection of documents. Of course, it does not mean that the collec-
tion of words describes a coherent topic. To improve the coherence of words, the
author of the library uses Maximal Marginal Relevance to find the most coherent
words without having too much overlap among the words themselves. This action
results in getting rid of words that do not contribute to a particular topic.

The graphical representation of BERTopic architecture is presented in Fig. 2.

First of all, we need to tune the model. The posts are distributed among all the
authors so that it would be possible to assign particular topics to each author. As we
manually include the authorship as a pivotal parameter for the model, the basic
BERTopic models are transformed into contextualized quasi-author-topic models.
In the ATM algorithm, the assignment of words to a topic and to an author is auto-
matic, so it is important to find out in which model topics will be most fully described
from a semantic point of view: in an automatic ATM model or in an automated
contextualized quasi-author-topic models. For both standard LDA and contextual-
ized BERTopic model, we choose the topic size that is equal to 10 lemmata. As this
number of lemmata is usually set as a standard one in a lot of topic modeling tech-
niques, we decided to use the following filter: if the number of lemmata is less than
10, a topic will not be included in the resultant model and will not be seen in the
output. The next step is to choose the language. As the Russian model is absent in
the current library, we choose the multilingual BERT model as it is also trained on
some Russian data. Some of the results are presented in Table 2 that includes full
lists of topics for each user. As we use additional filters, some preliminary topics
were not printed in the output; that is why some topical indices are not mentioned
in Table 2.

Since we described the system of filters for printing topic models like the set of
the optimal topic size, as a result, some authors with little textual data at their pages
got no topic assignments. Such users are aleksa_i_sandra, avryabov, etc.

Thus, we did not assign topics to 25 authors out of 125. This author set reduction
should not be considered as a data loss, as BERTopic applied to corpora is aimed at
dimensionality reduction and structural generalization which is manifested in

Fig. 2 BERTopic - ]
hi Creating document embeddings from a set of documents
architecture using BERT sentence-transformers.

l

Using UMAP for preserving both the local and global structure of embeddings
and HDBSCAN for clustering the reduced embeddings and detecting outliers.

|

Creating topic representations from clusters by extracting and reducing topics
with c-TF-IDF and improving coherence of words with Maximal
Marginal Relevance
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Table 2 BERTopic topics
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User

Topic index

BERT lemmata

boyskautO

boyskautO_1

MOJIbILA, POKATUTBLCSI, CErOJIHSI, PEHiC, ICHb,
BEPHYTHCSI, 3AKOHUHTHCSI, YTPO, HOCIIEHIU, TIOCETHTh
(Poland, ride, today, flight, day, return, end, morning,
last, visit)

boyskaut0_2

OCY/MTh, NOPOK, MU3YJINHA, 6opbOa, NpaBusio, padora,
Jenarb, Cyl, YBOJINTb, ipuKa3 (condemn, vice,
mizulina, fight, rule, work, do, court, dismiss, order)

boyskaut0_3

KYyJIpUH, PETUBbIN, HAYaIbHUK, 6a0a, KanuTaH,
OM03/1aTh, KAJIMHUHIPAJ, 3aXJIECTHYTh, €CCTECCHBIN
[ecrecTBennblii], nonaros (kudrin, zealous, boss,
woman, captain, be late, Kaliningrad, overwhelm,
natural, dovlatov)

boyskaut0_4

JIeKaTh, rped, YeoBeka, repMaH, narka, nanenoypr,
00partuTh, 0003HAYATHCSI, 1IbITaH, ajpirenckuii (lie,
gref, human, german, folder, Papenburg, turn, be
designated, gypsy, adyghe)

boyskaut0_5

Mope, Bojia, peibaka, opJiaH, MeTp, Napoxoj,
OrPOMHBIIL, IOCIIEHNUI, TIel3aX, mayk (sea, water,
fishing, eagle, meter, steamer, huge, last, landscape,
spider)

boyskaut0_6

UMITOpTO3aMellIeHNe, TeMa, OpOT, HelyTeBOM, CTpaHa,
3aMeHa, METaThCsl, PaKIaHKH, JJAKOMUTHCSI, 3aIpaBKa
(import substitution, topic, bread, bad, country,
replacement, rush about, citizen, regale, refueling)

boyskaut0_7

IIyBaJIOB, HEYICP>KUMBIH, ITyTHH, BIQIUMHp, BIACTb,
rHeB, (ailsl, IPOCTPAHCTBO, MOCTCOBETCKMUIL, EPEBOJL
(shuvalov, unstoppable, putin, Vladimir, fall, anger, file,
space, post-soviet, translation)

boyskautO_8

Korry6a, KiyOHUKa, (heCTUBAIIb, LEeJb, CTOJ, PhIHOK,
pe3epB, MPUKYIUTD, NPEANPa3HUYHbIN, TPA3IHUIHbIH
(koshuba, strawberry, festival, goal, table, market,
reserve, buy, pre-holiday, celebratory)

boyskautO_9

JMCK, KOMIIBIOTED, COOCTBEHHbIH, MET0(II,
J0rajiaThCsi, 0CMOTPETh, (hailil, TEXHUKA, Tpodei,
aBromoOmb (disk, computer, own, pedophile, guess,
inspect, file, technique, trophy, car)

boyskaut0_10

MOHSITHBIN, HaBAJIbHBII, KAYECTBO, TOBAp, Pa3HHUILIA,
Pa3HUTBCS, POIOBOJILCTBEHHBIN, IPOBETPUTHLCS,
NIPOBEPHTH, HACKOJIBKO (easy to understand, bulk,
quality, product, difference, vary, food, air, check how
much)

(continued)
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Table 2 (continued)
User Topic index BERT lemmata

sisj sisj_0 MHUp, HOBBIN, CYJI, yUeHblil, paboTa, 1e/1aTh,
ucclefjoBaHKe, IeHb, BOJIA, Jiec (peace, new, court,
scientist, work, do, research, day, water, forest)

sisj_1 4acTh, 4YACTO, (PUHAIIBHBIN, (PUHAT, CJIOBO, CBSI3bIBATD,
0CcBOOOJUTH, BTOPOI, aJIKOT0JIb, X/aTh (part, often,
final, ending, word, bind, release, second, alcohol,
wait)

sisj_2 SIHBaphb, (peBpalib, IeKaObpb, HACTYNATh, POXK/ECTBO,
JIOpPOroid, MPa3aHOBATh, NPA3IHUK, KCHIIUHA, APYT
(january, february, december, advance, christmas, dear,
celebrate, holiday, woman, friend)

sisj_3 MapT, IPUYPOUNTb, IOJIHOLEHHbII, IECTBUE,
rpsityLmni, Gimkanimi, oopaser, cobpaTh, OTKPbITHE,
necstok (march, time, full-fledged, procession,
upcoming, nearest, sample, collect, opening, dozen)

md_prokhorov md_prokhorov_1 napTusi, BbIOOPBI, CErojiHsl, FPasKIaHCKHM, BIACTb,
JeJ10, OCTIe/HUIL, BpeMsl, IeHb, YesloBek (party,
election, today, civic, power, matter, last, time, day,
man)

md_prokhorov_2 NpHBeT, OJIArolapuTh, OTIMYHBII, 31PaBbIil, JOPOTOii,
JOBOJIBHBIN, TOPa3lo, SKUMaHKa, IpyT, OOJOTHbIH
(hello, thank, excellent, healthy, dear, satisfied, much,
yakiman, friend, bolotny)

ranking authors as regards significance of their impact to the corpus. Unlike
BERTopic, in ATM we did not have any loss of the authors, each of them received
at least one topic, but the resulting model seems to be redundant due to topic
overlaps.

4 Evaluation

First, before quantitative evaluation of experimental results on formal grounds, we
will try to perform qualitative analysis of paradigmatic relations between the topics
[5] obtained by means of ATM and BERTopic. Our framework used in qualitative
evaluation is inspired by wordnet-thesauri architecture, which reflects variety of
hierarchic relations in the lexicon established within and between synonymic sets
(synsets), for example, synonymy, antonymy, hyponymy, meronymy, conversion,
troponymy, etc. In the given case study, we chose major paradigmatic relations
detected in our data. This approach allows us to say if the obtained topics have any
common linguistic features.

For instance, judging from Tables 1 and 2, we see that the topics maptusi, BBIGOpHI,
CeroJiHsl, TPAXKIAHCKUI, BIIACTb, JIEN0, MOCICIHNUN, BpeMsl, JeHb, YelloBeK (party,
election, today, civic, power, matter, last, time, day, man) and npe3ufeHT, BIaguMHup,
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BLIOOPBI, 9KOHOMHUKA, OXaJloBaTh, ajlbMaHax, IlaBa, CTyJeHT, cia (president,
vladimir, elections, economics, welcome, almanac, head, student, united states) are
in relation of relative synonymy. The BERT topic deals with the problem of internal
politics, while the ATM topic describes foreign politics, although they are both in
the semantic field of politics.

Among other paradigmatic relations, we can also discuss antonymic relations.
Among the main topics of the user yuripasholok, the BERTopic algorithm high-
lighted the following one: TaHK, BOCHHBIH, BpeMsl, TEXHUKA, BOWHA, SIBIISThCS,
MallliHa, UCTOPUsI, OPOU, TeXxHnueckuit (tank, military, time, technique, war, be,
machine, history, sometimes, technical). The ATM topic is geiicTBue, 0co60,
CUTyalusl, IPUBOUTD, Ky4a, TPOMCXOJUTh, FTOCYJAPCTBO, UCTPEOUTEID, MOJIUTHKA,
pexxuM (action, especially, situation, lead, heap, occur, state, fighter, politics, mode).
They are both in relation ground forces/air forces as the second set contains the
uctpeourens (fighter) word. It is worth noting that the topic of the air force can also
refer to a general political topic. As a result, these two sets can be in relation of the
hyponym and hypernym because military forces are an integral part of politics.

Finally, antonymic topics are clearly observed in the profile of diak_kuraev:
LEpKOBb, TaTpuapX, NPaBOCIABHBIN, PYCCKUI, aHAped, WCTOpHs, POCCHs,
MOHACTBIPb, XpaM, feHb (church, patriarch, orthodox, russian, andrey, history, rus-
sia, monastery, temple, day) (BERTopic) and nyTuH, poccusi, pycckuii, MOTOp,
JOKb, HAPOJl, YNHOBHUK, YMEPETh, 3aBTpa, BUpPYycC (putin, russia, russian, motor,
rain, people, official, die, tomorrow, virus) (ATM). These two sets are in relation to
church and state. The problem of their relationship has always been one of the most
important in the history of Russia.

Turning to the formal parameters of the assessment, it is important to say that for
probabilistic topic models, the u-mass topic coherence metric is most often used.

In general, the issue of automatic evaluation of the quality of topic models has
always been acute. In practice, in addition to the u-mass topic coherence, NLP
researchers also resort to other metrics. For example, you can use the normalized
pointwise mutual information (NPMI) coherence. It has been found to correlate best
with human judgment in most experiments for English corpora [9]. However, this
process is more time consuming and more often used for larger corpora, so in our
experiment we decided to use the u-mass metric. The closer the value of the metric
to zero is, the more coherent and stable the resulting topical sets are. In Sect. 3, we
mentioned that, when looping over for this dataset, we got a topic coherence that is
approximately equal to —2, which really showed that the final author-topic models
had the right to exist. Unfortunately, in libraries for contextualized topic modeling
algorithms that are based on pre-trained BERT language models, we cannot apply
the same metric. Nonetheless, we should note that in BERTopic, there is such a
parameter as topic similarity, which shows the heterogeneity of topics for each of
the authors of the corpus. Figure 3 shows the proximity table for the topics of the
zelenyislon user. On average, the topic similarity parameter is less than 0.6, which
really indicates the heterogeneity of topics and, as a result, the absence of the need
to remove duplicate topics, which characterizes the stability of the resulting sets.
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Fig. 3 The topic similarity of the zelenyislon user

5 Conclusion

Based on the linguistic analysis and description of the models obtained, we can
conclude that despite some shortcomings in each of the models, both of them can be
used to build a model of hidden communities. Depending on the choice of a topic
modeling algorithm, various techniques may be used. Nevertheless, from the point
of view of traditional linguistics, it seems important that the resulting sets, in their
paradigmatic properties, should be closer to co-hyponyms than to hypernyms, since
we will be able to observe specific ideas that are reflected in text collections.
Therefore, contextualized models may have an advantage over probabilistic ones.
When working with topics obtained with the help of BERT, it is necessary to
simplify manual unification of topics. The procedure for automatic topic labeling
will reduce the dimension of a set of 10 lemmata to a lexical unit, which will
approximately cover the idea of an original text. Since the source texts were taken
from the web, the labels have to be obtained from the vector model of a corpus,
which is based on web texts [8, 15]. It is important to note that, unfortunately, the
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speed at which large open-access representative web corpora appear is too slow for
the resulting labels to perfectly match topic models. Therefore, another way might
be connected with obtaining labels from search engines [13]. To do this, the topic
lemmata can be turned into a search query. Labels will be used for creating a graph
of users that will be a resultant model of hidden communities. As for ATM topics,
the step of automatic topic labeling is unnecessary since some author-topic models
are the same with the same set of lemmata. We can use topical sets for creating
a graph.

Further research will be aimed at developing procedures for automatic topic
labeling and testing them, creating a model of hidden communities for the
LiveJournal social network and its linguistic description, as well as using text cor-
pora collected from other Russian segments of social networks.
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