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Abstract. Handling data artifacts is a critical and unsolved challenge
in deep learning. Disregarding such asymmetries may lead to biased and
socially unfair predictions, prohibiting applications in high-stake scenar-
ios. In the case of visual data, its inherently unstructured nature makes
automated bias detection especially difficult. Thus, a promising remedy
is to rely on human feedback. Hu et al. [14] introduced a three-stage
theoretical study framework to use a human-in-the-loop approach for
bias detection in visual datasets and ran a small-sample study. While
showing encouraging results, no implementation is available to enable
researchers and practitioners to study their image datasets. In this work,
we present a dataset-agnostic implementation based on a highly flexible
web app interface. With this implementation, we aim to bring this theo-
retical framework into practice by following a user-centric approach. We
also extend the framework so that the workflow can be adjusted to the
researcher’s needs in terms of the granularity of detected anomalies.
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1 Introduction

Since the appearance of the CNN [20] and subsequently the transformer [34]
architectures, deep learning yielded remarkable achievements in various com-
puter vision tasks. We have seen improvements in all the different branches of
visual pattern recognition, such as image segmentation [23], classification [19],
or most recently in image generation [25]. Moreover, these techniques have long
left academia and have been deployed in real-life scenarios, often involving such
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where an ethical and fair decision is indispensable [22]. Unfortunately, prior
research has shown that many models fall short of this criteria [5,8,18].

The primary challenge in developing fair and trustworthy models comes from
the lack of a precise quantitative formulation of bias [7]. In the context of visual
data, which involves datasets composed of visual components and is visually
interpreted, this challenge has gained even greater prominence. As a result, either
proxy measures are used aiming to grasp parts of the contained biases [35] or
human judgments are included. While the prior can provide specific, typically
technical, fairness guarantees, it often falls short in ensuring a universally fair
model [17]. On the other hand, humans can naturally detect visual biases, and
their assessments can be later included in the Machine Learning pipeline. Even
when personal judgments are influenced or led astray by prejudices, this can be
counteracted by collecting a large sample of opinions. According to the wisdom
of the crowd hypotheses [28], when sufficient and diverse opinions are gathered,
the common understanding of a diverse crowd would lead to more reasonable
and thorough judgments of possible biases. It is worth noting that the diversity
of the sample is an integral part of this concept.

Biases could occur in various stages of the ML pipeline, including data input,
training, and model applications [2,22]. Deep learning techniques have been
shown to rely heavily on the training data, and biases included in the training
will be reflected by the models’ prediction [32]. Since raw images are unintel-
ligible for computers and learned representation may carry biases already, it is
natural to involve human judgments at this stage and employ them to filter the
training data. Hu et al. [14] propose a three-stage study technique to detect
sample biases in visual datasets. In their evaluation, they show that the frame-
work allows for finding both commonly known and dataset-specific yet unknown
biases among images. However, the authors did not develop any implementation
for their study but used static forms that were tailored for a single dataset and
were not made available to the public.

In this work, we face the challenge of bringing this theoretical framework
into practice by developing an interactive web interface that implements the
framework of Hu et al. [14]. By making this tool accessible to various users,
we allow examinations, applications, and future extensions to the framework. In
particular, we:

– Create a user-friendly online survey platform for detecting biases in image
datasets

– Enable the examination of any image dataset and the fine-tuning of the study
with respect to the dataset

– Extend the framework by Hu et al. with an interactive dashboard for study
parameter selection

2 Related Work

2.1 Bias Discovery

Fabrizzi et al. [10] gives a framework for categorizing machine-centric bias detec-
tion methods for image data. Most notably, they argue that even in carefully
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curated bias-aware datasets, disparities exist, making methods for bias explo-
ration crucial. They cluster prior works as follows:

1. Reduction to tabular data: such methods convert visual data into a tabular
form and use bias detection techniques designed for tabular datasets e.g.
count/demographic parity [9] or causality [36]

2. Biased image representations: Bias detection methods in this category ana-
lyze distances and geometric relationships among images utilizing the lower
dimensional representation to identify the presence of bias. This includes
distance-based methods [15] and interventions [3]

3. Cross-dataset bias detection: Methods in this category aim to identify the
distinct signature of each dataset by comparing various datasets, e.g. [32,33]

4. Other methods: They include a wide range of methods such as crowdsourcing
frameworks to ad-hoc trained classification models. Examples are [24] and [31]

To the best of our knowledge, prior human-in-the-loop methods for bias iden-
tification all focused on tabular data. A line of work relied on the assumption
that humans can evaluate small graphical causal models. Silva [41] offers a visual
interface to detect biases based on the causal relationships between the features.
D-BIAS [12] follows a similar methodology but also allows to alter the causal
links and thus actively mitigate bias. Other works use individual or group-level
fairness measures to detect asymmetries among features, that are then visual-
ized in different ways. Examples are FairRankViz [40] for bias detection in graph
mining or DiscriLens [37], which offers novel visualizations of group-level bias
attributes. In conclusion, there does not yet exist a human-centric approach for
bias detection in visual datasets.

2.2 Wisdom of the Crowd bias detection

We summarize the study procedure by Hu et al. [14] in more detail, as this serves
as the basis of our interface. We only describe the main stages of the study here
and defer any specifics or changes to Sect. 3. The study can be described by the
following three stages:

1. Question generation: The study starts by asking the participants to enter
question-answer pairs that describe a similarity among the set of images that
are currently shown. Participants are encouraged to ask questions starting
with What, Where, When or How and avoid questions describing common
characteristics of objects. These questions are then merged to filter reformu-
lations of the same concept.

2. Answer collection: The collected questions are shown to the users again but
with a different sample of images. The user is then asked to enter an answer
to the question if at least half of the images share the same answer; other-
wise, the user should skip it. Afterward, similar answers are merged to avoid
ambiguities from different spellings or synonyms.
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Fig. 1: Workflow illustrating the three step study framework and the correspond-
ing admin tasks.

Fig. 2: Stage 1 with 10 images shown: Users enter a pair of question/answer that
characterize the image set.

3. Bias Judgement : Lastly, questions and their corresponding answers are used
to generate universal statements describing a possible bias. Users are then
asked whether this statement is true in the real world or is a specific attribute
of the dataset.

3 The MindSet Interface

To better support bias mitigation in visual datasets, we implement a user-friendly
interface for the study framework of Hu et al. [14]. The implementation is pub-
licly accessible1.

3.1 Implementation Details

In the following, we describe our implementation as well as all extensions to the
framework of Hu et al. [14]. Figure 1 shows an overview of the workflow.
1 http://a10-bias-assessment-with-human-feedback.course-xai-iml23.isginf.ch/.

http://a10-bias-assessment-with-human-feedback.course-xai-iml23.isginf.ch/
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Fig. 3: Stage 2 with 15 images shown: According to the image set, users provide
an answer to the given question.

User Types. We differentiate between two types of users, participants and study
admins. To deal with spurious inputs, we ask users to first register with their
email accounts. Registrations of participants can be verified by the participant
itself through a code sent by email. Registration of study admins has to be
accepted by the developers.

Participants can only access the current stage of the study and are notified
when the study progresses to the next stage. Study Admins can choose to move
their study from one stage to another and see overview statistics as well as
detected biases. Admins are also responsible for setting the number of images
(randomly sampled from the whole dataset) provided to each participant during
each step and choosing parameters when proceeding with the study to the next
stage.

Study Workflow. The interface for stages 1, 2, and 3 are depicted, respectively,
in Fig. 2, Fig. 3, and Fig. 4, where participants are guided through the interface at
the start and further aided with hints. We aim to create a neutral interface with
as little text as possible to avoid influencing the participant. Participants receive
a short introduction to every state and are guided through the interface before
starting the study. A hint is also available in case the participant loses track. A
difference from the original framework is that we do not provide any suggestions
at any stage of the study in order to avoid influencing the participant.

Administrator View. We create a separate overview for study administrators
where they can manage their currently ongoing study.

One of the main tasks of study administrators is to proceed with the
study from one stage to the next one. To process Step 1 (question genera-
tion), the administrator needs to extract certain representative questions from
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Fig. 4: Stage 3: users evaluate whether the biases are reflected in real life.

existing questions. The extraction is done via clustering. Each question is first
embedded into a vector by an NLP model, for which we currently use the
all-MiniLM-L12-v2 pre-trained sentence transformer. Then, the embeddings
are clustered using K-means clustering. For each resulting cluster, the question
whose embedding is closest to the cluster centroid is chosen to represent that
cluster. Thus, the administrator has to choose the number of questions they
want to keep. This decision is aided by an interactive visualization of the elbow
method [29] and the clustering for the currently chosen setting.

For the elbow method, the administrator specifies a range of centroid num-
bers. The visualization would be able to plot the Within Cluster Sum of Squares
(WCSS) of all centroid numbers within that range. Generally, the elbow point of
this graph would be a sound choice for the number of clusters. The administrator
can hover over the data points on the visualization to see their actual WCSS
values. Next, if the administrator clicks on one of the data points, a preview of
the clustering results will be presented.

Fig. 5: Interface for processing inputs after
Step 1, the admin is provided with visualiza-
tions of the WCSS distribution and the clus-
ters.

To create the preview, the
embedding for each question is
reduced to a 2D vector using
Principal Component Analy-
sis [11]. The cluster to which
each point belongs would be
encoded using the color (hue)
of the points. Hovering on the
points, the administrator would
be able to see the actual ques-
tion behind the point. The pre-
view also contains a legend con-
taining the questions chosen for
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each centroid. An example state of the dashboard for processing Step 1 is shown
in Fig. 5

Once the study administrator decides to finish Stage 2, the answers are pro-
cessed. For each question, all its answers are embedded. Then, the answer that
is closest to the centroid is chosen. At this step, our implementation also devi-
ates from [14], as they decide to construct statements from the question-answer
pairs. Although such simple statements may be easier to understand at Stage 3,
since statements must be generated with language models, they may be slightly
imprecise or contain biases originating from the language model. To avoid this,
we directly present the question-answer pairs to the participants.

During the final stage, the administrator can see a table overview of the
biases detected in the dataset. This overview contains a list view containing the
text of each bias statement, the number of users that agree with the statement,
and the ratio of users agreeing, where the administrator can label biases, filter
biases based on the labels, and save labels into the database. The users are also
able to download the table as a .csv file.

Demo Study. To showcase the workflow, we used the CelebFaces Attributes
Dataset (CelebA), a comprehensive collection comprising more than 200,000
celebrity images [1]. Additionally, we have prefilled the database with dummy
text data for demonstration purposes, allowing for a comprehensive illustration
of the system’s functionality.

3.2 Use Cases

The following section will outline two possible use cases for the proposed work-
flow and showcase the flexibility of our application.

Human-Assisted Compilation of Bias-Aware Datasets. In an ideal sce-
nario, researchers would examine their dataset for biases that might amplify
societal stereotypes before training models. To that end, Wang et al. [38] pro-
posed the measure of dataset leakage that describes how much information an
image is leaking about a protected attribute when this attribute is obscured. For
instance, assume that we protect for gender and consider a set of images con-
taining adult males and females. Then, after obscuring the people in the visual
data, dataset leakage will be measured on the extent to which it is still possible
to infer the gender attribute from the remaining objects on the images.

Training a model on data with high dataset leakage exhibits the risk of fur-
ther increasing these biases. The authors only provided a measure but not a
solution for improving the dataset. To this end, we can leverage human feedback
through our proposed workflow and interface. Our application allows researchers
to pinpoint the objects leaking societal stereotypes to subsequent models. The
first two steps localize strong signals in the data, while the third step judges
whether these signals might be responsible for, in this case, gender biases. We
allow the researcher to tag these findings for further processing.
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An example workflow, in this case, would be that: at first, the researcher
measures the data leakage of his dataset according to Wang et al. [38] reveal-
ing that it leaks societal biases about gender, which is a protected attribute
here. Then, utilizing our crowdsourcing application, the researcher localizes the
objects within images that leak information about the protected attribute. For
instance, human feedback might suggest that an overly large portion of images
containing females contain cooking utensils. The human crowd decides that this
does not reflect the real world. Thus, this signals the researcher that the dataset
amplifies old societal gender stereotypes. The researcher then can tag this find-
ing on the summary page as such, that cooking utensils in his images strongly
correlate with females being depicted. Assuming that he has a certain level of
control over the data collection process, he can adjust the dataset to mitigate
this phenomenon. Afterward, the process may be repeated over several itera-
tions until a satisfactory upper limit on the data leakage is reached. Hence, our
workflow can be leveraged together with a quantitative measure of dataset bias
to build an iterative loop that results in a bias-aware dataset.

Bias Reducing Training of Generative Models. The idea of generative
models is not new. They have been around as early as the 1960 s with the intro-
duction of the ELIZA chatbot [39]. However, with recent advances, the topic has
attracted a lot of new attention outside the scientific community. Frameworks
such as Stable Diffusion (Rombach et al. [25]) can produce images that are dif-
ficult to be recognized as synthetically generated at first sight. However, similar
to any other machine learning models, they tend to mirror biases reflected in
their training data. To this end, we can utilize our workflow to examine the
outputs of generative models more closely. We can consider a set of outputs
of a deep generative model as a synthetically produced dataset. This dataset
can then be analyzed in our study interface similarly to any other dataset. The
first two steps point towards anomalies in the outputs, while the third step
gives human feedback on whether these anomalies reflect the real world. As in
Sect. 3.2, the researcher can use the tagging feature of the interface to catego-
rize found anomalies. There are frameworks allowing the researcher to steer its
generative model towards certain attributes. One such instance for GANs [13]
are Style-Based Generators as introduced by Karras et al. [16]. They allow the
researcher to steer the generative models to address these biases. To this end,
our application can be incorporated into a training loop for generative models
aiming to minimize exhibited biases. First, the models produce outputs. These
outputs are considered the input dataset for the next step, which is crowdsourced
for bias discovery using our application. The discovered biases can be directly
addressed by guiding the outputs of the generative models. These steps can then
be repeated until a satisfactory performance is reached.

4 Discussion

MindSet could be used in various situations, such as examining machine-
generated images or detecting biases in common visual datasets, and has a large
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potential for adaptations and extensions.
However, the framework is not complete yet and is subject to some constraints,
which will be discussed in this section.

4.1 User Selection

The MindSet framework does not specify rules on how to choose study partic-
ipants. This task is left completely to the study admin. However, participant
selection is crucial. Depending on the individual participants and possible incen-
tives or rewards, there is a risk of selection bias being introduced into the frame-
work by the participants. This would defy its intended purpose. By design, there
is a risk of self-selection and under-coverage. Failing to choose participants from
a broad and diverse background can lead to the user selection mechanism failing
to capture a sufficient representation of the population [4]. In that case, detected
biases would only represent a one-sided perspective from a particular popula-
tion group and would likely fail to capture the majority of existing biases in the
specific dataset. However, it is not the emphasis of the MindSet framework to
direct the user selection for a survey. It assumes that the study admin is famil-
iar with guidelines on selecting participants such that the survey can be used
to infer usable insights. Such guidelines can be found in plenty of literature in
medical [21] or business domains [30].

Another point to consider is the effect of incentives or rewards. For instance,
there could be a monetary incentive to include as many Question-Answer pairs
as possible in Step 1. This could potentially lead to participants submitting
Question-Answer pairs which are not suitable to the subset of images they are
presented with and lead to an accumulation of redundant information. Again,
MindSet does not aim to provide a specific study setup but rather focuses
on enabling practitioners to perform bias detection in image datasets through
crowd-sourcing. There exists a rich literature on how incentives and rewards can
be used to optimize survey setups such as in Singer and Ye [27].

4.2 Measuring Bias

Biases in image-based machine learning workflows are usually measured in vari-
ations of the following two ways. First, given an existing and available protected
attribute (e.g. race) for a set of images, we can measure the performance of sub-
sequent machine learning applications conditioned on the protected attribute
(e.g. Facial recognition accuracy for different ethnicities [6]). However, this app-
roach is more output-focused rather than working with the dataset at hand. To
that end, another popular approach is to look at label distributions within the
dataset [26].
If the distribution is skewed towards specific labels, it implies a higher occur-
rence than for other labels. The performance of subsequent applications could
then depend on label occurrences. However, this approach has its limitations.
First, it assumes that the dataset is well-annotated, which, besides larger bench-
mark datasets, is not necessarily the case. Also, a class label does not capture
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the intra-class variability within the images. For instance, a subset of 100 images
labeled as containing a human does not tell us anything about the distribution
of important attributes such as age, gender, and race. The dataset might suffer
from label bias [32], and subsequent real-life applications might take the subset
of 100 images as the ground truth for how humans are defined, posing the risk of
discriminatory decisions. As mentioned in the first section, automated systems
have difficulties detecting intra-class biases towards often specific attributes,
while humans have an innate understanding of images and their details.

The MindSet framework leverages human nature to detect biases in images
where algorithms would fail. However, we need to define our own measure of
bias. No general all-encompassing measure is available, but we could exploit
heuristics to construct a proxy variable for how biased a dataset is. The output
of the interface is a table containing the number of participants agreeing with
the statements aggregated in Step 3. If there is a strong agreement towards a
particular statement, this implies that the dataset seems to capture a real-world
property very well. A low agreement suggests that the dataset depicts proper-
ties that do not occur in reality. If there are many statements with which the
participants agree, it implies that the dataset seems to capture overall real-life
properties very well. However, if there are many statements with low agreement
numbers (e.g. disagreeing with the statement), it suggests that the dataset fails
at representing real-life properties. Overall, this provides the admin with a quan-
titative and qualitative assessment of possible biases in his image data. First,
by observing the number of statements with high and/or low agreements, the
admin gets a sense of how many and how strongly the dataset captures real-life
features or fails to do so. The individual statements themselves give a qualita-
tive pointer to the admin about which features, in particular, are well or badly
captured by the dataset.
This heuristic attempts to measure bias by examining how strongly a human
crowd agrees with statements describing a dataset. Nonetheless, the robustness
of this measure likely correlates with the selection of survey participants. The
response to statements might differ from group to group, and selection biases
are possible.

4.3 Conclusion and Future Work

The MindSet interface is a practical implementation of the crowdsourcing frame-
work proposed and validated by Hu et al. [14]. It makes additions to the original
framework to increase usability. The demo case using the CelebA data-set [1] in
Sect. 3 serves as a proof-of-concept for the interface.
However, it was not yet validated in a real-life environment. It would be inter-
esting to see how it holds up when interacting with real human participants as
part of a bias detection workflow and if it works with arbitrary image datasets
as well. Overall, the validity of the interface is based on the case study done
by Hu et al. [14], which tested the theoretical framework in a real-life environ-
ment. The interface enables the survey to be conducted in a scalable and user-
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friendly manner. A bias measurement is provided using a heuristic, giving the
admin a quantitative and qualitative response to the dataset used. The biggest
uncertainty remains the selection of users. As a workflow depending largely on
human feedback, the selection of participants can influence the results of the
workflow drastically. However, MindSet is a platform for enabling surveys, while
the ultimate responsibility regarding study setup lies with the practitioner. It
is important that the practitioner acknowledges the possibility of selection bias
and acts in a responsible way. In terms of future use cases, a possible adaptation
of our interface would be converting it into a deductive interaction workflow for
evaluating synthetic image generation pipelines. Our interface could be used to
compare real-world and synthetic data and probe whether the data generation
repeats, amplifies, or mitigates real-life biases.

Lastly, MindSet could be extended to enable the direct refinement of the
dataset. Given the detected biases, it would be convenient if the user could fine-
tune the dataset based on the study results, preferably through an interactive
workflow that contains data refinement methods.
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