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Abstract Fatigue is an irreversible process accompanied by the heat dissipation which is significant when the transition 
from anelastic to inelastic strains happens. In view of this, in the last years, the heat dissipation has been accepted as an 
appropriate damage indicator of the material. 

The estimation of the heat dissipation can be obtained by detecting the surface thermal footprint of the specimen by 
using thermography-based techniques. However, the energy dissipation as heat is highly sensitive to the environmental and 
test conditions and the microstructure status. Therefore, the experimental measurement is always associated with some 
inaccuracies and only provides an estimation of the heat dissipated during fatigue. 

This paper is mainly focused on the numerical modeling of the heat dissipation performed by COMSOL Multiphysics 
software in order to investigate the factors that can affect the estimation of the heat source by means of thermography. 
The obtained results have been compared with an analytical solution derived from the one-dimensional heat equation. This 
study can provide valuable insights about the shape of the heat sources produced during the cyclic loading and differences 
associated with thermographic measurements and actual values, which are the main goals of this work. 
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Introduction 

The study of fatigue phenomena remains an open issue because of the difficulties in modeling the material behavior and 
represents a key feature in choosing the most appropriate material since most of the mechanical components are subjected to 
dynamic loadings during their life [1]. 

Fatigue damage is an ambiguous phenomenon that forms and propagates mostly on a microscopic scale. Only when the 
damage has reached a critical level, it becomes detectable. In effect, by imposing a cyclic loading (depending on the loading 
level), the formation of dislocations is prompted. The accumulation of dislocations leads to plastic deformation. In turn, the 
occurrence and accumulation of microcracks are involved in macrocracks [2, 3]. Finally, the propagation of macrocracks 
induces material failure [4]. 

More insights on the phenomenon have been provided by Mareau et al. [5]. In particular, Mareau discussed two 
mechanisms of heat dissipations that occur during a fatigue test: (i) for low-stress amplitudes, an anelastic mechanism where 
the strains are irreversible and recoverable (e.g., the motion of dislocations, the migration of atoms, dislocation relaxation 
phenomena, and so on) and (ii) for high-stress amplitudes, an inelastic mechanism where the strains are irreversible but 
unrecoverable (e.g., the viscoplastic slip of dislocations). The transition from these two is the main cause of the strong 
dissipation and consequently the failure. 
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Of course, what happens to microscopic level determines an energy dissipation and a sentinel of this energy can be the 
surface temperature detected during a fatigue test. In this way, the aim of the present work is to investigate the capability of 
detected surface temperature to represent the temperature of inner heat source related to the fatigue damage. 

One of the ways to take advantage of experimental techniques, particularly thermography, is to use them to detect the 
signature of materials undergoing to fatigue processes. In literature, different methods relying on the assessment of thermal 
signature have been developed to study the various aspects of fatigue damage in a rapid and reliable way [2, 6–8]. 

The first thermography-based method was the one proposed by Risitano [8] where a rapid method to study fatigue behavior 
of materials by assessing the temperature at stabilization of the material [8, 9] was investigated. In recent years, other different 
thermal features were investigated [10–23]. 

Enke and Sandor [10] for the first time showed the possibility of using the heat dissipation in the assessment of the damage 
of material. However, the quantification of the intrinsic dissipation, as an appropriate index for fatigue characterization, is 
a big challenge due to the fact that it is significantly dependent on the accuracy of temperature acquisition process and 
simplifications applied on heat equation for deriving it; therefore, a certain deviation always exists for these estimations 
[24–30]. Besides the estimations based on the mean temperature [31, 32], two other effective ways to estimate the heat 
dissipation are both studying the second amplitude harmonic (SAH) of temperature [10, 21, 33, 34] and the plastic work 
(hysteresis loop) [22], as they are completely related to the plastic deformation which is the main cause of the dissipation. 
Enke and Sandor [9] found the SAH effect by imposing the Fourier sine series on the thermal signal and proposed that the 
amplitude at the frequency twice the frequency of the mechanical loading is proportional to the plastic strains or intrinsic 
dissipation [34, 35]. 

In this study, a numerical model was defined to compare the heat dissipation experimentally estimated by measuring 
surface temperature and the numerical one using a FEM model that simulates the heat source. The effect of the amplitude 
and size of the heat source on the simulated temperature is also studied. The difference between measured and simulated 
temperature and energy values are also showed for different case studies. The present study could represent a step forward 
in understanding the difference between energy dissipations from the real heat source and energy dissipations assessed via 
thermography. It should be noted that the experimental values are taken from work by De Finis et al. [21]. 

The paper is organized as follows. First, the numerical model is proposed, and its correctness is shown by comparing the 
results with an analytical solution. Next, it is proposed how a heat source can be estimated in terms of magnitude and shape; 
and finally, the conclusion and future works are presented. 

Numerical Simulation of the Heat Source 

One way to ensure about the accuracy of a numerical model, especially in the case of cyclic heat source, is searching for 
a model that can provide an analytical solution. Generally, for an isotropic and homogeneous material, the first law of 
thermodynamics applied to a control volume surrounding the gage section of a sample in terms of energy per second (power) 
gives: 
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where ρ, C, T, and T∞ are correspondingly the density, specific heat at constant pressure, and absolute and ambient 
temperatures; h, k, ϵ, and β are, respectively, the convection coefficient, thermal conductivity, emissivity, and Stephan-
Boltzmann constant; A, V, σ , ε, and f are, respectively, the area, volume of the gauge section, the Cauchy stress tensor, strain 
tensor, and cyclic frequency. Assuming that the cross section of the specimen in the gage section is constant, the temperature 
distribution in one-dimensional model with a heat power . Q̇is [36]: 
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where P is the perimeter of the cross section of the sample and α is the thermal diffusivity. Since T is the absolute temperature 
(T − T∞ ⪡ T∞), it is feasible to linearize the third term by Taylor expansion around T∞. Thus, Eq. (5) will be reduced to 
the following partial differential equation (PDE) [36]:
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Fig. 1 (a) Sample geometry for comparison with an analytical approach [23] and  (b) FEM modeling 

.
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√

(h+4ϵβT 3
a )P

Ak
and L is the effective length. Maple programming language was utilized to solve Eq. 

(3) which is a linear non-homogenous partial differential heat equation. The solutions are as follows: 
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• For a cyclic heat, . Q̇ = H (1 + sin (2πf t))
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where H is the mean value of each heat dissipated power. As shown in Fig. 1a, due to the symmetry of the dog bone sample, 
only 1/8 of the geometry was modeled with appropriate boundary conditions, shown in Fig. 1b. Hexahedral elements with 
quadratic Lagrange discretization are used for meshing, and after mesh convergence study, it was meshed with 1260 elements. 
The temperature at both ends (the domain in blue) was assumed to be fixed to the environmental temperature, T∞. 

For comparison, H = 107(W/m3), a thickness of 6 mm, and the C45 steel as the material with parameters listed in Table 
1 (all taken from the study by De Finis et al. [23]) were considered. As shown in Fig. 2, the FEM and analytical results are 
comparable for both constant and cyclic heat source. 

In the last second of the simulation, the mean temperatures from numerical and analytical results are 26.164 ◦C and 
26.125 ◦C, respectively, which give only 0.15% error. In addition, in terms of the temperature amplitude, the error is
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Table 1 Input parameters for comparison between the analytical and numerical results; for material C45 [23] 

ρ (kg/m3) Cp(J/kg ◦ C) k(W/m ◦ C) α (1/ ◦ C) h(W/m2K) T∞(◦C) ϵ f (Hz) 

7850 486 42.5 13.3 5 20 0.98 11 

Fig. 2 (a) Numerical and analytical results comparison for constant heat source and (b) cyclic heat source 

about 2.09% with the amplitudes of 0.0191 ◦C and 0.0195 ◦C related to the numerical simulation and analytical solution, 
correspondingly. 

Heat Source Identification 

In the previous section, the correctness of the numerical model was shown using an analytical 1D model. In this section, the 
heat source producing the temperature values in terms of second harmonic temperature variations is simulated considering 
also the effect of geometry. The aim is to investigate differences between the experimentally measured values of SAH and 
the same values determined from numerical model. 

For this purpose, the experimental results were taken from a recent work by De Finis et al. [23] which focused specifically 
on the possibility of utilizing the SAH of temperature signal as an indicator to predict the heat dissipated energy. As 
mentioned by Krapez et al. [35], this temperature component completely related to the intrinsic dissipation especially in 
fully reversed loading. In recent years, researchers have shown their interests in this temperature component and recognized 
it as an effective index on the fatigue limit prediction [21–23, 33–35, 37]. 

In general, as mentioned by De Finis et al. [23], a cyclic load causes periodic behaviors for both strain and stress during 
the fatigue test. Consequently, according to the first law of thermodynamic, in terms of energy rates and ignoring the stored 
energy rate, the dissipated heat during a cyclic process (under fully reversed loading, R = −1) is almost equal to mechanical 
energy .Ėd ≈ Ẇ ; therefore, the heat dissipated energy rate, . Ėd , is also a periodic function [23]. Imposing DFT (discrete 
Fourier transform), the second amplitude harmonic of . Ėd , .Ė2ω

da
, can be evaluated based on the SAH of temperature as the 

fundamental dissipative temperature component [23]: 

.Ė2ω
da

= 2fρCT 2ω
a (6) 

where 2f shows twice the frequency of the loading and .T 2ω
a is the second harmonic amplitude of the temperature associated 

to Ed and imposing DFT [23]. 
The experimental value of .Ė2ω

da
for the loading step with stress amplitude of 340 MPa and fully reversed loading condition 

is 9.59 × 105 (W/m3) [23]; by using Eq. (6) and the measured value of SAH: . T 2ω
a exp

=0.0114 (◦C). Of course, since .T 2ω
a was 

from the surface temperature data, .Ė2ω
da

is only an estimation of its real value [23].
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Table 2 Surface .T 2ω
anum

for different heat source amplitude .Ė2ω
da

and .Ẇ 2ω
a and comparison with the corresponding experimental value 

Gauge volume fraction 
Heat source (W/m3) 1/15 2/15 5/15 10/15 1 

.d = Ė2ω
da

(1 + sin (2π (2f ) t)) .T 2ω
anum

(◦C) 0.0002 0.0003 0.0007 0.0014 0.0018 

.T 2ω
a exp

/T 2ω
anum

54.2857 33.5294 15.4054 8.2014 6.1957 

.d = Ẇ 2ω
a (1 + sin (2π (2f ) t)) .T 2ω

anum
(◦C) 0.0092 0.0137 0.0315 0.0597 0.0789 

.T 2ω
a exp

/T 2ω
anum

1.2391 0.8321 0.3619 0.1910 0.1445 

Fig. 3 A schematic representation of heat source identification 

Using this value, the geometry, and mechanical properties proposed in Fig. 1 and Table 1, the simulations were performed 
for four fractions of the gauge volume (the gauge volume is shown in Fig. 1b) in addition to the whole gauge volume because 
the volume producing heat is unknown. It should be noted that smaller volumes are considered to be the same as the gauge 
volume, but they are shrunk only in y direction from both ends to provide each fraction. Similar to the experimental procedure 
in thermography-based technique, the temperature data obtained from the simulation are examined only from the surface of 
the gauge volume. The input parameters, mesh, and boundary conditions are the same as previous section, and the cyclic 
heat source was .d = Ė2ω

da
(1 + sin (2π (2f ) t))

(
W/m3

)
. 

As shown in Table 2, comparing experimental .T 2ω
a with the numerical one, reveals a big difference even considering the 

whole of the gauge length producing heat which is not prevalent in the fatigue test. This difference is associated to different 
causes; one of them can be related to the procedure of measuring the dissipated heat which is based on the acquisition of 
surface temperature. 

Since the experimental value of .Ė2ω
da

was measured from the surface, it cannot be a representative of the real heat source 
at twice the frequency of the loading; thus it is worth utilizing a much more reliable experimental value: the SAH of the 
mechanical energy rate, .Ẇ 2ω

a , that can be obtained from . Ẇ (strains from extensometer and stresses from loading machine) 
after applying DFT [23]. 

It should be noted that in a fully reversed loading, the second harmonic component of the mechanical energy is almost 
equal to the total mechanical energy [19]. For R= −1 and the considered material, it can be also assumed that the mechanical 
energy is totally converted to heat, so under these conditions .Ẇ 2ω

a can be used as the parameter representing the total heat 
dissipation. For clarification, the procedure is schematically presented in Fig. 3. 

By considering a cyclic heat source in the form of .d = Ẇ 2ω
a (1 + sin (2π (2f ) t))

(
W/m3

)
, as shown in Table 2 and 

.Ẇ 2ω
a = 4.11×107

(
W/m3

)
[23], the surface .T 2ω

anum
approaches to .T 2ω

a exp when the heat volume is between 1/15 and 2/15 of 
the gauge volume. This portion of volume seems to show that the plastic deformation occupied not the whole but a portion of 
the gauge volume as it can be expected in the fatigue failure. Thus, at this stage, the heat volume that can produce acceptable 
. T 2ω

a on the surface of the gauge volume is found, numerically. Of course, more investigations to explain physically this result 
are required.
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Fig. 4 (a) Grid on the surface of the gauge length; (b) representation of different heat source geometries 

Table 3 Geometry of each volume(s) in each case 

Length (mm) of volume edge in 
Case # Number of separated volumes x-direction y-direction z-direction 

1 1 12 4 6 
2 48 1 1 6 
3 144 1 1 2 
4 1 4 4 6 

192 1 1 1 

Furthermore, it is of great importance investigating the influence of the geometry of the heat volume on surface .T 2ω
a since 

considering a single integrated volume, for example, 2/15 of the gauge volume as presented in Fig. 4b and Case 1, is almost 
impossible during the fatigue test, since there are lots of regions (i.e., the defects existing both inside and on the surface of 
the material) which can produce heat when deformed plastically. 

For this purpose, as can be seen in Fig. 4b, the geometry of the heat source was changed for three more cases to check 
what happens to the temperature amplitude. A schematic representation is proposed to introduce different cases. As shown in 
Fig. 4a, the red border, the surface of the gauge volume, contains a set of squares (or elements) representing the top surface 
of a cube with the volume of 1 mm3 where a heat source can be located. The thick black horizontal and vertical lines on 
the grid show the symmetric planes of the dog bone sample. The considered cases are presented with two colors, and each 
color shows how the heat source is spread through the thickness. The gray color is for a volume with boundary from the top 
to bottom of the gauge volume, while the blue color is related to volumes spread only on the top and bottom surfaces of the 
gauge volume. It should be noted that all cases are assumed to have a fixed volume of 2/15 gauge volume as this fraction 
provides acceptable surface .T 2ω

a (please see Table 2). In addition, the geometry of the volume(s) in each case is listed with 
details in Table 3. In Case 4, a more real form of a heat volume was modeled. It is assumed that there are some small volumes 
on the surface (they can be a representative of the damage accumulation sites and possible crack triggers) with a relatively 
big one in the center of the gauge length (it shows damage accumulation which is highly possible to be presented with a fully 
reversed load). 

From Table 4, the surface .T 2ω
anum

is significantly affected by the heat source geometry in which it decreases by 10.95% for 
Case 2 and increases, respectively, by 37.96% and 106.57% for Case 3 and 4, if compared with Case 1.
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Table 4 Numerical surface 
.T 2ω

a with . d =
Ẇ 2ω

a (1 + sin (2π (2f ) t))
(
W/m3

)
for different heat volume 
geometries 

Surface .T 2ω
anum

. η = internal T 2ω
a exp

surface T 2ω
anum

Case 1 0.0137 35.69 
Case 2 0.0122 (-10.95%) 40.08 
Case 3 0.0189 (+37.96%) 25.87 
Case 4 0.0283 (+106.57%) 17.28 

In addition, for the heat amplitude equal to .Ẇ 2ω
a , a comparison between numerical surface .T 2ω

a where temperature is 
measured and the related value inside the gauge volume, called internal.T 2ω

a exp
, is presented. As assumed previously and 

shown in Fig. 3, with the total heat dissipation almost equal to .Ẇ 2ω
a , the internal.T 2ω

a exp
can be calculated to be equal to 0.489 

directly by replacing .Ẇ 2ω
a instead of .Ė2ω

da
in Eq. (6). For this purpose, the ratio of internal .T 2ω

a exp
to the surface.T 2ω

anum
(η) is  

calculated and compared with the experimental one in the work by De Finis [23], which was almost equal to 20. Note that 
they found a linear relation between .Ẇ 2ω

a and .Ė2ω
da

[23] which is the same as the relation between .T 2ω
a exp

and .T 2ω
a as the latter 

two can be obtained by dividing the related energy components by 2f ρCp (see Eq. (6)). 
It can be seen from the last lines (Case studies 3 and 4) of Table 4 that η is relatively close to the above experimental ratio 

of 20. It shows the volume in the form of Case 4 can be a possible geometry for the real heat source in the fatigue test done 
by De Finis [23]. As a conclusion, more trial heat volume geometries can also be examined numerically and checked in the 
same way for the considered four cases to understand better the volumes producing heat, in future works. 

Conclusion 

In this work, a numerical model has been proposed to estimate the heat source in terms of the amplitude and geometry. It 
was compared with an analytical solution of a one-dimensional heat equation to be ensured if the model works precisely. 
Comparing with the analytical solutions for constant and cyclic heat sources, the errors were below 5% which is evident 
for the accuracy of the model. The results from modelling four possible heat volumes show that the SAH of temperature 
component, as the fundamental dissipative temperature component, is significantly dependent on both the size and shape of 
considered volumes. 

In addition, comparing the ratio of the numerical and experimental SAHs of surface temperature to the experimental one 
inside the gauge volume is shown to provide an insight into the real heat volume identification. 

This study can be regarded as preliminary work aimed to investigate the heat volumes created during the fatigue test 
and determine the relationship between the actual heat sources and the superficial temperatures obtained via thermographic 
measurements. Future works will investigate more heat volumes and will study other geometries of the samples and other 
thermal components. 
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