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Preface 

Challenges in Mechanics of Biological Systems and Materials, Thermomechanics and Infrared Imaging, Time Dependent 
Materials and Residual Stress represents one of five volumes of technical papers presented at the 2023 SEM Annual 
Conference & Exposition on Experimental and Applied Mechanics organized by the Society for Experimental Mechanics 
held on June 5–8, 2023. The complete proceedings also include volumes on: Additive and Advanced Manufacturing, 
Advancement of Optical Methods in Experimental Mechanics, Dynamic Behavior of Materials, Fracture and Fatigue, Inverse 
Problem Methodologies, Machine Learning and Data Science, and Mechanics of Composite and Multifunctional Materials. 

Each collection presents early findings from experimental and computational investigations on an important area within 
Experimental Mechanics, the Mechanics of Biological Systems and Materials, Thermomechanics and Infrared Imaging, and 
Time-Dependent Materials being some of these areas. 

The Biological Systems and Materials segment of this volume summarizes the exchange of ideas and information among 
scientists and engineers involved in the research and analysis of how mechanical loads interact with the structure, properties, 
and function of living organisms and their tissues. The scope includes experimental, imaging, numerical, and mathematical 
techniques and tools spanning various length and time scales. Establishing this symposium at the Annual Meeting of the 
Society for Experimental Mechanics provides a venue where state-of-the-art experimental methods can be leveraged in the 
study of biological and bio-inspired materials, traumatic brain injury, cell mechanics, and biomechanics in general. A major 
goal of the symposium was for participants to collaborate in the asking of fundamental questions and the development of 
new techniques to address bio-inspired problems in society, human health, and the natural world. The 2023 Symposium is 
the 13th International Symposium on the Mechanics of Biological Systems and Materials. 

In recent years, the applications of infrared imaging techniques to the mechanics of materials and structures have grown 
considerably. The expansion is marked by the increased spatial and temporal resolution of the infrared detectors, faster 
processing times, much greater temperature resolution, and specific image processing. The improved sensitivity and more 
reliable temperature calibrations of the devices have meant that more accurate data can be obtained than were previously 
available. 

The Time-Dependent Materials track was organized to address constitutive, time (or rate)-dependent constitutive and 
fracture/failure behavior of a broad range of materials systems, including prominent research in progress in both experimental 
and applied mechanics. Papers concentrating on both modeling and experimental aspects of Time-Dependent Materials are 
included. 

The Residual Stress track addressed the state of knowledge in the area of experimental techniques for residual stress 
measurement and experimental characterization of residual stress effects on the performances of materials and engineering 
systems. 

The track organizers thank the presenters, authors, and session chairs for their participation and contribution to these 
tracks. The support and assistance from the SEM staff are also greatly appreciated. 
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Development of PEEK Matrix Polymer Composite and Additive 
Manufacturing by Pellet Extrusion Method 

Merve Bagci Bilgen and Alaeddin Burak Irez 

Abstract Within the context of this study, it is intended to develop new biocompatible polymer-based composite materials. 
For this purpose, PEEK (polyether ether ketone) was used as the matrix of the composites, and carbon nanotube (CNT) 
was used as the reinforcement. The PEEK matrix and 1 wt. % CNTs were melt mixed in a twin-screw extruder to obtain 
the compound in the form of pellets. Then, using these pellets, composites were manufactured using a pellet extruder type 
3D printer. After manufacturing, microstructure of the specimens was observed using optical microscopy, and mechanical 
characterization was performed through three-point bending tests and Charpy impact tests. The most noteworthy result of the 
microscopy was the absence of any discontinuity between the layers of the specimen for pure PEEK specimens. Furthermore, 
the mechanical improvement was not apparent by the CNT incorporation for the tested composites. In conclusion, pellet 
extrusion is thought as a promising tool for the manufacturing of biocompatible materials for biomedical applications. 

Keywords Biocompatibility · Pellet extrusion · PEEK · CNT · 3D printing 

Introduction 

Technological advancements have a significant impact in all areas. In particular, in the manufacturing industry, modern 
methods are increasingly being used instead of conventional techniques. In this respect, additive manufacturing, also known 
as 3D printing, is a growing field. A three-dimensional printer is a machine that produces three-dimensional solid objects 
from a three-dimensional CAD (computer-aided design) file prepared in the digital environment. With three-dimensional 
printers, models designed in a digital environment can become objects that can be manipulated and examined in a short 
time [1]. Three-dimensional printer technologies work with the technique of stacking layers on top of each other. However, 
the methods of creating these layers may differ. For polymers, the most widely known of these methods are the ones that 
form solid objects by melting the plastic material [2]. The advantages of three-dimensional printers are as follows: the 
design is easily transferable/shared as it consists of digital data, the ability to make changes and corrections quickly, the 
ability to easily produce customized products, the efficiency in terms of investment and production, the price of the product 
can be calculated prior to production, and the use of recyclable materials, which is equivalent to producing a minimum of 
material waste [3]. There are many types of additive manufacturing methods, and the FDM (fused deposition modeling) 
additive manufacturing type is one of the most common ones because this technique is simple, cost-effective, and widely 
available for many different polymers [4]. Studies have been carried out on the FDM technique for a long time, and this 
method continues to be developed. Despite the advantages mentioned, the FDM technique has the following disadvantages: 
low extrusion speed and lack of enclosed workspaces to apply this technique to create a large prototype and processing 
thermoplastic materials such as PEEK (polyether ether ketone) through FDM is a difficult process due to the high melt 
viscosity. To overcome these challenges, the pellet extrusion technique was used in this project [5]. In pellet extrusion, 
instead of using the polymer in the filament form with a specific diameter and stiffness, the polymer pellets are fed directly 
into the extruder of the 3D printer. This offers freedom in the material composition, and it is possible to achieve customized 
material properties. In this study, PEEK matrix composites were developed to meet the requirements of a wide variety of 
applications. PEEK is a semi-crystalline thermoplastic used in high-performance engineering applications. Compared to 
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other thermoplastics, PEEK has very good thermal stability and excellent resistance to chemicals, solvents, and hot water 
and can be used continuously for very long periods of time up to 250 ◦C in air. PEEK also has an important deformation 
capacity and excellent impact resistance. Besides, the crystalline nature of PEEK provides its high temperature resistance 
[6]. Similar to many other thermoplastics, the mechanical properties of PEEK can be enhanced by nano-reinforcements such 
as carbon nanotubes (CNTs) [7]. CNTs exhibit a very high elastic modulus of more than 1 TPa and a strength 10–100 times 
that of the strongest steel. CNTs also have excellent thermal and electrical properties [8]. 

Within the context of this study, it is intended to develop new biocompatible polymer-based composite materials that can 
be utilized in biomedical applications. To this end, PEEK was used as the matrix of the composites, and carbon nanotubes 
(CNT) were used as the reinforcement. The PEEK matrix and 1 wt% CNT were melt mixed in a twin-screw extruder to 
obtain the compound in the form of pellets. Then, from these pellets, the composites were fabricated using a pellet extruder 
type 3D printer. After fabrication, the microstructure of the specimens was observed by optical microscopy, and mechanical 
characterization was performed by three-point bending tests and Charpy impact tests. 

Materials and Methods 

In this study, the materials to manufacture the composites were provided by different companies. First, PEEK was supplied 
from Evonik 

® 
under the commercial name VESTAKEEP 2000 G in the form of pellets. It has a density of 1.3 (g/cm3) and 

a melting temperature of 340 ◦C. Next, 0.7 wt% COOH-activated carbon nanotubes (CNT) were provided by Nanografi 
® 

, 
Turkey. The CNT has a density of 2.4 (g/cm3), a surface area of 65 m2/g, an outer diameter of 28–48 nm, and a length of 
10–25 μm. 

After the materials were procured, the composites were manufactured using the additive manufacturing technique of 
pellet extrusion. Due to the nature of this technique, the composite pellets must be obtained before the specimens are printed. 
Therefore, the composite pellets were obtained through an extrusion process. Prior to the extrusion process, the PEEK pellets 
were dried for 3 h in a vacuum oven at 150 ◦C to remove moisture that may have been trapped due to storage conditions. 
Then, the composite pellets were fabricated using a Kökbir Makina 

® 
co-rotating twin-screw extruder with an L/D ratio of 

22, a screw diameter of 12 mm, and a screw speed adjusted to 60 rpm. The twin-screw extruder consists of six zones, and in 
order to reach the melting temperature of the materials used, the temperature values were set to 47.5 ◦C for the feed zone, 
325 ◦C for the first zone, 330 ◦C for the second zone, 340 ◦C for the third and fourth zones, and 360 ◦C for the extruder exit. 
At the exit of the extruder, after the compound has cooled down, the composite is obtained in the form of a filament, and, 
with the help of a rotary cutter, it is transformed into granules. In the next step, using the pellets from the extrusion process, 
composites are manufactured using the Yizumi 

® 
SpaceA-900-500-S 3D printer. In this 3D printer, the screw diameter was 

16 mm, and the screw speed was set to 200 rpm. Regarding the operational parameters of the 3D printer, the extruder 
temperature was 400 ◦C, the nozzle diameter was 2.5 mm, the layer thickness was 1.6 mm, and the printed material width 
was 3 mm. After the composites were fabricated, experimental characterizations were performed. 

In the experimental characterizations, the effect of CNT reinforcement as well as the effect of printing direction was 
examined. The fundamental mechanical properties were identified by three-point bending (3PB) tests. The 3PB tests were 
performed using a Testometric testing machine according to ASTM D790 test standard, and the crosshead speed was imposed 
at 10 mm/min. Next, the impact strength of the composites was investigated using a Zwick Roell HIT5P Charpy Universal 
Tester according to ASTM 6110-10. Each characterization was done using at least five specimens and the standard deviations 
are given in the results. In addition, specimens from two different composite groups were sectioned and cold mounting was 
performed. Then, the mounted composites were polished for optical microscopy to observe the microstructure. In addition, 
scanning electron microscopy (using Tescan Vega 3 SEM) was conducted to observe the damage mechanisms on the fracture 
surfaces of the failed specimens. 

The specimens for the bending tests are given in Fig. 1. The light-colored specimens are pure PEEK specimens, while 
the black specimens show the CNT-incorporated PEEK matrix composites. In addition, the printing direction can be seen in 
Fig. 1; Fig.  1b, d shows the longitudinal printing direction, while the others show the transversal printing direction.
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Fig. 1 Three point bending test 
specimens: (a) PEEK transversal, 
(b) PEEK longitudinal, (c) 
PEEK/CNT transversal, (d) 
PEEK/CNT longitudinal 

Fig. 2 Optical microscope images: (a) PEEK specimen, (b) PEEK/CNT composite 

Results and Discussion 

After the manufacturing steps, sections of the printed specimens were taken and then mounted into resin. After polishing 
the specimens, optical microscopy was performed to observe the microstructure of the composites. In some 3D printing 
techniques, voids and fusion problems between successive layers can be observed in the printed part, resulting in degradation 
of mechanical properties. On the other hand, as can be seen in Fig. 2a, there are some scratches due to polishing in the 
sectioned surface. Nevertheless, the extrusion of PEEK pellets does not have discontinuities, which is an advantage for this 
technique. After incorporation of CNTs, some manufacturing-related problems are observed as shown in Fig. 2b. In Fig.  2b, 
as indicated with a yellow arrow, a line between the layers is observed. Besides, inside the dashed circles, some agglomerated 
CNTs are observed. 

After the observation of the microstructures, the mechanical properties of the printed part were studied by three-point 
bending tests. Additive manufacturing techniques can cause anisotropy in the manufactured specimens with respect to 
the feed direction of the printhead. Therefore, this effect must also be tested after fabrication. In this regard, specimens 
printed parallel to the printhead feed direction are referred to as longitudinal specimens, and specimens with an orientation 
perpendicular to the printhead feed direction are referred to as transverse specimens. After performing the tests, the flexural 
moduli as a function of the tested parameters are given in Fig. 3. According to Fig. 3, CNT incorporation reduced the 
stiffness of the composites for both printing directions. This may be associated with the agglomeration of CNTs in the printed 
specimens due to the intense van der Waals interactions between the carbon atoms and some manufacturing deficiencies [9]. 

In addition, the calculated flexural modulus in the pure PEEK specimens with transverse printing direction was found to 
be 15% higher than the values in the samples with longitudinal printing direction. The printing direction also affected the 
strength of the pure PEEK material as given in Fig. 4. 

From Fig. 4, for pure PEEK specimens, the effect of printing direction is not significant. As shown in the microscopic 
images, the interfaces between successive layers are defect-free. Therefore, this may be the reason for the unchanged strength.
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Fig. 3 Flexural moduli of the printed specimens with respect to CNT incorporation and printing direction 

Fig. 4 Maximum flexural stress of the printed specimens with respect to CNT incorporation and printing direction 

On the other hand, CNT incorporation again lowered the strength similar with stiffness. This reduction is more apparent for 
the transversally printed specimens. In addition, the standard deviation of the strength of CNT-reinforced specimens is larger 
than that of pure PEEK specimens. This may be the result of the inhomogeneity of CNT distribution. Finally, the elongation 
capacity of the printed parts was examined from bending tests and is given in Fig. 5. For pure PEEK specimens, it is clearly 
shown in Fig. 5 that longitudinally printed pure PEEK specimens can deform to failure by twice as much as transversely 
printed pure PEEK specimens. On the other hand, the decreasing trend of mechanical properties with the incorporation 
of CNTs did not change for the elongation at break. Discontinuities and inhomogeneities can cause stress concentration 
in the microstructure, leading to premature failure. In addition, longitudinally printed specimens may deform more than 
transversely printed parts. This is an expected result since transversely printed specimens have more layers. 

After the three-point bending test, Charpy impact tests were carried out and results are given in Fig. 6. Upon examination 
of the results, it was found that the Charpy impact strength of the PEEK samples in the longitudinal printing direction was 
higher than the other samples. It was observed that the lowest impact strength was found in the transversal printing direction 
of the PEEK/CNT samples. It was expected that, due to the damping characteristics of CNTs, the impact resistance might
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Fig. 5 Elongation at break of the printed specimens with respect to CNT incorporation and printing direction 

Fig. 6 Charpy impact test results with respect to CNT incorporation and printing direction 

have been improved. However, as with the bending tests, no improvement was observed in the impact resistance of the 
composites. This may be due to manufacturing issues. 

After completing the mechanical characterizations, SEM fractography was performed on the failed specimens. In Fig. 7, 
the fracture surface of the pure PEEK specimen is given, and a smooth fracture surface is considered an indicator of ductile 
behavior. In addition, no discontinuities were observed in the microstructure, which is consistent with the optical microscopy. 

Conclusion 

In this study, a composite material was developed for use in biomedical applications. The novelty of this study is the 
manufacturing of this composite by the additive manufacturing technique of pellet extrusion. As reinforcing agents, CNTs 
were incorporated into the PEEK matrix by twin-screw extrusion. Then, the composite in pellet form was used by the 3D 
printer to fabricate the specimens for mechanical characterizations. From microstructural observations, no discontinuity was
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Fig. 7 SEM fractography of 
pure PEEK specimen 

observed for the pure PEEK specimens. However, the CNT addition resulted in some homogeneity issues. This is probably 
associated with the high van der Waals forces between the carbon atoms and the π-π interactions. For these reasons, the 
expected improvement in mechanical properties was not observed. In addition, the effect of the printing direction was also 
investigated, and anisotropy in the specimens with respect to the printing direction was observed. These results were obtained 
on a laboratory scale, and it is expected that eliminating the deviations by using more advanced manufacturing facilities, these 
composites can be promising in the development of biomedical implants. 

Acknowledgments The authors thank Dr. Philip Engel from Evonik Industries, Germany Medical Systems Branch, for material support and Mr. 
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Parkinsonian Hand Tremor Mitigation with Enhanced Wearable 
Device 

Zach B. Gerards, J. Gus Stucki, and Timothy A. Doughty 

Abstract Parkinson’s disease is a neurodegenerative disease affecting over eight million people globally. Among its 
symptoms is an involuntary rhythmic tremor in the body that manifests in the hands. These hand tremors affect one’s 
ability to perform basic motor functions, often leading to frustration, social anxiety, and isolation. Approaches to mitigating 
these tremors generally involve surgery or medications. Those approaches that are non-invasive are often still expensive 
or conspicuous. The goal of this research is to make a wearable, non-invasive, mechanical device that can significantly 
diminish hand tremors. The device is targeted to be accessible to large populations through low cost, ease of use and care, 
and adjustability for individual needs. The research builds from an ongoing study where a simplified proof of concept was 
established that reduced tremors in some instances by over 70%. In this study, novel kinematic mechanisms have been 
introduced to optimize the range of effectiveness while reducing the size and weight of the device by more than 20%. 
Prototyping and testing have been performed on a mechanical test hand, and initial testing shows quantifiable improvements 
in size, weight, and effectiveness. 

Keywords Frequency · Parkinsonian tremor · Essential tremor · Tremor suppression · Assistive technology 

Introduction 

Parkinson’s disease (PD) is a progressive neurological disorder. It is caused by the gradual deterioration of neurons in the 
brain. Many of the symptoms are due to a loss of neurons that produce dopamine, which causes atypical brain activity, leading 
to impaired movement and other symptoms of Parkinson’s disease [1]. Approximately 500,000 Americans are diagnosed 
with PD, but given that many individuals go undiagnosed or are misdiagnosed, the actual number is likely much higher. 
Some experts estimate that as many as one million Americans are affected [2]. Young adults rarely experience Parkinson’s 
disease. It ordinarily begins in middle or late life, and the risk increases with age. People usually develop the disease around 
age 60 or older [1]. 

Symptoms of Parkinson’s disease can be physical and psychological, ranging from the well-known muscle tremors and 
impaired movement to speech issues and cognitive difficulties. These symptoms can result in major quality of life problems, 
such as poor social functioning, emotional health issues, poor nutrition, and poor hygiene [3]. The basic daily tasks that 
people take for granted can be much more difficult and strenuous for someone suffering with PD. Tremors and muscle 
fatigue can make fine motor control difficult in many circumstances. The most common type of tremor is the “pill rolling” 
tremor, where it appears a person is repeatedly rolling a pill or small object between their thumb and index finger [4]. 

There is currently no cure for Parkinson’s disease, but treatments are available to help relieve the symptoms and maintain 
quality of life. These treatments include supportive therapies, medication, and surgery. The most common medication is a 
combination of carbidopa and levodopa, a medication that is converted into dopamine in the brain [5]. This medication, 
along with other similar ones, can have side effects including dizziness, mouth and throat pain, confusion, weakness, and 
potentially more serious ones like hallucination, fever, vomiting, and uncontrolled movements [6]. The effectiveness of 
these medications also wanes over time. The surgical options are often invasive and involve risks to the patient. Deep brain 
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stimulation may be offered to those with advanced PD, but it involves an invasive procedure where electrodes are implanted 
on specific parts of the brain and are controlled by an exterior device that sends electrical impulses [5]. 

Given all of the alternatives, a device that is non-invasive, affordable, and easy to use may be an attractive approach to 
suppressing hand tremors and returning some quality of life back to a patient. There are some alternatives on the market, 
and they primarily use a range of suppression methods: active, semi-active, and passive. Active suppression generates an 
active force or motion that counteracts the tremor, whereas semi-active and passive suppression utilizes methods of energy 
dissipation or absorption [7]. These devices tend to be expensive or bulky—downsides that may discourage someone from 
using them. One product available on the market has a price of $749 [8], and some of the wearable tremor suppressing 
devices can weigh more than half a kilogram [9]. The research presented here leverages its merit in contrast to these costs. 

Background 

The pursuit of non-invasive tremor-reducing devices has been underway for several years. This project builds on the 
foundations set by T. Doughty and N. Bankus in establishing a model of the human hand joint as a single degree of freedom 
mass-spring-damper system and upon multiple other studies stemming from that publication. Researchers in this series of 
projects have created multiple proof of concept designs for Parkinsonian tremor suppression. The internal mechanisms of 
these devices can be effectively modelled as a nonlinear mass-spring-damper system, which when applied to the hand is able 
to significantly reduce the amplitude of the Parkinsonian tremor. These prototypes have been developed in the form of eating 
utensils, drinking glasses, and several wearable devices [10–12]. 

These are excellent examples of the potential effectiveness of such a device. They are non-invasive and purely mechanical, 
making for a simple and affordable improvement to quality of life for those afflicted with tremors. While the work on the 
utensil and cup is concluded, iterations are still ongoing for the wearable device, with a goal to optimize the ergonomics and 
weight. A wearable device should be unobtrusive as it is intended for users with mobility issues. Furthermore, most of the 
designs have been unable to suppress a sufficiently wide range of tremors. Those living with PD may live with tremors with 
frequencies of 4–6 Hz [10], while those with other tremor-inducing conditions could experience any from 3–10 Hz [13]. To 
help guide performance goals for a release candidate design, Table 1 below quantifies the design criteria set by S. Winston, 
R. Dehmer, and T. Doughty to guide performance and physical characteristics of a successful device design. 

Two wearable devices documented in the paper by Winston, Dehmer, Horen, and Doughty, titled “The Pin” and “The 
String,” demonstrated the ability to suppress a wide spectrum of tremor frequencies. Both devices notably featured new 
mechanisms to adjust the range of tremor suppression, with the String demonstrating an impressive optimal range of 4.7– 
11.5 Hz. However, the adjustment systems on both prototypes were imprecise and would be difficult to use for those suffering 
from tremors. Additionally, they were still not close to an acceptable level of size and weight—the Pin being larger than 
desired and the String being heavier. 

The purpose of this study is to build on the design principles of the Pin and the String by introducing novel concepts to 
better meet the criteria above. Two notable changes are present in this prototype. The first is a new adjustment mechanism 
through the implementation of two orthogonal tremor suppression systems in the same housing. By rotating a dial on the 

Table 1 Design criteria 

Criteria Weight Description 

Effectiveness Essential (5) The device is effective at suppressing tremors when compared to other solutions. It is effective for 
frequencies ranging from 4 to 12 Hz 

Adjustability Essential (5) Every Parkinson’s patient is different. The device is meant to help as many people as possible, so 
the device is designed such that the user can adjust two key features: the effective frequency of the 
device and the fit of the device on their hand 

Health and safety Essential (5) The device is safe for all users and non-invasive 
Mass Important (4) The device is under 450 g 
Aesthetics Important (4) The user is confident while wearing the device. It does not draw attention to itself while still being 

aesthetically pleasing. The device should be small to help attain this goal 
Ergonomics Prominent (3) The device fits and feels comfortable on the user’s hand 
Cost Desired (2) The cost of the device is competitive, relative to other solutions 
Durable and sustainable Optimal (1) The device is designed to last a long time and through many climates. Parts should be easily 

replaceable if something breaks. Materials are environmentally friendly and recyclable
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device, the degree to which each system is engaged varies. This creates an analog level of adjustment for the device’s effective 
stiffness that relates to the optimized frequency of tremor suppression. The second aspect introduces a novel design geometry, 
hereafter known as “Mechanism 2,” that increases the device’s inertia without increasing its total mass. This allows for the 
suppression of lower frequency tremors without sacrificing the mass design criteria of Table 1. 

Methods 

A mechanical hand assembly was constructed to test each device in a controlled and repeatable environment. The foundation 
of this project is the work by T. Doughty and N. Bankus in establishing a model of the human hand and wrist joint roughly 
similar to a mass-spring-damper system. This testing system is used to simulate the behavior of the human hand. The mass, 
stiffness, and damping can be adjusted to represent values similar to those estimated in the behavior of a typical human 
hand. The mass used for the hand was 400 g, and the stiffness and damping can be adjusted using the slotted design of the 
attachment to the rotating base. Once in place, these parameters were verified through a measurement of the mechanical 
hand’s response to known stimuli. In this case, the bearings and mass of the hand were determined to have an effective 
damping ratio comparable to that of a human hand during knocking tremors at 0.038. This was set according to previous 
research which describes the natural frequency of a human wrist joint [10] (Fig. 1). 

Tests were performed on this mechanism by recording the system performance over a range of sinusoidal inputs generated 
by a dynamic shaker, simulating a range of frequencies of hand tremor. Stimulus and response accelerations were logged 
using 2D accelerometers mounted on the shaker arm and hand, respectively. After these signals passed through a low-
pass filter set at 16 Hz, they were recorded, and the shaker progressed to the next discrete tremor frequency. LabVIEW 
programming then assembled this data into a frequency response function (FRF), from which the magnitude of tremors 
experienced at each frequency can be interpreted. Figure 2 illustrates this process. 

Fig. 1 Annotated view of testing mechanism with tremor suppressor attached. (a) Side view of testing mechanism. (b) Top view of testing 
mechanism
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Fig. 2 Block diagram of the test environment 

Fig. 3 (a) Device using mechanism 1 and the “High” adjustment. (b) Associated ratio of reduction 

Results 

The following results were generated via MATLAB by overlaying the frequency response of the mechanical hand with and 
without the device. All tests were run from 2 to 12 Hz in 32–40 even steps, depending on the necessary fidelity to obtain clear 
results. The device was tested for each of its configurations and for a comparison between its movement mechanisms. The 
lowest point on the frequency response curve dictates the optimally suppressed frequency at that configuration. The ratio of 
tremor reduction can be solved by comparing the amplitude of the frequency response in dB of the bare mechanical hand to 
the response of the hand and device at the same frequency. The effective range was determined to be the range of frequencies 
for which the device had a ratio of reduction greater than 10, corresponding to a measured amplitude 10 times less than that 
of the hand without the device (Figs. 3, 4, and 5).
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Fig. 4 (a) Device using mechanism 2 and the “High” adjustment. (b) Associated ratio of reduction 

Fig. 5 (a) Device using Mechanism 2 and the “Low” adjustment. (b) Associated ratio of reduction 

Table 2 Frequency response data of several settings of the tremor suppressor device prototype 

Mechanism and adjustments Optimal suppression frequency [Hz] Ratio of reduction at lowest response Effective range(s) [Hz] 

Mechanism 1 “High” setting 8.8 17.4, 24.6 4.7–5.4, 8.5–9.1 
Mechanism 2 “High” setting 7.2 21.8 4.7–5.5 
Mechanism 2 “Medium” setting 6.5 38.8 4.6–6.1 
Mechanism 2 “Low” setting 4.8 115.6 4.3–5.6 

Discussion 

While utilizing Mechanism 1, the device was effective at reducing hand tremors from 4.1 to 10.1 Hz with optimum 
performance at two effective ranges, one at 4.7–5.4 Hz, and the other at 8.5–9.1 Hz (Table 2). This is because the device 
negates the spike at the 5 Hz response of the unloaded hand, while its optimal suppression frequency is at 8.8 Hz. When 
using Mechanism 2 and the same “High” adjustment setting, the optimal frequency drops to 7.2 Hz. The effective range 
also slightly increases to 4.7–5.5 Hz. Adjusting the device to the “Medium” setting for Mechanism 2 displays an optimal 
frequency of 6.5 Hz and a higher peak ratio of reduction of 38.8. The effective range is slightly wider still, at 2.6–6.1 Hz. 
Finally, at the “Low” setting for Mechanism 2, we see the most efficacy. The optimal frequency is 4.8 Hz, and a ratio of 
reduction of 115.6 is observed. The effective range is 4.3–5.6 Hz.
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It can be expected that the ratio of reduction will be the highest when the optimal suppression frequency more closely 
aligns with the natural frequency of the unloaded hand mechanism, as it is a comparison of amplitudes. The device in all 
configurations has a relatively small optimum frequency range, but further designs may work to improve this result. Given 
the effective frequencies observed at each adjustment setting, there is a clear decreasing trend from “High” to “Low” and 
from Mechanism 1 to Mechanism 2. 

These results show that we can decrease the effective frequency and increase the effective mass simply by changing the 
mechanism of movement, potentially allowing for future modifications of the device to become much more effective without 
becoming less ergonomic. We can experience the benefits of having a larger mass in a smaller physical space. The optimal 
frequency can be further changed among the same mechanism by moving to different adjustment settings, which is a very 
simple and quick process—one that could allow someone suffering from PD to easily accommodate changes in the frequency 
of their tremors. 

The device weighs almost exactly the same for both mechanisms, at about 180 g, meeting the mass criterion previously 
established (Table 1), and both are constructed out of PLA and ABS plastics, rubber, acrylic, and steel. The device is housed 
in a bulky shell, failing the ergonomics and aesthetics criterion, but the housing is mostly used to obfuscate the internal 
mechanisms of the device. Future improvements will certainly reduce the size to an acceptable level. The device is safe 
and non-invasive, as it can simply be mounted on the back of the hand and easily removed, meeting the health and safety 
criterion. The mounting mechanism as it stands has some padding but is not very comfortable over extended periods of time. 
The cost of the materials required is very low relative to other solutions, so the cost criteria is met, but the cost is expected 
to increase somewhat as higher fidelity iterations are developed. The long-term durability remains untested, but the device 
successfully endured many hours of rigorous shaking during testing over the duration of the project. 

Conclusion 

This device remains a proof of concept like previous prototypes. It is among the lightest, but is not the smallest made so far in 
this family of studies. That said, it offers promising new solutions to the reduction of both size and mass, making important 
steps toward a lightweight and ergonomic release candidate design. The cost of production remains low at this point, which 
will allow for wide accessibility in today’s market. 

Efficacy has been demonstrated in the new adjustment system, and while it currently does not cover the same effective 
range as the previous String design at 4.8–7.2 Hz versus 4.7–11.5 Hz, it allows for more precise adjustment and better 
ease of use. The system also shows the promise of scalability, and future iterations of this design are likely to continue to 
widen its effective range. Actuation Mechanism 2 has also proven successful as a method of increasing the effective mass 
of the system. This allows for a significant increase in performance per mass of the system in comparison with the more 
conventional Mechanism 1. Further improvements to these systems are currently under study. 

It must be noted also that while the “Low” setting on Mechanism 2 has the greatest ratio of reduction of the three settings 
tested in this trial, at 115.6 versus 21.8 and 38.8 for the “High” and “Medium” settings, respectively, this is primarily due to 
the unloaded hand’s tremor frequency remaining static at 5 Hz for all tests. For tremors at frequencies closer to the optimal 
frequencies at those settings, the ratio of reduction would become much higher. Future work in this project will analyze this. 

One consideration for further work in this project is to continue the validation of the device through criteria based on 
human subject testing. Many of these design goals are arbitrarily chosen and could be subject to change upon end-user input 
and testing. 
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Quantitative Measurement of Viscoelastic Properties of Soft 
Membranes Subjected to Finite Deformations Based on Optical 
Coherence Elastography 

O. Balogun and Z. Wang 

Abstract Glaucoma is a leading cause of irreversible blindness that affects over 60 million people worldwide. Glaucomatous 
eyes are associated with risk factors such as elevated intraocular pressure (IOP) and low corneal hysteresis. Reliable non-
invasive measurement of IOP remains a formidable challenge that limits the accurate diagnosis of glaucoma and associated 
intervention therapies. This work investigates the propagation of shear-dominated elastic waves in hydrostatically inflated 
corneal tissue phantoms based on the optical coherence elastography (OCE) technique. Unlike previous approaches reported 
in the literature, we analyze the dispersion relation of guided elastic waves in the phantoms by accounting for both small 
amplitude viscoelastic wave propagation and finite static deformations. The analytical approach we adopted will enable the 
determination of the storage and loss shear moduli dependence on finite strains in the cornea that results from hydrostatic 
pressures. This work provides a modeling and experimental framework for accurately characterizing viscoelastic properties 
and the IOP of corneal tissues. 

Keywords OCE · Shear wave propagation · Hyper-viscoelasticity 

Introduction 

Glaucomas are a group of optic neuropathies that lead to vision loss and blindness [1]. Elevated intraocular pressure (IOP) 
is a significant risk factor for the development of glaucoma, and IOP reduction is the only treatment shown to be effective 
in stopping or slowing the disease progression [2–11]. Recent studies have shown that current clinical methods for the 
measurements of the IOP can be inaccurate in some patients [11–14] and lead to erroneously low or high IOP measurements. 
Currently utilized measurement techniques do not account for variations in the corneal structure and biomechanical 
properties. Thus, there is an unmet clinical need for improved methods to accurately measure the IOP and to account for the 
intrinsic variability of the cornea biomechanical properties. 

Corneal tissue is a complex, layered material that exhibits elastic, viscous, and anisotropic deformation in response to 
mechanical stimuli. The cornea is subjected to a biaxial tensile stress state at elevated IOP levels due to fluid loading from the 
anterior chamber. The resulting cornea deformation depends on its five-layered microstructure, the stroma being the dominant 
layer. Recently, the optical coherence tomography (OCT) technique emerged as a powerful technique routinely used in 
ophthalmology practice to characterize cornea tissue morphology with micron-scale lateral spatial resolution. Integrating 
dynamic mechanical stimuli with the OCT allows for local excitation, detection of elastic waves [15], and measurement of 
cornea tissue elastic properties. The latter approach is commonly called the optical coherence elastography (OCE) technique. 
Recently, the OCE technique was used to characterize the IOP-dependent elastic wave speeds and the anisotropic shear 
stiffness constants in porcine corneal tissue [16, 17]. However, while these measurements are promising for OCT/OCE 
diagnosis of glaucomas, they ignore the influence of large static deformations of the cornea that occur at elevated IOP levels. 
The large deformation can significantly modulate the viscoelastic properties due to the realignment of collagen fibrils in the 
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Fig. 1 Experimental setup with the optical coherence elastography/tomography (OCE/OCT) system and the dynamic mechanical actuation 
system. (a) The thin rubber membrane sample is mounted on the uniaxial stretch device under the OCT camera. The stretch ratio (λ1) of the  
rubber sample is controlled by a precision translation stage between (b) λ1 = 1.0 and (c) λ1 = 1.9 

stroma. To address this deficiency, first, we begin with a study of the influence of finite tensile deformation on the viscoelastic 
properties of a thin silicon rubber membrane subjected to uniaxial tension. Silicon rubber provides a surrogate model for the 
cornea tissue that eliminates the complexity associated with the anisotropic properties of corneal and the biaxial tensile state 
resulting from hydrostatic membrane loading. We can also study the biaxial tensile loading of the silicone membrane with an 
inflated membrane geometry. In this paper, we characterize the shear storage and loss moduli based on OCE measurements of 
the guided elastic wave velocity and attenuation in the rubber membrane. By applying uniaxial stretches between 1 and 1.9, 
we observe a corresponding modulation in the elastic wave speeds and wave amplitude decay, reflecting the membrane’s 
stretch-dependent viscoelastic properties. We also explore a hyper-viscoelasticity framework for inverse analysis of the 
stretch-dependent elastic wave speed and attenuation to estimate the storage and loss moduli based on OCE measurements. 

Background 

In this section, we present a brief description of the OCT and OCE approaches and some experimental measurements in 
a silicone rubber membrane. Figure 1a shows a schematic illustration of the OCT/OCE experimental setup. The OCT 
microscope (Thorlabs GAN210C1, NJ, USA) is a low-coherence interferometer that transduces local variations in the 
morphology or displacement to optical intensity or phase signals. Elastic waves are generated by a paddle actuator and 
detected by the OCT interferometer. The actuator consists of a knife edge that is attached to the tip of a resonant piezoelectric 
(PZT) transducer (PA4CEW, Thorlabs) at one end. The other end of the knife edge is placed in contact with the sample 
surface. An amplified sinusoidal voltage from a function generator is used to drive the PZT transducer, leading to the local 
oscillatory tapping motion of the sample. Harmonic elastic waves generated in the sample by the oscillatory indentation 
of the sample propagate away from the actuation point, leading to local dynamic displacement in the sample. The OCT 
interferometer tracks the local out-of-plane displacement of the sample. Further details of the OCT/OCE approaches are 
available in our previous papers [18, 19]. In this work, we study the propagation of elastic waves in a thin silicone rubber 
membrane subjected to uniaxial tension. The polymer was made from EcoFlex 00-10 following the description in Royston 
et al. [20] The sample is mounted on a uniaxial stretching device and placed under the OCT camera, as shown in Fig. 1b, c. 

Analysis 

Figure 2a shows a two-dimensional OCT structural image of the sample for a stretch ratio of 1.0. The grayscale image 
corresponds to the backscattered intensity of the probe light, varying from black at the minimum level to white at the 
maximum. Two bright lines in the image occur at the top and bottom boundaries due to the large refractive index mismatch 
between the membrane and the surrounding air. The few dark vertical stripes within the sample are due to tiny air bubbles in 
the sample. The OCT image is uniform, suggesting that the sample is homogeneous. Figure 2b shows the corresponding OCE
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Fig. 2 Experimental results from the rubber membrane. (a) OCT image of the rubber membrane. (b) OCE image of the rubber membrane at 
2 kHz. (c) The rubber membrane’s wave speeds and decay coefficients from 1 to 5 kHz. (d) Numerically calculated vertical displacement field in 
the membrane for a harmonic excitation frequency of 2 kHz. (e) Estimated storage moduli and loss shear moduli for the rubber membrane 

image. For the measurement, the PZT transducer was excited with a 2 kHz  sinusoidal  voltage. The periodic red-blue fringes in 
the image represent the spatial variation of the optical phase difference between the backscattered light and a reference light 
beam in the OCT interferometer. The phase difference is proportional to the local vertical displacement and refractive index 
[15]. The red-blue contrast in the image is due to the variation of the vertical displacement from positive (or upward moving) 
to negative (or downward moving) values. The local vertical displacement field is uniform through the depth of the sample. 
However, the displacement varies periodically in the lateral direction with a nearly constant wavelength. Additionally, the 
displacement decreases with distance from the excitation source. Similar behaviors are observed for excitation frequencies 
between 1 and 5 kHz, indicating that elastic waves within this range are attenuated with propagation distance due to a 
combination of material damping and diffraction. 

To extract the wavelength and amplitude decay coefficient in the measured OCE data, first, we averaged multiple line scans 
from different depths in the OCE image to obtain a single displacement waveform. An exponentially decaying sinusoidal 
function, I(t) = Ae−α(f )x × sin(2πx/λ(f) − θ ), is fitted to the resulting displacement waveform, where c(f) = λ(f) × f is the  
elastic wave speed, λ(f) is the wavelength, and f is the elastic wave frequency. λ(f) is equal to the spatial period of the fringe 
pattern in the OCE image, and θ is a phase constant. (f ) is the amplitude decay coefficient α(f ). To eliminate the effects 
of diffraction on α, we applied a diffraction correction factor to displacement waveform following the description in Ruiz 
and Nagy [21], since the width of the knife edge actuator (3 mm) is smaller than the longest propagation distance (i.e., ~ 
9 mm) for the measured displacement field for the elastic waves in the membrane. The diffraction correction eliminates the 
displacement amplitude decay that stems from purely geometric effects like the finite size of the excitation source. Figure 2c 
shows the wave speeds and decay coefficients obtained from the displacement profiles for 1 to 5 kHz frequencies. The wave 
speed increases with frequency, going from 4.5 m/s at 1 kHz to 7.9 m/s at 5 kHz. The frequency-dependent wave speed (i.e., 
the phase velocity dispersion curve) is consistent with the theoretical dispersion curve for the membrane’s zeroth-order A0 
antisymmetric Lamb wave mode in a thin plate [22]. Unlike Lamb waves in an elastic plate, the decay coefficient for the 
guided waves in the silicone membrane increases with the frequency from 140 to 450 m−1, suggesting that the elastic wave 
dissipation increases with frequency. 

We estimate the sample’s frequency-dependent shear storage and loss moduli by fitting a visco-elastodynamic model for 
an incompressible thin silicone membrane to the measured elastic wave speed and amplitude decay coefficient. The thickness 
of the sample is estimated from the OCT image in Fig. 1a. The sample density is assumed to be 965 kg/m3 [20]. Figure 2d 
shows the calculated displacement field in the membrane produced with a 2 kHz harmonic normal surface line load. The 
wavelength and amplitude decay ratio for displacement fields matches the diffraction-corrected experimental data. Figure 
2e shows the best-fit frequency-dependent storage and loss shear moduli. Between 1 and 5 kHz, the shear storage modulus 
increases from 67 to 88 kPa. On the other hand, the shear loss modulus remains nearly constant and close to 25 kPa. The 
measured viscoelastic properties are being validated against low frequency shear rheometry measurements.
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Fig. 3 OCE measurements (dots) and hyper-viscoelastic model (lines) of elastic wave speeds, real and imaginary components of the wavenumbers 
of guided waves in a silicone rubber membrane subjected to uniaxial stretch ratios from 1 to 1.96 

Figure 3 shows the wave speeds and real and imaginary components of the wavenumbers for stretch ratios between 1 
and 1.9. The real part of the wavenumber (k

′
) is related to the wavelength (λ) by  k

′ = 2π /λ, while the imaginary part of 
the wavenumber (k

′ ′
) is the damping coefficient α. With an increasing stretch ratio, the wave speed increases, while the 

damping coefficient decreases. These results suggest that the material gets stiffer and less viscous with increasing uniaxial 
static deformation. To evaluate the membrane’s stretch-dependent storage and loss modulus, we adopt the two-potential 
constitutive relation for rubber viscoelasticity developed by Kumar and Lopez-Paimes [23]. We employ the constitutive 
relation in the incremental equilibrium equations of motion [24] to calculate the frequency-dependent wave speed and 
amplitude decay for incremental guided wave motion that is superimposed on the finite deformation of the membrane. 
The preliminary numerical predictions from the model (solid line in Fig. 3) and the OCE measurements (dotted lines) are in 
good agreement, albeit that the goodness of the fits needs to be improved. The best-fit material properties, i.e., the stretch-
dependent shear storage and loss moduli, will be reported in a later publication. Upon improving the quality of the data fitting, 
the modeling framework will be extended to investigate a hydrostatically loaded membrane in a state of biaxial tension and 
to simulate the effect of the hydrostatic pressure on the viscoelastic properties. 

Conclusion 

This work presents an experimental approach for viscoelastic characterization of soft membranes subjected to finite 
static deformations. Specifically, the experimental approach relies on measuring the frequency-dependent wave speed and 
amplitude decay coefficient for guided elastic waves in the membrane at different uniaxial stretch ratios. The preliminary 
results obtained for stretch ratios between 1 and 1.9 suggest that increasing the stretch ratio makes the membrane stiffer and 
less viscous. We incorporated a hyper-viscoelastic constitutive model for the stretched membrane into the elastodynamic 
equations to calculate the wave speed and amplitude decay coefficient of guided waves in the membrane. By matching these 
results to the measured data, we can estimate the stretch-dependent viscoelastic properties of the membrane. The proposed 
method can be used to study and characterize the viscoelastic behavior of soft membrane materials subjected to finite static 
deformations. In the future, we will explore the modeling and experimental approach to characterize the IOP dependence of 
the viscoelastic properties of corneal tissues. 
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Open Source Contour Method Analysis for Assessing Residual 
Stress in Weldments 

M. J. Roy, N. Stoyanov, and R. J. Moat 

Abstract The contour method for assessing residual stress is a widely accepted technique and has been widely applied to 
validate and verify modelling predictions of welding processes since its inception 20 years ago. Briefly, it comprises the 
stress-free cutting of a body containing residual stress. Then, using the resulting averaged distortion measured from both cut 
faces, the calculation of the elastic loading to “force” the cut face “flat” is possible. However, a wider application as compared 
to other residual stress assessment techniques has been somewhat limited due to the absence of a common computational 
framework to process experimental data. This is at odds with the relatively accessible equipment requirements to generate 
this data: a wire electrodischarge machining (EDM) facility for cutting and a coordinate measurement machine or surface 
profilometer to capture the resulting deformation of the cut surfaces. In the present work, an open-source platform is presented 
that accommodates the full analysis work flow, from registration of surface profiles from each side of the cut, alignment and 
averaging of these profiles, numerical fitting of this surface, and finite element pre- and post-processing to recover a contour 
plot of the residual stress. Programmed in Python, this has been accomplished via a graphical user interface for initial 
preprocessing steps, followed by close integration of commercial finite element code (Abaqus) and open-source equivalents 
(Gmsh, CalculiX). Called pyCM (Python Contour Method), the overall analysis sequence is described employing a thick-
section weld in pressure vessel steel (SA533), as well as showing that the results stemming from this tool employing either 
Abaqus or CalculiX are identical. Further advantages of pyCM will be discussed including diminished cost of accessing 
the technique and the ease of sharing of results and analysis strategies among practitioners. Factors, which necessitate these 
decisions, are inherent to the technique, and the present contribution lends itself to making the results obtained by the contour 
method more transparent. 

Keywords Residual stress · FEA · Contour method · Welding · Software 

Introduction 

The contour method (CM) to experimentally assess residual stress in steel weldments for nearly two decades since being 
invented by Prime [1, 2]. The results obtained can be employed for fitness-for-service assessments, as well as validating 
computational process models. Although being a destructive technique, in that the component to be assessed is destroyed 
along with the residual stress to be quantified, it is relatively inexpensive to implement from an experimental standpoint. 
A detailed review of the technique has been published by Prime and DeWald [3], which has been closely followed by a 
best-practice guide covering both experimental and analytical approaches by Hosseinzadeh et al. [4]; we direct the reader 
to these for a background on the technique. Focusing on processing of the data that results from a contour method analysis, 
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early approaches have been made publicly available, which employ MATLAB1 and Abaqus2 [5]. However, these approaches 
require programming alterations between datasets or instruments and do not incorporate the developments in analysis and 
best practices that have been developed in the past decade. Commercial or closed source software has been historically 
employed to conduct an analysis. 

In the latter steps of the method, analytical approaches have been employed by Kartal et al. [6, 7] to solve for stresses 
directly from processed metrology data. However, finite element analysis (FEA) is nominally employed as it can be adapted to 
different geometries. Furthermore, the results of an FEA approach can be more readily transferred or compared to companion, 
component-level finite element analyses. For example, the European Network on Neutron Techniques Standardization for 
Structural Integrity (NeT) have employed the FEA-derived CM results to validate continuum weld models, examining the 
effects of constraint and how residual stresses develop [8]. However, the current status quo of the contour method has 
demonstrated that different practitioners can obtain different results. 

Building on the advancements in open-source numerical tools, an open-source tool for conducting a CM analysis has 
been developed. Called pyCM (python Contour Method) [9], it encompasses the full workflow of analysis steps from 
accepting raw metrology data through to a FEA pre- and post-processor. The following will briefly introduce the software 
and demonstrate its use on a 80-mm-thick, narrow-gap TIG-welded S533 component which was produced as part of the New 
Nuclear Manufacturing (NNUMAN) program [10]. 

Overall Architecture 

The overall pyCM analysis approach is presented in Fig. 1 relative to the analysis steps inherent to the CM. Each step in 
the analysis can be called independently as a stand-alone GUI or coupled together into a comprehensive tabbed interface. 
Furthermore, all steps/records are held in a single file, doing away with the need to separately archive FEA input and output 
files. 

Historically, the flexibility required for CM surface analysis has lent itself well to an interpreted language, and MATLAB 
has been used extensively. However, there are shortcomings to employing MATLAB: 

• The proprietary nature of the built-in libraries which impedes access. 
• Although “compiled” code can be run on computers without being installed, this is reliant on the target machine having 

an identical runtime installation, which is proprietary. 
• Diminished text file parsing makes working with FE codes difficult; this is particularly true for very large input files or 

mesh data. 

Each of these factors restricts the overall portability and maintenance of the existing codes and presents barriers to the 
residual stress community to develop and validate analysis code. 

While the proprietary aspect of MATLAB has been largely addressed by GNU Octave [11], a free and open-source 
superset of MATLAB, Octave is not optimized in terms of memory allocation and interpreter, focusing instead on 
compatibility. For this reason, many software developers use Python entirely for numerical analysis. Python is a general 
purpose, interpreted language, with many packages available to perform the same functions as MATLAB in both research 
and teaching [12]. By employing the Numerical Python [13] and SciPy [14] libraries, the same functionality is available as 
in MATLAB. Furthermore, there is a maintained library of Python bindings for VTK, the Visualization Toolkit [15]. This is 
a robust tool for visualizing large datasets. For example, ParaView, an open-source FEA post-processor, makes extensive use 
of VTK [16]. Finally, there are also Python bindings for the QT graphical user interface (GUI) library. All of these relatively 
recent developments have presented the opportunity to develop robust numerical calculation and visualization capabilities 
that can be employed with little restriction. Beyond the numerical and visualization requirements of CM analyses is the 
requirement for a linear elastic FEA. Typically, this is carried out by using a general purpose commercial code, Abaqus. 
CalculiX is a free and open-source package offering a linear elastic solver with input and outputs syntactically similar to 
Abaqus [17]. 

The overall architecture of pyCM, as well as the libraries and external routines which it employs, has been selected to 
promote collaboration. Migration from existing routines and procedures currently in use has been promoted in its realization. 
All subsequent figures are screen captures directly from the pyCM interface with minor annotations applied.

1 Registered trademark of The MathWorks, Inc. 
2 Registered trademark of Dassault Systèmes. 
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Fig. 1 The CM approach (a) and realization with pyCM (b) 

Case Study 

In order to demonstrate the analysis technique, a narrow-gap gas tungsten arc welding procedure was applied to two SA533 
Gr.B Type II low alloy steel plates in the configuration shown in Fig. 2. A complete description of the welding protocols used 
to fabricate this component has been published by Rathod et al. [18] which details the metallurgical effects of welding on 
mechanical properties of the weld. However, a second motivation was to ensure that SA508 Grade 3 Class 1 welding trials 
could be carried out without overloading the designed restraint features. To that end, a contour cut was performed on the 
as-welded plates, and the resulting surfaces were measured prior to metallurgical and mechanical coupons being extracted. 

The measurement methodology with a coordinate measurement machine (CMM) produced outlines/perimeters of 
components with a pitch of 0.2 mm and approximately 11,000 points per side, with an adaptive measurement technique 
that provided twice the point density at approximately the weld centerline than elsewhere. This data was then read into
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Fig. 2 Configuration of SA533 welding trial and CM cut location. Restraint bars were retained through the CM cut 

Fig. 3 Reference point cloud and corresponding outline 

pyCM v1.1.8, with one side set as a reference and the other “floating.” No sensitivity to the final result was noted when these 
were reversed. See Fig. 3 for the rendered reference dataset. This was accomplished with the “register” interface (Fig. 1). 

The floating dataset was then mirrored, and the outline/perimeter was then used to align it with the outline of the reference 
dataset using the “align & average” interface (Fig. 1). This was done using an iterative closest-point algorithm, with minor 
manual adjustments. Once aligned, the reference and floating point clouds were averaged using linear interpolation to 
generate an averaged point cloud, arranged equidistant from each other in the xy plane. Points on this grid falling outside the 
reference outline were automatically discounted. The result is shown in Fig. 4.
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Fig. 4 Aligned and averaged point cloud 

In the next step, the averaged point cloud was fitted with a cubic bivariate spline, with an equidistant knot spacing at 
8 mm along the x and y directions (“fit” in Fig. 1). The interface employs the FITPACK algorithm available through SciPy, 
whereby the user has the option to set the spline order and uniform knot spacing independently in the x and y directions. It 
was found that the above knot spacing produced the best fit without “overfitting” in both directions (Fig. 5a), as assessed 
qualitatively. In order to assess this, the windowing function was employed in the spline fitting GUI to show bands of points 
and the spline’s fit through this region (Fig. 5b). 

With a spline now fitted through the averaged point cloud, the FEA preprocessing step (“FEA-pre” – Fig. 1) was then 
available. This started first with seeding of the reference outline where 300 seeds were specified, resulting in approximately 
3 mm line segments. This informed a Gmsh script generated by pyCM, along with an extrusion length of 288 mm and 10 
partitions to be geometrically placed along this length to produce the mesh shown in Fig. 6. The nodes on the front face 
of the mesh were then identified by pyCM, and displacement and rigid boundary conditions were imposed. The latter were 
specified from candidates presented to the user. Upon specifying a modulus of 200 GPa and Poisson’s ratio of 0.3, a final 
FEA input file was generated by pyCM suitable to be submitted to the CalculiX or Abaqus solver. While subsequent results 
were produced by CalculiX, there was no difference in final results between employing Gmsh and an Abaqus solver or Gmsh 
and the CalculiX solver. The same was found to be true when employing Abaqus meshing in place of Gmsh. 

The resulting FEA output files were parsed and the results displayed in the final pyCM step (“FEA-post” – Fig. 1). Near-
yield longitudinal stresses were found within the top half of the weld region, balanced by high compressive residual stresses 
in the regions proximate to the restraint features as shown on the top pane of Fig. 7. Minor wire entry/exit artifacts were 
found on the inner surfaces of the restraint features, which was expected as the cut cross-section changed appreciably in 
these locations. Probe lines across the regions of weld with the highest and lowest residual stress were extracted (bottom 
pane of Fig. 7) with the pyCM utility, and this shows that while the stress at approximately a third the way through the weld 
is low, it still is tensile throughout. 

The arrangement and distribution of longitudinal stress are the result of the multiple-pass welding technique employed, 
whereby subsequent passes served to temper out the residual stresses developed by previous passes. Beyond this observation, 
the main observation is that the stresses developed in the restraint features remained below the yield point. While the



26 M. J. Roy et al.

Fig. 5 Averaged point cloud fit with a bivariate cubic spline (a), resulting segment of points falling between −1 >  y > 1 mm and the resulting 
spline (b) 

preceding analysis would benefit from further validation via diffraction or another complimentary approach, it is surmised 
that it sufficiently demonstrates the ability of pyCM to produce plausible and repeatable results. 

Discussion 

Employing a series of open-source libraries, the pyCM framework has demonstrated capable of performing analyses 
according to published best practice. However, there have been several advances in the practical implementation of the 
overall technique that remain to be included in pyCM.
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Fig. 6 Preprocessed FEA displaying mesh details, rigid body, and displacement boundary conditions imposed 

First, cutting strategies incorporating sacrificial material bonded to the sample prior to sectioning in order to avoid cutting 
artifacts as the cut length varies sharply for irregular components (such as the component presented in the preceding section) 
need to be accounted for. With this approach, no change to the pyCM workflow is required. However, a complementary 
approach would be to perform multiple cuts, such that two contour method analyses are carried out: one on the body (i.e., 
in the residually stressed state) and a subsequent one parallel close to the first where the residual stress will have largely 
relaxed. The “stress” obtained from this second “stress-free” cut could then be subtracted from the stresses obtained for 
the first cut to obtain the underlying residual stress by superposition. This approach parallels that employed for diffraction 
techniques, whereby a sample free from macroscopic stress (“stress-free”) is necessary to provide a datum. Currently, pyCM 
supports this approach but requires separate analyses across multiple data files, and this could be adapted relatively easily in 
the future. 

On the processing side, particularly for surface fitting, there are other techniques available to generate a numerically 
continuous surface. While a bi-variate spline has shown to be quite flexible, there are other approaches such as local 
polynomial regression and Fourier series fitting [19]. The flexibility of such approaches to non-rectangular domains remains a 
challenge; however there are advantages in terms of processing data obtained from interrupted cutting, such as that generated 
when employing a self-restraint technique to avoid cutting-induced plasticity [20, 21]. The fitting component of pyCM could 
be changed to support complementary surface fitting. For example, large wavelength stresses could be fitted with a Fourier 
series or non-uniform, bivariate splines, and shorter wavelengths with bivariate, regular splines. 

Third, there have been advancements on cutting of components which are not symmetric about the cutting plane [22]. In 
these circumstances, an erroneous result may be obtained as the stiffness is different on each side of the cut. The approach 
taken is to apply the contour boundary conditions on a geometry which as closely as possible represents each side and then 
average the resultant stress. Examples of where this might occur are in components which are not symmetric about the cutting 
plane over a short distance – the end of a weld, for example. In order to best accommodate these approaches, more flexible 
meshing could be introduced into pyCM and the facility to import meshes generated elsewhere, along with the facility to 
align contour boundary conditions to these external meshes. Fortunately, expanding the FEA pre- and post-processing facility 
within pyCM incorporating this approach will permit multiple cuts of the same component to assess stresses acting on other 
planes. 

Finally, due to the numerous parameters inherent to contour method analysis, the best methodology for assessing the 
accuracy of an application remains measurement with a different approach, such as diffraction. While routes for error 
assessment due to numerical fitting of a contour surface have been proposed [19], a facility for assessing mesh sensitivity
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Fig. 7 Post-processed results demonstrating the “line probe” functionality to extract longitudinal residual stresses in MPa 

and multiple fitting function types remains a largely manual process. However, pyCM can be adapted to address this with the 
ability to support multiple analyses within a single data file. 

Summary 

An open-source tool that encompasses all of the steps required to perform a contour method analysis has been developed, 
and its application has been demonstrated on a thick section steel weldment containing near-yield residual stresses. It is 
confirmed that the same results are obtained for the same mesh regardless a free and open-source finite element package 
(CalculiX) is employed or a commercial one, Abaqus. 

Moving forward, the intention is to continue the development of pyCM to permit advancements in the application of 
the contour method. These include new methods for dealing with sacrificial materials and/or stress-free cuts, interrupted 
cutting, and more complicated specimen geometries. For improving interpretation of the contour method results, a tool for 
automating sensitivity analyses on surface fitting parameters and mesh density has also been identified as a priority.
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Variation of Initial Bulk Residual Stresses in Aluminum Alloy 
7050-T7451 and Its Effect on Distortion of Thin-Walled 
Structural Parts 

Daniel Weber, Benjamin Kirsch, Nicholas A. Bachus, Christopher R. D’Elia, Barbara S. Linke, Michael R. Hill, 
and Jan C. Aurich 

Abstract Milled thin-walled monolithic aluminum structural parts are widely used in the aerospace industry due to their 
appropriate properties such as a high overall strength-to-weight ratio. The semifinished products made of aluminum alloy 
7050 undergo a heat treatment to gain this increased strength and hardness: Typically, three steps including solution heat 
treatment, quenching, and age hardening are carried out. This also leads to high initial bulk residual stresses (IBRS) within 
the part in the range of ±200 MPa. In rolled aluminum plate, plastic stretch (T7451 heat treatment designation) provides 
very effective relief of residual stress, decreasing IBRS to a level of ±20 MPa. In large parts with low bending stiffness, even 
that low level of IBRS can cause appreciable distortion. Besides the IBRS, the machining-induced residual stresses (MIRS) 
contribute to the distortion. This study investigates how IBRS in different stress relieved 7050-T7451 semifinished products 
vary and how this variation affects the distortion of milled thin-walled monolithic structural parts. A linear elastic finite 
element distortion prediction model, which considers the IBRS as well as the MIRS as input, was used to analyze the effect 
of varying IBRS on the distortion for different part sizes and geometries. The model was validated by machining of those 
parts and measuring their distortion. IBRS were measured via slitting technique and MIRS via incremental hole-drilling. 

Keywords Residual stress · Distortion · Milling · Aluminum 7050-T7451 · Finite element modelling 

Introduction 

Aluminum alloys appear as structural materials in various industries such as aerospace, automotive, electrical, and chemical 
[1]. For example, the aerospace industry demands a high mass fraction of aluminum alloys in airplanes. Especially thin-
walled, monolithic structural components are used due to their beneficial properties, such as a high overall strength-to-weight 
ratio and good fatigue life [2]. Typically, those structural components are machined by the manufacturing process milling, 
removing up to 95% of the total volume of the semifinished product [3]. Part distortion is a common problem due to the 
required small wall thicknesses of those weight-optimized structural components [4]. Residual stresses (RS) in the form of 
machining-induced residual stresses (MIRS) and initial bulk residual stresses (IBRS) are known to be the main cause of 
those distortions [4]. The MIRS are induced by the machining process due to plastic deformations in a near surface layer of 
the part. Prior research has investigated the effects of cutting conditions and tool properties on MIRS [5–8]. The IBRS are 
present in the blank material because of upstream processes like rolling, casting, and especially the heat treatment, which is 
characterized for wrought and cast aluminum alloys by a three-step process to increase the material strength and hardness: 
solution heat treatment, quenching, and age hardening [9]. Especially the high thermal gradients during quenching lead to 
high IBRS in the range of −150 to +100 MPa within the material. Therefore, a RS relief through controlled stretching or 
compression is necessary. Although the RS can be reduced to a level of ±20 MPa or lower, distortion remains as a problem. 
Past investigations showed that the position of the finished part in the semifinished product has an influence on the part 
distortion due to the redistribution of the IBRS [10–14]. However, it was not investigated yet how IBRS in different batches 
of A7050-T7451 vary and if that affects the distortion of thin-walled structural parts. 
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Numerical simulation models, typically based on the finite element method (FEM), are the preferred choice for predicting 
the part distortion due to known RS, because of the reduced effort of the modelling process especially for complex part 
geometries in comparison to analytical methods. The RS used as input for the FEM distortion model are either measured [14– 
16] or predicted analytically or numerically [2]. The FEM distortion models are mostly based on linear material elasticity. 
The modelling of the material removal process, e.g., realized by element deletion techniques [15, 16] or the application of 
the RS to the final machined part geometry [2, 14], was presented in the literature. Either way, forces and moments act as a 
consequence of the RS imbalance, which leads to the distortion of the part due to the re-equilibrium of the RS as soon as the 
component is released from its constraints (clamping). 

In our past research, we investigated the effect of varying MIRS on distortion [17]. Furthermore, we developed a FEM 
model to predict the part distortion due to both MIRS and IBRS [18–20]. This study investigates how the IBRS in different 
7050-T7451 semifinished products vary. With the help of the FEM distortion model, we assess how this variation affects 
distortion of structural parts. 

Methods 

Prior to investigating the effect of IBRS on distortion, the IBRS in three different configurations of material A7050-T7451 
were measured by the slitting method. Then, machining of different part geometries and measuring their distortion was done 
to validate predictions from the FEM distortion model. 

Initial Bulk Residual Stress Measurements 

To investigate the effect of IBRS on distortion, IBRS in three different A7050-T7451 materials were determined: 

• A: Vendor I (USA; 102-mm-thick plate): 206 × 28 × 102 mm3 (x-direction is longitudinal (L), rolling direction; 
y-direction is long-transverse (LT) direction; z-direction is short transverse (ST) direction) 

• B: Vendor II (Ger; 30-mm-thick plate) batch i: 206 × 102 × 30 mm3 (x- is L direction; y- is LT direction; z- is ST  
direction) 

• C: Vendor II (Ger; 30-mm-thick plate) batch ii: 206 × 102 × 30 mm3 (x- is L direction; y- is ST direction; z- is LT  
direction) 

For two material batches, B and C, small beam specimens (see Fig. 1a), measuring 100 × 5 × 30 mm3, were cut from the 
original larger stock. For each material batch, one beam specimen had its length along the rolling (L) direction and the other 
along the long transverse (LT). The IBRS component acting along the length of each beam specimen was measured using the 
slitting method, which comprises cutting the sample by wire EDM as shown in Fig. 1a (lower portion) in increments of cut 
depth, measuring strain after each cut depth and computing residual stress from the strain versus cut depth data [21]. Slitting 
provides a profile of the stress component perpendicular to the slitting plane (i.e., along the beam length in these experiments) 
as a function of distance along the slitting direction; the stress so determined reflects an average through the part depth (here 
along the 5 mm dimension of the beam). Strains were measured using metallic foil gages with active length 1.57 mm that 
were mounted on the back face of the beam specimens, opposite the start of the cut (see Fig. 1). Strains were measured after 
each of 40 equal cut depth increments, the final cut depth being equal to 95% of the 30 mm beam width. Residual stresses 
were computed using pulse regularization, as described earlier [21]. The residual stress measurement procedure for batch A 
was quite similar but for a larger plate thickness. The procedure and measurement results are presented in [22]. Measured 
IBRS are compared with literature values from Prime and Hill [21] (see section “Results”) and used as an input for the FEM 
distortion model (see section “FEM Distortion Model”). 

Distortion Experiments 

To validate the FEM distortion model, different samples, varying in their part geometry, IBRS, and milling path strategy, 
were manufactured. Besides, the position of the final part within the original block, here called “z-offset,” was also varied. 
Two part geometries, varying in size and complexity, were machined: a simple small rib-typed structural part with two pocket
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Fig. 1 Orientation of samples with slitting measurement plan (a) and experimental setups for machining of feature samples (b) and wing ribs (c) 

features and one stiffener in the center (here called “feature sample,” dimension 200 × 98 × 20 mm3; see Fig. 1b) and a more 
complex and bigger geometry imitating a small-scaled airplane wing rib with multiple pockets and stiffeners (here called 
“wing rib,” dimension 480 × 170 × 20 mm3; see Fig. 1c) were analyzed. The feature sample was machined out of material 
batch B, originating from the same raw material, whereas the wing rib corresponds to material batch C. All components were 
machined on a five-axis DMG Mori DMU 70 CNC1 machine. The manufacturing steps of the feature sample can be found 
in the literature [19]. The machining of the wing rib was similar (initial block size, 485 × 172 × 30 mm3), but the order and 
clamping strategy deviated slightly (see Fig. 1c): 

• Step 1: Face milling of backside in side clamps (feed per tooth fz = 0.2 mm, cutting speed vc = 730 m/min, radial cut 
depth ae = 40 mm, axial cut depth ap = 1.5 mm) 

• Step 2: Side milling in side clamps (fz = 0.055 mm, vc = 450 m/min, ae = 2.5 / 0.5 mm, ap = 4.4 / 22 mm) 
• Step 3: Drilling holes in side clamps 
• Step 4: Face milling of top in side clamps and screws (fz = 0.2 mm, vc = 730 m/min, ae = 40 mm, ap = 1.5 mm) 
• Step 5: Milling of pockets in side clamps and screws (fz = 0.2 mm, vc = 200 m/min, ae = 4 mm, ap = 3 mm) 

A cutter with indexable inserts (Sandvik1 R590-110504H-NL H10) was used to face mill the top and backside surface 
(step 1, 4) and a regular end mill (Kennametal1 F3AA1200AWL) to side mill the walls (step 2) and pockets (step 5). MIRS 
from the cutting operations face milling (step 1, 4) and pocket milling (step 5) were measured in the previous research 
and plotted in Fig. 2. For more information we refer to [17–20]. Since the total machined part is 20 mm thick, different 
z-offsets of the part in the 30 mm stock are possible: a symmetrical position, removing 5 mm each at top and bottom, and 
an asymmetrical one, removing 1.5 mm at the bottom and 7.5 at the top were investigated. To achieve high feed rates, the 
pockets were milled in multiple layers with constant cutting parameters. The milling path strategy was varied from part to 
part from zig (machining in horizontal lines) to spiral path (machining from the inside out in spirals following the contour of 
the pockets). To prevent the distortion of the parts during pocket machining, the parts were held down by screws in addition 
to the clamping with side clamps. The backside surface was measured after the part was released from its clamping after step 
5 with the coordinate measuring machine Tesa micro Hite 3D DCC1 (repeatability limit ISO MPE-p 3.5 μm) to determine 
the distortion – here defined as the out of plane displacement in z-direction – caused by the RS. For the feature sample 
(wing rib), a spacing of the measured points of 2 mm (4 mm) with a distance to the edge of 1 mm (2 mm) was chosen, 
which resulted in 4714 (4419) measurement points in total. The final part distortion was analyzed by first leveling the data

1 Naming of specific manufacturers is done solely for the sake of completeness and does not necessarily imply an endorsement of the named 
companies nor that the products are necessarily the best for the purpose. 
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Fig. 2 FEM distortion model for feature sample and wing rib with MIRS from [23] 

set (fitting a flat plane and subtracting it) and then setting a zero height at the resulting minimum, which was determined by 
averaging of the 10 (5) lowest measured points. 

FEM Distortion Model 

The developed FEM distortion model was presented and validated in previous research [17–20] and is now used to investigate 
the effect of varying IBRS on distortion for different part geometries. It is summarized here as follows: a static, linear elastic 
FEM model was set up in ABAQUS1 (E = 71,700 MPa, ν = 0.33). The measured MIRS and IBRS were implemented as 
an initial condition (type = stress) to the final part shape without modelling the material removal process. The MIRS were 
limited to a near surface layer (pocket floor, 200 μm; backside/top, 70 μm; see Fig. 3). IBRS were applied to the rest of the 
bulk. All RS σ (z) were linearly interpolated over depth z at the element centroids. For the spiral milling strategy, a coordinate 
transformation of the MIRS according to the direction of milling was achieved (for more information see [20]). Previous 
research showed that MIRS in the walls have neglectable impact on the distortion in z-direction [20] and were therefore not 
considered in the distortion model. The mesh of the feature sample (wing rib) consisted of 670,308 (2,096,508) eight-node 
brick (C3D8) elements. The global mesh size was 1.5 mm and was refined in the near surface layer down to 10 μm to resolve 
the MIRS properly. The parts were minimally constrained (3-2-1 constraint principle [15]) to avoid rigid body motion but to 
enable a free part distortion (see Fig. 2). After one simulation step (reaching RS equilibrium), the displacement at the parts 
backside was analyzed according to experiments (leveling and shifting data) and compared to the measured distortion. 

Results 

The results section is divided into two parts: the IBRS results and the distortion results including measurements and 
simulations.
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Fig. 3 Initial bulk residual stress comparison of measured and literature values of AA7050-T7451 

Initial Bulk Residual Stress Measurements 

Figure 3 depicts the measured IBRS and literature values from Prime and Hill [24] in  x- and y-direction over the beam 
thickness normalized by the plate thickness. Most RS depth profiles showed the typical M shape of stresses with compressive 
RS close to the surface and tensile RS in the center. Batch C showed a ∩ shape rather than an M shape, which could be due 
to the distribution of strength through the thickness of the corresponding plate (see [24]). The peak magnitudes of IBRS in 
the three batches were similar, being 10–15 MPa, with stress magnitudes slightly larger along the rolling (x) direction than 
along the long transverse (y). The stress magnitudes in the present samples are smaller than those from the literature, which 
reached peak levels of 20 MPa. The trend in σ xx for batch B at depths less than 20% of the plate thickness reflects outlying 
behavior, the cause for which is unclear. Overall, the results show residual stress with a clear, symmetric M shape in batch 
A, a less clear and less symmetric M shape in batch B, and a ∩ shape in batch C. The results are reasonably consistent with 
the prior work [24], which found similar trends in two plate thicknesses (80 mm and 25 mm), the thicker plate having a more 
distinct M shape. 

Distortion 

Figure 4 depicts the color maps of the measured distortion of the feature samples with different machining paths and z-
offsets, as well as their simulated counterparts with different IBRS used as input. The orientation of the color maps is top 
view, meaning looking down to the milled pocket surface with positive distortion into the surface in positive z-direction. First 
the measurements are discussed before comparing simulated and measured distortions. 

A slightly twisted distortion with the minima at the bottom left and top right corner and their maxima close to the top left 
and bottom right corner (zmax = 0.211 mm) was evident for the feature sample milled with zig milling strategy (see Fig. 4a). 
The shear MIRS induced a torsional moment in addition to the bending moment of the IBRS and the normal compressive 
MIRS [17–20, 23]. Changing the milling direction also resulted in a change of the distortion shape: a U shape with the 
maximum distortion in the middle of the part’s length (x = 100 mm) and regions where the tool cut first in the material 
(highlighted with black arrows in Fig. 4) was evident (zmax = 0.134 mm). Due to the change of direction of the milling path 
to a spiral path, the distortion was reduced compared to the zig milling path, because the sign of the shear MIRS changed in 
90◦ rotated regions. This led to an equilibration of the shear MIRS [20] and to a shift of the RS type dominating from MIRS 
to IBRS [23]. Choosing a z-offset of 5 mm of the final part in the raw material (Fig. 4c) instead of 1.5 mm decreased the 
distortion (zmax = 0.104 mm), because the IBRS were then symmetrically distributed over the height z, inducing therefore a 
smaller bending moment [23]. 

The shape, including the position of the maximum distortion, was predicted correctly by all simulations using different 
IBRS inputs – except for regions where the tool ramped in for the spiral milling path (highlighted with black arrows in 
Fig. 4). This could be attributed to the presence of deviating MIRS in those regions due to different machining kinematics. 
Surprisingly, the level of distortion varied significantly when using different IBRS as input for all investigated cases, although 
IBRS magnitude varied only by about 5 MPa. The distortion level was predicted best with the simulations using the IBRS
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Fig. 4 Color maps of the measured and simulated distortions of the feature sample for different milling paths, z-positions and IBRS: zig strategy 
z1.5 (a), spiral strategy z1.5 (b) and spiral strategy z5 (c) 

literature values from Prime and Hill [24] instead of the measurements done on samples from the same batch B material. 
Deviations (in terms of differences between prediction and measurement) of the maximum distortion down to 22% (Fig. 4a; 
zig – z1.5), 21% (Fig. 5b; spiral – z1.5), and 19% (Fig. 4c; spiral – z5) were found. All trends discussed for the measured 
distortions were matched by the simulations. 

Figure 5 highlights the color maps of the measured distortion of the wing rib with different machining paths, as well 
as their simulated counterparts with different IBRS used as input. For the distortion measurements, the same trends as 
discussed for the smaller feature sample were found: a twisted distortion shape for zig milling (zmax = 0.739 mm) and a 
U-shaped reduced distortion for spiral milling (zmax = 0.676 mm) were evident. 

The wing rib shape was predicted correctly by all simulations using different IBRS inputs. Small deviations for the 
position of the maximum distortion for zig milling strategy were found. This could be attributed to the fact that in experiments 
outer machining paths were not perfectly horizontal as assumed in the simulation, due to the curved shape of the part. Again, 
the highest accuracy of the simulation was reached when using the IBRS from the literature as input. Deviations down to 7% 
(Fig. 5a; zig – z5) and 28% (Fig. 5b; spiral – z5) were achieved. Using the measured IBRS led to an underestimation of the 
distortion for both investigated cases. One possible explanation for this trend could be that the IBRS in the beam specimens 
deviate from the IBRS in the remainder of the plate stock (which is perhaps closer to the literature values); this could occur 
if the beams were closer to the edges of the original plate stock, but this remains unknown.



Variation of Initial Bulk Residual Stresses in Aluminum Alloy 7050-T7451 and Its Effect on Distortion of Thin-Walled Structural Parts 37

Fig. 5 Color maps of the measured and simulated distortions of the wing rib for different milling paths and IBRS: zig strategy z5 (a) and  spiral  
strategy z5 (b) 

Conclusion 

IBRS measurements of different batches of A7050-T7451 are reasonably consistent with what was found in the literature by 
Prime and Hill [24] with a clear, symmetric M shape in batch A, a less clear and less symmetric M shape in batch B, and 
a ∩ shape in batch C. The magnitude of the measured IBRS was slightly smaller than literature values (by about ~5 MPa). 
When using the different IBRS as input for the FEM distortion model in addition to the MIRS, the shape of distortion was 
predicted correctly for different geometries and milling strategies and for different z-offsets. However, the level of distortion, 
identified by the maximum, was underestimated when using the measured IBRS as input. The best results were achieved 
when using the IBRS literature values as input, in which case deviations of the maximum distortion of 28% (spiral-strategy) 
and 7% (zig-strategy) were evident. 
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On the Use of iDIC (Integrated Digital Image Correlation) 
for the Slitting Method 

P. M. Santucci, A. Baldi, D. Lai, and G. Marongiu 

Abstract The slitting method is a well-known technique for residual stress measurement. It consists of cutting a slot in the 
specimen while monitoring the relieved strains with one or more strain gauges. The stress distribution is then computed by 
solving a reverse problem. 

The use of Digital Image Correlation to replace the standard strain-gauge-based approach has been proven successful 
in previous work. In this new contribution, the authors want to explore the integrated Digital Image Correlation (iDIC) 
potential as a direct replacement for the entire procedure. Instead of using DIC as an optical extensometer—i.e., using a large 
DIC subset to extract single-point data—in the iDIC formulation, the shape functions describing the surface displacement 
field satisfy the equilibrium conditions. Thus, the minimization parameters (both in space and in time) are the Legendre 
polynomial weights directly connected to the residual stress values. 

To verify the new approach, an aluminum beam is loaded in bending above the yield stress and then unloaded using a 
four-point configuration; then, the slot is performed using a milling machine while imaging the back face. The use of strain 
gauges allows comparing the results of the new approach with the standard one. 

Keywords Residual stress · Slitting · Digital Image Correlation · iDIC 

Introduction 

Slitting is one of the most popular destructive approaches for evaluating the residual stress distribution throughout a material 
sample. Historically, the first use of such technique is assessed in the article by Schwaighofer in 1964 [1]. In the following 
decades, the technique has been studied and improved until today [2–4]. 

Like hole drilling, slitting uses the removal of material from the specimen to relieve residual stresses [4, 5]. The material 
is removed along a linear path leading to the cutting of a slit, hence the name slitting. The internal relaxation of the residual 
stress is measured using a strain gauge bonded to the back of the specimen, usually aligned with the slit axis [4, 5]. The 
problem can be approached from two different perspectives, a direct and an inverse method. The direct approach uses the 
known residual stress distribution to evaluate the strain on the surface as the slit depth increases. However, the inverse 
problem consists of estimating the residual stress distribution using the strain measurement on the surface [4]. Considering 
the nature of the residual stress, the inverse method seems to be more suitable for the industrial reality where the residual 
stress field is unknown. 

In the inverse approach, the unknown residual stress distribution is defined as series that could be polynomial, harmonic, 
or a power series [4]. The Legendre polynomial basis is widely used in literature: 

.σyy(x) =
∑m

j
AjPj (x) = [P ] {A} (1) 

The series in Eq. (1) expresses the residual stress as a function of depth (see Fig. 1b for coordinate system), in which Pj 

is the Legendre basis functional and Aj is the weights. The order of the series m usually lies between 4 and 12, and its value 
depends on error minimization considerations [6]. 
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a) b) 

Fig. 1 Model geometry. (a) Coordinate system in 2D scheme. (b) 3D geometry of specimen  

The weights Aj are the final target of our inverse approach, which consists of measuring the strain on the sample surface. 
Under the hypothesis of a linear elastic material model, the strain field through depth depends on the compliance matrix [C]. 
Each term of [C] is the strain read by the strain gauge at its location, due to a residual stress expressed as a Legendre function 
for a given slit depth [4, 5]. The terms in the [C] matrix are computed using finite element simulations with consistent 
geometric parameters [4, 5, 7]. 

. εyy(x) = ∑m
j AjCj (x) = [C] {A} (2) 

Equation (2) outlines the strain field through depth using the superposition principle [4, 5]. The use of a least square 
approach gives the solution for our problem: 

. {A} = (
[C]T [C]

)−1
[C]T

{∼
ε
}

(3) 

where .
{∼
ε
}

is a vector containing the measured strain for each depth stage of the slit. Once the weights {A} of the Legendre 

function are known, the stress distribution can be computed via back-substitution in Eq. (1). 
The use of strain gauges is assessed in a wide literature overview for its robustness and because the slit is often cut via 

EDM: in this case the specimen is immersed under water, and a suitably coated strain gauge is the best solution for measuring 
the strain. 

In this article we propose the Digital Image Correlation (DIC) to measure the strain on the sample surface. In the literature 
there are few articles on the use of DIC with slitting [8–10], while this technique has been used with the hole drilling approach 
in different works [9–14]. 

The DIC poses its basis on the computer vision field and more precisely on image matching technique [15]. The basic 
hypothesis of DIC is the constancy of the optical flow between a reference image I and a target image G, defined as: 

.
∂I
∂t

+ ∂I
∂x

∂u
∂t

+ ∂I
∂y

∂v
∂t

= 0 (4) 

where I = I(x, y, t) is the intensity field at time t while u and v are the x and y components of the displacement. The problem 
is clearly ill-posed because (2) involves two unknown displacement components and only one equation is available. Various 
strategies have been proposed in the literature to solve this problem [16, 17], but the most widely used approach is the 
Lukas-Kanade [18]. 

This approach consists of partitioning the image domain in smaller regions called subset. Thus, the displacement 
components are expressed as shape functions around a point. 

.u = p0 + p1ξ + p2η + p3ξ
2 + p4ξη (5a)
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. v = q0 + q1ξ + q2η + q3ξ
2 + q4ξη (5b) 

where pi and qj are the parameters of the shape functions while ξ and η are the axes of a local coordinate system centered on 
the subset. 

This reduces the number of unknowns from twice the number of subset pixels to the shape function parameters. 

.χ2 = ∑
r

∑
c[I (r, c) − G(r + u, c + v)]2 (6) 

Equation (6) defines a cost function χ2 that leads to a local least square minimization. The summations in Eq. (6) are  
extended over the pixels of the subset, following the r counter for the rows and the c counter for the columns. 

The shape functions presented in Eqs. (5a) and (5b) are general purpose. Some problems have a displacement field that 
can be expressed analytically: it is therefore more convenient to use specific shape functions that define the displacement 
field globally [14]. This procedure is called integrated Digital Image Correlation (iDIC). The slitting method uses a series to 
model the strain field due to the relaxation of the residual stress (i.e., Eq. (2)); so, the displacement can be defined using the 
same polynomial series. 

. vi(y) = ∑n
jAjDij (y) (7) 

Equation (7) defines the displacement component along the slit edge, identified by the z axis in Fig. 1a. The displacement 
field is defined at the i-th stage of cutting depth: Dij is the polynomial basis for the i-th stage of cutting and j-th order of 
polynomial and Aj is the weight at j-th order. 

. vSF
i (y) = vi + ∑m

j AjDij (y) (8) 

The shape function .vSF
i in Eq. (8) is defined using the model of Eq. (7) and adding a term for the rigid motion. The 

advantage of using iDIC is the significant amount of data in the bottom side (Fig. 1b) of the specimen: to make full use of the 
data, a shape function for the transverse component of the displacement can be developed by considering the Poisson effect. 

. ν = − εx

εy
= − ∂u

∂x
∂v
∂y

(9) 

By differentiating Eq. (8), substituting into Eq. (9), and integrating, we get: 

.uSF
i (x, y) = −ν x

∑
jAj

∂
∂y

Dij (y) + u0(y) (10) 

where u0(y) is the integration constant. Posing the reference system on the symmetry axis of the bottom face leads to a null 
value of u0(y). Under this assumption the shape functions for the iDIC model are: 

.uSF
i (x, y) = −ν x

∑
jAj

∂
∂y

Dij (y) (11a) 

. vSF
i (y) = vi + ∑m

j AjDij (y) (11b) 

Once the shape functions are defined, the solution follows the step of a classic DIC analysis. 

Background 

The experimental setup is developed using both the strain gauge bonded to the specimen surface and an Allied Vision F421b 
camera for DIC measures (with resolution of 2048 × 2048). 

The specimen is a 6082-T6 aluminum beam with a rectangular cross-section (30 mm × 14.4 mm). The specimen was 
loaded using a four-point bending configuration to introduce a residual stress field. The residual surface strain has been 
measured using a strain gauge.
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a) b) 

c) 

Fig. 2 Specimen and experimental setup. (a) Specimen overview with strain gauges. (b) CCD configuration. (c) Global scheme of setup 

The strain gauges used in the test are arranged in a full bridge configuration: the two active strain gauges are bonded to 
the faces parallel to the y − z plane, while the two dummies are bonded to the bottom face (Fig. 2a). 

The test is carried out using a five-axis CNC machine, a Deckel Maho DMU 60 P hi-dyn. The specimen is held in position 
by a hydraulic vice mounted on the machine worktable (Fig. 2b). The vice moves between two positions (Fig. 2c):

• The cutting point, where the slit is cut step by step, which is far away from the CCD to avoid dust and dirt deposits on the 
lens

• The acquisition point, where the specimen presents the bottom side to the CCD after each cutting step 

The experimental procedure begins with the removal of the layer of material on the slit. Prior to the test, the disc cutter is 
calibrated to ensure zero positioning on the top surface of the sample. After the material removal step, the sample is moved 
near the camera taking the bottom side toward it. There is a pause of 1 minute between positioning and acquisition of the 
two images and strain gage data. 

Analysis 

The analysis of results has been performed in parallel using the strain gauge data and DIC analyses on images. 
Figure 3a, b shows the strain and stress distribution as the slit depth increases. The data were acquired with the full strain 

gauge bridge mounted on the back of the sample (Fig. 2a). This set of data is used as a reference to validate the DIC analysis. 
The data acquired using the CCD are processed using a standard DIC analysis. The strains are estimated using a ROI 

defined over the strain gauge position in the sample side. The strains along the y axis are computed as a mean value over the 
width of the ROI for each slit depth. The results of DIC analysis are shown in Fig. 4.
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a) b) 

Fig. 3 Experimental data acquired by the strain gauges. (a) Strain distribution through thickness. (b) Stress distribution through thickness 

a) b) 

Fig. 4 Experimental data from DIC analysis. (a) Strain field. (b) Stress field 

Conclusion 

The DIC analysis was performed using the ROI as a virtual strain gauge. The results shown in Fig. 4 are close to the reference 
ones, obtained using the classic approach proposed in literature. Note that strain values differ due to the different position of 
strain gauges in the specimen side compared to the ROI position in the back. The calibration coefficients, i.e., the weight of 
the Legendre polynomial, differ in the same fashion because they depend locally on the position on the sample surface, but 
the estimate stress curves are almost the same. 

Based on these results, the iDIC analysis performed on the same dataset should increase the precision of results, because 
it involves a significantly larger number of data point, thus increasing the robustness of the method. 
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A Rapid Procedure to Reconstruct S/N Curve by Using Harmonic 
Components of Thermal Signal 

R. De Finis, D. Palumbo, and U. Galietti 

Abstract The use of thermal indexes assessed by monitoring rapid fatigue tests with infrared detectors as reliable damage 
parameters to reconstruct the S/N curve is currently a topic still presenting open points. First of all, the selection of the 
proper thermal index representing damage is a topic to be explored, and also the relationship between the damage from rapid 
stepwise tests and constant amplitude tests is another point of discussion. 

In the present work, we deal with such an issue by investigating the first amplitude harmonic (FAH) of thermal signal 
related to thermoelastic phenomena and dissipative effects too. It has been demonstrated that FAH is related to stiffness 
degradation and stress-induced effects. Moreover, it provides a local analysis of specific effect related to the material fatigue 
damage without artefacts. 

The results show that due to the relationship between stiffness degradation and FAH and specific material properties, it is 
possible to reconstruct the S/N curve by carrying out just one constant amplitude test and a stepwise rapid test. Moreover, the 
capability of temperature FAH to study fatigue behaviour and detect damage during any loading procedure is also presented. 

Keywords S/N curve · Stiffness degradation · Stepwise loading · Temperature first amplitude harmonic · Thermoelastic 
signal 

Introduction 

The fatigue behaviour of composites is crucial for the structural analysis due to damage mechanisms that vary depending 
on layup, mechanical properties and technological process of constituents. As well known, the damage can be understood 
as mechanical property degradation that can occur in different stages leading to final material failure [1–6]. In this way, the 
damage analysis is essential to develop ‘stiffness-driven’ design procedures that are reliable to implement a damage-tolerant 
approach. 

Several models for damage analysis have been presented in the literature [1, 5, 6]; each one is tailored on the specific 
composite and application (e.g. woven [7], FRP [6], etc.) and any type of damage [1]. However, to validate these models, 
classic experimental tests are required which involve experimental campaigns and analyses that are time-consuming and 
require a lot of resources for modelling and validation stages. These implications clearly affect the time-to-market of 
new components and materials. This problem has, in recent years, become the ‘driving force’ for the development of 
new test procedures for rapid and effective fatigue test campaigns, supported by experimental techniques such as infrared 
thermography [6–18]. 

Nowadays, the stepwise loading procedure, to induce a self-heating in the material, can provide an estimation of the 
material endurance limit using the thermographic method on a small number of specimens [14]. Even if the approach proved 
to be effective on metallic and non-metallic materials [6–8], as far as composites are concerned, the relationship between the 
thermal parameters from a stepwise test and those from constant amplitude tests is still a topic to be explored. Furthermore, 
the choice and evaluation of a correct damage parameter that takes into account the specific accumulation mechanisms during 
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the rapid fatigue test are also a topic to be explored. Huang et al. [6], for example, proposed a damage parameter based on the 
stiffness degradation of composite specimens and the average temperature measured during rapid fatigue tests. The procedure 
required the assessment of material constants from the classic fatigue test campaign; therefore, it was in any case challenging 
from the point of view of tests and analyses. Montesano et al. [8] proposed a method based on the temperature continuously 
acquired during the steady-state stage of a loading block of stepwise fatigue tests, accounting for the procedure proposed by 
La Rosa and Risitano [14] on metals. The basic condition for the application of the procedure is the achievement of thermal 
steady state in the temperature evolution and also the hypothesis of energy conservation (constant energy parameter) which 
should be verified for composites. In this regard, in the last 10 years, more effective indices have been studied, such as the 
harmonic components of the temperature signal [12, 16], to carry out the analysis of the damage processes in composites. 

In the works of De Finis et al. [12], the relationship between the mechanical work associated with the material (area under 
the hysteresis cycle) and the thermal energy dissipated during tests of constant amplitude was presented, and, in another 
work, [17], the ability of the thermoelastic signal to describe the degradation of the material stiffness was investigated. These 
indices have proved to be very effective for estimating the residual life of the composites, as they are directly linked to the 
damage. 

The aim of present work is to obtain the fatigue life of a quasi-isotropic composite via the assessment of thermal indices 
acquired during a rapid fatigue test. 

The novelties and outputs of present research are related to: 

• Capability of temperature first amplitude harmonic (FAH) to detect fatigue damage 
• Capability of temperature FAH to study fatigue behaviour 
• Correlation between FAH and stiffness degradation during any loading condition 
• An innovative procedure to reconstruct the S/N curve from FAH data acquired during a stepwise loading 

Background 

Damage and Stiffness Loss of Material 

As discussed by several authors [1–3], for a composite subjected to uniaxial fatigue testing (constant amplitude), the actual 
damage parameter related to the i-th stress level, Di, is:  

.Di = 1 −
(

E

E0

)
i

(1) 

where Di of course varies also depending on loading cycles. During a cyclic loading test, the first damage mechanism that 
occurs is the appearance of transverse cracks in the layers where fibres are oriented in a direction different from the one 
of the loading [3, 4, 6]. From Eq. (1), it results that Di can be defined as the Young’s modulus loss (the actual value of 
longitudinal one in this specific case, Ei is referred to a reference value usually measured at the beginning of the test or 
evaluated from the static tensile tests, E0). The stiffness degradation is related to the cycles to failure of the material via 
different analytical/semi-analytical/phenomenological models [1–7]. A very well-established model is the following one: 

.

(
E

E0

)
i

=
(

E

E0

)
i,CA

= A

(
N

Nf

)b

i,CA
(2) 

where the subscript CA refers to constant amplitude tests, N is actual loading cycle, Nf is the cycle to failure of the material 
and A and b are constants of the specific material. 

Equation (2) allows the determination of the remaining life of the material once the degradation of the material is known 
and vice versa. It is interesting to note that the behaviour of the material during a constant amplitude fatigue test depends 
only on the life fraction [5]. Therefore, it can be assumed that during a generic test at a constant stress level, the decay of 
the elastic properties with respect to the life fraction is the same regardless of the type of test (constant amplitude (CA) or 
stepwise test (SW)). Considering, moreover, that the reduction of the stiffness of the material occurs prevalently in the first 
load cycles, the following relationship can be considered valid:
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.
E

E0

(
N

NSW
bc

)
= E

E0

(
N

NCA
f

)
(3) 

Equation (3) indicates that at constant load, independent on the kind of test procedure (CA or SW), the Young’s modulus 
loss is the same and depends on the cycles performed. In particular, .NSW

bc are the cycles of each loading block of a SW test 
(usually 10,000 cycles), while .NCA

f are the cycles to failure of a CA test. 
Equation (2) can also be used to estimate the stiffness degradation of the material during each single load block of the 

rapid fatigue test. 
To estimate . E

E0
, data from an extensometer or those deriving from the digital imaging correlation (DIC) can be used. 

Naturally, the first method is useful for laboratory applications, while the DIC technique requires an ad hoc equipment 
and setup and the presence of a surface applied speckle pattern useful for detecting displacements. An indirect method for 
estimating the loss of material stiffness is the one proposed by some researchers [9, 18], based on the study of the small 
temperature variations induced by the thermoelastic effect [19]. 

The phenomena affecting material mechanical behaviour are related to the heat energy involved in fatigue process; hence, 
mechanical data can be related to thermal data by considering that the formation of a new off-axis crack is a problem 
involving both variations of elastic energy and dissipations [4, 15, 19]. Indeed, the occurrence of cracks leads to a reduction 
of the structural stiffness which is related to the thermoelastic signal [9, 12, 18]. Furthermore, the energy released during 
damage (proportional to the energy needed to produce new fracture surfaces) [20] determines a change of internal energy 
and of work done on the material. Micro-cracks, however, are potential sites for the development of delamination between 
layers [20], and friction due to rubbing of damaged/delaminated surfaces also leads to energy dissipation [21]. 

All these phenomena influence the behaviour of the material by determining a variation of the thermoelastic signal and an 
increase in the dissipated energy; therefore, approaches based on the detection of the dissipated heat through measurement 
of the temperature signal can be useful for studying the damage by detecting these phenomena [7–17]. 

As shown in the recent work [22], during cyclic loading, a certain amount of energy supplied to the material is dissipated. 
In accordance with the first law of thermodynamics, the rate of mechanical energy supplied to an isolated system can be 
stored internally in the material or converted into heat [23, 24]. The latter contribution produces the temperature increase of 
the material or component [10–15]. 

Based on the total energy balance in terms of power per unit volume: 

.Ẇ + Q̇ = U̇ = Ėrev + Ėirrev = Ės + Ėd + Ėrev (4) 

where . Ẇ is the rate of mechanical energy supplied, . Q̇ is the rate of heat exchanged and . U̇ is the rate of internal energy 
variation. The rate of change of internal energy is composed of both a reversible part (.Ėrev) and an irreversible part (.Ėirrev). 
In particular, .Ėrev represents the term due to the thermoelastic source which is related to the volume variations of the material 
induced by the imposed load, while .Ėirrev can be divided into the contribution from intrinsic dissipations (. Ėd) and stored 
energy portion which is not converted into heat (. Ės). 

Focusing on the thermoelastic component, the energy can be determined with the following formula: 

.Ėrev = f Erev (5) 

where f is the mechanical frequency of the tests. Instantaneous value of energy is: 

.Erev(t) = ρcpTthe sin (ωt + ϕ) (6) 

where Tthe is the amplitude of the thermoelastic signal and ϕ is the phase between the temperature and the reference load 
[9, 10] while ρ and cp are, respectively, the density and the specific heat at constant pressure and ω is the pulsation which 
depends on the mechanical frequency. As presented in several papers [10–12], the monitoring of the thermoelastic signal 
can be correlated to the stiffness degradation of the material and can be used as a parameter to study the damage induced by 
fatigue processes and to estimate the failure cycles of the material. However, the thermoelastic signal is also influenced by 
the damage processes linked to the material stiffness loss (reduction of the normalized longitudinal elastic modulus) [9].
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Considering that damage in composite materials begins once the load is applied so from the very first cycles and continues 
throughout the life of the material [25, 26], it is clear that a signal will be generated immediately, regardless of the type of 
load. This consideration is especially valid for the outer layers that are those monitored by the infrared camera detector. 

For highly imposed stress values, the increase in the load leads to an increase in the thermoelastic signal as well. In this 
case, the effect of stress is more important than the reduction of stiffness. This is certainly true if the material presents a 
plateau in the stiffness degradation curve [12] as reported in [22]. Naturally, under these conditions, a dissipative thermal 
component is added to the thermoelastic signal in the first amplitude harmonic component [22]. Therefore, the amplitude 
of the first harmonic of the thermal signal, therefore, includes both effects related to the thermoelastic effect (also induced 
by dissipative processes) and effects deriving from irreversible processes. Moreover, since during a rapid fatigue test, the 
thermal signal does not depend only on cycles but also on the applied stress; under these conditions, the term representing 
the first harmonic component can be expressed as a function of the following sub-components: 

.T1 = f

(
T r

E
E0

, T r
σ , T1d

)
(7) 

where . T r
E
E0
refers to the thermoelastic signal induced by the elastic properties loss, . T r

σ is the thermoelastic component linked 

to the increase in stress and T1d is linked to fatigue dissipative processes. 
Due to the variety of fatigue mechanisms that occur in the material and their random appearance affecting certain regions 

locally, one advantage of using thermal signal analysis is to locally ‘inspect’ the material for an effective and efficient 
monitoring of the damage. 

Materials, Methods and Data Processing 

The samples were made of carbon fibre-reinforced epoxy type resin and exhibited a nearly isotropic lamination sequence. 
Samples were made by the automated fibre placement (AFP) process. They were extracted from a 560 × 695 × 2.93 mm3 

plate composed by 16 layers. The rectangular cross-section specimens have the following dimensions: 250 × 25 × 2.93 mm3 

[22, 27]. The test campaign included static tensile tests, constant amplitude tests to construct the S/N curve and rapid fatigue 
tests (stepwise tests involving incremental loading blocks until material failure). The tests were performed on an INSTRON 
8850 servo-hydraulic loading machine with a capacity of 250 kN. 

The tensile tests, performed on five specimens (traverse speed of 1 mm/min), allowed the evaluation of the mechanical 
properties of the material: UTS 825 [MPa] (standard deviation 85 Mpa) and longitudinal Young’s modulus 66 GPa (standard 
deviation 0.3 GPa). Constant amplitude fatigue tests (runout set at 2 * 106 cycles) were performed at R = 0.1 and load 
frequency of 7 Hz. The detail of the CA tests is reported in the reference work [12]. 

The rapid fatigue tests were performed on three specimens under load control according to the procedure indicated in [10] 
at the same load ratio and mechanical frequency of the CA tests. The imposed loads ranged from 30%UTS to 85%UTS with 
a variable increment between one loading block and another. 

During each loading block (whose duration was 10,000 cycles), three thermal sequences were acquired for each load 
block, i.e. in the first load block, thermal acquisitions were carried out at 3000/6000/9000 cycles. Thermal sequences were 
acquired by a FLIR X6540 SC cooled In-Sb sensor camera (640 × 512 pixel matrix array, NETD thermal sensitivity <30 
mK) positioned in front of the loading machine (Fig. 1). The camera was set up to acquire sequences at 177 Hz. The test setup 
was set to obtain a spatial resolution of 0.35 mm/pixel. The equipment also included an extensometer with a measuring base 
of 25 mm for measuring the small deformations. The extensometer was connected to the data acquisition system integrated 
in the loading machine, with data acquired at a frequency of 100 Hz. The thermal signal acquisitions were simultaneous with 
those performed by the data acquisition system integrated in the loading machine. 

In order to obtain the mechanical data (in terms of Young’s modulus loss), the procedure for analysing data from the 
extensometer was similar to the one presented in [12]. Young’s modulus was calculated as the average of the load/unload 
phase of a hysteresis cycle. Finally, that value, as described in [12], was referred to the first value of the data set for each 
stress level. The procedure for evaluating Young’s modulus was identical for data obtained from classical fatigue tests (CA) 
and from tests at incremental loads (SW). 

As for thermal signal, it was analysed using IRTA software that it is based on thermal signal reconstruction via least 
square method [10, 16]. The reference thermal model is:
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Fig. 1 Schematic of the setup and equipment 

(a) (b) 

Fig. 2 (a) .
(

E
E0

)
i,CA

and (b) .
(

E
E0

)
i,SW

curves versus cycle fractions [22] 

.T (t) = T0 + at + T1 sin (ωt + ϕ) + T2 sin (ωt + ϕ2) (8) 

where T0 + at represents the linear part of the model that influences the mean temperature increase while T1 and T2 are, 
respectively, the first and second amplitude harmonics (FAH, SAH) of thermal signal. The present work is focused only on 
FAH. The FAH acquired three times per loading block is under the form of 2D matrix of pixel, where each pixel represents at 
a specific location the value of the first harmonic component. All the maps were addressed to a spatial smoothing to reduce 
the noise in the measurement of FAH. 

As reported in the work of Emery [9], and as found in different researches [12, 22], the minimum value in a map of 
FAH (usually referred to the gage length of the specimen) is directly related to stiffness loss. So, in the present research, 
the minimum values of T1 were extracted from each map and normalized by the first value of the T1 data series through the 
loading blocks. This ratio is represented by the parameter ζ i [22]. 

Analysis 

In this paragraph, the results in terms of mechanical and thermal data are reported. In Fig. 2a, it is possible to observe 
the evolution of the longitudinal Young’s modulus E normalized by the reference value E0. The data of all the tests were 
represented as a function of the fraction of life .

(
N/NCA

f

)
. As can be seen, a single power law (Eq. 2) can represent all 

the data. The model fitting coefficients of the data (A, b) are reported in the same figure together with the 95% confidence 
interval.
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Fig. 3 (a) Non-linear regression model of ζ i data depending on the stress. (b) S/N curve obtained by model, compared to experimental data 
(double logarithmic axes) 

Figure 2b instead represents the same quantities (E/E0) relating to single load blocks of the test at incremental loads. The 
data in this case have been represented as a function of the fraction of life spent at a given load block (. NSW

bc = 104 cycles). 
As can be seen from Fig. 2b, the curves of the stiffness reduction for tested specimens at different stress levels show a similar 
trend which can be represented by a power law with the same fitting parameters of Eq.(2) and represented in Fig. 2a. 

Referring to thermal data, it is possible to approximate the relationship between the thermal parameter based by FAH of 
thermal signal (ζ i) and the stress (Fig. 3) with a power function whose coefficients and relative 95% confidence intervals are 
C0 = 8.439e−11 (−1.189e−10, 2.877e−10) and c1 = 3.457 (3.077, 3.837). The coefficient of determination R2 is 0.94. In Fig. 
3a, the thermal considered data are related to higher stress levels where the damage is significant. 

Since the relationship between E/E0 −σ is of the same type of the one that approximates ζ i − σ , one can assume that the 
relationship between E/E0 − ζ i is the same for all the tested samples, so it can be represented by the following model: 

.

(
E

E0

)
i,SW

= C4(ζi)
c5 (9) 

where C4, c5 are the constants depending on material. 

Considering the validity of (3), as confirmed by Fig. 2a, b, using  Eq. (9) to obtain the .

(
E
E0

)
i,SW

, accounting for Eq. (2), it 

is easy to obtain the cycles to failure of a CA test from the following formula: 

.NCA
f = N/

((c4

A
ζi

c5
)1/b)

(10) 

The comparison between the experimental data (red square markers) and data modeled with the presented procedure 
(black circular markers) is shown in Fig. 3b. In the Figure are also reported the data regression ‘lines’ and coefficients of the 
fitting. As can be seen from Fig. 3b, the adopted model approximates well the data deriving from calibration with a thermal 
parameter. In particular, the coefficients are almost the same, and furthermore the acquisition of thermal features from rapid 
tests allows for much more data to be available compared to a classic test, and this is advantageous both for the consistency 
of the results and for the definition of the S/N curve with more points.
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Conclusion 

In the present research, a new rapid procedure to evaluate the failure cycles of a quasi-isotropic CFRP was presented, based 
on FAH data and stiffness loss (longitudinal modulus) measurements. In particular, the thermal parameter used was the 
amplitude of the first harmonic of the thermal signal normalized with respect to the value of the first load block (ζ ). 

Finally, in this research: 

• A new procedure has been presented to derive the S/N curve quickly. 
• A damage parameter has been proposed which reflects the decay of the elastic properties of the material regardless of the 

type of test (classical or rapid test). 
• Thanks to the calibration between thermal and mechanical data, it would also be possible to obtain maps of the ‘stiffness 

degradation’ of the material, which shows the decay of the material locally. 

The disadvantage is that the procedure is currently valid for specimens and tests performed under laboratory conditions. 
As further development, the proposed procedure will be applied on a component during operating conditions in order to 
carry out structural health monitoring. 
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Rapid Fatigue Characterization via Infrared Thermography 
of AM-CM Composites 

Nithinkumar Manoharan, Pharindra Pathak, Suhasini Gururaja, Vipin Kumar, and Uday Vaidya 

Abstract A direct correlation exists between the microstructure of a composite (defect distribution, residual stresses, 
fiber geometry, and orientation) and the global composite mechanical behavior. Manufacturing processes govern the 
composite microstructure characteristics; thus, rapid process–microstructure–performance relationships must be established 
for emergent materials and manufacturing processes. In this chapter, a preform was manufactured via a modified 
Additive Manufacturing followed by Compression Molding (AM-CM) process with carbon fiber (CF) filled acrylonitrile 
butadiene styrene (ABS). The AM-CM plates were prepared with varying process parameters yielding distinct composite 
microstructures with varying porosity and fiber orientations. Micro-computed tomography has been used to characterize the 
microstructure of these composites. Preliminary mechanical testing (static) was conducted to ascertain these composites’ 
static strength and stiffness properties. The current chapter strives to correlate the microstructure of these composites with 
their fatigue performance using rapid infrared thermography (IRT). A typical “staircase” loading has been adopted for 
IRT-based fatigue testing via self-heating. The stabilized temperature versus applied maximum stress profile plots yields a 
bi-linear curve indicating a pseudo-fatigue limit of each composite configuration. This bi-linear curve, coupled with stiffness 
degradation plots, can map composite microstructure with its fatigue performance. The approach outlined will provide a basis 
for rapidly characterizing and inserting emergent materials and manufacturing processes in fatigue-critical applications. 

Keywords AM-CM composites · Self-heating · Fatigue limit · Infrared thermography 

Introduction 

Oakridge National Laboratory (ORNL) has recently developed a high-rate additive manufacturing process, namely, Additive 
Manufacturing (AM)—Compression Molding (CM) process that combines the classical CM process, which reduces porosity 
and creates functional surfaces, with the benefit of controlled fiber alignment made feasible in AM-printed parts [1]. High 
fiber alignment, minimal porosity, and careful bead placement can be precisely controlled to offer superior mechanical 
performance. A preform created using AM can include various materials for additional architectural functionalities, including 
over-molding, selective stiffening, and inserting electrically/thermally conductive channels. All these advantages can be 
achieved with a very quick part production cycle time, i.e., 2 minutes per part (1 ft . × 1 ft part). As these AM-CM products 
transition to applications, the structural integrity of these composite structures has come to the forefront. Rapid certification 
of these structures needs innovative ways of characterizing their fatigue life. Conventional fatigue characterization processes 
use a heuristic S–N curve approach coupled with stiffness or strength degradation models that have proved to be time-
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consuming and agnostic of the material microstructure and inherent damage mechanics [2]. Recently, IRT-based approach to 
fatigue life characterization has shown promise as an attractive alternative [3, 4]. IRT uses the temperatures generated due to 
self-heating in composites under fatigue loading as an indicator of the amount of disorder or damage in a composite material, 
thus providing a credible measure of damage index related to the fatigue limit of the composite [5]. In this chapter, a staircase 
loading has been implemented to assess the fatigue limit of composites rapidly prepared using the AM-CM process using 
varying process parameters [6]. 

Background 

Materials 

The material system comprises acrylonitrile butadiene styrene (ABS) and carbon fiber (CF)-filled ABS pellets as feedstock. 
All specimens had an average 20% weight fraction of CF and a high fiber alignment. Figure 1 depicts the AM-CM process 
setup at ORNL. The final panels from the AM-CM processing had a . ∼8mm thickness. Previous studies indicate a 50% 
reduction in volumetric porosity with high fiber alignment (approximately 82%) in the deposition direction based on X-ray 
micro-computed tomography (xCT) imaging of AM-CM samples [1]. A representative xCT image has been included in 
Fig. 2. 

Fig. 1 AM-CM process
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Fig. 2 A representative xCT 
image of the AM-CM sample [1] 

Fig. 3 Experimental setup for 
rapid fatigue characterization 
using IRT 

Fatigue Limit Estimation Using IRT 

All fatigue tests were carried out in a Landmark MTS servo-hydraulic system (Model 370.10) at a loading frequency of 
15Hz under tension–tension fatigue with a stress ratio R = 0.1 throughout testing (see Fig. 3). A high-performance IR 
camera (Microepsilon thermoIMAGER TIM QVGA) with an 18. ◦ lens, an optical resolution of .382×288 pixels, and 100mK 
sensitivity was utilized in this chapter to record the surface temperature of the specimens throughout the tests. A staircase 
loading profile was used until all specimens failed, maintaining R = 0.1 at each step (see Fig. 4). The step size was taken 
as 4000 cycles based on temperature stabilization data from constant amplitude fatigue tests conducted on similar material 
systems. 

As mentioned earlier, a rapid fatigue characterization technique using IRT was followed to characterize the specimens for 
fatigue [3, 6]. Static material data provided a baseline for choosing the appropriate staircase loading profile for fatigue tests. 
The fatigue limit is estimated by plotting the change in temperature with each load level against the maximum applied stress; 
it has been observed after a certain stress level, the temperature change is greater, and this threshold point could be used to 
estimate the fatigue limit of the material by obtaining a bi-linear fit. This greater temperature change could be related to an 
increased rate of damage accumulation that can be used as an indication of a fatigue limit.
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Fig. 4 Fatigue testing loading profile 

Fig. 5 Maximum temperature displayed within the region of interest for (a) 0 cycles, (b) 10,000 cycles, (c) 20,000 cycles, (d) 30,000 cycles, and 
(e) 39,750 cycles (failure) 

Results and Discussion 

Temperature evolution with respect to the number of cycles was recorded for each test until failure; the temperature contours 
with the respective number of cycles can be seen in Fig. 5. The number of cycles for each load level is maintained at 4000 
cycles, ensuring temperature stabilization is attained. As the maximum stress amplitude increases with an increasing number 
of cycles, stiffness degradation is found to occur, which is obtained from the machine data (see Fig. 6). Stiffness can be used 
as a damage index quantifying damage evolution within the specimen throughout testing. 

Figure 7 depicts the typical failure mode of specimens tested using the IRT-based fatigue approach. Further scanning 
electron microscopy (SEM) imaging of the failed surface is currently being carried out. From the temperature data obtained 
during the entire testing duration, the fatigue limit has been obtained by fitting a bi-linear curve delineating the two zones: 
zone 1 where the change in cyclic stabilized temperatures is well within 0.5K and zone 2 exhibiting a higher cyclic stabilized
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Fig. 6 Normalized stiffness degradation versus the number of cycles for AM-CM samples testing via IRT rapid fatigue technique 

Fig. 7 Failed specimens tested 
using IRT fatigue 

temperature. The transition region between the two zones indicates a threshold stress level below which no significant damage 
occurs in the specimen. This threshold can be viewed as the fatigue limit of the material. Figure 8 depicts the stabilized cyclic 
temperatures for four specimens tested under the same load profile (Fig. 4). As can be seen in Fig. 8, a distinct change in the 
slopes of cyclic stabilized temperatures during fatigue appears between 60 and 70% .σUT S . On average, the fatigue limit of 
these specimens can be specified as 66.52% .σUT S .
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Fig. 8 Fatigue limit estimation using bi-linear fits of cyclic stabilized temperature versus . σmax(%of UT S)

Conclusion 

Fatigue characterization of novel CF/ABS composites processed using AM-CM technique was carried out using IRT. 
Repeatable temperature profiles were obtained indicating a physical phenomenon correlating fatigue damage accumulation 
and surface temperature profiles. The duration of fatigue testing has been greatly reduced validating our hypothesis of using 
temperature as a means of rapid fatigue life characterization. Efforts are underway to correlate process parameters of the AM-
CM technique with inherent microstructural/morphological variations and resulting fatigue life of these unique composites 
via IRT. 
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Condition Assessment by Thermal Emission (CATE) for In Situ 
Monitoring of Fatigue Crack Growth 

Khurram Amjad, Peter R. Lambert, Ceri A. Middleton, Richard J. Greene, and Eann A. Patterson 

Abstract The cost and size of instrumentation for thermoelastic stress analysis (TSA) have often been an inhibiting factor 
for its use in industrial applications. This has been alleviated to some extent by the development of packaged infrared (IR) 
bolometers which have become popular for non-destructive evaluation of structures. Recent work has demonstrated that an 
original equipment manufacturer (OEM) microbolometer, combined with a single circuit board with dimensions equivalent 
to a credit card, can be used to detect cracks of the order of 1 mm long and to monitor their propagation. The monitoring 
system costs about one tenth the price of a packaged bolometer and can provide results in quasi real time without the need for 
calibration. The system uses the principles of TSA to acquire thermal images and evaluate the amplitude of the thermal signal 
over the field of view, i.e., a map of thermal emission amplitude. Feature vectors are extracted from the time-varying maps 
of thermal emission amplitude and used to identify changes in them that occur when a crack initiates or propagates in the 
field of view. Since the technique does not generate TSA data but uses uncalibrated thermal emission data, it has been named 
Condition Assessment by Thermal Emission (CATE). The CATE system’s crack detection capability has been evaluated 
in laboratory conditions and compared against a state-of-the-art IR photovoltaic effect detector. It was demonstrated that 
the CATE system is capable of detecting cracks as small as 1 mm at loading frequencies as low as 0.3 Hz. Evaluations in 
industrial conditions on large-scale structures are being concluded and imply that there will be little loss of capability in the 
more demanding applications. 

Keywords Condition monitoring · Damage detection · Thermoelastic stress analysis · Fatigue · Microbolometer 

Introduction 

Non-destructive evaluation (NDE) or non-destructive testing (NDT) methods allow monitoring of engineering structures 
without the technique itself causing changes to that structure. There are a large range of both point and full-field NDE 
methods which can be applied in both laboratory and industrial settings, depending on the conditions, materials, and desired 
information collected [1–3]. Thermoelastic stress analysis (TSA) is one full-field technique that uses the thermoelastic effect, 
combining infrared imagery and information on the applied load, to produce surface maps which are proportional to the 
sum of the principal stresses. TSA has previously been used for damage detection in metals [4–6] and composites [7–9]. 
Until recently, the high cost, volume, and mass of infrared sensors have inhibited use in industrial environments; however, 
developments in infrared camera technology have resulted in cheaper, lower volume packaged microbolometer systems 
which are more suited to use in industrial settings [10]. A further decrease in cost and size has occurred with the development 
of cm size OEM (original equipment manufacturer) board cameras, such as the Lepton Micro Thermal Camera Module 
(FLIR, Wilsonville, OR, USA), which cost on the order of $100s, rather than the $1000s to $10,000s of previous technology. 
The decrease in cost and size results in an associated decrease in sensitivity and resolution; however by combining the data 
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from these sensors with data processing techniques, these sensors can be used for damage detection in aerospace materials 
[11, 12]. 

Methods 

A simple hole-in-plate specimen was manufactured from an aerospace Al alloy, with dimensions 200 mm length, 40 mm 
width, 1.6 mm thickness, and a central hole of 6 mm diameter. The central portion of the front surface of the specimen was 
painted with aerospace primer paint (LAS780-001, LAS Aerospace Ltd, UK), and a resistance strain gauge was installed on 
an area out of the camera’s field of view. Specimens were fatigued using cyclic loading between 0.875 and 8.75 kN at 10 Hz 
for 80,000 cycles to accelerate crack initiation before data collection. Specimens were then loaded with either sinusoidal 
cyclic loading at 1.2 Hz or an idealized flight cycle loading spectrum. Each flight cycle loading was followed by five cycles 
of sinusoidal loading at 1.5 Hz, with the sequence then repeated until failure. 

Two camera systems were used for data collection during constant sinusoidal loading, a high-resolution photovoltaic 
detector (FLIR SC7650, Teledyne FLIR LLC, USA) with DeltaTherm software (Stress Photonics, USA) producing TSA 
maps and a bespoke OEM microbolometer system (Fig. 1). During flight cycle loading, data was collected using the OEM 
microbolometer system only. The OEM microbolometer system combines a Lepton board camera with a Raspberry Pi control 
computer and requires input from a strain gauge on the structure of interest. Bespoke software converts the strain information 
and infrared arrays to maps of the thermoelastic response, called Condition Assessment by Thermal Emission (CATE) data, 
to distinguish them from the quantitative TSA data generated by traditional approaches [12]. 

TSA and CATE maps were generated by the two systems in real time, and CATE data were also processed in near real time 
on the Raspberry Pi control computer using image decomposition [13, 14]. The two-dimensional images were decomposed 
to generate a one-dimensional feature vector, and then the Euclidean distances between the feature vectors representing the 
initial undamaged state and the maps over time were calculated [12]. The same image decomposition approach was applied 
to the TSA maps from the photovoltaic detector in post-processing. For flight cycle data, the algorithm extracts the response 
for different sections of the flight cycle, and so a Euclidean distance between the feature vector for each component of the 
applied load spectrum is calculated. 

Fig. 1 Experimental set-up for thermal data collection. Photovoltaic detector (left) and CATE system (center, foreground), specimen with 
aerospace primer (right). (Adapted from [12])
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Results and Discussion 

The normalized values of Euclidean distance between feature vectors representing data from initial and current states from 
both the photovoltaic detector and the OEM system during constant amplitude loading are shown in Fig. 2, along with inset 
figures of the TSA and CATE maps. Due to the low-frequency loading, the TSA and CATE maps do not show clear hotspots 
associated with crack tips, which would be present under adiabatic conditions [5, 15–17]. However, there are changes in the 
overall data distribution that can be quantified using the image decomposition approach, which are indicated by increases in 
the Euclidean distance. An initial plateau at approximately zero is seen in both graphs, with a slight increase visible in the 
photovoltaic detector data over time. A significant increase in the Euclidean distance is seen at ~7.5 hours in both detectors. 

Crack detection is defined to occur when the Euclidean distance between feature vectors representing the initial and 
current state increases significantly above a threshold that is calculated as a function of the rolling median of the Euclidean 
distance [12]. This crack detection instant is indicated earlier in the data from the photovoltaic detector than the OEM 
detector (Fig. 2), corresponding to sub-mm crack lengths. As the resolution of the photovoltaic detector is higher than the 
microbolometer, this earlier detection is not surprising. In real terms, the OEM detector is indicating damage at the beginning 
of crack propagation, at a crack length of ~1–2 mm, which is an order of magnitude shorter than cracks commonly located 
by visual inspection in the aerospace industry. Therefore, in comparison with a photovoltaic detector system for use in an 
industrial setting, the slight delay in crack detection would likely be outweighed by the significant decrease in cost (from 
$10,000s to $100s) and the smaller footprint of the system. 

CATE maps were also collected during flight cycle loading (Fig. 3), with particular areas in the loading cycle automatically 
identified by the software. The image decomposition method was applied to results from these individual sections, as well as 
a “broadband” effect from the combined waveforms. Certain regions of the flight cycle showed no significant changes in the 
Euclidean distance (Fig. 3, center-right). However, other components show similar increases over time to those seen with the 
sinusoidal loading, indicative of changes in the damage state (Fig. 3, top and bottom-right). Importantly, the “broadband” 
signal also shows the increase in Euclidean distance, demonstrating that this approach would also work for a random loading 
situation. Analysis of the individual Euclidean distance plots related to individual components of the flight cycle indicates 
that these changes can be identified at frequencies as low as 0.3 Hz at high enough strain amplitudes [12]. 

The prototype system has also been installed in full-scale aerospace tests at industrial sites. The successful collection 
of data from these installations shows a proof of concept of installation and use by personnel in industrial laboratory 
environments. Future work will build on these activities for damage detection and monitoring in these environments. 

Fig. 2 Normalized Euclidean distance between feature vectors representing the initial and current state from the CATE system, processed in quasi 
real time (left) and post-processed Euclidean distance from the photovoltaic detector (right). Insets show CATE and TSA maps at given times. 
(Adapted from [12])
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Fig. 3 Applied flight cycle load, calculated normalized Euclidean distances between feature vectors representing the initial and current state 
(right) for selected components of the spectrum (indicated by gray shading), and broadband thermoelastic response (inset). (Adapted from [12]) 

Conclusion 

A low-cost, low-volume thermal emission-based system has been developed for use in damage detection. The system collects 
infrared data, processing it in near real time to CATE (Condition Assessment by Thermal Emission) maps using an on-board 
credit card-sized computer. CATE maps are then further processed to give a quantitative measure of the damage through 
image decomposition techniques. Detection of fatigue cracks is possible at 1–2 mm length under laboratory conditions and 
at loading frequencies as low as 0.3 Hz. The system has been successfully installed in full-scale aerospace tests in industrial 
environments. 
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Effect of Geometrical Discontinuities on Mode Shapes Stress 
Maps Using Infrared Thermography 

Ángel J. Molina-Viedma, Davide Palumbo, Rosa De Finis, Francesca Di Carolo, Luis Felipe-Sesé, Elías López-Alba, 
Umberto Galietti, and Francisco A. Díaz 

Abstract Thermoelastic stress analysis (TSA) is an experimental technique that provides maps of stress variation in loaded 
solids related to the variation of temperature, under linear and adiabatic conditions. Traditionally, TSA has been employed in 
mechanical components under monotonic harmonic excitation measuring with infrared thermography. Hence, the amplitude 
of the temperature signal in a pixel can be related to the stress amplitude, after proper calibration of the thermoelastic 
properties. The main purpose so far has been the analysis of stress maps for fatigue and fracture mechanics by applying a load 
at a low frequency, about 10 Hz, but high enough to avoid heat conduction. However, recent studies have exploited harmonic 
excitation for a new use, which is the evaluation of stress maps associated with mode shapes. These studies have shown the 
capability to provide the shape information at much higher frequencies, of hundreds and even thousands of Hertz. In this 
work, the authors evaluate the capabilities of this methodology, based on harmonic excitation of mechanical components, 
to identify the effect of discontinuities on the stress maps associated with mode shapes. It is based on the fact that each 
mode shape is unique, changing the stress distribution from one to another. For this purpose, different kinds of geometrical 
discontinuities on flat components were evaluated. First, their natural frequencies were identified, and, afterwards, a harmonic 
excitation was applied at those frequencies. The response of the specimen was recorded with an infrared thermocamera. The 
analysis of the thermal signals, related to stress, reveals that how much the maps are altered depends on the location of the 
discontinuity regarding the modal shape of the sound specimen. In this way, with a set of some mode shapes, it is possible to 
identify, at least, one that highlights the effect of discontinuities. 

Keywords Thermoelasticity · Mode shape · Stress concentration 

Introduction 

Thermoelastic stress analysis (TSA) is an experimental, contactless, full-field technique used to assess the superficial stresses 
on components subjected to dynamic loads [1, 2]. The thermoelastic effect can be described assuming linear elastic and 
adiabatic conditions and can be resumed by a direct relationship between the sum of the principal stresses (first stress 
invariant) and the temperature as a response of the material [3]. 

Thanks to its versatility, TSA has been used, in the last years, in many applications concerning the non-destructive 
evaluation of components [4], crack growth monitoring [5], and the validation of finite element models (FEM) [6]. Specific 
applications also regarded the assessment of the fatigue limit or, more in general, the fatigue behavior of metallic and 
composite materials [7]. 

All the applications described above have shown the potentiality of the TSA technique for in situ applications on real 
components subjected to actual loading conditions. In this regard, the in-lab tests were usually carried out by imposing 
a sinusoidal load with a suitable mechanical frequency that depends on the tested material, for assuring the adiabatic 
conditions [1–3]. However, the real loads that act on real components have a random behavior and could cover a wide 
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range of mechanical frequencies. In the past, some authors proposed approaches capable of extracting the stress information 
in terms of superficial stress maps for components subjected to random loads [3, 8]. 

Considering that TSA with infrared thermography works under periodic excitation, it can be also employed for a different 
kind of studies like estimation of stress mode shapes obtained through sinusoidal excitation. The specimen is excited 
sinusoidally at one of its resonances, and the thermal response of the specimen can be registered with an IR camera. 
The amplitude of the thermal map corresponding to the frequency of excitation is proportionally related to the stress field 
associated to the mode shape of the excited resonance, as the frequency is high enough to meet adiabatic conditions. This is a 
new approach so that only a few works have explored this line. Preliminary works were performed [9, 10] in turbine blades or 
aerospace composite components [11]. Phan et al. [12] showed that thermal conductivity affects the measurement in metallic 
materials for low-frequency modes, below 20 Hz, where the correlation with the theoretical and numerical models failed. 
A more detailed parameter description was performed by Molina-Viedma et al. [13], focusing on high frequencies up to 
2000 Hz. In this work, a finite element model was employed to validate the stress maps. The evolution of the thermal signal 
with frequency was studied, proving that the signal decreases less severely than displacements due to the higher stiffness 
of high-order modes. In a later work, Molina-Viedma et al. [14] proposed an alternative to Fourier transform based on the 
periodogram Welch’s averaging method for multi-harmonic signals. This method allows to obtain true amplitude and phase 
shift of the thermoelastic signals. It is more computationally efficient and reduces the results’ size for storage. 

In this work, the thermoelastic effect was employed to analyze the influence of geometric discontinuities on stress maps 
due to its importance for structural integrity. An aluminum beam with a lateral notch was excited at their resonances, and 
thermoelastic signal was recorded with an IR camera. A finite element method (FEM) model was employed to identify the 
modes whose stress maps are more affected by the discontinuity. 

Experiments 

The experimental campaign was designed to demonstrate the applicability of the TSA technique in modal analysis and its 
ability to identify stress concentration areas. Additionally, the experimental data was compared with FEM models. All tests 
were carried out on a test bench equipped as shown in Fig. 1. The sample was clamped with a fixed constraint at the base, 
and the mechanical vibration was transmitted through this constraint using an electrodynamic shaker. 

The experimental tests were carried out on a specimen made of Aluminum 2024 series. The dimensions were 50 mm wide 
and 5 mm thick. The length was designed so that the free length of the specimen after fixing it to the shaker was 420 mm. A 
rectangular side notch was made at the middle of its length, as shown in Fig. 2. 

The first phase of experimental activity involved the identification of natural frequencies for the components. This activity 
was carried out by monitoring the applied excitation at the fixture with an accelerometer and the response of the beam at 
the tip with a laser Doppler vibrometer, following impulsive mechanical excitation. The natural frequencies are reported 
in Table 1. After identifying the natural frequencies, we proceeded to identify, for each natural frequency, the maximum 
excitation amplitude that could be applied. The mechanical excitation applied was a constant sinusoidal excitation, and the 
limit for this amplitude was established based on the limits imposed by the mechanical excitation hardware. The resulting 
amplitude at the fixture, d, is included in Table 1. 

Fig. 1 Test bench scheme
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Fig. 2 Position and dimensions of the notch in the beam aluminum specimen 

Table 1 Excitation frequency and IR camera acquisition parameters 

Freq (Hz) Samp rate (Hz) Alias (Hz) IT (μs) IT (%) d (mm) 

125 121 4 2700 33.75 0.4 
390 197 4 890 34.71 0.1 
435 219 3 800 34.8 0.1 
984 245 4 400 39.36 0.01 
1476 296 4 270 39.852 0.08 

Fig. 3 Test set up showing the camera in front of the specimen, the laser behind it pointing at the tip and the accelerometer at the fixture 

During this excitation, thermal sequences were acquired using a FLIR X6540sc cooled thermal camera, which ensured 
the ability to acquire at high frame rates (up to about 2000 Hz) and a higher sensitivity in temperature measurement (about 
20 mK). The IR camera was equipped with two different lenses depending on the distance between the sensor and the part. 
Specifically, two different frames were realized: the first characterized by a mm/pixel ratio of 0.85, which required the use of 
a 50 mm lens and provided a complete view of the entire specimen, and the second frame characterized by a mm/pixel ratio 
of 0.16, which required the use of a 25 mm lens. The second frame acquisitions were carried out to improve the resolution 
of the thermal data around the imposed defects. The thermal acquisitions and data analysis were carried out using the IRTA2 
software. The setup described is shown in Fig. 3. 

The acquisition frequency was determined based on the undersampling strategy applied. This strategy involves 
reconstructing the sinusoidal signal through undersampling characterized by a frequency that deviates slightly from a 
submultiple of the frequency of the observed phenomenon. Thanks to the aliasing between the submultiple of the excitation 
frequency and the acquisition frequency, it is possible to reconstruct a sinusoidal signal characterized by the same amplitude 
as the observed signal and a frequency equal to the aliasing frequency.
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The integration time was chosen to be between 30% and 40% of the vibration period. As reported in [10], this percentage is 
the optimal for avoiding a signal that is not sufficient due to a low integration time and for preventing excessive data averaging 
over a load cycle, which for a sinusoidal load means an amplitude of zero. All the acquisition parameters, including the alias 
value, are reported in Table 1. 

Experimental Data Processing 

The thermal sequences have been processed for evaluating the thermoelastic data in terms of amplitude and phase of the 
first harmonic component. Amplitude maps provide information on the distribution of elastic stresses and therefore elastic 
deformations induced by the mode of vibration. In effect, under adiabatic conditions the thermoelastic signal is proportional 
to the first stress invariant and can therefore be used to describe the vibration mode of the component [3]. 

In this regard, the IRTA2 
® 
software has been adopted to perform the signal reconstruction analysis by means of the 

following temperature model [7]: 

. T (t) = T0 + bt + ΔT1 sin (ωt + ϕ1ω) + ΔT2 sin (2ωt + ϕ2ω)

where T0 is the mean temperature, b is the mean slope temperature increasing, ΔT1 is the amplitude of the thermoelastic 
signal, ΔT2 is the amplitude of the second harmonic temperature component, and ϕ1ω and ϕ2ω are the phase signals referred 
to the first and second harmonic components, respectively. 

The output of the analysis is 2D maps where each pixel represents the specific feature. In particular, the present research 
is focused only on the analysis of ΔT1 and ϕ1ω, corresponding to harmonic term of the excitation. The phase at each pixel 
was employed to determine the sign of the amplitude for illustration purposes. Assuming adiabatic conditions, this harmonic 
term is directly related to the variation in the sum of the principal stresses, Δσ kk: 

. ΔT = −T0KΔσkk

where T0 is the temperature at the unloaded state and K is the thermoelastic constant that depends on material properties like 
the density, the heat capacity at constant pressure, and the thermal expansion coefficient. 

FEM Model 

An FEM model on Abaqus was performed for each specimen. Four-noded shell elements, 5 mm thick, were employed with 
an approximate size of 3 mm, but with a refined mesh around the discontinuity to accurately reproduce the stress gradient. 
An aluminum with 2700 kg m−3 density, Young’s modulus of 69 GPa, and Poisson’s ratio of 0.3 was employed as a material. 
To simulate the experimental conditions, the lower edge of the model was constrained. 

A frequency analysis was performed to determine the eigenvalues and eigenvectors, i.e., the natural frequencies and mode 
shapes of the model. The Lanczos eigensolver was employed for a maximum frequency of interest of 2000 Hz, in agreement 
with the capabilities of IR thermography for high frequencies shown in the literature [13]. 

According to the experimental conditions and the symmetry of the load during the tests, the bending modes were analyzed. 
As the natural frequency identification during the experiments was performed using single-output measurement, the FEM 
model was employed as a reference to identify the bending modes based on the frequency. 

Results 

Mode shapes are orthogonal and linearly independents and, hence, develop different stress distribution along the specimen. 
According to this, each mode is differently affected by a geometric discontinuity. Taking a variety of modes, the aim is to 
identify the distortion in the field due to the geometric discontinuity. 

Prior to show the results, it is worth noting that due to the nature of the modal eigenproblem, mode shapes, which are the 
eigenvectors, are undetermined. Only a ratio between amplitude coordinates can be obtained, so mode shapes are usually
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Fig. 4 Normalized first stress invariant field of the bending modes of the beam with a notch obtained by FEM and TSA 

normalized dividing by the maximum value. Therefore, mode shapes do not represent real amplitude but shape. Since stresses 
are linearly related to displacements, here it is also convenient to use normalization. 

Moreover, considering that the thermoelastic signal is proportionally related to the first invariant of stresses, the shape 
of the field is the same for temperature and stresses. Therefore, normalized temperature maps can be directly employed as 
stress maps without calibration. 

In Fig. 4, the normalized maps of the sum of principal stresses are shown. Four bending modes were taken, comparing the 
FEM and experimental results. In FEM results, it is possible to see how the discontinuity can affect the field. Namely, those 
modes whose first stress invariant presents a high level around the discontinuity are more affected, as seen for the second 
and fourth bending modes. As can be observed, the experimental shapes show a good agreement with the FEM results. 
As demonstrated in previous studies, the amplitude of stresses diminishes with the mode order since the displacement also 
diminishes as the frequency of excitation rises. According to this, it is possible to observe that the second bending mode 
shows more clearly the distortion of the field due to the discontinuity. For the fourth mode, the noise level is higher and 
hides the stress gradient around the discontinuity when the size of the discontinuity in the image is small. The third and fifth 
bending modes have a node of stresses in that region, and the effect is subtle, but still visible. Observing the FEM results, the 
field is disturbed, and a small stress concentration in the upper corner of the notch can be identified. This is also observed 
experimentally in the fifth mode. For the third mode, it might be intuited but previous information would be necessary.
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Fig. 5 Normalized first stress invariant field of the second and fourth bending modes of the beam with a notch obtained by FEM and TSA, 
employing a higher image resolution 

In order to improve the resolution of the stress field, the camera was moved closer to the specimen to achieve a higher 
px-mm ratio in the discontinuity area. For this task, the second and fourth modes were analyzed for being the most sensitive 
to the discontinuity. 

The results are shown in Fig. 5. As can be observed, this setup allows a better characterization of the gradients around 
the discontinuity. However, the noise is still relevant for the fourth mode. Despite increasing the px-mm ratio, which just 
improves the spatial resolution, the signal-to-noise ratio is expected not to vary as the level of the thermoelastic signal is the 
same. As mentioned before, the level of the signal decreases with frequency, so a Gaussian filter (size of 3 pixel and standard 
deviation of 2) was applied to the fourth mode maps to reduce the high-frequency noise. 

Conclusion 

This paper advances on the measurement of stress maps with infrared cameras due to thermoelastic effect under vibration, 
namely, on the characterization of sum of principal stresses occurring during resonance. Here, this approach is proposed
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to evaluate its capability to identify the distortion in the field by geometric discontinuities due to the interest of the stress 
concentration for structural integrity. The shape of the field was the aim of this study; thus, normalized maps from the 
thermoelastic signals were analyzed. Nevertheless, if real values of stress are required under a specific load, the thermoelastic 
constant can be determined. 

An aluminum beam containing a notch was inspected through four resonances with bending deformation. The 
experimental results agreed with the FEM prediction. The presence and influence of the discontinuities were clearly observed 
for those resonances that have high stress in the surroundings of the discontinuity. Despite the noise typically present in the 
thermoelastic signals, especially under this kind of high-frequency excitation, it has been shown how increasing the image 
resolution a better description of the field around the discontinuity can be obtained. In sum, the results show that under the 
diversity of shapes offered by mode shapes, it is possible to identify the presence of a discontinuity, which may offer new 
approaches for the structural integrity evaluation. 
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Induction Thermography: Influence of Testing Parameters 
for Different Crack Geometry 

Davide De Vanna, Ester D’Accardi, Giuseppe Dell’Avvocato, Davide Palumbo, and Umberto Galietti 

Abstract In recent years, induction thermography has been proposed to detect and characterize shallow and open cracks 
on steel components. The specimen is inspected by an infrared camera that records the heating and cooling behavior after 
a short induced electrical current pulse. The presence of a crack changes the distribution of the induced eddy currents with 
a consequent more significant local heating around the region of interest than the related sound one. This work investigates 
the influence of the testing parameters with an experimental approach, considering the analysis of a ferromagnetic master 
specimen with imposed simulated open cracks of different depths. The influence of the relative position between the coil 
and simulated crack has been evaluated, considering both numerical and experimental results. Two different coils have been 
adopted to optimize the experimental tests in terms of inspection time and improve the signal-to-noise ratio. It has been 
demonstrated that the post-processing of the raw thermal data is necessary to have useful information about defect detection 
for a pulse duration of 10 ms with only 20 A. A linear relationship exists between the phase contrast and the nominal defect 
depth. 

Keywords Induction thermography · Non-destructive testing (NDT) · Simulated cracks · Testing parameters · 
Post-processing algorithms 

Introduction 

Nowadays, induction thermography is a well-established technique for non-destructive testing of surface cracks in steel 
specimens and real components. During a typical induction test, the specimen to be inspected is placed inside or close to 
an induction coil. During and after applying a short heating pulse of typically 10–1000 ms, both currents and heat will be 
induced inside the inspected material, and an infrared camera records the thermal behavior [1–5]. Thanks to temperature 
evaluation and post-processing analyses, it is possible to detect surface cracks and in some cases also to characterize them in 
terms of sizes and depths [1]. 

However, different parameters need to be considered before carrying out the experimental tests, depending on the available 
equipment, the material, and the expected defect type and geometry. Different research works, mainly based on analytical and 
numerical approaches, studied these aspects [1–7], providing essential results for the correct application of this technique. 
In particular, there is a complete study by Prof. Oswald-Tranta [1] in which finite element simulations were carried out to 
investigate how phase contrast depends on parameters such as excitation frequency, pulse duration, material, crack depth, 
and inclination angle of the crack. In this way, an overview of how measurement parameters should be optimized for a given 
material to detect and characterize cracks has been obtained. 

Essentially, the current flow is normally influenced by the crack geometry [1–5]; for this reason, there is a German standard 
DIN 54193:2018-02 [8] that provides some useful indications about the construction of master specimens to evaluate the 
influence of different defect geometric features in relation to an induction test. Furthermore, in the literature, the research 
works that propose using low-cost heating source induction system for components inspection are very few [9, 10]. On the 
other hand, several works propose its use for inspecting of real components and industrial applications [6–9, 11, 12]. 
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In this work, starting from the analysis of a first ferromagnetic master specimen [13–15] with open cracks of different 
superficial depths, the influence of relative position between coil and crack was investigated, considering a typical solenoid 
circular coil and a very low-cost heating source, that is, a ZVS (zero voltage switching) induction heater of just 1000 W. 
Obviously, the influence of defect depth was also evaluated and discussed. Some preliminary numerical analyses were carried 
out on COMSOL Multiphysics 

® 
before starting the experimental campaign, to understand the thermal behavior along the 

entire crack length and at the crack tip after an induction test, with the same constraints and technical set-up specifications. 
Moreover, to reduce the testing time and make the technique more suitable for an industrial application (inspecting larger 

areas at the same time), a different coil geometry has been adopted, with a rectangular shape and a main preferential direction 
for the current flow lines. The obtained results have demonstrated an influence of the relative position between the coil and 
imposed crack and that the phase contrast has a linear dependence on the defect superficial depth. Besides, it has also been 
demonstrated that a pulse duration of 10 ms is sufficient to detect the imposed defects, especially in the case of surface 
inspection with a rectangular coil, if a post-processing analysis is performed to evaluate the raw thermal data. 

Theory 

Induction thermography’s main physical and theoretical background involves induced eddy current and thermal heating 
transfer. Considering a one-dimensional solution, after an induction test that starts at time t = 0 with a finite pulse duration 
indicated as trisc, it is possible to obtain the related temperature increase due to the Joule effect of the induced currents in the 
sound area of the material from the equation of Carslaw and Jaeger [16] reported below: 

. ΔT sound = B2
tot

2μ0
μ0μr2

√
πf δ

√
trisc√

λρcp

where Btot [T] is the magnetic field within the considered point [17, 18], μ0 [H/m] is the magnetic vacuum, μr [H/m] is the  
magnetic permeability related to the inspected component, f [Hz] is the excitation frequency, trisc [ms] is the pulse duration 
during the heating of the component, λ [W/mk] is the thermal conductivity of the material, ρ [Kg/m] is the material density, 
and cp [J/Kg*K] is the specific heat. 

Starting from the evaluation of the temperature increase in the sound area, it is possible to estimate the thermal behavior 
of the crack as additional heating with respect to the sound. In particular, the crack is represented as a discontinuity of an 
infinite length a finite depth d, with a perpendicular direction to the inspected surface: 

. ΔT crack = ΔT sound

(

1 + 1√
π

d

μth

Ei

(
d2

μ2
th

)

+ erf

(
d

μth

))

where Ei is the exponential integral function and the erf is the error function. 
With the previous equations (one-dimensional models), it is possible to obtain the heating trends for a sound and a 

defective area. The equation related to the cooling phase is instead reported below, in the case of the analysis of a sound area, 
easily replaceable in the previous equation to obtain an estimation of the cooling trend in the case of a crack. 

. ΔT sound = B2
tot

2μ0
μ0μr2

√
πf δ

√
t − √

t − trisc√
λρcp

Experimental Set-up 

Following the German standard DIN 54193:2018-02, a ferromagnetic steel S/235 specimen with 12 defects at different 
depths from the surface has been considered. The details of the specimen and investigated defects geometry are reported in 
Table 1. The used set-up is shown in Fig. 1. A cooled thermal sensor FLIR A6751 acquired the thermal sequences, while 
the specimen has been stimulated with a portable solution ZVS induction heating card, controlled by Arduino. Technical 
set-up specifications are reported in Table 2. The pulse duration has been changed three times to study the influence of this 
parameter.
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Table 1 Specimen and defect geometry details 

Specimen geometry 
Length [mm] Width [mm] Thickness [mm] 
200 60 3 
Defect geometry 
Depth [mm] Depth step [mm] Length [mm] Thickness [mm] Distance (between two consecutive defects) [mm] 
0.15 – defect 1 0.25 10 0.4 0.15 

Fig. 1 Experimental campaign – induction thermography, (a) specimen geometry and (b) set-up (ZVS induction heating card – solenoid circular 
coil 60 mm; maximum power available 1000 W, current up to 20 A–480 W, supply 12–48 V) – cooled thermal sensor FLIR A6751) 

Fig. 2 A scheme of the relative position between the coil and the inspected specimen surface, (a) lateral and (b) top view 

The relative position between simulated cracks and the coil is reported as a scheme in Fig. 2. To inspect a larger surface 
area at the same time, some experimental tests have been carried out with a rectangular coil with a smaller width equal to the 
radius of the adopted circular coil, a length of about 90 mm, and the same turn number. Three replications of the same test 
have been carried out (Table 2). 

Analysis 

As the first and preliminary approach to understanding the influence of the relative position of a circular coil and the crack and 
the influence of the geometric characteristics of the investigated specimen, a FEM model was developed adopting COMSOL
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Fig. 3 Scheme of the positions 
of sound and defective areas 
along the entire length of the 
simulated crack. Thermal map 
after a pulse excitation of 500 ms 
(end of heating), simulated crack 
with  a length of 10 mm,  and a  
depth of 1.15 mm 

Multiphysics 
® 
. The FEM model considers the Electromagnetic Heating Multiphysics module, which allows coupling the 

physics related to electromagnetic induction, with the one related to heat transfer. Within this module the physical parameters 
of the inductor have been defined such as the excitation frequency, the current value, and the current flow direction. Finally, 
a mesh was generated and characterized by more elements in correspondence with the simulated crack. A free tetrahedral 
mesh was adopted with a maximum element size in the proximity of the crack of 200 μm and a minimum element size of 
50 μm. Other useful details for the mesh are specified below, such as a maximum element growth rate of 1.5, a curvature 
factor of 0.2, and a number of elements for the entire geometry of about 65817. 

For the analyses of the acquired thermal sequences, it was necessary to consider the raw thermal data and extract suitable 
thermal features for defect characterization. First, the sound and defective area were defined, considering the total length of 
the simulated crack and the relative position between the coil and crack. A scheme of the adopted approach is depicted in 
Fig. 3, considering three different defective areas and the related sound (regions of interest – RoIs). 

The apparent maximum temperature and the contrast were used as the main thermal features to discuss the obtained 
results; furthermore, simple post-processing has been carried out to extract some thermal features, considering, as main 
algorithms, the pulsed phase thermography (PPT) and the principal component thermography (PCT) [1–3, 11, 19–22]. The 
same post-processing analyses have been repeated several times for all the replications considering the heating phase and 
part of the cooling phase as suggested in the literature and schematically shown in Fig. 5. 

Before applying these algorithms, the delta temperature was obtained by subtracting the first cold frame from the entire 
sequence of raw thermal data. 

Numerical Results 

Figures 4 and 5 show some numerical simulation results after a pulse heating of 500 ms for a given relative position between 
the coil and the simulated crack. In particular, in Fig. 4 the superficial current density [A/m2] is reported, considering the 
behavior along the entire crack length in two different views. These results demonstrated greater concentration of the induced 
current at the crack tip. With the aim to highlight the different behavior along the length of the simulated crack in Fig. 5 is 
reported the thermal behavior, considering the delta temperature with two different scales. 

A simulation was also carried out to evaluate the effect of the edges of the specimen. To do this, the closest crack to the 
edge of the specimen has been considered (about 15 mm). The obtained results demonstrate that the currents tend to thicken 
around the edge specimen’s edge, as shown in Fig. 6. As expected, a significant temperature increase can be observed at the 
edges after a pulse duration of 500 ms. It is worth noticing that this effect could hide the actual one due to the presence of 
the crack. 

Experimental Results 

In Fig. 7 some results are reported, as an example, considering the test with a pulse duration of 500 ms. Three different 
frames and the map of the maximum delta temperature calculated pixel by pixel considering the entire sequence after the 
cold frame subtraction are reported. From these thermal maps, due to the small amount of available current and relative 
position between the coil and the simulated defect, it is possible to note a different thermal behavior along the entire length
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Fig. 4 Eddy  current  density – y component along the entire simulated crack length, after an induction heating of 500 ms – numerical simulation; 
(a) side view and (b) top view after the heating phase 

Fig. 5 Surface temperature increase after a numerical simulation of an induction heating of 500 ms; (a) delta temperature at the end of the heating 
along the entire crack length and (b) a different scale to highlight the thermal behavior near the crack tip 

Fig. 6 Edge effect that 
influences the current flow with a 
consequent decrease of the 
temperature increase at the crack 
tip – delta temperature after a 
pulse duration of 500 ms 

of the crack: the different points reach the maximum temperature at different times. Due to the induced currents, the Joule 
effect interests only the closest part of the simulated crack near the coil. Then, heat spreads along the crack during the cooling
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Fig. 7 Thermal maps related to a sequence of raw thermal data for a pulse excitation of 500 ms: (a) map of the maximum delta temperature 
(500 ms), (b) cooling phase after 1 s of analysis, (c) cooling phase after 2 s of analysis, and (d) map of the maximum delta temperature along the 
entire sequence pixel by pixel – simulated crack with a length of 10 mm and a depth of 1.15 mm 

Fig. 8 Temperature increases after a pulse duration of 500 ms in three different regions of interest along the entire length of the simulated open 
crack – simulated crack with a length of 10 mm and a depth of 1.15 mm 

Fig. 9 Results of the induction test with a pulse duration of 100 ms: (a) raw thermal map taken at the end of the heating phase and (b) trends 
related to the regions of interest chosen to observe the thermal phenomena – simulated crack with a length of 10 mm and a depth of 1.15 mm 

due to the thermal diffusion effect. As confirmation of these results, the trends related to the three different regions of interest 
highlighted before are reported in Fig. 8. This behavior is typical of an open discontinuity and very different from a closed 
crack. 

Figures 9 and 10 show the obtained results considering two different pulse durations, respectively, of 100 and 10 ms. In 
particular, Figs. 9a and 10a show raw thermal maps corresponding to the end of the heating period; instead Figs. 9b and 10b 
show the trends of the investigated regions of interest along the crack length. Especially in the case of a pulse duration of 
only 10 ms, it is hard to distinguish the presence of a defect, because the signal is very noisy. 

Among the main post-processing algorithms used in literature to analyze raw thermal data, pulsed phase thermography is 
the oldest and most common. In the literature, there is no precise indication about frame rate and number of frames to adopt 
for induction tests. Usually, the analysis is performed considering both the heating and the cooling phase. As a single map 
used to represent the obtained results, the second frequency of the entire spectrum has been selected, corresponding to the 
maximum phase contrast localized around the crack tip. 

Another widespread post-processing algorithm is principal component thermography (PCT). As known, the main result 
of this type of post-processing is related to the extraction of the empirical orthogonal functions, principally the first five or 
six components. 

As an example of the obtained results, Figs. 11 and 12 show the results for both algorithms, considering a test of 500 ms 
with a number of data equal to the entire heating phase and a part of the cooling with the exact duration of the heating pulse 
(Fig. 5).
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Fig. 10 Results of the induction test with a pulse duration of 10 ms: (a) raw thermal map taken at the end of the heating phase and (b) trends 
related to the regions of interest chosen to observe the thermal phenomena – simulated crack with a length of 10 mm and a depth of 1.15 mm 

Fig. 11 (a) Amplitude and (b) phase results after the application of PPT algorithm considering a number of frames equal to twice the heating 
phase – frequency of 1 Hz 

Fig. 12 Results after the application of the principal component analysis: (a) EOF  2,  (b) EOF  3,  (c) EOF 4 – pulse duration 500 ms, simulated 
crack with a length of 10 mm, and a depth of 1.15 mm 

A similar analysis was carried out considering a pulse duration of 10 ms. The results obtained after applying the principal 
component thermography are reported in Fig. 13 (raw thermal data in Fig. 10). 

Discussion 

The post-processing analyses have been repeated at different times for all the replications and imposed cracks. Interesting 
results emerge from the analysis because there is a linear correlation between the phase contrast and the defect depth (Fig. 
14a). Defects near the edge of the specimen present a phase contrast that slightly deviates from the linear trend. In fact, as 
demonstrated before, by the numerical simulation results with the same technical constraints (Fig. 6), the currents tend to 
thicken around the edge of the specimen. For this reason, these points were removed from Fig. 14a reporting the same results 
in Fig. 14b, with a more linear trend. 

For the test with a pulse duration of 10 ms, after different attempts, it is impossible carry out a quantitative analysis just 
from the analysis of raw thermal data due to the very noisy signal, due to the current value of just 20 A. For this reason,
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Fig. 13 Result related to the 
principal component analysis and 
to the EOF 4 after an induction 
test of 10 ms for the simulated 
crack of a length equal to 10 mm 
and with a depth of 1.15 mm 

Fig. 14 Phase contrast results for all the imposed cracks after an induction test of 500 ms, analyzing both heating and cooling phase together (RoI 
in proximity of the simulated crack tip) – (a) all the imposed defects are considered; (b) the edge effects are included, removing the influenced 
points (first and last defect) 

Fig. 15 An example of the obtained results considering a coil with a rectangular shape and a pulse duration of 10 ms: (a) exemplificative scheme 
of the adopted set-up and (b) preliminary result after a post-processing analysis – principal component analysis EOF4 

in order to improve the obtained results, some preliminary tests have been carried out on the same specimen, with a coil of 
rectangular shape. The adopted coil geometry allows the simultaneous excitation of five different simulated cracks, offering 
a first advantage in technical times for component inspection. A prominent and preferential geometric dimension of the coil 
influences the induced current flow. In this case, the induced current flow will show a rectilinear trend, parallel to the main 
direction of the coil. In this way, it is possible for all five inspected cracks, to find the optimal condition in which the induced 
currents are perpendicular to the crack. Finally, compared to the circular one, the coil width guarantees a higher current 
density in the area enclosed by the coil profile, considering the same test parameters (scheme in Fig. 15a). Figure 15b shows 
an example of the obtained result after an induction test of 10 ms, considering as a post-processing algorithm the principal 
component analysis with the same approach explained before. After a qualitative comparison with the previous results (Fig. 
13), this map shows a higher signal-to-noise ratio, improving defect detection even at very low pulse durations. 

Conclusions 

This work shows some preliminary results of an extensive numerical and experimental campaign on master specimens with 
imposed cracks, starting from the technical specifications suggested inside the reference DIN 54193:2018-02. In this first 
study, considering different imposed open cracks with a finite length and different depths, the influence of the coil position 
was evaluated. Considering a typical solenoid circular coil and positioning the turns near the crack tip, the obtained results 
were discussed with both a numerical and an experimental approach. The presence of an edge near the crack changes the 
trend of the current lines with a consequent decrease in the thermal contrast at the crack tip. Three different pulse durations
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were evaluated, up to a minimum of 10 ms. After a post-processing analysis, and considering a coil shape optimization, and 
a very low-cost set-up with a current value of only 20 A and 10 ms as pulse duration allows us the defect detection, with 
an inspection area of approximately 90 mm. This set-up and used approach could be helpful for industrial applications and 
analyses of actual components, considering all on a larger scale, starting from a higher current value and increasing the main 
dimension of the rectangular coil (based on the dimensions of the inspected components). As experimental phenomena to be 
further investigated, the defect depth shows a linear influence on the achieved phase contrast at the defect crack tip, with a 
consequent potential in the quantitative characterization of surface defects. 
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Numerical Simulation of the Heat Dissipation During 
the Fatigue Test 

Mohammad Zaeimi, Rosa De Finis, Davide Palumbo, and Umberto Galietti 

Abstract Fatigue is an irreversible process accompanied by the heat dissipation which is significant when the transition 
from anelastic to inelastic strains happens. In view of this, in the last years, the heat dissipation has been accepted as an 
appropriate damage indicator of the material. 

The estimation of the heat dissipation can be obtained by detecting the surface thermal footprint of the specimen by 
using thermography-based techniques. However, the energy dissipation as heat is highly sensitive to the environmental and 
test conditions and the microstructure status. Therefore, the experimental measurement is always associated with some 
inaccuracies and only provides an estimation of the heat dissipated during fatigue. 

This paper is mainly focused on the numerical modeling of the heat dissipation performed by COMSOL Multiphysics 
software in order to investigate the factors that can affect the estimation of the heat source by means of thermography. 
The obtained results have been compared with an analytical solution derived from the one-dimensional heat equation. This 
study can provide valuable insights about the shape of the heat sources produced during the cyclic loading and differences 
associated with thermographic measurements and actual values, which are the main goals of this work. 

Keywords Heat dissipation · Fatigue test · Thermography technique · Finite element simulation 

Introduction 

The study of fatigue phenomena remains an open issue because of the difficulties in modeling the material behavior and 
represents a key feature in choosing the most appropriate material since most of the mechanical components are subjected to 
dynamic loadings during their life [1]. 

Fatigue damage is an ambiguous phenomenon that forms and propagates mostly on a microscopic scale. Only when the 
damage has reached a critical level, it becomes detectable. In effect, by imposing a cyclic loading (depending on the loading 
level), the formation of dislocations is prompted. The accumulation of dislocations leads to plastic deformation. In turn, the 
occurrence and accumulation of microcracks are involved in macrocracks [2, 3]. Finally, the propagation of macrocracks 
induces material failure [4]. 

More insights on the phenomenon have been provided by Mareau et al. [5]. In particular, Mareau discussed two 
mechanisms of heat dissipations that occur during a fatigue test: (i) for low-stress amplitudes, an anelastic mechanism where 
the strains are irreversible and recoverable (e.g., the motion of dislocations, the migration of atoms, dislocation relaxation 
phenomena, and so on) and (ii) for high-stress amplitudes, an inelastic mechanism where the strains are irreversible but 
unrecoverable (e.g., the viscoplastic slip of dislocations). The transition from these two is the main cause of the strong 
dissipation and consequently the failure. 
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Of course, what happens to microscopic level determines an energy dissipation and a sentinel of this energy can be the 
surface temperature detected during a fatigue test. In this way, the aim of the present work is to investigate the capability of 
detected surface temperature to represent the temperature of inner heat source related to the fatigue damage. 

One of the ways to take advantage of experimental techniques, particularly thermography, is to use them to detect the 
signature of materials undergoing to fatigue processes. In literature, different methods relying on the assessment of thermal 
signature have been developed to study the various aspects of fatigue damage in a rapid and reliable way [2, 6–8]. 

The first thermography-based method was the one proposed by Risitano [8] where a rapid method to study fatigue behavior 
of materials by assessing the temperature at stabilization of the material [8, 9] was investigated. In recent years, other different 
thermal features were investigated [10–23]. 

Enke and Sandor [10] for the first time showed the possibility of using the heat dissipation in the assessment of the damage 
of material. However, the quantification of the intrinsic dissipation, as an appropriate index for fatigue characterization, is 
a big challenge due to the fact that it is significantly dependent on the accuracy of temperature acquisition process and 
simplifications applied on heat equation for deriving it; therefore, a certain deviation always exists for these estimations 
[24–30]. Besides the estimations based on the mean temperature [31, 32], two other effective ways to estimate the heat 
dissipation are both studying the second amplitude harmonic (SAH) of temperature [10, 21, 33, 34] and the plastic work 
(hysteresis loop) [22], as they are completely related to the plastic deformation which is the main cause of the dissipation. 
Enke and Sandor [9] found the SAH effect by imposing the Fourier sine series on the thermal signal and proposed that the 
amplitude at the frequency twice the frequency of the mechanical loading is proportional to the plastic strains or intrinsic 
dissipation [34, 35]. 

In this study, a numerical model was defined to compare the heat dissipation experimentally estimated by measuring 
surface temperature and the numerical one using a FEM model that simulates the heat source. The effect of the amplitude 
and size of the heat source on the simulated temperature is also studied. The difference between measured and simulated 
temperature and energy values are also showed for different case studies. The present study could represent a step forward 
in understanding the difference between energy dissipations from the real heat source and energy dissipations assessed via 
thermography. It should be noted that the experimental values are taken from work by De Finis et al. [21]. 

The paper is organized as follows. First, the numerical model is proposed, and its correctness is shown by comparing the 
results with an analytical solution. Next, it is proposed how a heat source can be estimated in terms of magnitude and shape; 
and finally, the conclusion and future works are presented. 

Numerical Simulation of the Heat Source 

One way to ensure about the accuracy of a numerical model, especially in the case of cyclic heat source, is searching for 
a model that can provide an analytical solution. Generally, for an isotropic and homogeneous material, the first law of 
thermodynamics applied to a control volume surrounding the gage section of a sample in terms of energy per second (power) 
gives: 

.

∫ (
ρC

∂T

∂t

)
dV
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Internal energy
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⎡
⎢⎢⎣
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(1) 

where ρ, C, T, and T∞ are correspondingly the density, specific heat at constant pressure, and absolute and ambient 
temperatures; h, k, ϵ, and β are, respectively, the convection coefficient, thermal conductivity, emissivity, and Stephan-
Boltzmann constant; A, V, σ , ε, and f are, respectively, the area, volume of the gauge section, the Cauchy stress tensor, strain 
tensor, and cyclic frequency. Assuming that the cross section of the specimen in the gage section is constant, the temperature 
distribution in one-dimensional model with a heat power . Q̇is [36]: 

.
∂2T

∂z2
− hP

Ak
(T − T∞) − ϵβ

P

Ak

(
T 4 − T 4∞

)
− Q̇

k
= 1

α

∂T

∂t
(2) 

where P is the perimeter of the cross section of the sample and α is the thermal diffusivity. Since T is the absolute temperature 
(T − T∞ ⪡ T∞), it is feasible to linearize the third term by Taylor expansion around T∞. Thus, Eq. (5) will be reduced to 
the following partial differential equation (PDE) [36]:
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Fig. 1 (a) Sample geometry for comparison with an analytical approach [23] and  (b) FEM modeling 

.

{
∂2θ
∂z2

− m2θ + Q̇
k

= 1
α

∂θ
∂t

θ (0, t) = θ (L, t) = 0 , θ (z, 0) = 0
(3) 

where θ = T − T∞, .m =
√

(h+4ϵβT 3
a )P

Ak
and L is the effective length. Maple programming language was utilized to solve Eq. 

(3) which is a linear non-homogenous partial differential heat equation. The solutions are as follows: 
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• For a cyclic heat, . Q̇ = H (1 + sin (2πf t))

(
W

m3

)

. 

θ (z, t) =
∞∑

n=1

1

knπ(L2m2+π2n2)
(
(L2m2+π2n2)

2
α2+ω2L4

)
{
2
(−1 + (−1)n

)
HL2 sin

(
nπz
L

) (((
L2m2 + π2n2

)2
α2−

ωL2
(
L2m2 + π2n2

)
α + ω2L

)
e
− αt(L2m2+π2n2)

L2 + ωL2
(
L2m2 + π2n2

)
α cos (ωt) −

(
L2m2 + π2n2

)
α2 sin (ωt)−(

L2m2 + π2n2
)2

α2 + ω2L4
)}

(5) 

where H is the mean value of each heat dissipated power. As shown in Fig. 1a, due to the symmetry of the dog bone sample, 
only 1/8 of the geometry was modeled with appropriate boundary conditions, shown in Fig. 1b. Hexahedral elements with 
quadratic Lagrange discretization are used for meshing, and after mesh convergence study, it was meshed with 1260 elements. 
The temperature at both ends (the domain in blue) was assumed to be fixed to the environmental temperature, T∞. 

For comparison, H = 107(W/m3), a thickness of 6 mm, and the C45 steel as the material with parameters listed in Table 
1 (all taken from the study by De Finis et al. [23]) were considered. As shown in Fig. 2, the FEM and analytical results are 
comparable for both constant and cyclic heat source. 

In the last second of the simulation, the mean temperatures from numerical and analytical results are 26.164 ◦C and 
26.125 ◦C, respectively, which give only 0.15% error. In addition, in terms of the temperature amplitude, the error is
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Table 1 Input parameters for comparison between the analytical and numerical results; for material C45 [23] 

ρ (kg/m3) Cp(J/kg ◦ C) k(W/m ◦ C) α (1/ ◦ C) h(W/m2K) T∞(◦C) ϵ f (Hz) 

7850 486 42.5 13.3 5 20 0.98 11 

Fig. 2 (a) Numerical and analytical results comparison for constant heat source and (b) cyclic heat source 

about 2.09% with the amplitudes of 0.0191 ◦C and 0.0195 ◦C related to the numerical simulation and analytical solution, 
correspondingly. 

Heat Source Identification 

In the previous section, the correctness of the numerical model was shown using an analytical 1D model. In this section, the 
heat source producing the temperature values in terms of second harmonic temperature variations is simulated considering 
also the effect of geometry. The aim is to investigate differences between the experimentally measured values of SAH and 
the same values determined from numerical model. 

For this purpose, the experimental results were taken from a recent work by De Finis et al. [23] which focused specifically 
on the possibility of utilizing the SAH of temperature signal as an indicator to predict the heat dissipated energy. As 
mentioned by Krapez et al. [35], this temperature component completely related to the intrinsic dissipation especially in 
fully reversed loading. In recent years, researchers have shown their interests in this temperature component and recognized 
it as an effective index on the fatigue limit prediction [21–23, 33–35, 37]. 

In general, as mentioned by De Finis et al. [23], a cyclic load causes periodic behaviors for both strain and stress during 
the fatigue test. Consequently, according to the first law of thermodynamic, in terms of energy rates and ignoring the stored 
energy rate, the dissipated heat during a cyclic process (under fully reversed loading, R = −1) is almost equal to mechanical 
energy .Ėd ≈ Ẇ ; therefore, the heat dissipated energy rate, . Ėd , is also a periodic function [23]. Imposing DFT (discrete 
Fourier transform), the second amplitude harmonic of . Ėd , .Ė2ω

da
, can be evaluated based on the SAH of temperature as the 

fundamental dissipative temperature component [23]: 

.Ė2ω
da

= 2fρCT 2ω
a (6) 

where 2f shows twice the frequency of the loading and .T 2ω
a is the second harmonic amplitude of the temperature associated 

to Ed and imposing DFT [23]. 
The experimental value of .Ė2ω

da
for the loading step with stress amplitude of 340 MPa and fully reversed loading condition 

is 9.59 × 105 (W/m3) [23]; by using Eq. (6) and the measured value of SAH: . T 2ω
a exp

=0.0114 (◦C). Of course, since .T 2ω
a was 

from the surface temperature data, .Ė2ω
da

is only an estimation of its real value [23].
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Table 2 Surface .T 2ω
anum

for different heat source amplitude .Ė2ω
da

and .Ẇ 2ω
a and comparison with the corresponding experimental value 

Gauge volume fraction 
Heat source (W/m3) 1/15 2/15 5/15 10/15 1 

.d = Ė2ω
da

(1 + sin (2π (2f ) t)) .T 2ω
anum

(◦C) 0.0002 0.0003 0.0007 0.0014 0.0018 

.T 2ω
a exp

/T 2ω
anum

54.2857 33.5294 15.4054 8.2014 6.1957 

.d = Ẇ 2ω
a (1 + sin (2π (2f ) t)) .T 2ω

anum
(◦C) 0.0092 0.0137 0.0315 0.0597 0.0789 

.T 2ω
a exp

/T 2ω
anum

1.2391 0.8321 0.3619 0.1910 0.1445 

Fig. 3 A schematic representation of heat source identification 

Using this value, the geometry, and mechanical properties proposed in Fig. 1 and Table 1, the simulations were performed 
for four fractions of the gauge volume (the gauge volume is shown in Fig. 1b) in addition to the whole gauge volume because 
the volume producing heat is unknown. It should be noted that smaller volumes are considered to be the same as the gauge 
volume, but they are shrunk only in y direction from both ends to provide each fraction. Similar to the experimental procedure 
in thermography-based technique, the temperature data obtained from the simulation are examined only from the surface of 
the gauge volume. The input parameters, mesh, and boundary conditions are the same as previous section, and the cyclic 
heat source was .d = Ė2ω

da
(1 + sin (2π (2f ) t))

(
W/m3

)
. 

As shown in Table 2, comparing experimental .T 2ω
a with the numerical one, reveals a big difference even considering the 

whole of the gauge length producing heat which is not prevalent in the fatigue test. This difference is associated to different 
causes; one of them can be related to the procedure of measuring the dissipated heat which is based on the acquisition of 
surface temperature. 

Since the experimental value of .Ė2ω
da

was measured from the surface, it cannot be a representative of the real heat source 
at twice the frequency of the loading; thus it is worth utilizing a much more reliable experimental value: the SAH of the 
mechanical energy rate, .Ẇ 2ω

a , that can be obtained from . Ẇ (strains from extensometer and stresses from loading machine) 
after applying DFT [23]. 

It should be noted that in a fully reversed loading, the second harmonic component of the mechanical energy is almost 
equal to the total mechanical energy [19]. For R= −1 and the considered material, it can be also assumed that the mechanical 
energy is totally converted to heat, so under these conditions .Ẇ 2ω

a can be used as the parameter representing the total heat 
dissipation. For clarification, the procedure is schematically presented in Fig. 3. 

By considering a cyclic heat source in the form of .d = Ẇ 2ω
a (1 + sin (2π (2f ) t))

(
W/m3

)
, as shown in Table 2 and 

.Ẇ 2ω
a = 4.11×107

(
W/m3

)
[23], the surface .T 2ω

anum
approaches to .T 2ω

a exp when the heat volume is between 1/15 and 2/15 of 
the gauge volume. This portion of volume seems to show that the plastic deformation occupied not the whole but a portion of 
the gauge volume as it can be expected in the fatigue failure. Thus, at this stage, the heat volume that can produce acceptable 
. T 2ω

a on the surface of the gauge volume is found, numerically. Of course, more investigations to explain physically this result 
are required.
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Fig. 4 (a) Grid on the surface of the gauge length; (b) representation of different heat source geometries 

Table 3 Geometry of each volume(s) in each case 

Length (mm) of volume edge in 
Case # Number of separated volumes x-direction y-direction z-direction 

1 1 12 4 6 
2 48 1 1 6 
3 144 1 1 2 
4 1 4 4 6 

192 1 1 1 

Furthermore, it is of great importance investigating the influence of the geometry of the heat volume on surface .T 2ω
a since 

considering a single integrated volume, for example, 2/15 of the gauge volume as presented in Fig. 4b and Case 1, is almost 
impossible during the fatigue test, since there are lots of regions (i.e., the defects existing both inside and on the surface of 
the material) which can produce heat when deformed plastically. 

For this purpose, as can be seen in Fig. 4b, the geometry of the heat source was changed for three more cases to check 
what happens to the temperature amplitude. A schematic representation is proposed to introduce different cases. As shown in 
Fig. 4a, the red border, the surface of the gauge volume, contains a set of squares (or elements) representing the top surface 
of a cube with the volume of 1 mm3 where a heat source can be located. The thick black horizontal and vertical lines on 
the grid show the symmetric planes of the dog bone sample. The considered cases are presented with two colors, and each 
color shows how the heat source is spread through the thickness. The gray color is for a volume with boundary from the top 
to bottom of the gauge volume, while the blue color is related to volumes spread only on the top and bottom surfaces of the 
gauge volume. It should be noted that all cases are assumed to have a fixed volume of 2/15 gauge volume as this fraction 
provides acceptable surface .T 2ω

a (please see Table 2). In addition, the geometry of the volume(s) in each case is listed with 
details in Table 3. In Case 4, a more real form of a heat volume was modeled. It is assumed that there are some small volumes 
on the surface (they can be a representative of the damage accumulation sites and possible crack triggers) with a relatively 
big one in the center of the gauge length (it shows damage accumulation which is highly possible to be presented with a fully 
reversed load). 

From Table 4, the surface .T 2ω
anum

is significantly affected by the heat source geometry in which it decreases by 10.95% for 
Case 2 and increases, respectively, by 37.96% and 106.57% for Case 3 and 4, if compared with Case 1.
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Table 4 Numerical surface 
.T 2ω

a with . d =
Ẇ 2ω

a (1 + sin (2π (2f ) t))
(
W/m3

)
for different heat volume 
geometries 

Surface .T 2ω
anum

. η = internal T 2ω
a exp

surface T 2ω
anum

Case 1 0.0137 35.69 
Case 2 0.0122 (-10.95%) 40.08 
Case 3 0.0189 (+37.96%) 25.87 
Case 4 0.0283 (+106.57%) 17.28 

In addition, for the heat amplitude equal to .Ẇ 2ω
a , a comparison between numerical surface .T 2ω

a where temperature is 
measured and the related value inside the gauge volume, called internal.T 2ω

a exp
, is presented. As assumed previously and 

shown in Fig. 3, with the total heat dissipation almost equal to .Ẇ 2ω
a , the internal.T 2ω

a exp
can be calculated to be equal to 0.489 

directly by replacing .Ẇ 2ω
a instead of .Ė2ω

da
in Eq. (6). For this purpose, the ratio of internal .T 2ω

a exp
to the surface.T 2ω

anum
(η) is  

calculated and compared with the experimental one in the work by De Finis [23], which was almost equal to 20. Note that 
they found a linear relation between .Ẇ 2ω

a and .Ė2ω
da

[23] which is the same as the relation between .T 2ω
a exp

and .T 2ω
a as the latter 

two can be obtained by dividing the related energy components by 2f ρCp (see Eq. (6)). 
It can be seen from the last lines (Case studies 3 and 4) of Table 4 that η is relatively close to the above experimental ratio 

of 20. It shows the volume in the form of Case 4 can be a possible geometry for the real heat source in the fatigue test done 
by De Finis [23]. As a conclusion, more trial heat volume geometries can also be examined numerically and checked in the 
same way for the considered four cases to understand better the volumes producing heat, in future works. 

Conclusion 

In this work, a numerical model has been proposed to estimate the heat source in terms of the amplitude and geometry. It 
was compared with an analytical solution of a one-dimensional heat equation to be ensured if the model works precisely. 
Comparing with the analytical solutions for constant and cyclic heat sources, the errors were below 5% which is evident 
for the accuracy of the model. The results from modelling four possible heat volumes show that the SAH of temperature 
component, as the fundamental dissipative temperature component, is significantly dependent on both the size and shape of 
considered volumes. 

In addition, comparing the ratio of the numerical and experimental SAHs of surface temperature to the experimental one 
inside the gauge volume is shown to provide an insight into the real heat volume identification. 

This study can be regarded as preliminary work aimed to investigate the heat volumes created during the fatigue test 
and determine the relationship between the actual heat sources and the superficial temperatures obtained via thermographic 
measurements. Future works will investigate more heat volumes and will study other geometries of the samples and other 
thermal components. 
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A Full Experimental Characterization of Aged Nitrile Butadiene 
Rubbers (NBR) 

Adrien Redon, Jean-Benoît Le Cam, Eric Robin, Mathieu Miroir, and Jean-Charles Fralin 

Abstract Part of the sealing function in the pneumatic system of the French high-speed train (TGV) is provided by 
elastomeric components, such as nitrile butadiene rubber (NBR) O-rings. Like most elastomers, NBRs are sensitive to 
thermo-oxidative aging. In the current application, aging results in a strong hardening of the O-rings, which alters the sealing 
function and impacts the lifetime of the mechanical pneumatic system. Therefore, understanding the origin of this aging, 
studying its effects on the mechanical properties, and modeling it are of a paramount importance in optimizing time in 
maintenance operations of the TGV. 

In a previous study, accelerated aging tests have been carried out with different NBR formulations at different times and 
temperatures. These tests enabled us to reproduce ex situ the hardening observed on the O-rings. Aging mechanisms have 
been identified and related to the aging conditions of the NBR formulations through different characterization techniques: 
infrared spectroscopy, swelling tests, X-ray fluorescence spectrometry, differential scanning calorimetry thermogravimetric 
analysis, and micro-hardness. 

To consider the effects of the mechanical loading on the aging process and the mechanical behavior of tested NBRs, 
mechanical spectroscopy (DMA) analyses have been carried out. The results obtained highlight how mechanical loadings 
impact the aging of these NBRs and quantify the effects of aging on their viscoelasticity. From the collected data, a 
hyperelastic model has finally been identified to simulate the behavior of O-rings by the finite element method. These first 
results lay the foundation of a selection methodology for O-rings used in the pneumatic system of the TGV. 

Keywords Elastomer · Aging · DMA · Lifetime prediction 

Introduction 

Nitrile butadiene rubbers (NBRs) are extensively used in sealing applications with O-rings, due to excellent chemical 
resistance to oils and greases, good mechanical properties, as well as moderate production costs. Nevertheless, several aging 
processes alter their mechanical behavior, which decreases the lifetime of the parts made with them. 

The present study focuses on commercial NBR O-rings, used for the sealing function in the pneumatic system of 
the French high-speed train. During their lifetime, these O-rings are exposed to prolonged contact with oxygen and to 
temperatures ranging between −30 ◦C and 50 ◦C. These factors result in a significant hardening, as well as permanent 
deformation, which leads to a loss of sealability, since the distorted O-ring loses its elasticity. This forces Société Nationale 
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des Chemin de fer Français (SNCF, France’s national railway company) to multiply the number of maintenance operations 
and to replace only the hardened O-rings, whereas all the other components of the pneumatic system are still functional. 

Prolonged exposure to heat and oxygen is a known aggravating factor in aging of NBRs and more generally of elastomers. 
In a previous study [1], the effect of thermo-oxidative aging on eight different filled nitrile rubbers was highlighted with 
accelerated aging tests. The formation of oxidative functionalities and consumption of unsaturations (double bonds) in the 
butadiene part of the copolymer during aging led to a degradation of the mechanical properties (i.e., micro-hardness). Also, 
swelling test showed that extra crosslinks form in the elastomers, increasing their hardness and reducing the mobility of 
the macromolecular chains, making the elastomers hard and brittle. A comparison with aged O-rings from trains was made 
and illustrated how these O-rings lose their sealing function: they are “frozen” in a deformed state due to both mechanical 
loadings and aging (loss of elasticity), which leads to leaks in the systems they equip. 

As abovementioned, mechanical loadings are key contributors to differences between accelerated thermal aging and actual 
aging behavior in the industrial application. As such, they need to be investigated thoroughly. The main interest of the present 
study is to compare different NBR formulations, submitted to the same aging conditions, before and after aging. The results 
aim at reproducing accurately ex situ the aging observed on trains after several years. The comparison enables us to identify 
and to correlate aging mechanisms to variations in viscoelastic properties. Establishing this relationship is needed to propose 
a suitable hyperelastic model and to perform a reliable simulation of the behavior of O-rings by the finite element method. 

In the first part of this article, the experimental protocol is given, as well as background information of the different tests 
and methods used. The second part focuses on the results obtained, before and after aging, at different aging times and 
temperatures. This part lays the foundation for a future selection methodology of O-rings used in the pneumatic system of 
the French high-speed train. 

Experimental Protocol 

Materials and Methods 

NBRs are butadiene (C4H6) and acrylonitrile (C2H3CN) copolymers. The butadiene monomer polymerizes into three distinct 
isomers, namely, trans-1,4, cis-1,4, and vinyl-1,2. The acrylonitrile (ACN) monomer is statistically inserted within the 
macromolecular chain, and its content confers to NBRs their main properties, such as oil resistance. It also influences the 
glass transition temperature (Tg). ACN content can be adjusted in a range generally going from 20% to 45%. For instance, 
for low-temperature applications, ACN content is found around 20% to have low values of Tg, i.e., less than −40 ◦C. 

In the present study, nine types of commercial NBRs are considered, provided by four different suppliers, denoted A, B, 
C, and D. They are classified according to their glass transition temperature and their original hardness and are presented in 
Table 1. 

Compression set type A disks, with a diameter of 29.0 mm and a thickness of 12.5 mm (NF ISO 815-1), are used for the 
different tests. Each material is prepared from the same material batch by the suppliers. Temperature and frequency sweep 
tests are performed on all the unaged rubber samples. Three types of rubbers (A1-4070, B1-4070, and D1-4070) that better 
suit the industrial application were chosen for compression set (CS) aging and further DMA testing. 

Table 1 NBRs considered in 
this study 

Specimen code Tg (◦C) Hardness (IRHD) 

A1-4070 −54 70 
A2-4050 −56 50 
A3-2070 −28 70 
B1-4070 −48 70 
B2-4050 −55 50 
C1-4070 −45 70 
C2-4050 −45 50 
D1-4070 −50 70 
D2-4050 −50 50
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Thermo-oxidative Aging and Compression Set (CS) 

Accelerated aging tests were performed at 100 ◦C in a Memmert (ULP 500) air-circulating oven, for 72 h, 168 h, 336 h, 
672 h, 1176 h, and 2016 h. Compression set rigs are used to compress the rubber specimens at 15%, before putting the 
specimens in the oven. After aging, the compression set rig is cooled at room temperature for 30 min, before taking out 
the compressed specimens. The height of the specimens is measured after an additional 30 min, and CS values are obtained 
according to the following formula: 

.CS (%) = h0−h1
h0−hs

× 100 with h0 the original height of the specimen, hs the spacer height, and h1 the height after testing. 
Temperature measurements are made by a 4-wire Pt100 sensor, with a thermal resolution of 1 K. A fan is used for forced air 
circulation. For each aging time and temperature, three specimens per material were tested. Future investigations are planned 
at 70 ◦C and 85 ◦C to study the effect of temperature on the aging tests and will be presented during the conference. 

DMA Tests 

The viscoelastic behavior of a material can be interpreted in the time domain, as a relaxation modulus E(t), or in the frequency 
domain, by the dynamic modulus, denoted E*(ω), with ω the angular frequency. E*(ω) can be experimentally characterized 
by dynamical mechanical analysis (DMA) tests. In DMA experiments, a sinusoidal force or displacement is applied to the test 
specimens, and the resulting viscoelastic response of the studied material is measured. If the strain imposed takes the form of 
ε(t) = εd sin (ωt), with εd the dynamic strain amplitude, the resulting stress will follow the equation σ (t) = σ d sin (ωt + δ) 
with δ the angular shift (see Fig. 1). The dynamic modulus can be decomposed as a storage modulus (E′) and a loss modulus 
(E′′), such that .E∗ (ω, εd) = σd

εd
(cos δ + i sin δ) = E′ (ω, εd) + iE" (ω, εd) [2]. E′ and E′′ are calculated from the material 

response to the sinusoidal wave and represent, respectively, the ability of said material to return or store energy (E′) and its 
ability to lose it (E′′). A loss (or damping) factor is conventionally defined as tanδ = E′ ′

/E
′
. 

Therefore, the viscoelastic properties of the different filled nitrile rubbers are measured using mechanical spectroscopy 
(DMA) analyses, using the compression set disks aged from compression set tests. For all specimens, temperature and 
frequency-temperature sweep (FTS) tests are performed. Temperature sweep tests give us basic dynamic mechanical 
properties, such as E′, E′′, and tanδ, as a function of temperature, ranging from −40 ◦C to 100 ◦C, with a heating rate 
of 2 ◦C/min. The test frequency is fixed at 1 Hz, and the dynamic strain rate is set at 0.001%. To maintain the disk under 
compression loading, a static force of −100 N is applied. 

For FTS tests, master curves of E′, E′′, and tanδ are obtained by using the time-temperature superposition principle [3] for  
different aging times. This characterization is performed for frequencies ranging between 1 and 10 Hz, with dynamic strain 
rate set at 0.001% and temperature isotherms from −20 ◦C to 80  ◦C, with a heating rate of 2 ◦C/min. For each isotherm, a 
10-min wait is imposed to make sure measurements are taken at the right temperature. A static force of −50 N is applied. 

Fig. 1 DMA principle, stress, strain and phase shift behavior of viscoelastic material
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Results and Discussions 

Unaged Specimens 

The variations of basic dynamic mechanical properties, such as storage modulus E′, loss modulus E′′, and loss factor 
tanδ,provide fundamental knowledge in understanding the behavior of filled rubbers. For unaged specimens, temperature 
sweeps and frequency sweeps are performed and presented in Figs. 2 and 3. 

From Fig. 2 and as expected, the different 70 IRHD specimens present similar viscoelastic behavior, since the specimens 
are unaged and fit the same technical specifications. Nevertheless, the suppliers are different; therefore the aging behavior 
should differ with aging time. In Fig. 3, experimental characterization is done between 1 and 10 Hz, for different 
temperatures. The experimental master curve is calculated using time-temperature superposition principle and Williams 
Landel and Ferry equation (WLF) [3] for elastomers: .log aT = C1(T −Tref)

C2+(T −Tref)
, where aT is the shift factor, T is the temperature, 

Tref is a reference temperature chosen to construct the master curve, and C1 and C2 are constants. The master curve can also 
be fitted using a polynomial approach, which is shown in Fig. 3. Unaged characterization of the specimens is important to 
further compare the specimens after aging and to investigate how aging affects the viscoelastic and dynamic properties of 
studied NBRs. 

Fig. 2 Example of temperature sweep tests, with E′ and E′′ values for unaged 70 IRHD specimens 

Fig. 3 Example of an FTS test, with E′ values for B1-4070. The master curve is calculated using time-temperature superposition principle and 
fitted by the polynomial approach
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CS Measurements After Aging 

From the nine types of commercial NBRs considered in the study, three of them (A1-4070, B1-4070, and D1-4070) that 
better suit the industrial application are selected. Accelerated aging tests at 100 ◦C are performed under compression of 
15%, using compression set rigs. After aging, the compression set (CS) is measured according to the formula presented in 
the experimental protocol. 

The final variation of CS with aging time will be provided during the conference since measurements are still in progress. 
First results show that CS increases [4, 5] with aging time and h1 value decreases. This value represents the thickness of the 
tested specimen after elastic recovery. It shows, as expected, that the elastic recovery ability of tested specimens decreases 
and thus its viscoelastic properties. 

A link with previous results on the deterioration of NBRs during thermo-oxidative aging [1] can further explain this 
phenomenon. The deterioration of viscoelastic properties in the studied NBRs is a consequence of the changes of molecular 
structure and crosslink density caused by thermo-oxidative aging [4]. Relationships between CS, aging time, crosslink 
densities, and aging temperatures will be investigated. 

DMA Measurements After Aging 

The variation of dynamic properties with aging time under different aging temperatures will be provided during the 
conference since measurements are still in progress. E′ and E′′ are expected to increase with aging time and tanδ to decrease 
with aging time [6, 7], illustrating the change in viscoelastic properties of filled nitrile rubbers and more particularly a 
progressive increase in the crosslink density. Higher temperatures should also accelerate the aging process, resulting in 
higher values of E′ and E′′ and lower tanδ values. A comparison with previous micro-hardness values, crosslink density [1], 
and CS values after aging will be done and will provide valuable insights in fully characterizing the aging phenomenon and 
its consequences on nitrile rubbers. 

Conclusion 

The effect of mechanical loadings on the viscoelastic properties of different filled nitrile rubbers is addressed in this study. 
Both CS tests and DMA test show how the different specimens’ properties are affected by aging time, aging temperature, 
and stress. A link with a previous study on thermo-oxidative aging, such as modification of the macromolecular structure 
and increase in crosslink density, is currently being investigated, regarding viscoelastic properties after aging. 

Furthermore, a suitable hyperelastic model, computed from DMA data and derived from a generalized Maxwell model 
in the discrete case of Prony series, is being addressed [8, 9]. Evolution of Prony parameters during aging is currently being 
investigated. Establishing relationships between all the abovementioned factors is detrimental to reliably predict the lifetime 
and behavior of O-rings used in the pneumatic system of the French high-speed train. 
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Characterization of the Effect of Cold Joints and Functional 
Grading in Stepwise Constructed Tensile Dog Bones 
with Embedded Digital Image Correlation 

Tomislav Kosta, Claron J. Ridge, Marcel M. Hatter, and Jesus O. Mares 

Abstract We present an extension of our previously published work in which we utilized an in situ/embedded Digital Image 
Correlation (DIC) technique to evaluate the effect of aging on the interface debonding strength in an idealized particulate 
composite. The idealized composite consists of a single ~650 μm glass bead inclusion at the center of a Sylgard 184 
dog bone tensile sample along with an embedded DIC speckle pattern at the mid-plane. The speckle pattern enables the 
measurement of the strain field in the region surrounding the embedded glass bead while the sample undergoes a tensile 
load to failure. The measured strain field can then be used in conjunction with the global load measurement to characterize 
the local stress required to induce a failure at the interface. In previous works we have demonstrated how this approach 
can be used to characterize interface debonding. Construction of these tensile samples is done in a stepwise fashion with 
partial cure cycles in order to achieve a reliable in situ/embedded DIC speckle pattern. This stepwise construction introduces 
two uncertainties into the experiment, namely, cold joints between the casting layers and functional grading of the stiffness 
properties due to each layer experiencing different curing histories. In this work we present an evaluation of the effect of the 
cold joints and functional grading by performing tension tests to measure the global stiffness of dog bones of various sample 
configurations spanning the number of cold joints and the cure cycle history. By comparing the measured stiffness of each 
sample configuration, the effect of the cold joints and functional grading are determined. 

Keywords DIC · Tension testing · Sylgard · Cold joints · Functional grading 

Introduction 

The bulk mechanical properties of polymer matrix composites depend highly upon the mechanical properties of the individual 
components as well as the interfaces between those components. This is especially true under tensile loading where weak 
interface adhesion can lead to interface debonding which ultimately reduces the integrity and load carrying capability of 
the material. In particulate composites the total interface area can be significant, especially for high volume fraction filled 
materials; therefore interface adhesion and strength can have a strong effect on tensile strength properties. Due to the 
stochastic nature of failure as well as the technical challenges involved in measuring interface debonding in particulate 
composites, it is difficult to achieve an accurate statistical representation of the debonding process. 

Several standard methods exist to measure the adhesion of a simple binary material system; however, these tests are 
typically conducted to provide qualitative comparisons to indicate increased or decreased adhesion relative to a baseline. 
Tests such as the peel, [1], pull [2], and blister test [3] provide a means of quantifying the debonding process; however, 
these tests are not well suited for particulate composite materials due to sample geometry and size requirements. While it is 
possible to fabricate samples which would enable use of these tests, the data would not be representative due to differences 
in properties such as surface morphology, etc. 
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Various approaches have been published which provide a more direct means of characterizing the interface debonding 
behavior and are more well suited for particulate composites. For example, Tan et al. [4] have recently integrated Digital 
Image Correlation (DIC) into a mode-I fracture test of a composite with a high volume fraction of particulate filler and 
an elastomeric matrix material to provide targeted data for calibration of a cohesive zone element (CZE) model. These 
experiments offer a measurement of interface debonding behavior; however, the statistical distribution of the properties of 
individual interfaces is partially lost due to the integrated nature of the measurement. 

Alternatively, experiments such as those by Gent and Park [5] and proposed by Lauke [6, 7] explicitly consider the 
debonding of a single filler particle within a matrix material. The work by Gent and Park [5] examines the debonding of 
a single glass sphere embedded in an optically transparent matrix material. Under a tensile load, the onset of interface 
debonding was observed, and the local stress state was analytically determined using the load frame force measurement and 
sample geometry configuration. A critical debonding stress was noted to serve as an indicator of the strength of adhesion 
between the filler particle and the matrix material. 

In previous work [8], we presented an extension of the technique proposed by Gent and Park [5], where we incorporated 
embedded DIC to better quantify the interface debonding event. Our approach utilizes an embedded DIC speckle pattern 
to quantify the strain field surrounding the mid-plane of a glass sphere embedded at the center of an optically transparent 
polymer material. We are able to quantitatively capture the strain field during a tensile loading event from the initial unloaded 
state up to and through the debonding event. Our approach is briefly summarized in the following section; however, the reader 
is referred to [8] for a more complete discussion. 

In this work, we investigate various aspects of the sample fabrication procedure to determine the effect, if any, on the 
interpretation of the acquired data. Our approach necessitates a stepwise fabrication of the tensile samples which involves 
multiple casting and curing steps in order to ensure proper placement of the embedded glass sphere and DIC speckle pattern. 
An artifact of having multiple cast and cure steps is a functional grading of the elastic properties through the thickness of the 
tensile samples, as well as cold joints between the various casting layers. 

Experimental Method 

Summary of Tensile Test Technique 

We briefly summarize our technique to characterize interface debonding using an embedded DIC approach here; however, 
the reader is referred to [8] for a more complete discussion. 

Tensile test samples, or “dog bones,” are constructed using a multiple-step process to create an embedded glass bead 
within an elastomeric material with an embedded field of tracking particles at the mid-plane. In order to achieve optical 
access to the glass bead of interest, a transparent matrix material of polydimethylsiloxane (PDMS) is used. The tensile test 
samples have a nominal gage section of 9 mm width by 12 mm thickness. We use commercially available Sylgard 184 from 
Dow Corning as the PDMS matrix material, a ~650 μm 3M hollow glass microsphere for the primary inclusion, and 27– 
32 μm Cospheric black polyethylene microspheres to construct a layer of fine tracking particles around the glass bead which 
serves as the DIC speckle pattern. The optical properties of all components allow for direct observation of the embedded DIC 
speckle pattern during the tensile test. This ensures that the calculation of the strain field surrounding the glass bead during 
loading and the debonding event can be achieved. A diagram of a fully constructed sample is shown in Fig. 1. 

Fig. 1 Diagram of fully 
constructed tensile test sample 
with embedded DIC speckle 
pattern and glass bead inclusion 
[8]
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Fig. 2 Layered approach to constructing tensile test samples with embedded DIC speckle pattern and glass bead inclusion [8] 

Fig. 3 The location of the maximum local tensile strain is indicated. Example of calculated strain field in the vicinity of the embedded particle in 
the vertical direction one frame pre-debond and one frame post-debond [8] 

Construction of the samples is completed in a stepwise fashion with multiple casting and curing steps. This multiple 
step fabrication process enables placement of the glass bead at the approximate center of the dog bone and the DIC speckle 
pattern at the approximate mid-plane of the sample and bead. First, a base layer of matrix material is poured into the mold 
and then partially cured at 70 ◦C for 30 min to provide a solid base to place the glass bead upon. Second, a thin layer of 
matrix material is added to the partially cured base layer, the glass bead is placed, and the entire assembly undergoes a second 
cure cycle at 70 ◦C for 30 min. Third, the fine tracking particles are deposited on the cured surface of the second layer, and 
the remaining thickness of the mold is filled with matrix material. The entire sample assembly undergoes a third and final 
cure cycle at 70 ◦C for 30 min. The entire fabrication process is depicted in Fig. 2. 

After fabrication, samples are stored under ambient conditions in the laboratory for a period of at least 3 weeks before 
testing. This time period is based on the results of an aging study we conducted recently [9] in which we found that the elastic 
modulus of Sylgard 184 continues to increase after fabrication for approximately 3–4 weeks and then reaches an asymptotic 
value. After the allotted time, each sample is tested using a conventional load frame. A tensile load is applied at 0.5 mm/s in 
order to apply a constant engineering strain rate. The evolution of the speckle pattern is captured by a 4 MP camera which 
is mounted on a translating stage to ensure the region of interest remains in the field of view of the camera due to the highly 
compliant nature of the elastomer matrix. 

The resulting data includes a stress vs. strain curve from the load frame and a time series of images from the camera. The 
stress-strain curve provides the global stress in the gage section of the dog bone. The speckle pattern images are processed in 
a commercial DIC application to obtain the time-resolved two-dimensional strain field surrounding the glass bead inclusion 
from the unloaded state up to and through the debonding event. Figure 3 shows the calculated strain field in the vertical 
direction one frame pre-debond and one frame post-debond. The combination of the global stress measurement and the local 
strain field provides a rich data set describing the debonding process.
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Fig. 4 Cross-section diagram of tensile dog bone sample highlighting the cold joints and functionally graded layers 

Functional Grading and Cold Joints 

While our fabrication approach is necessary for placement of the embedded glass bead and DIC speckle pattern, the presence 
of functional grading and cold joints caused by this process is unrepresentative of a homogeneous matrix material. Due to 
the multi-step casting and curing process, the base layer is exposed to three cure cycles, while the top layer is exposed to 
only one cure cycle. A fully constructed tensile sample consisted of three layers and two cold joints: the base layer, middle 
layer, and top layer with one cold joint between the base/middle layers and one cold joint between the middle/top layers, as 
depicted in Fig. 4. 

Each cure cycle is prescribed at 70 ◦C for 30 min using a convection oven, with each casting step taking approximately 
10 min. For reference, Dow specifies various cure times for Sylgard 184 ranging from 48 h at 25 ◦C to 10 min at 150 ◦C [10]. 
While each cure cycle is the same temperature and time duration, it follows that the base layer is cured for a total of 90 min, 
the middle layer is cured for a total of 60 min, and the top layer is cured for a total of 30 min. A natural consequence of this 
is that for a freshly fabricated fully constructed sample, each layer may have different mechanical properties. It is important 
to quantify this functional grading as it may have implications on data interpretation and computational model calibration. It 
is also important to quantify the effect of the presence of the cold joints for the same reasons. 

To evaluate the effect of the functional grading and cold joints, we have devised two series of experiments to compare 
the effective bulk mechanical properties of homogeneous and multiple step constructed samples. The first series aims to 
specifically evaluate the functional grading, and the second series evaluates the presence of the cold joints. In both series, 
sample testing was conducted approximately 3 weeks after sample fabrication in accordance with the recommendations in 
our Sylgard 184 aging study to allow for the natural aging to stabilize [9]. 

For the functional grading study, three sets of six samples were produced. Each sample was cast to a “full” sample 
thickness of approximately 12 mm in a single casting step. Each set was then cured in a convection oven at 70 ◦C for 30, 60, 
and 90 min, respectively. The samples which were cured for 60 and 90 min were allowed to remain in the oven for the full 
duration rather than being pulled from the oven as they would be for a typical sample fabrication process. Each dog bone 
was individually packaged and stored in the same laboratory as the tensile load frame. All sample fabrication and testing 
were completed by the same operator using the same oven and load frame. Two different molds were used to expedite the 
fabrication process; however, both molds are nominally the same geometry. Tensile testing was completed using an MTS 
Exceed E42.503 5 kN load frame with a 1 kN load  cell.  All samples  were  aged for a prescribed 27 days. 

For the cold joint study, three sets of 12 samples were produced. Each batch of dog bone samples was cast with one, two, 
or three layers to represent each stage of sample production. The first set was cast as a single layer of full 12 mm thickness 
with a single cure cycle for 30 min at 70 ◦C. The second set was fabricated in two steps, each 6 mm thickness, and two 
30-min cure cycles at 70 ◦C. The third set was fabricated in three steps with each layer having the same thickness as a typical 
fully constructed sample and cured in three 30-min cycles at 70 ◦C. The first sample set of this series is essentially the same 
as the 30-min cure sample set of the functional grading series. Each dog bone sample was individually packaged and stored 
in the same laboratory as the tensile load frame. As with the functional grading series, all sample fabrication and testing were 
completed by the same operator using the same oven and load frame. Each set was fabricated using two available molds, 
with both molds having the same nominal geometry. Tensile testing was completed after samples were aged between 21 and 
24 days using an MTS Exceed E42.503 5 kN load frame with a 1 kN load cell. 

Results 

For the functional grading study, batches of six samples were fabricated at three separate curing conditions for a total of 18 
samples. Each batch was cured at 30, 60, and 90 min, respectively, at 70 ◦C and represents each of the three layers of a fully
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Fig. 5 Summary of results for functional grading study (a) and cold joint study (b) 

constructed tensile sample (see right-most cross section of Figs. 2 and 4). The metric of interest from each tensile test was 
chosen as the slope of the stress-strain curve up to 25% strain. This slope represents the Young’s modulus of the material 
and was determined using linear regression. The Young’s modulus for the 30-, 60-, and 90-min cure samples was measured 
to be 1.114 ± 0.053 MPa, 1.247 ± 0.046 MPa, and 1.234 ± 0.028 MPa, respectively, where the values reported are the 
arithmetic mean and one standard deviation. These data are plotted in Fig. 5a. It is observed that the mean Young’s modulus 
for the 60- and 90-min cure time samples is within one standard deviation between these batches, indicating no significant 
difference between the stiffness of the materials. However, it is observed that the mean Young’s modulus of the 30-min cure 
time samples is 11.4% lower than the mean of the 60- and 90-min mean Young’s modulus values. Additionally, the mean 
value of the 30-min cure time sample is outside of the standard deviation of the other two longer cured samples and indicates 
a more compliant material. 

For the cold joint study, batches of 12 samples were fabricated for three separate layering conditions to produce a total of 
36 samples. The first sample batch consisted of a single layer (no cold joints), the second sample set consisted of two layers 
(one cold joint), and the third sample set consisted of three layers (two cold joints). The metric of interest from each tensile 
test was again chosen as the slope of the stress-strain curve up to 25% strain to represent the Young’s modulus of the material 
and was determined using linear regression. The Young’s modulus for the single-, two-, and three-layer sample sets were 
measured to be 1.147 ± 0.035 MPa, 1.165 ± 0.029 MPa, and 1.187 ± 0.062, respectively, where the values reported are the 
arithmetic mean and one standard deviation. These data are plotted in Fig. 5b. It is observed that the mean of the moduli of 
the single- and double-layer samples lies within one standard deviation of the “full” three-layer samples. Furthermore, the 
difference of the mean Young’s modulus between the three-layer system and the single homogeneous system is 0.04 MPa. 
These results indicate that there is no significant difference in the stiffness between the layered systems. 

Conclusion 

In this work we have built upon our previously developed technique [8] in order to further understand the capability and 
limitations of our approach. We have investigated the effect of functional grading and cold joints due to the sample fabrication 
process on the bulk elastic stiffness of our tensile test samples. We have conducted two test series to investigate these two 
effects and have concluded that there is no significant difference in the Young’s modulus across each of the three layers. 
Additionally, we conclude that there is no significant influence of the cold joints on the bulk stiffness of our tensile samples. 
For further data processing, modeling, and simulation efforts, the stepwise constructed tensile dog bone samples can be 
considered as a simplified monolithic sample with minimal effects due to the functional grading and cold joints. 
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