
Mahdi H. Miraz
Garfield Southall
Maaruf Ali
Andrew Ware (Eds.)

Emerging Technologies 
in Computing
6th EAI International Conference, iCETiC 2023 
Southend-on-Sea, UK, August 17–18, 2023 
Proceedings

538



Lecture Notes of the Institute
for Computer Sciences, Social Informatics
and Telecommunications Engineering 538

Editorial Board Members
Ozgur Akan, Middle East Technical University, Ankara, Türkiye
Paolo Bellavista, University of Bologna, Bologna, Italy
Jiannong Cao, Hong Kong Polytechnic University, Hong Kong, China
Geoffrey Coulson, Lancaster University, Lancaster, UK
Falko Dressler, University of Erlangen, Erlangen, Germany
Domenico Ferrari, Università Cattolica Piacenza, Piacenza, Italy
Mario Gerla, UCLA, Los Angeles, USA
Hisashi Kobayashi, Princeton University, Princeton, USA
Sergio Palazzo, University of Catania, Catania, Italy
Sartaj Sahni, University of Florida, Gainesville, USA
Xuemin Shen , University of Waterloo, Waterloo, Canada
Mircea Stan, University of Virginia, Charlottesville, USA
Xiaohua Jia, City University of Hong Kong, Kowloon, Hong Kong
Albert Y. Zomaya, University of Sydney, Sydney, Australia

https://orcid.org/0000-0002-4140-287X


The LNICST series publishes ICST’s conferences, symposia and workshops.
LNICST reports state-of-the-art results in areas related to the scope of the Institute.
The type of material published includes

• Proceedings (published in time for the respective event)
• Other edited monographs (such as project reports or invited volumes)

LNICST topics span the following areas:

• General Computer Science
• E-Economy
• E-Medicine
• Knowledge Management
• Multimedia
• Operations, Management and Policy
• Social Informatics
• Systems



Mahdi H. Miraz · Garfield Southall · Maaruf Ali ·
Andrew Ware
Editors

Emerging Technologies
in Computing
6th EAI International Conference, iCETiC 2023
Southend-on-Sea, UK, August 17–18, 2023
Proceedings



Editors
Mahdi H. Miraz
Xiamen University Malaysia
Selangor, Malaysia

Maaruf Ali
Universiteti Metropolitan Tirana
Tirana, Albania

Garfield Southall
University of Chester
Chester, UK

Andrew Ware
University of South Wales
Pontypridd, UK

ISSN 1867-8211 ISSN 1867-822X (electronic)
Lecture Notes of the Institute for Computer Sciences, Social Informatics
and Telecommunications Engineering
ISBN 978-3-031-50214-9 ISBN 978-3-031-50215-6 (eBook)
https://doi.org/10.1007/978-3-031-50215-6

© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2024

This work is subject to copyright. All rights are reserved by the Publisher, whether the whole or part of
the material is concerned, specifically the rights of translation, reprinting, reuse of illustrations, recitation,
broadcasting, reproduction on microfilms or in any other physical way, and transmission or information
storage and retrieval, electronic adaptation, computer software, or by similar or dissimilar methodology now
known or hereafter developed.
The use of general descriptive names, registered names, trademarks, service marks, etc. in this publication
does not imply, even in the absence of a specific statement, that such names are exempt from the relevant
protective laws and regulations and therefore free for general use.
The publisher, the authors, and the editors are safe to assume that the advice and information in this book
are believed to be true and accurate at the date of publication. Neither the publisher nor the authors or the
editors give a warranty, expressed or implied, with respect to the material contained herein or for any errors
or omissions that may have been made. The publisher remains neutral with regard to jurisdictional claims in
published maps and institutional affiliations.

This Springer imprint is published by the registered company Springer Nature Switzerland AG
The registered company address is: Gewerbestrasse 11, 6330 Cham, Switzerland

Paper in this product is recyclable.

https://orcid.org/0000-0002-6795-7048
https://orcid.org/0000-0001-9906-5004
https://orcid.org/0000-0003-4027-1852
https://orcid.org/0000-0002-9354-5039
https://doi.org/10.1007/978-3-031-50215-6


Preface

It is our great pleasure to introduce the Proceedings of the Sixth International Conference
on Emerging Technologies in Computing (iCETiC ’23), held on the 17th and 18th
August, 2023. This year, the conference was physically held at the University of Essex,
Southend-on-Sea, UK. This was as important move to come back to the ‘old normal’
after the COVID-19 pandemic.

The theme of iCETiC ’23 was ‘Emerging Technologies’ as outlined by the Gartner
Hype Cycle for Emerging Technologies, 2022. This conference drew together interna-
tional researchers and developers from both academia and industry – especially in the
domains of computing, networking and communications engineering.

iCETiC ’23 was organised by the International Association for Educators
and Researchers (IAER). As a knowledge partner, the European Alliance for Inno-
vation (EAI) also played a significant role in organising the conference and publishing
the proceedings.

This year, iCETiC received a total of 41 submissions out of which 15 were accepted
following the blind peer review process by at least three reviewers. The primary
conference tracks were:

• Track 1 - AI, Expert Systems and Big Data Analytics;
• Track 2 - Information and Network Security;
• Track 3 - Cloud, IoT and Distributed Computing.

Apart from the high-quality technical paper presentations, the technical program fea-
tured two keynote speeches. The keynote speakers were Andrew Ware from University
of South Wales, UK and Hoshang Kolivand from Liverpool John Moores University,
UK.

It was a great pleasure to work with such an excellent organising committee team,
who put in significant effort in organising and supporting the conference. The work
of the Technical Programme Committee is also much appreciated: they completed
the peer-review process of technical papers, culminating in a high-quality professional
programme.

Yet again, iCETiC ’23 provided an excellent forum for researchers, developers and
practitioners to discuss recent advancements in computing, networking and communi-
cations engineering. We will continue to strive to ensure that future iCETiC conferences
will be as successful and stimulating.

Mahdi H. Miraz
Garfield Southall

Maaruf Ali
Andrew Ware

http://icetic23.theiaer.org/
http://icetic23.theiaer.org/
https://www.gartner.com/en/newsroom/press-releases/2022-08-10-gartner-identifies-key-emerging-technologies-expanding-immersive-experiences-accelerating-ai-automation-and-optimizing-technologist-delivery
http://icetic23.theiaer.org/
http://theiaer.org/
https://eai.eu/
http://icetic23.theiaer.org/
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Physics-Informed Machine Learning Assisted
Liquid Crystals µWave Phase Shifters Design

and Synthesis

Jinfeng Li1,2(B)

1 Beijing Institute of Technology, Beijing 100081, China
jinfengcambridge@bit.edu.cn

2 Imperial College London, London SW7 2AZ, United Kingdom

Abstract. Liquid crystal (LC) has proven to be a promising material for
microwave (µWave) phase shifters at GHz ranges, due to their continuous and
wide tunability, as well as reasonably low absorption loss. However, designing
LC phase shifters that meet specific application requirements (e.g., SpaceTech)
is a challenging task that entails a complex trade-off between various parame-
ters. Physics-informedmachine learning (PI-ML) combines the power of machine
learning with the underlying physics to develop a more accurate and interpretable
model. Leveraging PI-ML to inform LC µWave device design is a relatively new
area, with tremendous opportunities for exploration and innovation. In this article,
a deep learning assisted LC µWave phase shifter design and synthesis framework
is proposed. By incorporating physical constraints and knowledge into deep neu-
ral networks, one can effectively balance the trade-off between different design
parameters and synthesize LC phase shifter structures that meet specific perfor-
mance requirements (e.g., insertion loss, insertion loss balancing, phase tuning
range, tuning speed, power consumption). The framework is envisaged to allow
for the efficient and effective exploration of the design space, resulting in improved
accuracy and efficiency compared to traditional two-stage design methods.

Keywords: Liquid crystals · Liquid crystals phase shifter · Phase array · Phase
shifter · Physics-informed machine learning · Reconfigurable mmWave · µWave

1 Introduction

1.1 Status of Electronic Design Automation

The shift of RF component designers and engineers from using Smith Chart (for
impedance matching lump circuit elements) in the past, to employing Electronic Design
Automation (EDA) [1], is largely enabled by the evolution of high-performance comput-
ing. Arguably, EDA aids engineers in creating and putting into practice novel concepts
and determining the best configurations (mainly by design) to boost bandwidth or spatial
resolution for designing µWave transmission line components based on the theoretical

© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2024
Published by Springer Nature Switzerland AG 2024. All Rights Reserved
M. H. Miraz et al. (Eds.): iCETiC 2023, LNICST 538, pp. 3–13, 2024.
https://doi.org/10.1007/978-3-031-50215-6_1

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-50215-6_1&domain=pdf
http://orcid.org/0000-0001-9462-2625
https://doi.org/10.1007/978-3-031-50215-6_1
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understanding of microstrip, slot line, strip line, and coplanar waveguide. The expense
of testing can be decreased, and the behavior of devices can be understood, even in
operating settings that can only be digitally modelled, by incorporating modelling and
simulation early in the design process.

Using specialised algorithms and modelling techniques, e.g., full-wave simulation
[2, 3], ray tracing [4], and other approximations [5, 6], simulation software ensures
relatively accurate estimates at any length scale, from subwavelength to optically big.
In most cases, models may need to take into account various factors, e.g., temperature
changes, mechanical stress, deformation, or themodulation of light by electrical fields—
in other words, they must be multi-physics models [7]—in order to effectively depict
real-world circumstances.

However, how touse theEDAsoftware properly andmodel these problems accurately
[8] requires extensive research and hands-on experience in device design and experimen-
tal validation, in particular, for µWave active circuits [9]. Furthermore, current research
and academic activities are running in a highly collaborative manner, indicating that
most researchers and academics are specialised in a specific (limited) range of devices
design and simulation, whereas lacking working experience on devices that they have
yet to experiment with.

Furthermore, off-the-shelf full-wave simulation software is computationally inten-
sive, which challenges the use of high-performance dedicated hardware (challenged
in cost) for the sake of reduced computational time. On the contrary, lumped-element
circuit-theory-based simulations offer far faster solutions for preliminary design guide-
lines in certain problems, which are nonetheless challenged in reliability for describing
transmission lines of complex geometries.

1.2 Nematic Liquid Crystal Enabled Reconfigurable Devices Design

Nematic liquid crystals (NLC, abbreviated as LC in this work) are a type of unusual
organic materials that are orientationally organized but flowing like liquids. Correspond-
ingly, the material structure is like the anisotropic crystal solid phase, but the molecules
are still able to move, resulting in them showing significant promise in reconfigurable
devices operated at optical, terahertz (THz), andµWave frequencies by encapsulating the
materials in an appropriately designed wave-guided device structure (e.g., transmission
line or waveguide) commensurate with the operating wavelength ranges. This is because
LC exhibits unique optical and electrical properties from the microscopic representation
to the macroscopic overview.

Figure 1 below outlines the physics underpinning LC-enabled tunable µWave and
optical devices, i.e., dielectric anisotropy and optical birefringence (macroscopically).
The specific properties of a particular LC material can vary depending on its chemical
composition andmolecular structure (microscopically).With benzene rings linearly con-
nected, the resultantly elongated molecular shape anisotropy (colloquially referred to as
rod-like molecules) gives rise to the dielectric anisotropy, indicating that the molecular
orientation controlled by external stimuli (e.g., a low-frequency low-amplitude voltage
bias) can formulate the phase shifting functionality of electromagnetic wave (the dielec-
tric constant change provides the wave speed modulation and hence the output phase
varying).
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Fig. 1. Physics underlying LC tunable µWave and optical devices.

In recent decades, LC tunable dielectrics have gained significant attention for their
potential to enable innovative applications in the RF (includingµWave [10], millimeter-
wave [11]) and THz [12] regions, amongwhich electromagnetic (EM) full-wave analysis
is crucial for predicting the performance (e.g., of a LC-enabled passive phase shifter
component). From the scope of application (system-level performance), the reliability,
uniformity of the LC layer and how this will affect the beam steering quality merit
investigation. To be more specific, this connects to the reproducibility and repeatability
of the voltage response of each phase shifter component. The insights and feedback
from these manufacturing and reliability wise issues comprise a good opportunity to the
recent surge of interest in machine learning models.

1.3 Conventional Two-Step Multi-scale Modelling Approach

Traditionally, the LC µWave phase shifters design has been majorly done through
physics-based modeling and simulation, which can be time-consuming and compu-
tationally intensive (expensive) for large-array ultra-wide-band systems. The numerical
representation (characterization) of a LC µWave device requires a multi-scale model
that links molecular dynamics simulations [13] with full-wave simulation (e.g., by finite
element analysis) [14], i.e., a two-step approach. In the first step, the molecular inter-
actions between the constituent particles of the LC are modelled using a mesoscopic or
molecular-scale approach. This step provides an understanding of the structure and prop-
erties of the LC, including its phase transitions (temperature dependent) and response to
external stimuli (quasi-static electric field, magnetic field, or light field). In the second
step, the macroscopic properties of the LC are modelled using continuum mechanics,
which involves treating the LC as a continuous medium. This step provides an under-
standing of how the LC as a tunable dielectric layer varies the wave speed (and hence
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the phase shift produced) of the propagating signal, the results of which can be used to
design and optimize tunable components. The strengths of this approach are summarized
below in Fig. 2.

Fig. 2. Advantages of conventional two-step approach in modelling LC tunable devices.

There are various drawbacks to the two-stepmethod for developingLCphase shifters.
First, it may lead to mistakes and errors since different models are used at various scales
with erroneous assumptions, which causes discrepancies in the results. The method is
also computationally costly and time-consuming, which may restrict the design space
and preclude large-scale optimizations. The coupling between LCD master (Shintech)
[15] and HFSS (Ansys) [16] has yet to be seamless. Additionally, the optimization
of designs for performance needs can be hampered by the incomplete understanding
of the underlying physics. For instance, the wave-occupied-volume-ratio concept as
proposed by [17], and the figure-of-merit reflection as raised by [18], have yet been
analytically linked. The problem encompasses a multitude of nonlinearities that remain
to be exploited. It might be difficult to integrate many models at various scales, which
can result in mistakes and inconsistencies in the final design.

2 Proposed Physics-Informed Machine Learning

Is deep learning assisted liquid crystals (LC) microwave (µWave) devices design an
unexploited area? This was first raised in our pioneering work presented at the 2022
IEEE MTT-S International Microwave Workshop Series on Advanced Materials and
Processes for RF and THzApplications [19], which leads to a reflection on formulating a
computationally efficient (single-stage) and scalable alternative to the classical two-step
modelling approaches.

This paper proposes a physics-informed machine learning (PI-ML) approach (a sub-
type of machine learning) for the LCµWave phase shifters design, which involves incor-
porating physical principles and constraints into the learning process. The framework
and exemplary code implementation are presented in Sect. 2.1 and Sect. 2.2, respectively.
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2.1 New Framework for LC µWave Phase Shifters Design

To develop a machine learning model for liquid crystal (LC) µWave phase shifters,
high-resolution experimental data or industry-wide data set (large and diverse datasets)
must first be collected at various frequencies and temperatures with varying material
parameters (e.g., dielectric constants, refractive index) and geometry sizes (e.g., LC layer
thickness, delay line length). Relevant features must then be extracted from this data,
such as the thickness and birefringence (dielectric anisotropy) of the LC layer set to be
used to train a machine learning model. It is important to incorporate physical principles
(e.g., conservation laws, symmetries, and boundary conditions) into themachine learning
algorithms to achieve physics-informed machine learning (PI-ML) [20]. This approach,
as illustrated in the framework shown below in Fig. 3, will allow for the creation of a
more accurate and reliable model for LC µWave phase shifters.

Fig. 3. Proposed framework of physics-informed machine learning (PI-ML) approach to design
a LC tunable phase shifter.

A few benefits are provided by physics-informed machine learning (PI-ML) for
the design optimization of LC phase shifters. The benefits of physics-based modelling
and machine learning are combined in PI-ML, which improves accuracy and speeds up
convergence of predictions. PI-ML is more versatile and adaptive since it can handle
a greater variety of design scenarios and is not constrained by certain assumptions or
models. PI-ML can shed light on the system’s underlying physics, enabling a deeper
knowledge of the physical workings and optimum design elements that boost efficiency.
Furthermore, PI-ML, which is computationally efficient and affordable, can be used to
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discover complex nonlinear relationships between design parameters and performance
indicators, reducing the need for sophisticated models.

PI-ML has benefits for liquid crystal phase shifters, but it also has restrictions on
how it may be used. The restricted data availability, especially for new LC materials or
systems, is one of themajor drawbacks and can restrict the applicability of PI-ML in some
circumstances. Another drawback is the difficulty in model interpretation, which can
make it challenging to pinpoint crucial design parameters or comprehend the underlying
physical mechanisms, especially for complex systems.

Furthermore, being sensitive to the caliber of the input data, PI-ML can overfit
the training data and produce unfavorable designs. While PI-ML can shed light on the
system’s physical workings, it could not have as thorough a grasp of physics as a fully
physics-based model, which could restrict its capacity to generalize beyond the training
dataset. It might be argued that training on larger and better formatted data sets is highly
desired to support on-demand prototyping and design requirements.

2.2 Implementation Case

In this code example, a condensed physics-based model is created to connect a bias volt-
age input and various dimension inputs to a liquid crystal (LC) coplanar transmission line
phase shifter’s key output (bias voltage dependent differential phase shift, insertion loss,
impedance, return loss). The cross section of the transmission line model in this example
is assumed to be uniform in size (no tapering), i.e., without considering the impedance
discontinuity [14] when interfacing with connectors. This model is subsequently utilized
to create artificial training data. The code uses MATLAB’s Neural Network Toolbox to
define and train the physics-informed machine learning model. It consists of two hidden
layers with 64 neurons each. The model is trained with 100 epochs and a batch size of
32. After training, the model makes predictions on the test set, and the post-processing
step enforces the specified constraints on the predicted values. The differential phase
shift is targeted the range of 0–360°, impedance matching is targeted 50�, insertion loss
is limited to −2 dB or lower, and return loss is limited to −20 dB or lower. Finally, the
code evaluates the model’s performance by calculating the loss between the predicted
and actual values.

It must be noted that this simplified code tutorial (see Fig. 4) is meant to demonstrate
the fundamental concept of using PI-ML for LC phase shifter design. For more precise
and reliable predictions, however,more complicated neural network designs and physics-
basedmodelsmay actually be needed. For instance, a similar strategy can be incorporated
onmodelling the bias voltage-dependent differential phase shift variations amongdiverse
phase shifting states,with the target ofminimizing suchdeviations. Furthermore, relevant
PI-ML representation for response time and figure-of-merit (°/dB defined by the ratio
of maximum differential phase shift to maximum insertion loss) can also be produced.
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Fig. 4. A brief tutorial of PI-ML code implementation for modelling an electrically tuned LC
phase shifter.

3 Discussion on Current Status and Future Outlook

Current computational researchers are facing a concern of placing more emphasis on
the various technical strategies of solving boundary value problems and computing
eigenmodes, rather than on the justification for a given methodology to address a partic-
ular set of issues at the outset. It is envisioned that the physics-informed deep learning
can provide an alternative approach (single-stage) to LC µWave reconfigurable devices
modelling problems intractable by the classical two-step computation paradigm. In this
work, the changes and technological developments needed to achieve this are briefly
discussed. More specifically, this raises a comparison of physics-informed deep learn-
ing (PI-DL) against the physics-informed machine learning (PI-ML), as elaborated in
Sect. 3.1, followed by the outlook for the application scope described in Sect. 3.2.
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3.1 Physics-Informed Deep Learning vs. Physics-Informed Machine Learning

Albeit PI-ML and PI-DL are both physics-based techniques, they differ substantially
from one another. Arguably, the sort of model utilised is the primary distinction between
PI-ML and PI-DL.

In PI-ML, the model is frequently a neural network-like method for regression or
classification that has been trained using data and actual constraints. These limitations
could come in the form of model parameter constraints or physics-expressed mathe-
matical equations. On the other hand, PI-DL employs deep neural networks designed
specifically to include physics-basedmodels. The architecture of the network is based on
the underlying physics of the system, allowing formore accurate and efficient modelling.

One advantage of PI-ML is that a range of problems, including those with ambiguous
or imprecise mathematical definitions can be resolved using it, e.g., investigating how a
LCµWave phase shifter’s insertion loss quantitatively relates with the dielectric constant
of the LC, under the specific impedance-matching constraint (e.g., 50 ohms for most
cases), whilst achieving a specific phase shifting range (e.g., up to 360° suffices).

Moreover, PI-ML may be taught using existing machine learning frameworks and is
rather easy to set up. The data sets used for training PI-ML have an impact on its accuracy
and extrapolation skills. However, in complex systems with poorly defined physical
boundaries (e.g., non-conventional connectors [14] included in the computationalmodel)
or large levels of fluctuation (e.g., higher-order-mode [14] induced surfacewave radiation
and reflection phenomena), this can be especially problematic.

Contrarily, the advantage of PI-DL is that it is more exact and resistant to extrapola-
tion. This is because the neural network architecture directly incorporates the physics-
based model, enabling more accurate predictions to be made even when physical con-
straints are not completely known. On the other hand, PI-DL may require more pro-
cessing resources (for which limited data is available right now, but promising in the
future as more and more research is devoted to the LCµWave field) and call for a deeper
knowledge of both deep learning and physics.

Overall, LC phase shifters can be designed using PI-ML and PI-DL where appropri-
ate. While PI-DL can be used to develop models that are more accurate and trustworthy
and that fully account for the underlying physics, PI-ML can be used to develop predic-
tionmodels that are based on pre-existing data and physical constraints. Both PI-ML and
PI-DL provide novel and intriguing opportunities for more accurate and effective LC
phase shifter design. The particular application and the resources at hand will determine
the method to use.

3.2 Application Scope

In the midst of ongoing space race and an ever-growing IoT ecosystem [21], the
high-growth SpaceTech sector arguably gives rise to a host of targeted applications
(as illustrated in Fig. 5) for the liquid crystal (LC) enabled technology [22, 23],
including but not limited to inter-satellite communications, satellite internet (address-
ing the world’s unconnected and under-connected populations), radioastronomy (radio-
telescope), remote sensing, µWave/light-wave beam steering (RADAR and LiDAR), as
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well as other mission-critical scenarios [24] that are academically or industrially moti-
vated. It is envisaged that physics-informed Machine Learning (PI-ML) that combines
the power of machine learning with the underlying physics can develop a more accurate
and interpretable model amid these applications.

Fig. 5. Potential LC-enabled applications in the high-growth SpaceTech sector.

4 Concluding Remarks

In conclusion, liquid crystal (LC) has demonstrated great potential as a functional mate-
rial forµWave phase shifters in theGHz range, owing to its wide tunability and relatively
low absorption loss. However, designing LC phase shifters to meet specific application
requirements, such as SpaceTech, poses a significant challenge that involves a com-
plex trade-off among various parameters. To address this challenge, physics-informed
machine learning (PI-ML) offers a promising approach by combining the strengths
of machine learning and underlying physics principles to develop more accurate and
interpretable models. This article proposes a deep learning-assisted framework for the
design and synthesis of LCµWave phase shifters. By integrating physical constraints and
knowledge into deep neural networks, this framework effectively balances the trade-off
between different design parameters and enables the synthesis of LC phase shifter struc-
tures that fulfill specific performance requirements, including insertion loss, insertion
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loss balancing, phase tuning range, tuning speed, and power consumption. The frame-
work is expected to facilitate efficient and effective exploration of the design space,
leading to improved accuracy and efficiency compared to traditional two-stage design
methods. The application of this framework holds tremendous potential for innovation
and advancement in the field of LC µWave device design and system integration (e.g.,
the advent of reconfigurable intelligent surface [25]).
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Abstract. Earthquake prediction remains a major challenge in the field of geo-
physics, with significant implications for disaster management and risk reduc-
tion. Accurate prediction depends on identifying and selecting relevant features
from large and complex datasets. In this study, we present a novel feature selec-
tion method, the Chaotic Chimp based African Vulture Optimization Algorithm
(CCAVO), applied to earthquake magnitude prediction. The model was trained on
a dataset containing various seismic event characteristics such as latitude, longi-
tude, depth, and other geological factors. The target variable for prediction was the
magnitude of the seismic event. We conducted three stability tests on the model:
Convergence Rate, Consistency Test, and Sensitivity to Parameters. Our analysis
revealed that the CCAVO demonstrated good convergence behavior, with training
errors reducing over successive iterations, indicating the model’s ability to learn
from the data. The consistency test further showed that the model performance, as
quantified by theMean Squared Error (MSE), remained consistent across multiple
runs with different random seeds, suggesting the model’s stability and robustness
against randomness in initialization. Finally, a sensitivity analysis was performed
to examine the model’s response to changes in its hyperparameters. The model’s
performance was observed to vary with different parameter settings, indicating its
sensitivity to hyperparameters. The optimal parameters found were a learning rate
of 0.1 and 100 estimators, yielding 0.08 MSE from 3-fold cross-validated MSE.

Keywords: Feature Selection · Machine Learning · CCAVO · Feature ranking ·
stability testing · Mean Squared Error · hyper-parameters

1 Introduction

Earthquake prediction has long been a topic of interest to scientists, researchers, and pol-
icy makers alike because of the devastating consequences of seismic events [1, 2]. These
natural disasters can result in significant loss of life, property damage, and economic
disruption [3]. Earthquake prediction involves predicting the location, magnitude, and
timing of the occurrence of seismic events, which can help reduce their adverse effects
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[4, 5]. Accurate earthquake forecasts play a critical role in disaster management and
risk reduction [6]. Timely and accurate forecasts can enable agencies to implement
evacuation plans, allocate resources, and coordinate.

Emergency response more effectively [7, 8]. In addition, well-informed forecasts
contribute to the development of building codes and infrastructure design aimed at
minimizing damage and loss of life in the event of an earthquake [3]. Feature selec-
tion is a critical aspect of developing robust and accurate earthquake prediction models
[9]. The process involves identifying relevant features from large and complex datasets
that can then be used to train machine learning algorithms for seismic event prediction
[10]. Effective feature selection can significantly improve the performance of predic-
tive models by reducing the dimensionality of the data, eliminating noise and irrelevant
information, and preventing overfitting [11]. Despite the importance of feature selection
for earthquake prediction, current methods still face several challenges that leave room
for improvement. Many existing techniques have difficulty identifying the most relevant
and stable features [12]. This inconsistency can lead to unreliable prediction models
because the selected features may not accurately reflect the underlying relationships
in the data [5]. In addition, many feature selection methods are sensitive to noise and
outliers, which can affect the performance of the prediction models [12]. Some tech-
niques, such as filtering methods, may not consider the interaction between features,
potentially overlooking important relationships [9]. In addition, the high dimensionality
of seismic data often presents a challenge for feature selection, as many algorithms have
difficulty effectively managing such large datasets [13]. In addition, there is a lack of
comprehensive comparative studies that evaluate the performance of different feature
selectionmethods in the context of earthquake prediction [14, 15]. This makes it difficult
to determine which methods are most effective in different scenarios or for specific data
sets. These limitations highlight the need for more reliable and effective feature selection
methods to improve the accuracy of earthquake prediction models. The development of
new approaches that address these research gaps can significantly advance the field of
earthquake prediction.

2 Literature Review

Feature selection is a crucial step in developing accurate and reliable earthquake predic-
tion models. The main goal of feature selection is to identify the most relevant features
from large and complex datasets to ultimately improve the performance of the predic-
tion models [9]. A variety of feature selection methods have been applied in the context
of earthquake prediction, including filter methods, wrapper methods, and embedded
methods [16].

Filter methods, such as correlation-based feature selection and mutual information-
based methods, are based on statistical measures of dependence between features and
the target variable (Taylan et al., 2019). These methods are computationally efficient
but may not always identify the optimal subset of features because they do not account
for interactions between features [12]. Wrapper methods such as forward selection,
backward elimination, and recursive feature elimination evaluate feature subsets by
directly assessing the performance of a given prediction model [14]. Although wrapper
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methods can provide better results thanfilteringmethods, they tend to be computationally
intensive because the model must be trained multiple times [16]. Embedded methods
such as Lasso and Ridge regression integrate feature selection into the model training
process and provide a balance between the performance and computational efficiency
of filter and wrapper methods [13].

Stability tests are increasingly recognized as an essential aspect of feature selection
in machine learning and data mining. These tests evaluate the robustness of feature
selection methods by measuring their sensitivity to variations in the input data [17].

Feature selection methods aim to identify the most relevant and informative features
for a given task. However, some methods may be sensitive to noise or outliers in the
data, leading to the selection of unstable features that do not consistently contribute to
the predictive performance of the model [18]. Stability tests help quantify the reliability
of selected features by assessing their consistency across different subsets of the data or
under perturbations in the data [19]. By incorporating stability testing into the feature
selection process, researchers can ensure that the selected features are both relevant and
reliable, resulting in more accurate and generalizable models [17].

Kalousis et al. (2007) [18] introduced a stability-based criterion for evaluating fea-
ture selection methods and emphasized the importance of selecting features that are
robust to variations in the input data. Their study showed that the inclusion of stability
tests can lead to better predictive performance and feature selection. Similarly, Nogueira
et al. (2017) [17] proposed a stability-aware feature selection framework that combines
filteringmethodswith stability tests to identify reliable and relevant features. Their exper-
iments on different datasets demonstrated the effectiveness of their approach in selecting
stable features that consistently contribute to the model’s predictive performance. He &
Yu (2010) [19] also investigated the impact of stability testing on feature selection by
incorporating a stabilitymeasure into a graph-based feature selectionmethod. Their app-
roach effectively identified stable and relevant features that improved the performance
of the resulting models (see Table 1).

Table 1. Overview of the strengths and weaknesses of the feature selection techniques

Feature selection Methods Strengths Weaknesses

Principal Component Analysis (PCA)
(1)

• Reduces dimensionality while
preserving the maximum variance
in the data

• Easy to implement and
computationally efficient

• Assumes linear relationships
between features

• The transformed features may be
difficult to interpret

Independent Component Analysis
(ICA)(2)

• Separates sources of mixed signals
by maximizing the statistical
independence of the components

• Can be useful for discovering
underlying factors or sources in the
data

• Assumes non-Gaussian distributions
of the sources

• Requires more computational
resources than PCA

(continued)
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Table 1. (continued)

Feature selection Methods Strengths Weaknesses

Non-negative Matrix Factorization
(NMF)(3)

• Decomposes data into non-negative
components, leading to more
interpretable results

• Can be useful for identifying
parts-based representations

• Applicable only to non-negative data
• Convergence to a local minimum can
be an issue

Laplacian Score (LS)(4) • Evaluates the importance of
features by preserving the local
structure of data

• Can identify both global and local
features

• Sensitive to the choice of
neighborhood size

• Requires the construction of a
similarity graph

Minimum Redundancy Maximum
Relevance (mRMR)(5)

• Selects features that are highly
relevant to the target variable while
minimizing redundancy

• Can handle large datasets
efficiently

• Assumes pairwise interactions
between features

• May be sensitive to noise and outliers

Correlation-based Feature Selection
(CFS)(6)

• Evaluates features based on their
correlation with the target variable
and other features

• Computationally efficient

• Assumes linear relationships
between features

• May not capture complex
interactions between features

Sparse Subspace Clustering (SSC)(7) • Discovers low-dimensional
subspaces within high-dimensional
data

• Can handle data with missing
values or noise

• Assumes that data lies on multiple
low-dimensional subspaces

• Requires solving an optimization
problem, which can be
computationally expensive

Low-rank Representation (LRR)(8) • Captures the global structure of
data by learning a low-rank
representation

• Robust to noise and outliers

• Requires solving an optimization
problem, which can be
computationally expensive

• Assumes that data lies on a single
low-dimensional subspace

Graph-based Feature Selection
(GFS)(3)

• Captures the local and global
structure of data by constructing a
graph

• Can handle nonlinear relationships
between features

• Captures the local and global
structure of data by constructing a
graph

• Can handle nonlinear relationships
between features

Feature Selection via Joint Embedding
(FSJE)(8, 9)

• Combines multiple feature
selection methods into a unified
framework

• Can handle heterogeneous data
sources

• Requires the selection of appropriate
base feature selection methods

• Can be computationally expensive

Feature Selection via Graph Embedding
(FSGE)(10)

• Preserves the local and global
structure of data by embedding it
into a lower-dimensional space

• Can handle nonlinear relationships
between features

• Requires the construction of a
similarity graph

• May be sensitive to the choice of
graph parameters

Feature Selection via Joint Embedding
and Graph Embedding (FSJEGE)(11)

• Combines the strengths of both
joint embedding and graph
embedding approaches

• Can handle heterogeneous data
sources and nonlinear relationships

• Requires the selection of appropriate
base feature selection methods and
graph construction parameters

• Can be computationally expensive
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3 Methodology

The AVOA (African Vulture Optimization Algorithm) is a nature-inspired metaheuristic
algorithm that was developed as a tool for optimization. It is based on the observed
behavior of African vultures, which are known for their ability to find food in a wide
range of environments. One potential advantage of AVOA is its ability to effectively
search for solutions in a wide range of optimization problems, including those with
many variables and complex constraints. It is also relatively simple to implement, as it
only requires a few parameters to be set by the user. AVOA has been applied to various
optimization problems and has been shown to be effective at finding good solutions.
AVOA has been tested on a variety of optimization problems and has demonstrated its
ability to find high-quality solutions.

The performance of the algorithm may vary depending on the characteristics of the
problem and the parameter values chosen. The computational efficiency of the algorithm
may be lower than that of some other metaheuristic algorithms. The black-box nature
of the algorithm can make it difficult to understand the underlying optimization process
and the reasons for the results obtained. The algorithm has only been tested on a limited
number of benchmark functions and design problems, so its generalizability to other
problem domains is uncertain.

The Chaotic Chimp based African Vulture Optimization Algorithm (CCAVO) algo-
rithm has several novel features that distinguish it from other metaheuristic algorithms.
First, it uses a chaotic search mechanism to explore the search space more effectively.
Second, it uses a chimpanzee-inspiredmotion strategy to improve the convergence speed
of the algorithm. Third, he uses a fitness sharing mechanism to prevent the algorithm
from converging to local optima. The CCAVO algorithm has been shown to be effec-
tive in a number of benchmark optimization problems. In a recent study, the CCAVO
algorithm was compared to a number of other metaheuristic algorithms, including the
Whale Optimization Algorithm (WOA), the Artificial Bee Colony (ABC) algorithm, and
the Genetic Algorithm (GA). The CCAVO algorithm was found to outperform the other
algorithms on the majority of the test problems. The CCAVO algorithm is a promising
new metaheuristic algorithm that has the potential to be used to solve a wide variety of
optimization problems.

Chaotic SearchMechanism: The CCAVO algorithm uses a chaotic search mechanism
to explore the search space more effectively. This is done by adding a chaotic function
to the objective function. The chaotic function brings randomness to the search process,
which helps prevent the algorithm from getting stuck in local optima.
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Chimpanzee-Inspired Motion Strategy: The CCAVO algorithm uses a chimpanzee-
inspired motion strategy to improve the convergence speed of the algorithm. This is
done through a social learning mechanism that controls the motion of the search agents.
The social learning mechanism allows the search agents to learn from each other’s
experiences, which helps them find better solutions faster.

Fitness SharingMechanism: TheCCAVOalgorithm uses a fitness sharingmechanism
to prevent the algorithm from converging to local optima. This is done by sharing the
fitness of the search agents among themselves. The fitness sharing mechanism helps to
ensure that the search agents explore the entire search space rather than focusing on a
small portion of the space.

The steps involved in the Chaotic Chimp based African Vulture Optimization
Algorithm (CCAVO):

Initialize the Population: The algorithm starts with a population of solutions. The
solutions can be randomly generated, or they can be generated using another optimization
algorithm.

Evaluate the Population: The fitness of each solution in the population is evaluated.
The fitness function is a measure of how good a solution is.

Perform Chaotic Search: A chaotic search is performed on each solution in the pop-
ulation. The chaotic search introduces randomness into the search process, which helps
to prevent the algorithm from getting stuck in local optima.

Perform Chimpanzee-Inspired Movement Strategy: A chimpanzee-inspired move-
ment strategy is performed on each solution in the population. The chimpanzee-inspired
movement strategy allows the algorithm to learn from its previous iterations, which helps
it to find better solutions more quickly.

Perform Fitness Sharing Mechanism: A fitness sharing mechanism is performed on
the population. The fitness sharing mechanism prevents the algorithm from converging
to local optima by sharing the fitness of the solutions with each other.

Repeat Steps 3–5 Until a Termination Criterion is Met: The algorithm repeats steps
3–5 until a termination criterion is met. The termination criterion can be a maximum
number of iterations, a maximum change in fitness, or a maximum time.

Return the best solution: The best solution in the population is returned as the output
of the algorithm (see Table 2).
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Table 2. Table code snippet of CCAVOA.

Code snippet 
# Initialize the best solution
best_solution = population[0] 

# Iterate over the maximum number of iterations 
for i in range(max_iter): 

    # Perform chaotic search 
    for j in range(len(population)): 

        # Generate a random number between 0 and 1 
        c = random.random() 

        # Calculate the new solution 
        new_solution = population[j] + c * (population[j] - 
population[np.random.randint(len(population))]) 

        # Evaluate the new solution 
        new_fitness = fitness_function(new_solution) 

        # If the new solution is better than the current solution, replace it 
        if new_fitness > fitness_function(population[j]): 
            population[j] = new_solution 

    # Update the best solution 
    if fitness_function(population[0]) < fitness_function(best_solution): 
        best_solution = population[0] 

return best_solution 

3.1 Data

The lab generated dataset was considered and use it to verify the model were detecting
relevant futures has opposed to noise present in data set. The dataset is adapted from a
USGS(United States Geological Survey) and a previous study by Seifert, Gundlach, and
Szymczak 2019(12). The size of the dataset is 66879 x 19 rows by columns and contains
4 classes. There are nineteen relevant features denoted M1, M2,….,M19, and each are
sampled independently from a standard normal distribution Mi ∼ N(0, 1), i = 1,2…..,
19. Other dataset are used is IRIS and Traffic flow forecast dataset are considered from
UC Irvine Machine learning repository [20, 21].

3.2 Stability Metrics

Stability metrics are a set of measures used to evaluate the robustness and reliability of
machine learning models. Stability is an important consideration in machine learning,
particularly in applications where the model is expected to perform consistently well
despite changes in the input data or slight perturbations.
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Convergence Rate
In optimization algorithms, such as those used in machine learning to minimize a cost or
loss function, the convergence rate is often used to describe how quickly the algorithm
is expected to find the optimal solution.

A method used here is quadratic convergence, if there exists a constant k such that

|xn+1 − L|
|xn+1 − L|2 < k (1)

for all n Quadratic convergence is a type of superlinear convergence but is faster than
any other superlinear convergence.

Consistency Test
A consistency test is a way to check if an estimator or learning algorithm is consistent.
In practice, this could involve using simulations or synthetic data to assess how the
estimator or model’s performance improves as the amount of data is increased.

To test the consistency of a machine learning model, you might:

• Train the model on subsets of the training data of increasing size.
• Evaluate the model’s performance on a separate validation set for each subset of

training data.
• Plot the model’s performance as a function of the training set size. If the model’s

performance continues to improve as the size of the training set increases, this is an
indication that the model is consistent.

An estimator θn

∧

of a parameter θ is consistent if for any ε > 0.

lim
n−>∞P

(∣
∣
∣θn
∧

− θ

∣
∣
∣ > ε

)
= 0 (2)

Sensitivity to Parameters
This sensitivity refers to how much the performance of a model changes in response to
changes in its parameters.

There are two main categories of parameters in machine learning models:

• Hyperparameters
• model parameters.

For a given parameter p, we could define the sensitivity S as the ratio of the change
in the performance metric f to the change in p, which could be estimated as a derivative.

S = �f

�p
(3)
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3.3 Feature Selection Techniques

Boruta
The Boruta algorithm compares the importance of real variables with random “shadow”
variables using statistical tests and various RF executions [30]. A copy of each feature,
known as the shadow version of the original feature, is created and the original values are
permuted across observations [38]. This permutation is done to remove any correlation
with the target variable. A RF is trained on the new data (the new dataset has twice as
many features now) and all features are ranked via the RF’s variable importance. The
importance of the most important shadow feature is used as a threshold. Boruta is based
on the logic: if a feature is truly important, then it should be more important than a ran-
domised version of itself. Original features with a higher importance than this threshold
are considered relevant, whereas those with lower importance are discarded. The Boruta
approach is extensively used on omics datasets [38], particularly gene selection [30]. In
our experiments we used 10,000 estimators and 100 iterations per run.

Variable Importance Test
The VITA algorithm was created to compute the permutation variable importance mea-
sure in a RF [31]. In place of the standard permutation importance calculation, this
algorithm uses the hold-out cross-validated permutation variable importance to measure
the importance of each feature. These values are calculated by splitting the original
dataset into two equally sized subsets. Two RF ensembles are trained using one sub-
set and variable importance is estimated based on the other subset. The final hold-out
importance values are computed by averaging the two estimated scores per feature. This
algorithm is used on datasets of varying sizes in the omics field [38].

Surrogate/Minimum Depth
The minimum depth (MD) technique calculates variable importance based solely on the
position of each feature in each decision tree in an ensemble [30]. The layer in which
each feature first appears in each decision tree is averaged and used to compute variable
importance. Features with MD values above a threshold is discarded or considered not
important. This threshold is based on the average MD of non-relevant variables in a
hypothetical setting where the outcome is not dependent on any variables. There are
various drawbacks to this technique surrounding the tight coupling of the design of the
decision trees with variable importance. These issues are addressed by the surrogate
minimum depth (SMD) variant developed by [32]. SMD incorporates surrogate features
into the MD variable importance scheme to include the correlation between variables
[32] in the determination of importance. The threshold used to differentiate important
from irrelevant features is calculated based on the average SMDof non-relevant variables
in a similar setting to that of MD. In our experiments, both MD and SMD used 100 trees
and the feature space comprised the total number of variables.
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3.4 Feature Ranking Algorithms

Joint Mutual Information
Joint mutual information (JMI) is a feature selection technique developed to eliminate
redundancy in the feature space [33]. Mutual information schemes are unable to detect
when a feature is a function of one or other features. This leads to redundancy in the
selected features as high correlations are left unchecked. JMI was developed to address
this particular case to ensure that the resulting set of selected important features exhibit
low inter-feature correlation. JMI has been used in multi-class and high-dimensional
feature selection [34].

Gini Index
Finally, the in-built variable importance provided by the RF is also considered. The Gini
coefficient orGini importance is used tomeasure the inequality among values of a feature
(13). The importance of each feature is measured as the sum over the number of splits,
across all trees in the ensemble, that include the particular feature as a proportion of the
total number of samples it splits. The importance of a feature is directly proportional
to the number of times it is used to classify a sample. In the context of earthquake
forecasting, Gini Importance can help identify the most relevant variables orfeatures
that contribute to predicting seismic events [36].

The Proposed Stability Test
The proposed test involves manipulating the original dataset D to generate a new dataset,
which will now be referred to as the shuffled dataset D˜. The feature selection/ranking
algorithms are then executed on the original and shuffled datasets to produce one feature
subset each. The similarity metrics described above are used to quantify the similar-
ity between feature subsets of an algorithm. Algorithms with higher similarity values
are therefore considered more stable. The manipulation of D involves scrambling the
inter-feature relationships for each class. Separate the classes C within D and randomly
permute each feature for each class. D̃ is generated by merging all shuffled classes
together. For each feature i in

D and D̃, the strength of the relationship to all target classes C in both D and D̃ is:

I(D̃i ;C) = I(Di ;C) (4)

Thus, the strength of the inter-feature relationship between features i and j for each
class C in both D and D̃ follows the rule:

I
(
Di;Dj|C

) ≥ I(D̃i ; D̃j |C) = 0 (5)

4 Result and Discussion

We can observe the convergence of the model by looking at the decrease in training error
over the iterations can be seen in the Table 3 & Fig. 1 below.
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Table 3. .

Iteration MSE

Earthquake IRIS Traffic Flow

1 0.299 0.3 0.41

3 0.225 0.2 0.36

6 0.2 0.1 0.31

8 0.178 0.05 0.28

10 0.152 0.02 0.26

12 0.14 0.02 0.22

15 0.13 0.02 0.18

18 0.12 0.02 0.16

20 0.115 0.02 0.15

30 0.091 0.02 0.15

40 0.07 0.018 0.1

50 0.07 0.018 0.1

Fig. 1. A Convergence rate of CCAVO for 3 datasets.

The best parameters for the model are a learning rate of 0.1 and 100 estimators. The
corresponding mean squared error (computed using 3-fold cross-validation) is approxi-
mately 0.1058. After adding random noise to the feature, theMean Squared Error (MSE)
of the model on the test set is approximately 0.1036. This is slightly higher than theMSE
of the model trained on the original data (approximately 0.075), indicating that the per-
formance of the model decreases slightly when noise is added to the data. This suggests
that the model is somewhat robust to noise but its performance can still be affected.

Each algorithm also generated 1 feature subset using the original dataset D resulting
in a total of M + 1 feature subsets per algorithm. Table 3 presents the DSC metrics for
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all models for all M + 1 feature subsets generated. The Boruta algorithm is the most
stable according to the DSC index. The average number of features chosen was 5. All
features selected by Boruta in all M + 1 subsets were relevant features. However, not
all relevant features were chosen. This was closely followed by the Gini index feature
ranking algorithm. There was a sharp decline in variable importance past 25 features
and thus Gini’s DSC metric was calculated using subsets of this size. It must be noted
that the top 5 features in all of the subsets generated by Gini were relevant features and
had the subset size been 5, the DSC index for Gini would be 0.9470. The DSC index
for JMI places it third in the stability comparison, however, there was a low number of
relevant features in the top 25 of its feature subsets. The subsets were similar and thus,
presented a good stability score. The average number of features selected by both MD
and SMD was 36. Of the top 10 features in all subsets selected by both MD and SMD,
100% of them were relevant. Finally, although VITA scored the lowest for stability, the
majority of features in the top 5 of each set were relevant, albeit different. Table 4 &
Fig. 2 illustrates the Hamming Distance between all M + 1 subsets for all algorithms.
Boruta, Gini, MD, and SMD produced almost identical subsets for the first five features.
Boruta’s distances plateaued at nine features because this is the size of the largest subset
generated by this algorithhm. Gini ranked features themost consistently past 18 features.
However, MD and SMD performed almost identically and were the most stable between
subsets of 5 and 17 features. There were subtle differences in the subsets generated by
MD and SMD. The feature subsets generated by SMD contained a larger number of
relevant features than the subsets generated by MD. When compared to all the models
the CCAVO had better DSCavg and more relevant features.
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20
40
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% of relevant features  with DSCavg
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Fig. 2. % of relevant features for Hamming Distances For all Models
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Table 4. DSCavg for all Models aptions should be placed above the tables.

Models DSCavg % of relevant features

CCAVO 0.979 97

BOR 0.958 91

VITA 0.6724 91

MD 0.6939 98

SMD 0.7839 99

JMI 0.7539 45

GINI 0.8859 62

5 Conclusion

The novel CCAVO with stability test presented in this paper was used in conjunction
with two stability metrics to gauge the performance of six feature selection / ranking
algorithms. Manipulating the strength of the interfeature relationship had little effect on
the Boruta and Gini index variable ranking algorithms. The VITA, mutual information,
and minimal depth methods were affected to a greater extent in the stability of the
feature subsets they generated. The limitation to this test is the time needed to perform
feature selection/ranking on the new shuffled datasets. However, for research that is
highly dependant on the quality of the subsets extracted from high-dimensional data,
this technique can prove quite useful.
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Abstract. Recommender Systems (RS) are information retrieval systems that can
be used for serving personalized content to online users. Most industrial recom-
mendation systems utilize a large amount of online data to generate personalized
recommendations for users. The quality of the data plays an important role in
the performance of the RS. The majority of the RS data is generated from event
data that are stored in data lakes through multiple data pipelines. Event-based data
pipelines have emerged as a popular approach to handle the massive amount of
data generated by modern applications. In this paper, we explore the impact of
event-based data pipelines on recommendation systems. We discuss how these
pipelines enable efficient data ingestion, real-time processing, and low-latency
recommendations.

Keywords: Information Retrival · Data Engineering · Data Pipeline ·
Recommender Systems

1 Introduction

Recommendation Systems have become a crucial component of modern applications,
providing users with personalized content and product suggestions based on their pref-
erences, behavior, and context. However, as the volume and velocity of data continue
to grow, traditional data processing methods struggle to keep up with the demand for
real-time recommendations. Event-based data pipelines, which rely on asynchronous
data streaming and processing, have emerged as a promising solution to address these
challenges.

In this section, we provide a complete background of our study. First, we briefly
describe recommendation systems and event-based data pipelines. Next, we present the
importance of incorporating event-based data pipelines in RS. We also provide a real-
world example of RS, demonstrating the use of event-based pipelines. Finally, we present
the key contributions of our study.
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Recommendation Systems: RS analyze user data to provide personalized suggestions
and enhance user experience. They can be classified into three major categories: col-
laborative filtering, content-based filtering, and hybrid systems. Collaborative filtering
leverages user-item interactions, content-based filtering considers item features, whereas
hybrid systems combine both approaches.

Event-Based Data Pipelines: They are designed to handle high-velocity and high-
volume data streams. They are built using event-driven architectures, where events rep-
resent changes in the state of an application. The main components of event-based data
pipelines include event producers, event brokers, and event consumers. Producers gen-
erate events, brokers manage and route events, and finally consumers process and react
to events.

Advantages of Event-Based Data Pipelines on Recommendation Systems: An
event-based data pipeline can play a pivotal role in the performance of a recommen-
dation system as compared to a traditional data processing pipeline. Below we discuss
some of the advantages of event-based data pipelines.

– Efficient Data Ingestion: Event-based data pipelines enable efficient ingestion of
user activity and content metadata, providing a scalable and fault- tolerantmechanism
for handling large-scale data streams. This capability is critical for recommendation
systems, as the volumeandvariety of data candirectly impact the quality and relevance
of recommendations [21].

– Real-Time Processing: By enabling real-time data processing, event-based data
pipelines allow recommendation systems to react to user behavior and preferences
more rapidly. Real-time recommendations can significantly enhance user experience,
thereby increasing engagement, satisfaction, and conversion rates [21].

– Low-Latency Recommendations: Event-based data pipelines facilitate low-latency
recommendations by minimizing the time between data ingestion and recom-
mendation generation. This feature is especially important for applications with
highly dynamic content, such as news or e-commerce platforms, where outdated
recommendations can lead to reduced user satisfaction and missed opportunities.

Motivating Real-World Example: In the context of the rapid growth of digital plat-
forms, YouTube, a prominent online video-sharing platform, faced difficulties in provid-
ing real-time, relevant recommendations to its users due to the high volume and variety
of data generated by user interactions and content updates [9]. This issue resulted in
decreased user satisfaction as the users did not receive accurate video recommendations
and missed opportunities for both YouTube and its content creators. The platform had
to deal with an extensive catalog of videos, constantly updated content, and a myriad of
user interactions that included views, likes, comments, and shares. The complexity and
scale of this data overwhelmed their traditional data processing pipelines.

This real-world example highlights the need for a more robust and efficient event-
based data pipeline to address the challenges faced by recommendation systems in
similar scenarios. YouTube’s struggles and solutions underscore the importance of effi-
cient data engineering in improving personalized recommendations and enhancing user
experiences in today’s large-scale digital platforms.
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Contributions: Below we list the key contributions of this work which includes-

– A detailed study and presentation of event-based pipeline issues: The paper provides
in-depth knowledge of problems that can arise in event-based pipelines, a crucial
component for recommender systems. By elaborating on challenges like event dupli-
cation, missing events, and event corruption, the paper provides a framework for
practitioners and researchers to analyze their own systems.

– Performance improvement of recommender systems: By addressing the identified
issues, the recommender system’s performance can be enhanced, leading to better
resource utilization, accurate recommendations, and improved end-user experience.

In the next section, we discuss the gaps in relevant literature focusing on event-based
pipelines. Next, we present in detail all the possible challenges associated with event-
based pipelines. We further present a case study that helps us understand these existing
issues better. Finally, we discuss our observations and some of the possible solutions to
the existing problems. We then conclude with future directions of our work.

2 Related Work

In several existing literature, such as the survey byBobadilla et al. [4], various challenges
and data quality issues are outlined that affect recommender systems. However, these
work do not exclusively focus on event-based pipelines. They provide some general
insights that can be applied to this context.

Several studies have highlighted the importance of data pipelines in the context
of recommender systems. Chen and Gao [7] proposed a comprehensive pipeline for
a hotel recommendation system, which involved pre-processing raw data and training
prediction models. Their work emphasized the importance of data organization and
analysis in building effective recommender systems.

Deng et al. [10] provided a comprehensive review of recommender systems based
on graph embedding techniques. The study proposed a general design pipeline and
compared graph embedding-based recommendation models with conventional models,
suggesting a trade-off between the two approaches in different tasks. Mazaheri et al. [17]
explored the feasibility of a collaborative filtering system to recommend pipelines and
datasets based on provenance records from previous executions. Their work underscored
the potential of data pipelines in enhancing the performance of recommender systems.
Vrijenhoek et al. Vrijenhoek et al. [27] conducted an analysis of the MIND dataset [31]
for their research focused on diverse news recommendations. They further discussed
the effects that various stages of the recommendation pipeline have on the distribution
of different article categories. Tagliabue et al. [25] have argued that immature data
pipelines are preventing a large portion of industry practitioners from leveraging the
latest research on recommender systems. The study proposed a template data stack for
machine learning at a reasonable scale, demonstrating how many challenges can be
addressed by embracing a serverless paradigm.

While these studies implicitly acknowledge the importance of data pipelines in rec-
ommender systems, they do not explicitly discuss the role of event-based data pipelines.
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This observation underscores the motivation for our study, which aims to explore the
potential challenges, impact, and solutions of event-based data pipelines in recommender
systems.Bydoing so,wehope tofill this gap in the literature andprovidevaluable insights
for other researchers and practitioners in the field.

3 Challenges with Event-Based Pipelines

In this section, we first present an overview of the different components of the rec-
ommendation system architecture. Next, we identify and discuss some common issues
associated with event-based pipelines in RS.

Fig. 1. Architecture of data pipelines for Recommendation Systems

Figure 1 delineates the various stages involved in the development and operation of
the recommender system. It commences with feature engineering and model training,
which are crucial for the recommendation engine to generate relevant suggestions.

The data validation and quality check stage ensures the integrity and accuracy of the
data being processed. This stage is critical for maintaining the reliability of the system
and ensuring that the recommendations generated are based on valid and high-quality
data.

The monitoring and alerting stage is responsible for overseeing the system’s per-
formance and raising alerts in case of any anomalies or issues. This stage is essential
for maintaining the system’s robustness and swiftly addressing any problems that could
impact its performance or the quality of its recommendations. The recommendation
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engine, which is prominently featured in the diagram, is the core of the system. It
utilizes processed and validated data to generate recommendations.

Having outlined the architecture and operational flow of the recommender system
from a data engineering perspective, it is essential to address the inherent challenges
that come with designing, implementing, and maintaining such complex data-driven
recommender systems. In the following section, we delve into these challenges, their
impact on the data engineering landscape, and the potential solutions to mitigate them.

3.1 Event Duplication

Event duplication is a common problem in event-based pipelines in recommendation
systems. The event duplication results from inadequate event auditing and a lack of a
de-duplication pipeline. The system contains multiple components that trigger events
regularly, causing some events to be logged repeatedly. Such an event may also include
additional logic to collect logs from various system sections. For instance, in a music
streaming platform like Spotify, user interactions such as playing a song, liking a song,
adding a song to a playlist, and browsing through song recommendations are collected
[3]. These events are crucial for generating personalized recommendations for users.
However, when not instrumented properly, these events may generate many duplicate
entries in the database.

The duplicate entries can lead to several negative effects, such as increased storage
consumption, reduced query performance, and data inconsistencies. Increased storage
consumption in turnmay result in higher infrastructure costs and can become a bottleneck
for systems with limited resources. Duplicate entries could also slow down query per-
formance, as the database has to process redundant data, leading to increased latency for
real-time analytics and user-facing applications.Moreover, data inconsistencies can arise
when multiple duplicate records are updated with different values, causing confusion
and errors in the downstream processes [3, 6].

Impact: Event duplication can cause multiple problems in the performance of the rec-
ommendation system. In sequential recommendation, a duplicate event might create a
popularity or repeatability bias. For example, an online streaming service can create
false data about users’ repeated play of content, such as a song being played multiple
times due to duplicate events. Such behavior can incorrectly infuse a popularity bias into
the system. It can also lead to overfitting of the model.

Potential Solution: In order to avoid event duplication, performing a proper audit
of the event is necessary. It also involves performing rigorous testing of the system’s
event instrumentation to ensure accurate tracking and logging of user interactions, thus
eliminating duplicate entries and improving the recommendation system’s performance.

3.2 Missing Events

Missing events can occur when an event doesn’t fire correctly or is implemented incor-
rectly. For example, in an e-commercewebsite, the systemmay not capture user behavior
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entirely, such as failing to log product views or add-to-cart actions. A real-world exam-
ple of the impact of missing events can be found in a study by Zhang and Jansen [32],
which investigated the effects of missing click-through data on click-through rate (CTR)
estimation in sponsored search advertising.

Impact: Missing data in a machine learning model can lead to several disadvantages,
including reduced accuracy, biased predictions, poor performance, and difficulty in
model training. Algorithms may struggle to handle incomplete data, causing longer
training times, which is detrimental when time is a critical factor.

Potential Solution: To tackle the issue of missing events, it is crucial to establish a
well-designed and reliable event tracking system, such as using a combination of client-
side libraries and server-side event collectors. For example, implementing a solution
such as a custom-built event tracking system can provide comprehensive event capture
and logging. This solution should encompassmeticulous testingmethods for client event
instrumentation, ensuring accurate capture of all relevant user events, minimizing the
risk of data loss, and seamless integration with the existing data pipeline. In addition,
incorporating resilient monitoring systems, such as Prometheus or ELK stack, and error
reporting techniques, like Sentry or Rollbar, can help detect and resolve missing event
problems promptly. These tools enable real-time tracking and alerting on potential issues,
allowing developers to address them proactively. Adopting this strategy guarantees that
the recommendation system functions with comprehensive and precise data, resulting
in enhanced model performance and dependable recommendations [11, 12, 22, 30].

3.3 Event Corruption

The primary reason for event corruption is the faulty implementation of events on the
client or server side. If an event is not correctly captured, it adds noise to the machine-
learning model. One such example of event corruption is capturing an incorrect input of
a click event from the user. Many e-commerce websites add multiple buttons to capture
various user actions. However, due to faulty implementation, it may capture false clicks
of events and thus add noise to the data.

Impact: Noisy data can have a negative impact on the performance of a machine learn-
ing model. If the data used to train the model is noisy, meaning it contains a lot of
irrelevant or incorrect information, it can cause the model to make inaccurate predic-
tions. This is because the model is being trained on data that doesn’t accurately capture
the real-world phenomenon it is trying to model. So the model does not learn the correct
patterns and relationships. As a result, the model is unable to generalize well to new data
and might produce poor results when used in practice. It is therefore important to clean
and preprocess the data before using it to train a machine learning model, to ensure that
it is as accurate and relevant as possible.

Potential Solution: To mitigate event corruption, it is essential to adopt a compre-
hensive approach encompassing thorough event examination and validation processes.
By crafting tailored test cases that align with the specific client event instrumentation,
data integrity can be maintained. Furthermore, integrating advanced real-time tracking
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systems, along with machine learning based anomaly identification techniques, allows
for the swift detection and resolution of event corruption issues. One notable example
is the use of machine learning for anomaly detection in e-commerce platforms, where
event data can be monitored and analyzed for inconsistencies, such as unusual patterns
in user clicks or browsing behavior [30]. By following this proactive strategy, the rec-
ommendation system can work with high-quality data, resulting in improved model
performance.

3.4 Data Association

Data association refers to the process of linking and correlating various data points, often
originating fromdifferent sources, to create a comprehensive and cohesive understanding
of user behavior and preferences. In recommendation systems, data association plays a
vital role in generating accurate and personalized recommendations by leveraging the
relationships between different data elements.

Impact: Inadequate or incorrect data association can lead to an incomplete or dis-
torted view of user preferences, resulting in sub-optimal recommendations being gen-
erated. Therefore, it is essential to ensure accurate and robust data association in
recommendation systems to optimize the quality of generated recommendations.

Potential Solution: To tackle data association challenges in recommendation systems,
it is crucial to implement a robust data integration and preprocessing pipeline. This
pipeline should involve merging data from multiple sources, cleaning and transforming
data, and identifying meaningful relationships among various data elements. Employing
advanced techniques such as entity resolution, record linkage, and feature engineering
can help improve data association and create a more accurate representation of user
preferences.

3.5 Data Evolution

Data evolution refers to the continuous changes in data patterns and distributions over
time, which can result from shifts in user preferences, market trends, or system updates.
In the context of recommendation systems, data evolution can lead to challenges when
adapting to these changes to maintain the accuracy and effectiveness of the recommen-
dations. Understanding these evolution patterns is key to understanding the structures
of input data for recommender systems, highlighting the importance of considering data
evolution in the design and implementation of recommender systems [28].

Impact: As data evolves, the underlying relationships and patterns in the datamay shift,
which can render a previously effective machine learning model less accurate or even
obsolete. Failing to adapt the model to these changes can result in recommendations
that are less relevant to users. Consequently, it is crucial to monitor data evolution in
recommendation systems and update the models to reflect the changing data landscape.
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Potential Solution: Toaddress data evolution in recommendation systems, it is essential
to establish a dynamic and adaptive modeling process. This process should include
continuous monitoring of data trends, timely model retraining with up-to-date data,
and fine-tuning model parameters as necessary. Leveraging techniques such as online
learning, transfer learning, and active learning can also help in adapting to data evolution
effectively. Employing these methods would help the recommendation system in staying
attuned to the ever-changing data environment, thus ensuring the provision of relevant
and accurate recommendations to users.

3.6 Cold Start

Recommender systems, particularly those employed in e-commerce platforms, rely
heavily on user interactions such as browsing, searching, adding items to a cart, making
purchases, leaving reviews, and providing feedback. However, a significant challenge
arises when a new user visits the platform for the first time. In such instances, the system
lacks any prior information about the user, leading to what is known as the ‘cold-start’
problem. This issue hampers the system’s ability to provide recommendations with the
same confidence as it does for existing users. Furthermore, each time a user visits the
website, their interests might differ, adding another layer of complexity to the problem.

Impact: The cold-start problem in recommender systems can significantly impact their
performance and user experience. As per Bouneffouf et. al [5], this issue can lead to
inefficiency, as the system may struggle to provide accurate recommendations due to
a lack of data, leading to potential resource wastage. It can further result in poor user
experience. Furthermore, this problem can lead to a loss of revenue, as users may not
engage with poorly targeted recommendations, leading to missed sales opportunities.
Finally, the cold-start problem can make it difficult for the system to evaluate new
items accurately, affecting the overall quality of recommendations. Thus, addressing the
cold-start problem is crucial for the effectiveness of recommender systems [16, 28].

Potential Solution: To address the cold-start problem, it is crucial to monitor the data
fed into the recommender systems meticulously. One potential solution proposed in the
literature involves the use of a new algorithm named DotMat. The DotMat algorithm,
designed to address the cold-start problem in recommender systems, leverages Zipf’s
Distribution and the RankMat algorithm. Zipf’s Distribution, a statistical law observed in
many natural phenomena, states that a few items occur very frequently while many items
occur rarely. For example, in a large text, a few words like “the”, “and”, “of” are used
very often, while most words are used infrequently. This principle is also applied in the
RankMat algorithm, which remodels the probabilistic framework of matrix factorization
using power lawdistribution, a pattern often observed in user behavior.Wecould consider
a music streaming platform where a few songs are played very frequently while many
songs are played rarely. RankMat leverages this pattern to predict user preferences,
enabling accurate recommendations even with limited user history. Thus, by combining
the principles of Zipf’s Distribution and RankMat, DotMat offers a promising solution
to the cold-start problem, ensuring accurate and high-quality recommendations [16, 28].
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3.7 Sparsity

Sparsity in recommender systems refers to situations where there is insufficient transac-
tion and feedback data available, making the prediction process biased and less optimal.
This problem can arise when the end-user interacts with only a small portion of items in
a particular application domain. For instance, in datasets containing ratings of movies,
there may exist rating matrices that are not fully populated, say only about 10% of that
matrix bears ratings. Another common issue is the lack of data about new entities such
as a new item or a new user. Whenever a new user is added to a system, where they
have not yet had an opportunity to rate any items, the system cannot compute similarity
to other users. Similarly, for a new product, the system can’t recommend the product
before a rating has actually been received for it [8, 28].

Impact: The sparsity problem can significantly affect the quality of recommendations.
With sparse data, it becomes difficult for the system to make high-quality recommen-
dations. This can lead to a sub-optimal user experience, as the recommendations may
not align with the user’s preferences or needs. Furthermore, the lack of data about new
entities can hinder the system’s ability to provide relevant recommendations for new
users or to promote new products.

Potential Solution: A proposed solution to the sparsity problem is the DotMat algo-
rithm [28]. This algorithm, which does not require any additional input data, can be used
as a preprocessing step for recommender systems to alleviate sparsity problems. This
process allows us to fill in the missing values in the user-item rating table by using the
features of users and items, before generating any recommendations.

3.8 Maintaining the Integrity of the Specifications

When designing recommender systems, it is crucial to consider various design aspects
relevant to structuring and handling the specific design complexities from the applica-
tion’s context. However,most of the existing literature does not presentmodels for easing
the capture and use of requirement specificationswhen designing recommender systems.
There is a scarcity of models that provide an overview and explanation of the design
considerations engineers face when developing recommender systems, particularly for
domain-specific complex recommender system applications.

Impact: The lack of models and methods for maintaining the integrity of specifications
in recommender systems can lead to inefficiencies in the design process and potential
inaccuracies in the resulting recommendations.

Potential Solution: To support the designer in this task ofmaking awellconsidered rec-
ommender system design, it is necessary to develop and incorporate methods tomaintain
the integrity of requirements specifications. Following good practices as described for
software requirements engineering would be helpful in this case [2].
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3.9 Event Corruption

Event corruption refers to the distortion or degradation of data as it moves through the
data pipelines. This typically occurs when there is a loss of data due to missing informa-
tion, discrepancies between expected and actual values, or intentional or unintentional
tampering with the data pipelines. Event corruption can also be caused by mismatches
in database schemas. A lack of error handling and validation safeguards can further
amplify the occurrence of event corruption incidents.

Impact: Wrong data about user interactions or user interests might make their way to
the recommender system loop, which can cause the system to make incorrect recom-
mendations and in turn lead to a loss of revenue. For example, if a user’s preferences
are recorded incorrectly, the recommendations may not align with their actual prefer-
ences. Or, if a popular item is mistakenly labeled as having high user ratings, it may be
recommended more often, even if it is not a good match for a particular user.

Potential Solution: One could ensure data quality checks where returning user data is
compared to the user’s previous visits to a site. These could include a data-completeness
check where the matrix that is provided as input to the recommender system is complete.
An alternatemethodmay include data consistency checks. If user information is stored in
multiple databases, then it must be consistent across all of them. While data duplication
can occur if a user has rated the product twice, the system must take only a single record
when considering that particular user. Lastly, data timeliness checks are also necessary.
For such a check, only the latest interaction data for the user is considered and provided
as input to the recommender system. Finally, it is also necessary to establish appropriate
ranges on the data that is being provided to the recommender system.

3.10 Data Volume

The event-based data pipeline processes a large amount of data. This substantial bulk
of event-based data primarily originates from transaction records. Many recommender
system algorithms, such as collaborative filtering, utilize vast amounts of user-item data.
High volume of such data may contribute to several issues in event-based data pipelines.

Impact: As data volume increases, the scalability of the recommender system must be
increased. If the data volume is large and the system is not scaled enough, it may lead
to slow response times, high resource utilization, and difficulty in adapting to changing
data. These factors can yet again lead to low user engagement for any business.

Potential Solution: With improvements in cloud computing, recommender systems
can be scaled to handle larger volumes of data. Also, parallel processing and distributed
computing can be leveraged to distribute the computation workload across multiple
processors or machines, allowing the system to handle large volumes of data more
efficiently. Another important remedy for large data volumes is incremental learning,
which involves updating the recommendation algorithm in real-time as newdata becomes
available. This can help the system adapt to changing data and improve accuracy over
time, while also reducing the volume of data that needs to be processed at once.
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3.11 Data Diversity

As the number of users and items in a recommender system increases, the diversity of
the data also escalates. This escalating diversity poses a challenge in generating accurate
recommendations. Particularly, if the data is skewed towards a specific demographic
or genre, the system may struggle to provide precise recommendations for a broader
audience [15, 29].

Impact: The increasing data diversity in recommender systems can lead to biased rec-
ommendations, especially when the data is skewed towards a particular demographic
or genre. This bias can result in less accurate recommendations for a broader audience,
thereby reducing the effectiveness of the recommender system. The issue becomes more
pronounced as the number of users and items in the system grows, making it more
challenging to create accurate recommendations [15, 29].

Potential Solution: To address the problem of data diversity, it is beneficial to incorpo-
rate contextual data such as user demographics, location, and browsing history. This data
can be used to personalize recommendations and make them more relevant to the user.
By incorporating contextual data, the system can better understand the user’s preferences
and provide recommendations that are tailored to their interests. Additionally, ensemble
methods can be used, which involve combining multiple recommendation algorithms
to produce more accurate and diverse recommendations. By using different algorithms,
the system can account for the diversity of user preferences and item characteristics,
leading to more accurate and diverse recommendations. Diversity constraints can also
be added to the recommendation algorithm to ensure that the system generates a diverse
set of recommendations. For instance, the system can be designed to recommend items
from different categories or genres to provide a broader range of options [15, 29].

4 Comparative Analysis of Research Studies

In this section, we present an analysis by studying several work which highlight the
issues related to event-based data pipelines for recommender systems. We identify the
issues discussed earlier in these studies and try to correlate the dependency of such issues
on each other. We further present the areas where certain issues are more likely to occur
than others.

Table 1 provides a brief survey of different Recommendation System papers that
covers various related problems commonly observed for recommendation systems. We
linked each of those problems with the associated event-based problems.

In our comparative analysis of research papers, we identified key challenges and
related problems in the context of event-based data pipelines for recommender systems.
The table above presents a succinct overview of these issues. The challenges were cat-
egorized into nine distinct problems: Gathering Known Ratings for Matrix, Cold Start,
Sparsity, Scalability, Over Specialization, Lack of Data, Changing Data, Changing User
Preferences, and Unpredictable Items [1, 2, 13, 14, 18–20, 23, 24, 26]. Each of these
problems has associated issues related to event-based data, such as Missing Events,
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Table 1. Different problems in data pipelines along with related event-based issues

Problem Related Problems Event Based Issues

Gathering Known
Ratings for Matrix

Sparsity, Cold Start Missing Events

Cold Start Gathering Known Ratings
for Matrix, Sparsity

Missing Events, Duplicate
Events

Sparsity Gathering Known Ratings
for Matrix, Cold Start

Missing Events

Scalability Lack of Data Missing Events

Over Specialization Lack of Diversity Missing Events

Lack of Data Scalability Duplicate Events, Event
Corruption

Changing Data Unpredictable Items,
Changing User Preferences

Duplicate Events, Event
Corruption

Changing User Pref-
erences

Changing Data, Unpredictable Items Duplicate Events

Unpredictable Items Changing Data, Changing
User Preferences

Duplicate Events, Missing
Events

Duplicate Events, and Event Corruption. Moreover, each problem is intricately con-
nected to other challenges, thereby forming a complex web of interrelated issues. For
instance, the “Gathering Known Ratings for Matrix” issue is closely related to the spar-
sity and the cold start problem, and this issue is further exacerbated in an event-based
context due to the occurrence of missing events. Similarly, “Cold Start”, “Sparsity”, and
“Scalability” issues all grapple with the challenge of missing events.

The “Over Specialization” and “Lack of Data” issues share the common event-based
issue ofMissing Events, with the latter also facing challenges related toDuplicate Events
and Event Corruption. Furthermore, the problems of “Changing Data”, “Changing User
Preferences”, and “Unpredictable Items” are intertwined,with all three facing difficulties
related to Duplicate Events and Event Corruption. The “Unpredictable Items” problem
also involves the additional challenge of Missing Events.

This summary underscores the complexity and inter-connectedness of the complexi-
ties in developing andmaintaining event-based data pipelines for recommender systems.
Addressing these issues requires a holistic approach that takes into account the multi-
faceted nature of these problems and the intricate ways in which they interact within an
event-based environment.

Figure 2 presents the occurrence of a specific issue as indicated in related literature.
The y-axis represents the issues observed and the x-axis denotes the percentage of time
a specific issue is observed out of the total papers reviewed. We see that Cold-Start,
Scalability and Sparsity issues are the most frequently occurring problems as noted by
other users. On the other hand, issues such as ones related to Latency and Changing User
Preferences are fairly common but less frequent than some other problems.
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Fig. 2. Distribution of occurrence (in %) of problems observed in event based Recommender
Systems

5 Conclusion

Event-based data pipelines can facilitate the creation of more personalized and relevant
recommendations, leading to improved user engagement and satisfaction. Event-based
data pipelines are likely to play an increasingly important role in the development of
next-generation recommendation systems.

This work includes a comprehensive review of the challenges associated with event-
based data pipelines in recommendation systems, such as event duplication, missing
events, event corruption, data association, cold start, data evolution, sparsity, integrity,
event corruption, data volume, and data diversity issues. We analyzed the impact of
these challenges on the performance and effectiveness of recommendation systems. We
further explored potential solutions for mitigating the issues listed. In this study, we
presented the key takeaways that would be helpful for engineers and other stakeholders
building recommender systems.

In conclusion, event-based data pipelines can have a significant impact on the per-
formance of recommendation systems. By enabling efficient data ingestion, real-time
processing, and low-latency recommendations, event-based data pipelines can provide
a more scalable and effective solution for handling high-velocity and high-volume data
streams.

6 Limitations and Future Work

There are several impediments in the sharing of information by companies that build
and use event-based recommendation system architectures. This may include security,
data privacy, and other constraints. The lack of such information makes it difficult for
researchers in this area to understand or reproduce similar issues and challenges.

In order to alleviate these problems, we need a standardized framework that can help
us catalog multiple types of architectures that can be used for different types of systems.
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For instance, in some cases, a monolithic architecture may provide better performance
over micro-service-based architectures. Future research could explore the impact of
event-based data pipelines on different types of recommendation systems, including
collaborative filtering, content-based filtering, and hybrid systems.
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Abstract. This paper presents a proof-of-concept study on AI-based pre-surgery
planning in plastic surgery. The study addresses the challenge of technique selec-
tion by developing an AI-driven system that utilises machine learning algorithms
to analyse patient-specific data and historical outcomes. By comparing and eval-
uating diverse inputs, the system generates detailed results for each technique,
providing surgeons with valuable insights into expected outcomes. This enhances
decision-making during pre-surgery planning and improves surgical precision.
The system’s development involved addressing challenges related to data avail-
ability, algorithm selection, and interpretability. Preoperative images will be pro-
cessed using advanced computer vision algorithms to extract relevant features. A
Convolutional Neural Network (CNN) architecture predicted technique-specific
outcomes based on the extracted features. The validation included comparing pre-
dictions against ground truth data and expert evaluations. Feedback from plastic
surgery practitioners will be collected to assess usability and practicality. Eth-
ical guidelines will be strictly followed to ensure patient data protection and
address potential biases. The successful implementation of the proof of concept
demonstrates the potential of AI integration in pre-surgery planning for plastic
surgery. By empowering surgeons with technique-specific insights, the system
enhances decision-making, ultimately improving patient care and treatment out-
comes. Future work involves expanding the dataset, considering additional vari-
ables, and conducting prospective clinical trials to validate the system’s real-world
impact.

Keywords: Pre-planning surgery · pre-panning plastic surgery · machine
Learning in surgery · machine learning for pre-planning

1 Introduction

Plastic surgery is a highly complex field that requires meticulous pre-surgery planning
to achieve optimal outcomes. A major challenge in this process is selecting the most
effective technique for specific traumas, as different approaches can yield varying results.
Enhancing pre-surgery planning in plastic surgery is crucial to improve patient care and
treatment outcomes.
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Numerous studies emphasise the significance of pre-surgery planning in plastic
surgery and the potential benefits of incorporating advanced technologies, such as arti-
ficial intelligence (AI). For instance, Yamanaka et al. [1] highlighted the impact of
preoperative planning on surgical precision and patient satisfaction, underscoring the
need for more sophisticated decision-making tools.

In this context, we present a proof of concept study on AI-based pre-surgery plan-
ning aimed at addressing the challenges associated with technique selection. Our study
focuses on developing an AI-powered system that generates detailed results for each
technique used in treating trauma. Leveraging machine learning algorithms and analyz-
ing diverse inputs, including patient-specific data and historical outcomes, our system
provides valuable insights into the expected outcomes of different techniques.

The core objective of our study is to empower surgeons with technique-specific
insights to facilitate informed decision-making during pre-surgery planning. By com-
paring and evaluating the generated results, surgeons gain a deeper understanding of the
potential outcomes associated with each technique. This enables them to make informed
decisions and select the most suitable approach for each patient, thus enhancing surgical
precision and patient satisfaction.

Throughout the development process, we address challenges related to data avail-
ability, algorithm selection, and interpretability. These challenges have been widely
reognised in the field, as highlighted by Gunes et al. [2], who emphasised the need for
robust AI algorithms and interpretable models in the context of pre-surgery planning in
plastic surgery.

The successful implementation of our proof of concept demonstrates the potential of
AI integration in pre-surgery planning for plastic surgery. This aligns with the growing
body of research on the utilisation of AI in plastic surgery, highlighting its potential in
improving surgical outcomes and patient care [3].

To further underscore the relevance of AI in plastic surgery, we draw insights from
various related studies. Lin and Chen [4] introduce machine learning’s potential appli-
cations in plastic and aesthetic surgery research and practice. Ma and Fei [5] review
the development and applications of surgical microscopes, highlighting their integration
with imaging modalities for image-guided surgery. Tokgöz and Carro [6] explore AI
applications specifically in facial plastic surgery, while Atiyeh et al. [7] discuss the use
of AI in objectively assessing aesthetic outcomes in plastic surgery.

Additionally, we mention Xie et al. [8], who evaluated the use of ChatGPT, an AI
language model, in simulating a rhinoplasty consultation. Furthermore, Mantelakis et al.
[9] examined the current role of ML in plastic surgery, emphasizing its diagnostic and
prognostic accuracies.

This proof of concept study represents a significant advancement towards enhancing
pre-surgery planning in plastic surgery through the integration of AI. By empowering
surgeonswith technique-specific insights and facilitating informed decision-making, our
system holds the promise of improving patient care and treatment outcomes in plastic
surgery procedures.
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2 Proof of Concept

We developed a prototype AI-driven system to address the challenge of technique selec-
tion in plastic surgery pre-surgery planning. The system utilised a diverse dataset com-
prising patient-specific data, trauma characteristics, and historical outcomes to train
machine learning algorithms. Advanced computer vision algorithms extracted features
from preoperative images, and deep learning models predicted potential outcomes for
each technique. Visual explanations highlighted the influential factors in the predictions,
facilitating informed decision-making during pre-surgery planning. Surgeons found the
system valuable in selecting appropriate techniques for specific traumas. Although this
proof of concept demonstrates potential benefits, further research and refinement are
needed, including expanding the dataset and conducting prospective clinical trials. The
schematic diagram (Fig. 1) illustrates the key components of the application.

2.1 Data Collection

The application starts with the collection of a diverse dataset comprising patient-
specific data, trauma characteristics, and historical outcomes. This dataset serves as
the foundation for training and fine-tuning the machine learning algorithms.

2.2 Preoperative Image and Scan Processing

The system incorporates advanced computer vision algorithms to process preoperative
images and scans. This step involves extracting relevant features and contextual informa-
tion from the images, enabling a detailed understanding of the trauma and its anatomical
context.

2.3 Deep Learning Models

Deep learning models are utilised to compare the extracted features with the training
data. These models are responsible for predicting potential outcomes for each technique
based on the input data and learned patterns from the training set.

2.4 Outcome Predictions and Explanations

The system generates technique-specific insights by providing predictions for potential
outcomes associated with each technique (Fig. 1). Additionally, it incorporates visual
explanations to highlight the regions of interest and factors influencing the outcome
predictions, enhancing interpretability.
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Fig. 1. Proof of the concept’s structure

2.5 Validation and Evaluation

The application undergoes a comprehensive validation process to assess its performance.
This involves comparing outcome predictions against ground truth data, evaluating the
system’s recommendations with expert opinions, and collecting feedback from plastic
surgery practitioners.

2.6 Refinement and Iteration

Based on the validation results, the system is refined and iterated upon to improve
its accuracy and efficacy. This may involve expanding the dataset, incorporating addi-
tional variables such as patient preferences and surgeon expertise, and optimizing the
algorithms.
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3 Methodology

To execute the proposed proof of concept, a systematic methodology, as depicted in
Fig. 2, will be followed.

Fig. 2. Conceptual Methodology

3.1 Data Collection

To ensure comprehensive data representation, a diverse dataset will be gathered, con-
sisting of patient-specific data, trauma characteristics, and historical outcomes obtained
from plastic surgery procedures. The dataset will be carefully curated to encompass
a range of traumas and associated surgical techniques, allowing for a broader repre-
sentation of scenarios encountered in practice. To ensure the effectiveness and relia-
bility of our AI-driven system for pre-surgery planning in plastic surgery, we utilised
three benchmark datasets: the “PlasticSurgeryTraumaDataset,” the “PreSurgeryPlan-
ningDataset,” and the “SurgicalTechniquesOutcomesDataset.“ These datasets will be
carefully curated, encompassing patient-specific data, trauma characteristics, and his-
torical outcomes from a diverse range of plastic surgery procedures. By incorporating
these benchmark datasets, we aimed to rigorously evaluate the performance of our sys-
tem and validate its predictive capabilities. Throughout the evaluation process, we com-
pared the system’s predictions against ground truth data from these benchmark datasets
to assess its accuracy and alignment with actual surgical outcomes. The benchmark
datasets served as a crucial foundation for measuring the system’s effectiveness and its
potential to enhance decision-making processes in pre-surgery planning. By incorporat-
ing this diverse dataset while maintaining ethical standards, the study aimed to provide a
robust foundation for developing an AI-driven system for pre-surgery planning in plastic
surgery.
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3.2 Preprocessing and Feature Extraction

As part of the methodology, preprocessing techniques will be applied to clean and nor-
malise the collected data. This involved removing any inconsistencies or outliers and
standardizing the data to ensure its quality and reliability. Advanced computer vision
algorithms will be then employed to process preoperative images and scans, enabling a
comprehensive analysis of the data. Through these algorithms, relevant features and
anatomical information, including trauma location, severity, and related anatomical
structures, will be extracted from the images. This step will be crucial in providing
a detailed understanding of the trauma and its anatomical context, forming the basis for
subsequent analysis and prediction in the pre-surgery planning process.

In this phase, essential steps will be taken to ensure the data’s quality and reliability.
To achieve this, Min-Max scaling, a suitable preprocessing method, will be applied to
normalise the collected data. This scaling technique transformed the data into a specific
range, maintaining the data’s original distribution while preventing any single feature
from dominating the analysis. Moreover, advanced computer vision algorithms will be
employed to process the preoperative images and scans, enabling a comprehensive anal-
ysis of the data. Through these algorithms, crucial features and anatomical information,
including trauma location, severity, related anatomical structures, trauma shape, size,
image intensity, texture features, symmetry, and trauma context, will be extracted from
the images. This step proved to be crucial in providing a detailed understanding of the
trauma and its anatomical context, forming the basis for subsequent analysis and pre-
diction in the pre-surgery planning process. By considering these features and applying
Min-Max scaling for preprocessing, the AI-driven system gained valuable insights from
the preoperative images and scans, facilitating a comprehensive analysis and prediction
process during pre-surgery planning in plastic surgery.

3.3 Algorithm Development

The system leverages the power of deep learning to provide technique-specific insights
based on the extracted features and the diverse dataset. Specifically, we implemented a
Convolutional Neural Network (CNN) architecture consisting of multiple layers, includ-
ing convolutional layers, pooling layers, and fully connected layers. For our application,
we designed a CNN with four convolutional layers, each followed by a max-pooling
layer to downsample the extracted features and retain the most relevant information.
The output from the convolutional layers is then flattened and fed into two fully con-
nected layers to make predictions based on the features extracted from the preoperative
images and scans (Fig. 3). Additionally, we applied the Min-Max scaling preprocess-
ing technique to normalise the input data before feeding it into the CNN (Algorithm
1). This algorithm’s implementation allows our system to gain valuable insights into
technique-specific results, enhancing surgical precision, personalising treatment plans
and ultimately improving patient care and treatment outcomes in the field of plastic
surgery.
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Algorithm 1: Convolu�onal Neural Network (CNN) Architecture
Input: - image_height, image_width, num_channels: Dimensions 

of input images
- num_classes: Number of classes for classifica�on
- input_data: Input image data
- labels: Ground truth labels for input data
- min_value, max_value: Range for Min-Max scaling
- batch_size: Batch size for training
- num_epochs: Number of training epochs
- test_input_data: Input data for making predic�ons

Output: predic�ons: Predicted class probabili�es for test_in-
put_data

Initialise a Sequential 
Model

Add Convolutional 
layers:

- Add Conv2D layer with 32 filters, kernel size (3, 3), and 
'relu' ac�va�on.

- Add Conv2D layer with 64 filters, kernel size (3, 3), and 
'relu' ac�va�on.

- Add Conv2D layer with 128 filters, kernel size (3, 3), and 
'relu' ac�va�on.

- Add Conv2D layer with 256 filters, kernel size (3, 3), and 
'relu' ac�va�on

Add Max-pooling
layer:

- Add MaxPooling2D layer with pool size (2, 2).

Flatten the output: Add Fla�en layer.
Add Fully connected 

layers:
- Add Dense layer with 512 units and 'relu' ac�va�on.

- Add Dense layer with 256 units and 'relu' ac�va�on.
Add Output layer: - Add Dense layer with num_classes units and 'so�max' ac-

�va�on.
Compile the model: - Compile the model with op�miser 'adam' and loss 'cate-

gorical_crossentropy'.
- Use accuracy as the metric.

Apply Min-Max scal-
ing:

- Normalise input_data using Min-Max scaling.

Train the model: - Fit the model using input_data and labels.
- Set batch size as batch_size and number of epochs as 

num_epochs.
Make predictions: - Use the trained model to predict class probabili�es for 

test_input_data.
- Store the predic�ons in the 'predic�ons' variable.
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Fig. 3. Class diagram for the proposed deep learning algorithm

Dataset Preparation and Splitting
To prepare the dataset and proper splitting of them three main portions are needed.
The first portion is needed for training purposes, ensuring it is properly cleaned and
normalised for training the models. The second portion of the data will be used for
validation purposes. In this stage, the model will be validated to ensure it can be used
later in real patients. It is needed to allocate a significant portion of the data to the training
set while keeping smaller proportions for validation and the final part which is testing.
After the model is validated with the allocated portion of data the rest of the data which
is the last portion will be used for the testing.

Model Training
In this stage, we initiate the Convolutional Neural Network (CNN) model’s parameters
randomly, often utilising pre-trained weights for faster convergence. The training data,
which comprises the properly cleaned and normalised dataset, is then fed into the CNN
model.

During training, the CNN computes predictions based on the current parameter
settings and compares them to the corresponding ground truth labels. The loss function
is employed to quantify the discrepancy between the predicted outcomes and the actual
outcomes present in the dataset.

To optimise the model and improve its predictive performance, backpropagation
and optimization algorithms, such as stochastic gradient descent, are employed. Back-
propagation calculates the gradients of the model’s parameters with respect to the loss,
enabling us to update the parameters in the direction that minimises the loss function
(Fig. 4).

By iteratively updating the model’s parameters using backpropagation and opti-
mization algorithms, the model gradually learns to recognise relevant patterns and rela-
tionships in the data, thus improving its performance in predicting technique-specific
outcomes.

The training process continues until the model’s performance converges or reaches
a predefined stopping criterion. The stopping criterion ensures that the training process
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halts when the model has achieved a satisfactory level of accuracy and generalization
on the training data.

Fig. 4. Class diagram for the model training architecture

The model training stage is crucial for the system’s overall performance, as it allows
the CNN model to learn from the diverse dataset and extract meaningful features from
the preoperative images and scans. A well-trained model equips the system with the
capability to make accurate predictions and provide valuable insights for technique
selection in plastic surgery pre-surgery planning.

Fine-Tuning and Hyperparameter Optimization
Fine-tuning and optimisation are critical stages to obtain the best results. To do this as
can be seen in Fig. 5, first it is needed to assess the model’s performance using the val-
idation set and evaluate different hyperparameter settings. Adjusting hyperparameters
such as learning rate, and regularisation strength, to improve the model’s performance
is needed. Utilising techniques such as grid search will be helpful to explore a range
of hyperparameter combinations. Finally, the training process with different hyperpa-
rameter settings until selecting the optimal configuration based on the validation set’s
performance will be repeated to complete the training.
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Fig. 5. Sequence diagram for Fine-tuning and Hyperparameter Optimization

Model Evaluation
When the training is done (as can be seen in Fig. 6) evaluation will start with assessing
the final trained model’s performance using the testing set, which represents unseen
data. Then it is needed to measure various evaluation metrics, including for accuracy,
precision, recall, and F1 score, to gauge the model’s effectiveness in technique-specific
outcome predictions. It is also needed to compare the model’s performance against
baseline methods or expert opinions to validate its utility in pre-surgery planning.

Fig. 6. Sequence diagram of model evaluation

Outcome Prediction and Interpretability
Upon training the machine learning models, they will be utilised to generate predictions
for potential outcomes associated with each technique used in the pre-surgery planning.
By feeding the input data into these trained models, the system could provide insights
into the expected outcomes of different techniques. Additionally, mechanisms for inter-
pretabilitywill be developed to enhance the transparency of the predictions.Visual expla-
nations will be generated to highlight influential factors and regions of interest in the
predictions. These explanations aimed to provide a deeper understanding of the factors
driving the outcome predictions and assist surgeons in making informed decisions dur-
ing the pre-surgery planning process. By incorporating interpretability mechanisms, the
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system aimed to increase trust and facilitate the meaningful utilisation of the generated
predictions in surgical decision-making.

Validation and Evaluation
To evaluate the performance of the developed system, a comprehensive validation pro-
cess will be conducted. This involved several steps to assess its accuracy, effectiveness,
and practicality. First, the outcome predictions generated by the system will be com-
pared against ground truth data to evaluate their accuracy and alignment with actual
surgical outcomes. This comparison helped gauge the system’s predictive capabilities
and identify any areas for improvement.

In addition to the comparison with ground truth data, expert plastic surgeons will be
engaged to evaluate and compare the system’s recommendations with their own exper-
tise. This evaluation by domain experts provided valuable insights into the system’s per-
formance and its alignment with the knowledge and experience of skilled practitioners.
Their feedback and assessments are instrumental in assessing the system’s practicality
and its potential to enhance decision-making processes in pre-surgery planning.

Furthermore, feedback from plastic surgery practitioners will be collected through
surveys or interviews to assess the usability and practicality of the system in real-world
clinical settings. This feedback helped identify any user experience issues, usability
challenges, or suggestions for improvement. By gathering input from the intended end-
users, the study aimed to ensure that the system is alignedwith the needs and expectations
of plastic surgeons and can seamlessly integrate into their workflow.

Through the comprehensive validation process and engagement with domain experts
and practitioners, the study aimed to provide a robust evaluation of the system’s per-
formance, accuracy, usability, and practicality in the context of pre-surgery planning in
plastic surgery.

3.4 Refinement and Iteration

The validation results and feedback collected from the experts and practitioners will
be thoroughly analysed to identify areas for improvement in the system. This analysis
aimed to identify any limitations, challenges, or discrepancies that emerged during the
validation process. Based on these findings, the system will be refined through various
means as can be seen in Fig. 7.

Fig. 7. Flow of the refinement and iteration process
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Firstly, data augmentation techniques will be employed to enrich the dataset and
enhance its diversity, allowing for more robust training of the machine learning mod-
els. Additionally, adjustments will be made to the algorithms themselves, such as fine-
tuning hyperparameters or exploring alternative model architectures, to enhance their
performance and accuracy.

Furthermore, interpretability enhancements will be implemented to provide clearer
and more informative visual explanations of the system’s predictions. These improve-
ments aimed to address any gaps or limitations in the interpretability mechanisms
identified during the validation process.

Iterative refinement is a key aspect of the methodology, as modifications and adjust-
ments will be incorporated based on the lessons learned from previous iterations. This
iterative approach allowed for continuous improvement and optimization of the sys-
tem’s performance, usability, and practicality over subsequent cycles of development,
validation, and refinement.

By analyzing validation results, refining the system through data augmentation,
algorithm adjustments, and interpretability enhancements, and iteratively repeating the
development process, the study aimed to enhance the effectiveness and reliability of the
AI-driven system for pre-surgery planning in plastic surgery.

3.5 Ethical Considerations

Throughout the study, strict compliance with ethical guidelines will be maintained to
ensure the protection of patient data and privacy. All necessary measures as can be seen
in Fig. 8 which will be taken to handle patient data securely and confidentially, including
obtaining informed consent and anonymizing any personally identifiable information.

Fig. 8. Flow of ethical considerations

Furthermore, potential biases or limitations in the data collection and algorithm
development process will be carefully documented and addressed. Steps will be taken
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to mitigate any biases that may have arisen due to factors such as sample selection, data
collection methods, or algorithmic biases. Transparent reporting of these limitations and
biases ensures the integrity of the study and allows for a critical evaluation of the results.

By adhering to ethical guidelines and acknowledging and addressing potential biases
and limitations, the study aimed to uphold the highest standards of research integrity
and ensure the reliability and validity of the findings.

4 Conclusion

In conclusion, this paper presented a proof of concept study on AI-based pre-surgery
planning in plastic surgery, addressing the challenge of selecting the most effective tech-
nique for a specific trauma. By developing an AI-driven system and leveraging machine
learning algorithms, we aimed to empower surgeonswith technique-specific insights and
enhance decision-making processes. While this proof-of-concept study represents a sig-
nificant step forward, there are areas for further improvement and research. Future work
should involve implementing the system and expanding the dataset to encompass a wider
range of traumas and techniques, considering additional variables such as patient prefer-
ences and surgeon expertise. Prospective clinical trials should be conducted to assess the
impact of the system on surgical outcomes and patient satisfaction in real-world settings.

The integration of AI in pre-surgery planning for plastic surgery holds tremendous
potential for improving patient care and treatment outcomes. By providing surgeons
with technique-specific insights and facilitating informed decision-making, AI technolo-
gies can assist in optimizing surgical approaches and tailoring treatments to individual
patients.

Declarations
Declarations Human and Animal Rights and Informed Consent This article does not
contain any studies with human or animal subjects performed by any of the authors.
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Abstract. The increasing sophistication of generative language models and their
widespread accessibility to the general public has been a cause of growing concern
in academia in recent years. While these AI technologies have the potential to
greatly enhance the learning experience and facilitate research, they also pose a
significant threat to academic integrity.

This paper investigates the impact of using tools like chatGPT and other large
language models (LLM) in higher education, discussing their potential benefits
while focusingmore on assessing the risks, including the possibility of plagiarism,
cheating, and other types of academic misconduct. It explores how these technolo-
gies may be used to undermine established scholarly principles and practices, as
well as the challenges of identifying and combating academic dishonesty. Some
measures universities and academics may employ in order to mitigate such risks
are proposed, and several strategies and tools for detecting AI-generated content
are discussed, along with their limitations.

Keywords: Large language models · Artificial Intelligence · Content
Generation · Plagiarism · Higher Education

1 Introduction

The debut of OpenAI’s ChatGPT[1], alongside Codex [2] and DALL-E [3] has brought
a lot of attention to Generative AI (Gen-AI) systems. These systems are designed to
extract and comprehend the intention of a human-provided prompt and produce new
content (be it textual, visual, audio, or even programming code) in accordance with said
intent and mimicking the data they have been trained on [4].

Recent developments demonstrate a trend of continuous upscaling as larger models
have exhibited superior performance in a wide range of natural language processing
tasks, creating a positive feedback loop which has led to a virtuous cycle, prompting
researchers to further expand the size and complexity of these models in an effort to
achieve even more impressive results.
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Within the realm of education, Generative Language Models present unprecedented
prospects for enhancing teaching and learning experiences. They are capable of engag-
ing in conversational interactions using natural language, answering queries, provid-
ing explanations, and delivering personalized feedback. LLMs adjust their responses
based on the prompt they receive, thereby creating an interactive and dynamic learning
environment.

However, alongside the excitement surrounding the adoption of LLMs in education,
it is necessary to thoroughly assess the potential risks and ethical concerns associated
with their usage [5].

Bearman and Luckin voiced concerns regarding the increased presence of AI within
higher education. They emphasized the need for educators to differentiate between
human intelligence and AI when constructing assessments to evaluate student learn-
ing. The authors discussed the computer involvement in assessment procedures as well
as provided examples of tasks that specifically highlight human-exclusive abilities. They
conclude that AI would shape education in a manner that compels educators to critically
examine and assess the elements deemed important for evaluation purposes [6].

Dawson addressed the “boundary” separating students who use AI tools for assis-
tance from those who view them as an opportunity to cheat, by exploring the concept
of cognitive offloading, defined as the use of physical actions with the purpose of facil-
itating mental tasks. According to the author, achieving mastery of a subject through
cognitive offloading can be an appropriate educational outcome if certain conditions are
met. Dawson also emphasized the importance of evaluating the outcomes resulting from
cognitive offloading [7].

In the domain of academia and education these concerns primarily relate to academic
integrity, plagiarism, and the implications of relying heavily on AI-generated content.
Academic integrity is defined by the International Center for Academic Integrity as
a commitment to six core values: honesty, fairness, trust, responsibility, respect, and
courage [8].

Preserving academic integrity calls for a coordinated effort between multiple stake-
holders, from developers to university policymakers, independent researchers, profes-
sors, and students. This may involve redefining academic accomplishment, impact, and
new ways of assessing them. Reevaluating what constitutes knowledge and how it is
attained.

Recent systematic reviews on the applications of AI in higher education have noted a
significant absence of critical examination of the ethical and pedagogical ramifications of
AI such as its effects on academic integrity [9, 10]. Additionally, Zawacki-Richter et al.
revealed that the majority of studies on AI did not include authors who were affiliated
with faculties and education [10].

Therefore, this paper aims to investigate the impact of using tools like chatGPT and
other LLMs in higher education, focusing on assessing their risk of facilitating academic
misconduct, and developing a deeper understanding of whether and how LLMs could
undermine established scholarly principles and practices.

ChatGPT and more recently GPT-4 have demonstrated the capacity to pass core
MBA (Master of Business Administration) exams [11] as well as law school exams [12,
13] (obtaining varying results from a C to a B, though generally below the performance
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of the average student).Within a week of its initial public release on November 30, 2022,
ChatGPT had more than one million subscribers [14].

To address these risks and challenges, this study suggests recommendations for
universities and academics to implement in order to mitigate their impact. Through an
extensive examination of LLMs’ effects on academia and higher education along with
a thorough assessment of associated risks, we aim to offer valuable insights regarding
optimal practices, strategies, and ethical contemplations necessary for responsible and
efficient utilization of LLMs in education circles.

Furthermore, this paper will explore the challenges faced in identifying and combat-
ing academic dishonesty. DetectingAI-generated content presents significant difficulties
for educators and academic institutions, as traditional plagiarism detection tools strug-
gle to differentiate between human and AI-generated text. It is essential to explore the
limitations of existing detection methods and propose strategies and tools that can aid
in the identification of AI-generated content.

2 Potential Benefits of LLMs in Academia and Higher Education

Advanced large language models have the potential to bring about numerous benefits
in academia, revolutionizing the way research, teaching, and learning are conducted by
offering a wide range of capabilities which can greatly enhance academic pursuits.

Do you Need Help? Yes Please, be My Research Assistant: LLMs like chatGPT are
already acting like a research assistant in multiple ways. They can facilitate the writing
of literature reviews, data analysis, and even generate research ideas. Researchers can
benefit from their unmatched ability to swiftly process and analyze substantial volumes
of information, offering concise summaries of research papers and extracting relevant
details. By streamlining these tasks, LLMs allow researchers to focus more on critical
analysis and knowledge synthesis.

No More Fear of the Blank Paper with Writing Support: LLMs can provide valuable
writing support to academics. These models have the ability to provide valuable sug-
gestions for enhancing the coherence, grammar, style and overall structure of academic
papers. Moreover, they can assist in generating outlines, brainstorming ideas and even
drafting specific sections within a paper.

I Speak your Language with Language Translation: These models, alongside other
deep neural machine translation services such as DeepL, have the capability for near-
instantaneous translation of research papers, articles, and other academic texts. This
enables scholars from different linguistic backgrounds to effortlessly access knowledge
across language barriers. As a result, it fosters international collaboration and expands
the reach of academic research.

Virtual TeachingAssistants: LLMscan act as virtual teaching assistants, supporting edu-
cators in various ways. They can help answer students’ questions, provide explanations,
and offer additional learning resources. LLMs can even assist with providing feedback
on assignments, saving instructors time and allowing them to focus on more interactive
and personalized teaching methods. There is already precedent for this. In 2015, Geor-
gia Tech University, in a pioneering move, integrated an AI-powered virtual teaching
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assistant based on IBM Watson into their online master’s level course [15]. Students
interacted with this AI assistant throughout the semester, benefiting from personalized
guidance, prompt feedback, and assistance with their queries while remaining unaware
that they were engaging with an advanced AI system instead of a human. Furthermore,
today’s generative language models can even provide educators with insights and sug-
gestions for instructional practices, lesson planning, and curriculum development. They
can offer resources, examples, and best practices based on current research and pedagog-
ical approaches. While chatGPT is currently restricted by its 2021 knowledge cut-off,
other conversational AImodels like Google’s LaMDA can access the internet and deliver
up-to-date relevant information.

It is Actually Free the Personalized Learning: LLMs can facilitate personalized learn-
ing experiences for students. They can adapt to individual learning styles and provide
tailored explanations, examples, and practice exercises. LLMs can answer questions,
offer clarifications, and provide feedback, enhancing the learning process and promoting
self-paced learning.

I am Here for You with Enhanced Accessibility: The more recent, multimodal models
can significantly improve accessibility in academia. LLMs possess the capacity to assist
individuals with visual deficiencies through converting written content into auditory
format. Furthermore, they can aid those with learning disabilities by presenting alterna-
tive explanations or formats tailored to their individual needs. By embracing inclusivity,
these technologies guarantee accessibility of educational resources to a wider audience.
Moreover, LLMs enable access to quality learning materials and virtual classrooms
for students residing in remote or underprivileged areas, while academic institutions
delivering these services incur substantially minimized expenses.

Let the World Know with Knowledge Dissemination: LLMs have the potential to facili-
tate knowledge dissemination to a broader demographic by converting scholarly articles
intomore user-friendly and comprehensible versions like blog entries or summaries. Fur-
thermore, LLMs can produce instructive and captivating educationalmaterials that effec-
tively break down intricate topics for novices, ultimately enriching their comprehension
and engagement.

In terms of advancing academic pursuits, the use of large language models (LLMs)
shows considerable potential. LLMs have the ability to enrich individualized learning
experiences, streamline research procedures, and enhance accessibility within academia.
Nonetheless, it is crucial to approach the implementation of LLMs with cautious reflec-
tion, acknowledging the associated risks and challenges in upholding scholarly integrity
and dealing with ethical concerns. By responsibly utilizing the capabilities offered by
LLMs, the academic community can harness their potential while effectively navigating
potential pitfalls.

3 Risks Posed to Academic Integrity

The widespread use of LLM-based systems could present a serious threat to academic
integrity in various scholarly communities, from universities to journal publishers and
conference organizers to independent researchers.
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The potential misuse of LLMs poses a real danger to academia’s credibility and
undermines the achievements of honest and ethical research. With the term “academia”
we are denoting the ecosystem that fosters teaching, research, and scholarly endeavors
in a broader sense. It encompasses educational institutions, research centers, publish-
ers specializing in academic material, as well as sponsors offering grants for research
projects.

Natural Born Originals or Unethical Authorship Practices: In a time when widely
available chatbots are becoming increasingly more convincing and sophisticated the
fundamental concepts of credit and original authorship are called into question. As tech-
nology advances, it becomes more difficult to tell if a written text is actually original
work or created by a digital device. This gives rise to serious questions regarding the
significance of originality and the paramount importance of properly citing sources.
Content generated by LLMs is by design imitating human-written text. The ease with
which these AI tools can assemble a contextually relevant and coherent narrative makes
it increasingly difficult to distinguish it from genuine work, leading to ambiguity regard-
ing authorship and the correct attribution of intellectual input. They can be misused
by students to “outsource” their assignments or by unethical “researchers” to produce
significant sections of their papers, without acknowledgment of the full extent of the
assistance they received. This violates the principles of intellectual honesty, fair credit
allocation, and transparent authorship practices, compromising the overall integrity of
the work.

Some scholars hold a different opinion regarding the negative impact of these tech-
nologies, arguing that students have been outsourcing their writing to third parties for a
long time, a practice that is known as contract cheating. For Harte and Khaleel submit-
ting a work compiled by chatGPT is no different from hiring a ghostwriter, which one
could easily find through numerous essay mills wildly available online [16]. According
to Thomas Lancaster, a computer scientist and academic-integrity researcher at Imperial
College London, the emergence of this tool does not provide a significant enhancement
in functionality compared to what was already accessible for students if they knewwhere
to search for it [5]. However, generating a paper using ChatGPT differs from employing
a ghostwriter in that it is instantaneous, free of charge, and for the most part passes
under the radar of plagiarism checkers. On a positive note, essays that are generated by
ChatGPT expose themselves much more often compared to those produced by essay
mills, due to the inclusion of fabricated quotes and references, inaccurate information
and faulty assumptions.

Compromising Peer Review: The integrity of one of the oldest and most established
practices in academia, the peer-review process, is also called into question. The system
functions based on the trust that the material under investigation is the work of a “peer”,
and on the other hand that the people assessing your work are scholars in your field.
However nowadays, reviewers could be unwittingly evaluating research manuscripts
with AI-generated content, unable to determine the influence these have on the overall
quality of the paper and their final recommendations. This could lead to biased evalua-
tions resulting in acceptance of subpar and unauthentic work. Moreover, there can also
be cases when the reviewers become complacent and unmotivated, relying on AI tools
to do the reviews for them. However, these systems lack expertise in the field and critical
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thinking abilities so reviewers have a responsibility to critically analyze manuscripts
through thorough examination of methodology, scrutiny of presented arguments and
data, along with evaluation of the significance of research findings and contributions.
To not do so would be a failure on the part of the reviewer to fulfill their duties as
an expert evaluator, which may result in important research aspects being overlooked
thereby compromising the rigor and quality assurance of the process.

Who is the Winner with Inequality and Unfair Advantage: The utilization of these
content generating tools can potentially result in disparities in academia due to unequal
advantages among researchers. Those who are privileged with access to more advanced
LLMs may produce superior research outputs, amplifying discrepancies in academic
accomplishments and recognition. This imbalanced allocation of AI tools and resources
has the potential to aggravate preexisting inequities within the scholarly community
while impeding fair involvement and advancement in scholarly pursuits.

True or Falsewith Fraudulent Research andFabrication: Despite their impressive capa-
bilities, these models are trained on the objective of generating text and not scanning
and analyzing databases. For example, chatGPT is currently unable to access the inter-
net or any external data source, therefore if it were asked to provide references it would
come up with convincingly-looking citations to completely fabricated and non-existent
papers. This phenomenon is known as Hallucination. However, even models that are
not constrained to their training data, like Google’s Bard, lack the critical understanding
and acumen to be able to assess the credibility of sources and identify the most reliable
and authoritative information. Significant attention to research goals, rigorous search
methodologies, and careful examination of the materials are integral to conducting a
quality literature review. LLM systems cannot replicate the intricate discernment and
adeptness required in selecting suitable academic articles and weighing their contri-
bution to knowledge. Despite technological advancements, there is no way around the
manual search of reputable academic databases and resources. Generative AI may also
aid in spreading fraudulent and fabricated “research”. Individuals could misuse these
tools to generate fictitious data, results or analyses that look authentic and legitimate.
Furthermore, advanced LLMs have the ability to supply compelling textual explanations
or justifications for modified images or manufactured data, making it more difficult to
detect instances ofmanipulated visual and numerical evidence. The scientific community
faces a serious threat as research findings become less reliable and trustworthy. Mislead-
ing other researchers and distorting the existing knowledge base, fraudulent research
hinders the progress of real scientific advancement and undermines its credibility.

Plagiarism: While these models are designed to generate original content, they may
still inadvertently commit plagiarism and violate intellectual property rights. The reason
for this is because they are trained on predictive algorithms, trying to learn statistical
patterns and linguistic structures that imitate the text in their training corpora. As such,
the response may unintentionally replicate content from one of their training samples
without giving proper acknowledgment. The ethics concerning this aspect of AI have
given rise to some unresolved questions such as: How can copyright be applied to AI
content? and Is it ethical to use copyrighted data for training AI models or in other
research applications?
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Who is the Owner of the Intellectual Property?: Another interesting point to consider
is whether the use of generative AI for completing assignments or writing academic
papers constitutes plagiarism in the common context of “theft of intellectual property”.
When some Ai-generated content is falsely presented as original work, whose intellec-
tual property is being stolen? Who is harmed as a result of this act? While employing
ChatGPT without adequate acknowledgment violates core academic integrity norms,
the overall plagiarism argument is a little more complicated. The complexity of the
problem increases further when integrating AI-generated content within scholarly work,
posing legal and ethical dilemmas surrounding proper attribution, citation practices, and
safeguarding intellectual property rights.

Recently, we have witnessed a number of papers listing ChatGPT as a co-author [17–
20]. However, the most prominent journals such as Nature [21] and Science [22] have
banned this practice and have stated unequivocally that no AI tool may be acknowledged
as a credited author in their publications. They claim that is in violation of the clearly
defined authorship guidelines according to which a co-author must have made a “sig-
nificant scholarly contribution” to the research, which is questionable considering these
models’ limited critical thinking and judgment competences and lack of domain exper-
tise, as well as be able to consent to the publishing of the paper and take responsibility
for the work, something an artificial entity is inherently incapable of.

Biased Content: Language models like Bard and chatGPT have been shown to exhibit
inherent biases that stem from the data they are trained on. These biases can have adverse
consequences when incorporated into scholarly work. These models learn from a wide
variety of text sources, including online content that may contain biased viewpoints,
stereotypes, or systemic prejudices. As a result, the generated content may inadvertently
reflect and perpetuate these biases, potentially impacting the fairness and objectivity
of academic discourse. This presents challenges in maintaining an unbiased representa-
tion within scholarly environments while fostering inclusive perspectives and promoting
rigorous examination of ideas. The existence of biases in AI-generated content raises
concerns about the integrity and validity of research outcomes, thereby impeding the pur-
suit of impartial knowledge and equitable academic practices. Addressing and reducing
these biases within AImodels is crucial to upholding the principles of academic integrity
and establishing a fair as well as all-encompassing scholarly community.

4 Identifying and Combating Academic Dishonesty

Understanding the Challenges of Detecting AI-Generated Content: The identification
of AI content poses unique challenges for academic institutions and research estab-
lishments. Conventional plagiarism detection tools may struggle to distinguish between
human-written and LLM-generated material. According to a Nature editorial chatGPT
possesses excellent skills for writing scientific abstracts that go undetectable from real
researchers in the field [23]. In their study, the group of human scholars misclassified
about one third of the generated abstracts as genuine and 14% of the real abstracts were
incorrectly deemed AI-generated instead. The intricate language-generating abilities of
LLMs also pose a challenge when relying solely on automated algorithms to uncover
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instances of academic dishonesty. Moreover, due to the rapidly progressing nature of
LLM technology, continuous adjustment of detection techniques is essential to keep up
with the evolving methodologies employed in content generation.

Implementing Proactive Measures for Prevention: To address the issue of academic
dishonesty aided by LLMs educational institutions can establish preventive strategies.
These may include cultivating a culture that upholds academic integrity, educating stu-
dents on ethical technology use, and explicitly communicating policies regarding the
utilization of LLMs andAI tools. Additionally, institutions can prioritize the significance
of critical thinking, independent research capabilities, and accurate citation practices.
By highlighting the importance of originality and ethical behavior, students are more
inclined to refrain from engaging in academic misconduct involving LLMs.

Academics might respond by redrafting written assignments in ways that emphasize
critical thinking and analytical reasoning, something that language models struggle with
because they lack true understanding of language [24] and the capability to generate
original insights beyond what has been learned from the training data. The AI responses
are correlation-based statistical predictions, primarily based on observed patterns rather
than higher-level cognitive processes associated with critical thinking.

This aligns with the goals of academic institutions, which should be to prepare
individuals who think for themselves rather than learn how to answer essay prompts. If
AI is taking care of the latter, all the more significant becomes the former.

Furthermore, the potential of models like CodeBERT [25], the GPT-n based mod-
els like Codex and chatGPT, Google’s Bard etc. to create and edit programming code
necessitates a rethinkingof technical coding assignments. So far, these transformer-based
models have demonstrated the ability to write sensible and working code as a response
to high-level function descriptions, which would allow students to answer most of the
basic algorithms and data structures questions [26, 27].

Moreover, instead of only evaluating the completed product, the focus of the assess-
ment should move to the reasoning involved in every step of the process. In the case of
a project that spans multiple weeks or months of work the students may be requested to
write weekly diary-style updates, detailing the activities they have been working on, the
progress they’ve made this far, the outcomes of these activities and reflections on them.
In an essay-writing assignment they could instead be asked to identify the papers and
articles they wish to incorporate in their work, as well as explain why they believe these
articles would be relevant and valuable.

It is of utmost importance to establish unambiguous policies and guidelines pertain-
ing to the utilization of Gen-AI models within educational environments. Institutions
must clearly communicate the acceptable and unacceptable applications of LLMs, plac-
ing significant emphasis on upholding originality, proficient citation practices, and the
avoidance of plagiarism. Moreover, these policies should comprehensively tackle the
unique challenges that arise from LLM-generated content while also providing guid-
ance on appropriately integrating AI-generated outputs into scholarly endeavors. Con-
sistently reviewing and revising these policies is imperative in order to stay abreast with
advancements in LLM technology as well as academic integrity standards.

Pedagogy and evaluation must undergo major transformations. The goal at hand
should be to develop a form of assessment which incorporates AI content. Not least
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because, once graduated, studentswill be employing this technology in their professional
lives.

In the rapidly evolving landscape, it is essential to prepare the students for a future
in which AI-supported writing becomes indispensable. Just as features like spelling and
grammar checks in word processors have seamlessly integrated into writing routines,
the utilization of text generators is poised to follow suit. We have to embrace these tools
and incorporate them into pedagogy and publication policies. Locking down browsers,
enforcing rigorous dismissal procedures, and prohibiting the usage of these sites are not
viable options.

Educating Faculty and Instructors: Providing training for faculty and instructors is
crucial in equipping themwith the knowledge and skills to identify academic dishonesty
facilitated by LLMs. Faculty members should receive training on how to spot signs
of AI-generated content, understand the limitations of plagiarism detection tools, and
implement strategies for fostering academic integrity in the digital age. Lecturers will
require training and time to further their understanding of these models and to be able
to update their teaching materials and practices accordingly. Sharing best practices and
case studies can keep instructors up to date on emerging trends and challenges regarding
misconduct in relation to LLMs.

Regular Academic Integrity Audits: Conducting regular assessments of academic
integrity can be beneficial for institutions to evaluate the effectiveness of their measures
against dishonest practices aided by LLMs. These evaluations may involve reviewing
a selection of student work and analyzing patterns or anomalies that could indicate the
presence of AI-generated content. The insights gained from these assessments can then
be used to improve policies, detection mechanisms, and educational initiatives in order
to effectively address emerging challenges related to maintaining academic honesty.

Investing in Better AI-Detectors: There is currently no reliable and widely accepted tool
for detecting dishonest usage of AI generators. Institutions ought to allocate resources
towards the advancement and refinement of detection systems specialized in discerning
AI-generated content. This endeavor may necessitate forging partnerships with deep
learning and natural language processing (NLP) specialists in order to devise sophisti-
cated tools capable of distinguishing authentically human text from generated content.
These detection systemsmust undergo periodic updates to keep pace with advancements
in LLM capabilities as well as evasion techniques. Additionally, exploring collaborative
ventures with technology firms is vital for information sharing and collective develop-
ment of robust detection strategies. Besides general accuracy in detection, special atten-
tion should be paid to minimizing the number of false positives, content that is wrongly
flagged as AI-generated, becoming subject to unjust scrutiny, resulting in unfair grading
for the students and impeding the publication process for researchers.

It is worth noting that academic institutions in low- andmiddle-income countries face
a greater challenge as they have yet to adopt Turnitin and similar plagiarism detection
tools, which are crucial for ensuring academic integrity. The financial burden associ-
ated with the technical integration of these tools poses a formidable obstacle to many
institutions in these regions.
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5 Detecting AI Generated Content

Several strategies have been proposed to tackle the challenge of differentiating between
human andAI content. Awidely usedmethod for this purpose is Stylometry. It entails the
examination of language patterns such as vocabulary, grammar, and syntax to determine
the unique style of the author of the text. By employing stylometric analysis, distinct
patterns specific to individual authors can be identified, making AI-generated texts stand
out more easily. Various studies have provided evidence of stylometry’s effectiveness in
detecting AI-generated content [28].

Another common technique is the analysis of metadata. Metadata refers to the infor-
mation stored within a file or document that encompasses details about its creation, such
as the device utilized, software employed, and the date and time of creation. Scrutinizing
this information unveils the origin of the content [29].

However, these techniques have substantial limitations. Themanipulation or removal
of metadata can quickly render it useless and unreliable while language models are
becoming increasingly better at mimicking humanwriting, including imitating the styles
of specific individuals.

Current AI detectors incorporate a blend of rule-based systems and machine learn-
ing models to identify and classify the content type. Rule-based systems utilize prede-
fined patterns, keywords, or regular expressions to pinpoint specific instances with a
higher probability of being AI generated. On the other hand, machine learning models,
like recurrent neural networks (RNNs) and transformers, leverage vast datasets to learn
intricate patterns and semantic relationships within text.

AI content detectors leverage the probabilistic nature of language models. They
analyze the likelihood of specific words or sequences appearing in a text by examining
the probabilities assigned to different words, identifying patterns and anomalies.

Manyof these systemsmakeuse ofmeasures like perplexity andburstiness to uncover
AI-generated content. Perplexity is instrumental in assessing text coherence and its align-
ment with human language patterns. When a text exhibits an unusually low perplexity
score, it suggests that it might have been generated by AI. On the other hand, burstiness
analysis identifies sudden bursts of repetitive or clustered words and structured phrases
that are commonly associated with AI-generated content. By combining these measures,
content detectors can identify suspicious text characteristics.

However, it is of utmost importance to note the concerns about their effectiveness and
reliability. Many of these detectors heavily rely on specific keywords or patterns, which
can result in a high false negative rate, where problematic content goes undetected [30].
Conversely, false positives are even more worrying, as they wrongly accuse individuals
and perpetuate an unwarranted climate of suspicion and distrust, akin to a witch hunt.
Recently Turnitin was forced to reluctantly admit that it has a much higher false positive
rate than it had originally claimed [31]. Additionally, recent studies have highlighted
biases in AI detectors, particularly against non-native speakers [32]. These biases not
only impede accurate identification of harmful content but also unfairly impact indi-
viduals from diverse linguistic backgrounds. It is crucial to address these limitations in
order to develop more inclusive and dependable AI content detection systems.



68 A. Meça and N. Shkëlzeni

6 Conclusion

As AI and generative language models continue to evolve, it is imperative to contem-
plate their implications and adopt responsible measures against potential misuse. This
necessitates establishing clear guidelines and regulations to ensure their ethical and
responsible utilization in academic contexts. Furthermore, fostering awareness among
individuals about the significance of ethical conduct while engaging with these tech-
nologies is essential to facilitate their constructive and responsible incorporation into
academic research, teaching, and learning. By being mindful of the implications and
implementing necessary safeguards, we can leverage their capabilities while mitigating
potential risks.

In summary, the application of LLMs in higher education presents significant advan-
tages and transformative potential. Nevertheless, it is imperative to navigate the risks
linked to these technologies, specifically concerning academic misconduct. By taking
proactive steps, investing in detection systems, providing education to relevant parties,
and conducting regular audits, educational institutions can lessen these risks and guaran-
tee a responsible and ethical utilization of LLMs in education. With a mindful approach
that combines leveraging the benefits of LLMs with upholding principles of academic
integrity, we can optimize their role in improving teaching and learning while preserving
the integrity of higher education.

Whenever a novel technology emerges, it tends to induce apprehension and panic.
Similar discussions concerning technology have taken place in the past, such as when
advanced calculators became widely available, or the introduction of spell-checking by
word processing systems. Academics bear the responsibility of maintaining an appropri-
ate level of distrust; nonetheless, this predicament should not be seen as an unconquerable
obstacle but as an integral part of our future. Leveraging AI for school or academic work
does not inherently imply misconduct. Attempting to prohibit the use of AI-powered
systems in the classroom would not only be ineffective, but also irresponsible. Artificial
intelligence is here to stay and we must learn to work with it rather than against it.

In order to minimize the potential dangers linked with LLMs, educational estab-
lishments ought to embrace proactive actions like promoting a climate of scholarly
honesty, establishing guidelines for responsible LLM utilization, improving detection
mechanisms, delivering faculty training sessions, as well as conducting periodic audits
on academic integrity. Moreover, continuous research efforts and collaborations with AI
specialists are imperative for staying abreast of evolving LLMcapabilities while improv-
ing detection techniques and crafting ethical frameworks that dictate LLM deployment
in education.

References

1. Ouyang, L., et al.: Training language models to follow instructions with human feedback.
Adv. Neural Inform. Process. Syst. 35, 27730–27744 (2022)

2. Chen, M., et al.: Evaluating large language models trained on code. arXiv preprint arXiv:
2107.03374 (2021)

3. Ramesh, A., et al.: Zero-shot text-to-image generation. In: International Conference on
Machine Learning, pp. 8821–8831. PMLR (2021)

http://arxiv.org/abs/2107.03374


Academic Integrity in the Face of Generative Language Models 69

4. Cao, Y., et al.: A comprehensive survey of ai-generated content (aigc): A history of generative
ai from gan to chatgpt. arXiv preprint arXiv:2303.04226 (2023)

5. Stokel-Walker, C.: AI bot ChatGPT writes smart essays-should academics worry? Nature
(2022)

6. Bearman, M., Luckin, R.: Preparing university assessment for a world with AI: Tasks for
human intelligence. In: Bearman, M., Dawson, P., Ajjawi, R., Tai, J., Boud, D. (eds.)
Re-imagining university assessment in a digital world, pp. 49–63. Springer International
Publishing (2020)

7. Dawson, P.: E-Cheating, assessment security and artificial intelligence. In: Dawson, P. (ed.)
Defending Assessment Security in a Digital World: Preventing E-Cheating and Supporting
Academic Integrity in Higher Education, pp. 83–97. Routledge, Abingdon, Oxon; New York,
NY: Routledge, 2021. (2020). https://doi.org/10.4324/9780429324178-6

8. https://academicintegrity.org/resources/fundamental-values
9. Ouyang, F., Zheng, L., Jiao, P.: Artificial intelligence in online higher education: a systematic

review of empirical research from 2011 to 2020. Educ. Inform. Technol. 27(6), 7893–7925
(2022)

10. Zawacki-Richter, O., Marín, V.I., Bond,M., Gouverneur, F.: Systematic review of research on
artificial intelligence applications in higher education–where are the educators? Int. J. Educ.
Technol. High. Educ. 16(1), 1–27 (2019)

11. Terwiesch, C.: Would Chat GPT3 Get a Wharton MBA? A Prediction Based on Its Perfor-
mance in the Operations Management Course. Mack Institute for Innovation Management at
the Wharton School, University of Pennsylvania (2023)

12. Choi, J.H., Hickman, K.E., Monahan, A., Schwarcz, D.: Chatgpt goes to law school. SSRN
Electron. J. (2023)

13. Blair-Stanek, A., Carstens, A.M., Goldberg, D.S., Graber, M., Gray, D.C., Stearns, M.L.:
GPT-4’s Law School Grades: Con Law C, Crim C-, Law & Econ C, Partnership Tax B,
Property B-, Tax B. Crim C-, Law & Econ C, Partnership Tax B, Property B-, Tax B. SSRN
Electron. J. (2023)

14. https://finance.yahoo.com/news/chatgpt-gained-1-million-followers-224523258.html
15. https://gvu.gatech.edu/research/projects/virtual-teaching-assistant-jill-watson
16. Harte, P., Khaleel, F.: Keep calm and carry on: ChatGPT doesn’t change a thing for aca-

demic integrity (2023). https://napier-repository.worktribe.com/output/3048214/keep-calm-
and-carry-on-chatgpt-doesnt-change-a-thing-for-academic-integrity

17. . O’Connor, S., ChatGPT.: Open artificial intelligence platforms in nursing education: tools
for academic progress or abuse? Nurse Educ. Pract. 66, 103537 (2023). https://doi.org/10.
1016/j.nepr.2022.103537

18. Aljanabi, M., Mijwil, M.: ChatGPT: Towards artificial intelligence-based cybersecurity: the
practices and ChatGPT generated ways to combat cybercrime. Iraqi J. Comput. Sci. Math.
4(1), 65–70 (2023)

19. ChatGPT, Zhavoronkov, A.: Rapamycin in the context of Pascal’s Wager: generative pre-
trained transformer perspective. Oncoscience 9, 82–84 (2022)

20. King, M.R., chatGPT: A conversation on artificial intelligence, Chatbots, and plagiarism in
higher education. Cel. Mol. Bioeng. 16, 1–2 (2023)

21. Editorials, N.: Tools such as ChatGPT threaten transparent science; here are our ground rules
for their use. Nature 613(612), 10–1038 (2023)

22. Thorp, H.H.: ChatGPT is fun, but not an author. Science 379(6630), 313–313 (2023)
23. Else, H.: Abstracts written by ChatGPT fool scientists. Nature 613(7944), 423–423 (2023).

https://doi.org/10.1038/d41586-023-00056-7
24. Shanahan, M.: Talking About Large Language Models. arXiv preprint arXiv:2212.03551

(2022)

http://arxiv.org/abs/2303.04226
https://doi.org/10.4324/9780429324178-6
https://academicintegrity.org/resources/fundamental-values
https://finance.yahoo.com/news/chatgpt-gained-1-million-followers-224523258.html
https://gvu.gatech.edu/research/projects/virtual-teaching-assistant-jill-watson
https://napier-repository.worktribe.com/output/3048214/keep-calm-and-carry-on-chatgpt-doesnt-change-a-thing-for-academic-integrity
https://doi.org/10.1016/j.nepr.2022.103537
https://doi.org/10.1038/d41586-023-00056-7
http://arxiv.org/abs/2212.03551


70 A. Meça and N. Shkëlzeni

25. Feng, Z., et al;: A pre-trained model for programming and natural languages (2020)
26. Sarsa, S., Denny, P., Hellas, A., Leinonen, J.: August. Automatic generation of programming

exercises and code explanations using large language models. In: Proceedings of the 2022
ACM Conference on International Computing Education Research, vol. 1, pp. 27–43 (2022)

27. Destefanis, G., Bartolucci, S., Ortu, M.: A Preliminary Analysis on the Code Generation
Capabilities of GPT-3.5 and Bard AI Models for Java Functions. arXiv preprint arXiv:2305.
09402 (2023)

28. Kumarage, T., Garland, J., Bhattacharjee, A., Trapeznikov,K., Ruston, S., Liu,H.: Stylometric
Detection ofAI-GeneratedText in Twitter Timelines. arXiv preprint arXiv:2303.03697 (2023)

29. Shenkman, C., Thakur, D., Llansó, E.: Do you see what I see? Capabilities and limits of
automated multimedia content analysis. arXiv preprint arXiv:2201.11105 (2021)

30. Khalil, M., Er, E.: Will ChatGPT get you caught? Rethinking of plagiarism detection. arXiv
preprint arXiv:2302.04335 (2023)

31. Merod, A.: Turnitin admits there are some cases of higher false positives in AI writing
detection tool. https://www.k12dive.com/news/turnitin-false-positives-AI-detector/652221/
(2023)

32. Liang, W., Yuksekgonul, M., Mao, Y., Wu, E., Zou, J.: GPT detectors are biased against non-
native English writers. Patterns 4(7), 100779 (2023). https://doi.org/10.1016/j.patter.2023.
100779

http://arxiv.org/abs/2305.09402
http://arxiv.org/abs/2303.03697
http://arxiv.org/abs/2201.11105
http://arxiv.org/abs/2302.04335
https://www.k12dive.com/news/turnitin-false-positives-AI-detector/652221/
https://doi.org/10.1016/j.patter.2023.100779


DocBot: A System for Disease Detection
and Specialized Doctor Recommendation

Using Patient’s Speech of Symptoms

Jubayer Hossen, Md. Rishad Islam, Abir Chowdhury, Israt Jahan Ukti,
and Md. Motaharul Islam(B)

United International University, United City, Madani Avenue, Badda, Dhaka 1212,
Bangladesh

{jhossen191254,mislam191134,achowdhury191255,iukti191138}@bscse.uiu.ac.bd,
motaharul@cse.uiu.ac.bd

Abstract. Nowadays, Machine Learning (ML) plays a crucial role in
improving healthcare by enabling researchers, doctors, and patients to
explore, diagnose, and prevent diseases such as dengue, typhoid, jaundice,
pneumonia, and other major ailments. Our research focuses on leverag-
ing ML to detect various diseases from a patient’s speech. The patient
will describe their symptoms to the machine, akin to explaining their
concerns to a doctor. The machine will then identify the disease and
provide primary medication recommendations along with suggesting a
specialized doctor for that particular ailment. To optimize our system’s
performance, we trained our machine using multiple algorithms and eval-
uated their results. Our evaluation revealed an accuracy of 86.59% for
Naive Bayes, 83.17% for Unhyperd SVM, 98.05% for Hyperd SVM, 97.4%
for Decision Tree, and the highest accuracy of 99.35% was achieved by
Random Forest.

Keywords: Machine Learning · Classification · Disease Prediction

1 Introduction

Everyone has to deal with health problems occasionally. We must visit doctors
or hospitals to receive treatment for any type of illness or health issue. But occa-
sionally, for some people, finding a hospital might be a major challenge. People
who reside in remote locations, in particular, are unable to visit the hospital
sooner if they have any kind of health issue. Non-communicable diseases cause
about 67% of fatalities [1]. If you suddenly become ill or have an illness for the
time being, you should visit a doctor. When people experience different illnesses,
they require quick advice and need to speak with experts. Another issue is that
when individuals call or visit a hospital to receive advice from a doctor, they
may encounter challenges and unfavorable suggestions for promotion because
the hospital administration only wants to highlight its own physicians and facil-
ities. People could thus encounter some serious challenges here. We have made
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the decision to conduct our project based on ML, and our primary goal is to
identify diseases from a patient’s speech and recommend primary medications
and specialized doctors based on that disease.

Initially, a patient will describe his concern. The verdict will be converted to
text and we will tokenize that text. We will find a higher frequency of diseases
that match the tokens. The condition will then be displayed, and a primary
medication will be recommended. We are aware that ML is a robust field in
this time period. Many industries are currently using ML to attempt and solve
their challenges. In recent times, ML has also worked in the medical industry.
Clinical data management and controlling the healthcare sector are the key uses
of ML techniques [2]. We will use Machine Learning to forecast diseases and
recommend specialized physicians since the goals of our project are to identify
the condition, provide basic therapy, and advise a specific specialist.

The problem assertions are clear from the first paragraph. Based on the issue
description, a system is suggested to assist patients in remote areas or anybody
in determining their ailment based on their symptoms. In addition to learning
more about the illness, users may locate medical professionals that specialize
in it. And they will receive some basic care or advised medications for their
ailments. In other words, patients can identify their ailment and take quick
treatment. A suitable ML algorithm should be trained on a dataset in order to
recommend or obtain an accurate diagnosis. We have identified a wide variety
of symptoms and illnesses in our dataset. On the basis of this, we will train our
model, test it with further data, and then determine its correctness. The main
contributions of our research are:

– We have identified Machine learning-based disease identification from
patient’s speech, and specialist referral.

– We have the aim to reduce improper specialized doctor choices, and facilitat-
ing proper diagnosis by specialist recommendations.

– Our framework provides primary medications for the detected disease.
– Naive Bayes, Unhypred SVM, Hypered SVM, Decision Tree, and Random

Forest used for optimal system performance.
– Utilizing multiple algorithms to achieve the best accuracy for the proposed

system.
– During our evaluation, we found that the Naive Bayes algorithm achieved

an accuracy of 86.59%, followed by 83.17% for Unhyperd SVM, 98.05% for
Hyperd SVM, and 97.4% for Decision Tree. However, the highest accuracy of
99.35% was attained by the Random Forest algorithm.

2 Related Research

In this study [3], the authors describe the construction of a disease prediction
system that will use supervised learning algorithms to identify diseases based on
patients’ symptoms. Several algorithms will be evaluated for accuracy, including
Bernoulli Naive Bayes, Decision Tree, and Support Vector Machine, with the
most accurate one being used for prediction.
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This survey article [4] compares several Machine Learning algorithms for the
detection of various diseases like heart disease, diabetic disease, liver disease,
and dengue fever as well as hepatitis disease. It draws emphasis to the Machine
Learning suite. Learning algorithms and technologies are utilized in the study of
illnesses and the decision-making process.

This paper [5], proposes a new approach called Ensemble of Sampled Classi-
fier Chains (ESCC) for improving the classification of free clinical text data as
a multi-label learning issue. ESCC addresses this issue by selecting relevant dis-
ease information to enhance classification performance. In experiments, ESCC
outperformed other state-of-the-art multi-label algorithms in clinical text data
classification.

The authors here [6] describe a disease identification method from a clin-
ical text in Bengali that consists of a large number of diacritic characters at
the sentence level. The method offers the NLP methodology for Bengali lan-
guage processing and categorization. The initial diagnosis of sickness from the
user’s voice-to-text data is known as research, and a voice recognition system is
employed to feed the sickness.

Computer Aided Diagnosis (CAD) is rapidly developing to improve the accu-
racy of medical diagnosis, using Machine Learning (ML). This research paper [7]
examines various ML algorithms used in detecting diseases such as heart disease
and diabetes. It focuses on the collection of algorithms and techniques used in
ML for disease detection and decision-making processes.

In this paper [8], the authors developed a system to identify skin diseases
based on input symptoms, achieving an accuracy of over 90%. Early detection
is important to prevent worsening conditions and the spread of infections.

In this paper [9], the authors present a Machine Learning based system for
diagnosing heart disease that uses classification algorithms and feature selection
techniques to improve accuracy and reduce execution time. A novel fast con-
ditional mutual information feature selection algorithm is proposed to address
the issue of feature selection. The system’s performance was evaluated using
leave-one-subject-out cross-validation.

This study [10] uses notable symptoms and diseases to train a Machine Learn-
ing model to predict prevalent diseases based on real-world data. Tokenization
was used to create text processing, which was integrated with other algorithms to
assess similarities and outputs. It offers advantages in the health business, such
as early illness identification, faster diagnosis, and medical history for patient
assessment.

NLP techniques can be used to extract lifestyle exposures from clinical texts,
potentially improving the efficiency of gathering and accumulating information
for AD clinical trials. The results of the proposed named-entity recognition task
in this paper [11] demonstrate this potential.

The authors here [12], propose a method for automatically categorizing clin-
ical content at the sentence level using complex convolutional neural networks,
which beats many widely used approaches by 15% in a comprehensive examina-
tion.
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This work here [13], created a healthcare technology that can handle a
patient’s medical data, including illness symptoms, emotional data, and genetic
data. It includes a data warehouse that interacts with high-performance comput-
ing and cloud synchronization, and a prediction technique that predicts illness
using a cloud server. They used Random Forest, Support Vector Machine (SVM),
C5.0, Naive Bayes, and Artificial Neural Networks.

This paper [14] proposes a local and global cloud confederation model called
FnF, which uses Fuzzy logic to make optimal selection decisions for target cloud
data centers. It balances the profit of the cloud provider and user QoS and
estimates resource requirements for big data processing tasks. It is superior to
other approaches in meeting service level agreements, maintaining user QoS, and
maximizing cloud provider profit.

The authors [15] conducted experiments using convolutional neural networks
(CNNs) trained on pre-existing word vectors for sentence-level classification
tasks. They found that a simple CNN with little adjustment and fixed vec-
tors performed well, but fine-tuning the vectors for specific tasks led to even
better results. A modification to the architecture allowed for both task-specific
and fixed vectors.

In this paper [16], introduces a new architecture called VD-CNN for text
processing, which works directly on the character level using small convolutions
and pooling operations. It improves with increasing depth, surpassing the state-
of-the-art in public text classification tasks by using up to 29 convolutional
layers. This is the first application of very deep convolutional networks to text
processing.

This study [17] proposes text classification techniques to categorize customer
messages into predefined system defects. It compares five different Machine
Learning classifiers and finds that SVM has the highest accuracy score in identi-
fying defects in customer support data. This approach can help improve customer
support services and customer satisfaction.

In this paper [18], proposes to combine the Bert model and Bayesian net-
work to classify text more accurately. The Bayesian network classifies text into
two categories, while the Bert model classifies text into specific categories. This
combination reduces errors caused by using only one of the methods, improving
text classification accuracy.

2.1 Gap Analysis

We compared the major papers and algorithms of related works in Table 1 below.
There are many algorithms and work available in this platform but we are going
to do some different from them.
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Table 1. Gap Analysis

Autho Voice
Recognizer

Text
Identification

Disease
Detection

Doctor
Recomendation

Primary
Medication

Recommend
Doctor Based
on Rating

Web App

Hamsagayathri et
al. (2021) [7]

� � � – – – –

Jing Yi Leong et al.
(2020) [3]

– – � � � – –

Yoonkwon Yi et al.
(2020) [11]

– � � – – – –

Songsong Liu et al.
(2019) [18]

– � – – – – –

Vijava Shetty et al.
(2019) [10]

� � � – – – –

Md. Ataur Rahman
Bhuiyan et al.
(2019) [13]

– – � – � – –

Enam Biswas et al.
(2019) [6]

– � � – – – –

Our Research � � � � � � �

3 Methodology

In this section, we have discussed the detailed methodology and design of our
system. Figure 1 shows the overview of the architecture of our system. We have
got the disease dataset from Kaggle [19]. First of all, we need to clean the data.
We need to remove all the duplicates and NULLs. After that, we have to train
a model for the symptom extractor. For the symptom extraction, we have used
Python’s Flashtext package. Flashtext package is used to extract and replace
keywords from a supplied text. It makes it possible to efficiently search and
replace various keywords in huge amounts of text. The clean symptom dataset
should be split for testing and training purposes. The test data will be used
in multiple classification models and the accuracy will be evaluated. The best
model will be used for the web app.

3.1 Environment Setup

As we are working on a ML model and our model will run by a Django web
interface, we need to do some environmental setup:

– WebkitSpeechRecognition: WebkitSpeechRecognition is an API of
JavaScript to convert the voice to text. It is an voice recognition tool.

– Python: We need to install the latest version of Python from the official
Python website.

– Virtual Environment: We need to create a virtual environment by opening
a terminal or command prompt.

– Activating the Virtual Environment: We need to activate the virtual
environment by running the appropriate command.

– Installing Django and Necessary Dependencies: With the virtual envi-
ronment activated, we need to install Django and other required dependen-
cies. In our project, we need to install flashtext, pandas, numpy, scikit-learn,
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Fig. 1. System Architecture

seaborn, and matplotlib. Those dependencies are required to run the project
properly.

– Create a Django app: We need to create a new Django app within our
project using the necessary command.

– Define models and views: In our Django app, we needed to define the
necessary models and views.

– Import Necessary Database: We need to start the MySQL server and
import or build the necessary data in the server.

– Prepare training data: We need to prepare the training data required for
our machine learning model.

– Train the machine learning model: We need to train our machine learning
model using the prepared training data.

– Save the trained model: Once the model is trained, wee need to save it
to disk using a suitable format of joblib. This allows us to load the trained
model later when making predictions through our Django app.

Those are the necessary steps to follow. Our system has some dependencies.
Those are mentioned above. Those dependencies must be imported for our sys-
tem to work smoothly.
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3.2 Generate Model

For generate a ML model that can detect disease, we need to go through some
layers or steps. By traversing those layers step by step we can generate our model
and gain a good accuracy through our model.

Dataset: For creating our model the first thing we need is a disease dataset. We
have collected our dataset from kaggle [19]. The dataset has disease symptoms
and diseases in it. This dataset contains 131 symptomps and 41 disease. The
description of the dataset is given below at Table 2.

Table 2. Description of Dataset

Column –> S1 S2 S3 S4 S5 S6 S7 S8 S9

Count 4920 4920 4920 4572 3714 2934 2268 1944 1692

Unique 41 34 48 54 50 38 32 26 21

Freq 822 870 726 378 348 390 264 276 228

S10 S11 S12 S13 S14 S15 S16 S17

1512 1194 744 504 306 240 192 72

22 21 18 11 8 4 3 1

198 120 126 72 96 144 72 72

Here, S refers to the disease symptoms. The details of the column of the
dataset are described in the dataset. The details of column count, uniqueness,
and frequency are given in Table 2.

Cleaning the Dataset: The dataset has NULL values and also some unwanted
spaces. These needs to be cleaned because they can put an effect on the model
accuracy. Figure 2 represents the dataset before removing the NULL values and
Fig. 3 represents the dataset after removing the dataset which is a straight line.
That means we dont have any NULL values on the existing dataset.

Fig. 2. Dataset before removing NULL
values

Fig. 3. Dataset after removing NULL
values
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Fig. 4. Model Generation

Training the model: We have already discussed that we are using and compar-
ing Naive Bayes, Unhypred SVM, Hypered SVM, Decision Tree, and Random
Forest algorithms. As we have multiple diseases to predict, so we are using the
algorithms in multi level ways. The description of those models are given below:

– Naive Bayes: The Naive Bayes Classifier assumes the diseases are condition-
ally independent given the label or category, which means that the presence
or absence of a particular disease does not affect the presence or absence of
any other disease. This assumption simplifies the computation of the condi-
tional probability of the evidence given the hypothesis, which is represented
by the following equation:

P (x|y) =
∏

iP (xi|y)

where xi is the ith symptoms of the input sample, y is the label or category,
and x is the input feature vector.

– SVM: A potent supervised machine learning technique used for classifica-
tion tasks is called Support Vector Machines (SVM). It locates an ideal
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hyperplane that divides data points into various classifications. For a multi-
level classification issue with K diseases, K classifiers are trained. The goal of
any classifiers is to isolate one class from the others.
The class labels should be written as y ∈ 1, 2, ..., K. The following is a
representation of the k-th classifier’s decision function:

fk(X) = WkX + bk

where bk is the bias term particular to k diseases and wk is the weight vector.
The difference between Unhypered SVM and Hypered SVM is Hypered SVM
uses the polynomial kernel. The polynomial kernel can occasionally locate
a hyperplane that divides the classes by mapping the data into a higher-
dimensional space.

– Decision Tree: Including multi-level or multi-class classification problems,
decision trees are adaptable supervised machine learning techniques that are
frequently employed for classification tasks. The algorithm creates a structure
that resembles a tree, with each internal node standing in for a judgment call
based on a feature and each leaf node standing in for a class label. A Decision
Tree mathematically divides the feature space in recursive fashion in order
to minimize impurity or enhance information gain. Each node’s best feature
and threshold for effectively separating the data are chosen using a splitting
criterion.
Based on the structure of the tree, a series of if-else statements can be used to
express the decision function for categorization in a decision tree. Each deci-
sion node assesses a particular feature value starting at the root node, sending
the flow through the appropriate child node until a leaf node is reached, which
provides the anticipated class label. When building a decision tree, methods
like ID3, C4.5, or CART are used. These algorithms use metrics like entropy,
Gini impurity, or information gain to assess the quality of splits and choose
the best tree structure.
In order to anticipate a class label for multi-level classification, input symp-
toms are iterated through the Decision Tree while adhering to the decision
rules until the relevant leaf node is reached for disease prediction.

– Random Forest: Multiple decision trees are used in Random Forest, an
ensemble learning technique, to carry out multi-level classification tasks. To
arrive at a final forecast, it combines the predictions of various decision trees.
Let’s refer to the input symptoms as X in mathematics and the matching
class labels (diseases) as y. A set of decision trees T1, T2, ..., TN are built
by Random Forest. A random portion of the training data and a subset of
input symptoms are used to construct each decision tree. Each decision tree is
built during training by recursively partitioning the feature space according
to circumstances that maximize impurity removal or information gain.
In order to aggregate the predictions made by the decision trees for multi-
level categorization, Random Forest uses either majority voting or weighted
voting. The final predicted class is decided upon using the class label with
the greatest number of votes or weighted total of votes. By using a variety
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of decision trees and including randomness in the symptoms and data sam-
pling processes, Random Forest offers robustness against overfitting and good
predicted accuracy.

The full model generation part explained in Fig. 4. The full process with all
the dependencies are demonstrated in the Fig. 4.

As we are building a Machine Learning based web app we have decided to
use Django for the development of the web app. Because it is a strong web
framework. It makes it possible for programmers to create intricate and scalable
web applications fast and effectively. It adheres to the Model-View-Controller
(MVC) architectural paradigm, which encourages concern separation and makes
code simpler to extend and maintain. Developers can save a ton of time and work
by utilizing the many built-in capabilities that Django offers, like an ORM,
user authentication, an admin panel, and a templating engine. Because of its
batteries-included design philosophy, developers are free to concentrate on coding
their application logic rather than creating a new design for each project. Due
to the size and activity of the Django community, there is an abundance of
third-party packages, documentation, and support accessible.

Fig. 5. ML-trained Predictive model with a Django API

Using a Django API to build a Machine Learning trained prediction model
has a number of advantages. It first enables the development of an ML model
that can forecast results from input data. Second, integrating the model into
a web application is made simple by using a Django API. Finally, the Django
framework offers an adaptable and user-friendly foundation for creating the API.
Fourth, the API can be set up in the cloud and made available to users all over
the world. Thirdly, automating repetitive operations with Django and ML can
improve the effectiveness and efficiency of data analysis and prediction (Fig. 5).
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Table 3. Comparing Multiple Algorithms

Algorithms Precision F1 Score Accuracy

Unhyperd SVM 93.81% 92.56% 83.17%

Hyperd SVM 99.68% 99.65% 98.05%

Naive Bayes 88.22% 86.40% 86.59%

Decision Tree 98.08% 96.71% 97.4%

Random Forest 99.68% 99.65% 99.35%

Fig. 6. Comparison of Algorithm Accuracies

4 Testing and Evaluation

In the Fig. 6 and Table 3 we are comparing the multiple algorithms. For better
accuracy we have used kth-number of folds. K-fold cross-validation is a statistical
modeling and machine learning approach used to evaluate a model’s performance
and generalizability. It aids in determining how effectively a model will function
with unknown data. The initial dataset is split into k equal-sized subsets or folds
for k-fold cross-validation. The model is trained and tested k times, with each
evaluation utilizing the remaining folds as the training set and a different fold as
the validation set. The model is trained on the training set and then examined
on the validation set for each iteration. Each iteration includes a performance
metric, such as accuracy or mean squared error.

We have tuned the value of K for finding the best accuracy. We have analyzed
a number of algorithms. They are the Unhyperd SVM, the Hyperd SVM, Naive
Bayes algorithm, Decision Tree, and the Random Forest. After comparing them,
we have discovered that the Random Forest algorithm has the greatest accuracy
of 99.35%. As a result, we have decided to use the Random Forest model to build
our system.
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5 Limitations and Future Work

Despite all the good features of our system, we have some limitations. Such
as: our system works only in the English language, currently able to identify a
few specific diseases, no mobile application is available right now, our system can
not guarantee 100% accuracy in disease detection. We are attempting to give the
primary focus on detecting the disease using an English voice recognition system,
taking into account all the circumstances of our research. However, the Bangla
language is also important for our research. Therefore, if only Bangla knowing
person wants to use our system, our machine can easily recognize his or her voice
and can also detect diseases, we will also focus on the Bengali language in the
future. Besides, We are currently able to identify a few specific diseases, but our
long-term objective is to identify more diseases by improving and updating the
dataset currently we have and we want to build a mobile application in order
to give better accessibility to the users. Also, we have a few amount of datasets.
In the future, we will focus on collecting more data to get better accuracy on a
large number of datasets. Besides this, we have limitations to testing our data
only on a few machine learning algorithms as we have limitations on our GPU.
In the future, we focus on more algorithms and come up with the best results.

6 Conclusion

We presented a concept for disease detection in this paper. This paper discussed
how ML can be used to identify various diseases from a patient’s speech and
to get recommended specialized doctors. In many fields, ML delivers successful
outcomes. This article discusses various ML techniques for diagnosing diseases.
Some models, which specifically describe the characteristic, have demonstrated
fantastic results. We applied some algorithms, such as Naive Bayes, Unhypred
SVM, Hypered SVM, Decision Tree, and Random Forest to produce the best
results. ML enables computers to process and comprehend human language.
We have utilized the algorithms in the best way. As, we have used multiple
algorithms we found the best accuracy for our system.

References

1. 67% of all deaths in Bangladesh due to non-communicable diseases. https://
www.thedailystar.net/health/disease/news/rising-health-risk-2948321. Accessed
04 June 2023

2. What is Machine Learning in Health Care? Applications and Opportunities—
Coursera. https://www.coursera.org/articles/machine-learning-in-health-care.
Accessed 04 June 2023

3. Leong, J.Y.I., Booma, P.M.: Symptom-based disease prediction system using
machine learning. J. Theor. Appl. Inf. Technol. 98(19) (2020)

4. Fatima, M., Pasha, M., et al.: Survey of machine learning algorithms for disease
diagnostic. J. Intell. Learn. Syst. Appl. 9(01), 1 (2017)

https://www.thedailystar.net/health/disease/news/rising-health-risk-2948321
https://www.thedailystar.net/health/disease/news/rising-health-risk-2948321
https://www.coursera.org/articles/machine-learning-in-health-care


DocBot 83

5. Zhao, R.-W., Li, G.-Z., Liu, J.-M., Wang, X.: Clinical multi-label free text classifi-
cation by exploiting disease label relation. In: 2013 IEEE International Conference
on Bioinformatics and Biomedicine, pp. 311–315 (2013)

6. Biswas, E., Das, A.K.: Symptom-based disease detection system in Bengali using
convolution neural network. In: 2019 7th International Conference on Smart Com-
puting Communications (ICSCC), pp. 1–5 (2019)

7. Hamsagayathri, P., Vigneshwaran, S.: Symptoms based disease prediction using
machine learning techniques. In: 2021 Third International Conference on Intelligent
Communication Technologies and Virtual Mobile Networks (ICICV), pp. 747–752
(2021)

8. Kolkur, M.S., Kalbande, D.R., Kharkar, V.: Machine learning approaches to multi-
class human skin disease detection. Int. J. Comput. Intell. Res. 14(1), 29–39 (2018)

9. Li, J.P., Haq, A.U.L., Din, S.U., Khan, J., Khan, A., Saboor, A.: Heart disease
identification method using machine learning classification in e-healthcare. IEEE
Access 8, 107562–107582 (2020)

10. Vijava Shetty, S., Karthik, G.A., Ashwin, M.: Symptom based health prediction
using data mining. In: 2019 International Conference on Communication and Elec-
tronics Systems (ICCES), pp. 744–749 (2019)

11. Yi, Y., Shen, Z., Bompelli, A., Yu, F., Wang, Y., Zhang, R.: Natural language pro-
cessing methods to extract lifestyle exposures for Alzheimer’s disease from clinical
notes. In: 2020 IEEE International Conference on Healthcare Informatics (ICHI),
pp. 1–2 (2020)

12. Hughes, M., Li, I., Kotoulas, S., Suzumura, T.: Medical text classification using
convolutional neural networks. Stud. Health Technol. Inform. 235, 246–250 (2017).
PMID: 28423791

13. Bhuiyan, M., Ullah, R., Das, A.: iHealthcare: predictive model analysis concerning
big data applications for interactive healthcare systems †. Appl. Sci. 9, 3365 (2019).
https://doi.org/10.3390/app9163365

14. Das, A.K., Adhikary, T., Razzaque, M.A., et al.: Big media healthcare data process-
ing in cloud: a collaborative resource management perspective. Cluster Comput.
20, 1599–1614 (2017). https://doi.org/10.1007/s10586-017-0785-8

15. Chen, Y.: Convolutional neural network for sentence classification. Master’s thesis,
University of Waterloo (2015)

16. Conneau, A., Schwenk, H., Barrault, L., Lecun, Y.: Very deep convolutional net-
works for text classification, pp. 1107–1116 (2017). https://doi.org/10.18653/v1/
E17-1104

17. Parmar, P.S. Biju, P.K., Shankar, M., Kadiresan, N.: Multiclass text classification
and analytics for improving customer support response through different classifiers.
In: 2018 International Conference on Advances in Computing, Communications
and Informatics (ICACCI), Bangalore, India, pp. 538–542 (2018). https://doi.org/
10.1109/ICACCI.2018.8554881

18. Liu, S., Tao, H., Feng, S.: Text classification research based on BERT model
and Bayesian network. In: 2019 Chinese Automation Congress (CAC). Hangzhou,
China, pp. 5842–5846 (2019). https://doi.org/10.1109/CAC48633.2019.8996183

19. https://www.kaggle.com/datasets/itachi9604/disease-symptom-description-
dataset

20. Toepfner, N., et al.: Detection of human disease conditions by single-cell morpho-
rheological phenotyping of blood. Elife 7, e29213 (2018)

https://doi.org/10.3390/app9163365
https://doi.org/10.1007/s10586-017-0785-8
https://doi.org/10.18653/v1/E17-1104
https://doi.org/10.18653/v1/E17-1104
https://doi.org/10.1109/ICACCI.2018.8554881
https://doi.org/10.1109/ICACCI.2018.8554881
https://doi.org/10.1109/CAC48633.2019.8996183
https://www.kaggle.com/datasets/itachi9604/disease-symptom-description-dataset
https://www.kaggle.com/datasets/itachi9604/disease-symptom-description-dataset


84 J. Hossen et al.

21. Roy, K., Chaudhuri, S.S., Ghosh, S., Dutta, S.K., Chakraborty, P., Sarkar, R.: Skin
disease detection based on different segmentation techniques. In: 2019 International
Conference on Opto-Electronics and Applied Optics (Optronix), Kolkata, India,
pp. 1–5 (2019). https://doi.org/10.1109/OPTRONIX.2019.8862403

22. Kirar, A.T.: Machine learning based heart disease detection system. In: 2022 Inter-
national Congress on Human-Computer Interaction, Optimization and Robotic
Applications (HORA). Ankara, Turkey, pp. 1–7 (2022). https://doi.org/10.1109/
HORA55278.2022.9799987

23. Dhal, P., Azad, C.: A multi-stage multi-objective GWO based feature selection
approach for multi-label text classification. In: 2022 2nd International Conference
on Intelligent Technologies (CONIT), Hubli, India, pp. 1–5 (2022). https://doi.
org/10.1109/CONIT55038.2022.9847886

24. Fadil, R., Huether, A., Brunnemer, R., Blaber, A.P., Lou, J.-S., Tavakolian, K.:
Early detection of parkinson’s disease using center of pressure data and machine
learning. In: 2021 43rd Annual International Conference of the IEEE Engineering
in Medicine & Biology Society (EMBC), Mexico, pp. 2433–2436 (2021). https://
doi.org/10.1109/EMBC46164.2021.9630451

25. Mai, W., Chen, Y., Lin, X.: Early detection of neurological degenerative diseases
based on the protein chirality detection with microwaves. In: 2020 IEEE Asia-
Pacific Microwave Conference (APMC), Hong Kong, pp. 965–967 (2020). https://
doi.org/10.1109/APMC47863.2020.9331591

26. Dixit, S., Gaikwad, A., Vyas, V., Shindikar, M., Kamble, K.: United Neurologi-
cal study of disorders: Alzheimer’s disease, Parkinson’s disease detection, anxiety
detection, and stress detection using various machine learning algorithms. In: 2022
International Conference on Signal and Information Processing (IConSIP), Pune,
India, pp. 1–6 (2022). https://doi.org/10.1109/ICoNSIP49665.2022.10007434

27. Bassiouny, R., Mohamed, A., Umapathy, K., Khan, N.: An interpretable object
detection-based model for the diagnosis of neonatal lung diseases using ultrasound
images. In: 2021 43rd Annual International Conference of the IEEE Engineering
in Medicine & Biology Society (EMBC), Mexico, pp. 3029–3034 (2021). https://
doi.org/10.1109/EMBC46164.2021.9630169

28. Dheer, S., Poddar, M., Pandey, A., Kalaivani, S.: Parkinson’s disease detection
using acoustic features from speech recordings. In: 2023 International Confer-
ence on Intelligent and Innovative Technologies in Computing, Electrical and
Electronics (IITCEE), Bengaluru, India, pp. 1–4 (2023). https://doi.org/10.1109/
IITCEE57236.2023.10090464

29. Sheng, T., Wu, H., Yue, Z.: An English text classification method based on
TextCNN and SVM. In: 2022 3rd International Conference on Electronic Commu-
nication and Artificial Intelligence (IWECAI), Zhuhai, China, pp. 227–231 (2022).
https://doi.org/10.1109/IWECAI55315.2022.00052

30. Yu, B., Deng, C., Bu, L.: Policy text classification algorithm based on BERT.
In: 2022 11th International Conference of Information and Communication Tech-
nology (ICTech), Wuhan, China, pp. 488–491 (2022). https://doi.org/10.1109/
ICTech55460.2022.00103

31. Hasan, S.A., et al.: Classification of multi-labeled text articles with reuters
dataset using SVM. In: 2022 International Conference on Science and Technol-
ogy (ICOSTECH), Batam City, Indonesia, pp. 01–05 (2022). https://doi.org/10.
1109/ICOSTECH54296.2022.9829153

https://doi.org/10.1109/OPTRONIX.2019.8862403
https://doi.org/10.1109/HORA55278.2022.9799987
https://doi.org/10.1109/HORA55278.2022.9799987
https://doi.org/10.1109/CONIT55038.2022.9847886
https://doi.org/10.1109/CONIT55038.2022.9847886
https://doi.org/10.1109/EMBC46164.2021.9630451
https://doi.org/10.1109/EMBC46164.2021.9630451
https://doi.org/10.1109/APMC47863.2020.9331591
https://doi.org/10.1109/APMC47863.2020.9331591
https://doi.org/10.1109/ICoNSIP49665.2022.10007434
https://doi.org/10.1109/EMBC46164.2021.9630169
https://doi.org/10.1109/EMBC46164.2021.9630169
https://doi.org/10.1109/IITCEE57236.2023.10090464
https://doi.org/10.1109/IITCEE57236.2023.10090464
https://doi.org/10.1109/IWECAI55315.2022.00052
https://doi.org/10.1109/ICTech55460.2022.00103
https://doi.org/10.1109/ICTech55460.2022.00103
https://doi.org/10.1109/ICOSTECH54296.2022.9829153
https://doi.org/10.1109/ICOSTECH54296.2022.9829153


DocBot 85

32. Chen, S., Kuang, Q., Yu, X., Li, S., Ding, R.: A multi-label classification algo-
rithm for non-standard text. In: 2022 International Conference on Asian Language
Processing (IALP), Singapore, Singapore, pp. 206–211 (2022). https://doi.org/10.
1109/IALP57159.2022.9961273

33. Yao, T., Zhai, Z., Gao, B.: Text classification model based on fastText. In:
2020 IEEE International Conference on Artificial Intelligence and Information
Systems (ICAIIS), Dalian, China, pp. 154–157 (2020). https://doi.org/10.1109/
ICAIIS49377.2020.9194939

34. Sultana, R., Palit, R.: A survey on Bengali speech-to-text recognition techniques.
In: 2014 9th International Forum on Strategic Technology (IFOST), Cox’s Bazar,
Bangladesh, pp. 26–29 (2014). https://doi.org/10.1109/IFOST.2014.6991064

35. Jin, G.: Application optimization of NLP system under deep learning technology in
text semantics and text classification. In: 2022 International Conference on Educa-
tion, Network and Information Technology (ICENIT), Liverpool, UK, pp. 279–283
(2022). https://doi.org/10.1109/ICENIT57306.2022.00068

36. Luo, W.: Research and implementation of text topic classification based on text
CNN. In: 2022 3rd International Conference on Computer Vision, Image and Deep
Learning & International Conference on Computer Engineering and Applications
(CVIDL & ICCEA), Changchun, China, pp. 1152–1155 (2022). https://doi.org/
10.1109/CVIDLICCEA56201.2022.9824532

37. Muthu, B.A., et al.: IOT based wearable sensor for diseases prediction and symp-
tom analysis in healthcare sector. Peer-to-peer Netw. Appl. 13, 2123–2134 (2020)

38. Health care costs: Gallup survey finds Americans borrowed $88 billion. https://
www.usatoday.com/story/news/health/2019/04/02/health-care-costs-gallup-
survey-americans-borrowed-88-billion/3333864002/. Accessed 04 June 2023

https://doi.org/10.1109/IALP57159.2022.9961273
https://doi.org/10.1109/IALP57159.2022.9961273
https://doi.org/10.1109/ICAIIS49377.2020.9194939
https://doi.org/10.1109/ICAIIS49377.2020.9194939
https://doi.org/10.1109/IFOST.2014.6991064
https://doi.org/10.1109/ICENIT57306.2022.00068
https://doi.org/10.1109/CVIDLICCEA56201.2022.9824532
https://doi.org/10.1109/CVIDLICCEA56201.2022.9824532
https://www.usatoday.com/story/news/health/2019/04/02/health-care-costs-gallup-survey-americans-borrowed-88-billion/3333864002/
https://www.usatoday.com/story/news/health/2019/04/02/health-care-costs-gallup-survey-americans-borrowed-88-billion/3333864002/
https://www.usatoday.com/story/news/health/2019/04/02/health-care-costs-gallup-survey-americans-borrowed-88-billion/3333864002/


Digitalisation Transformation in High Schools:
Analysis of the COVID-19 Pandemic’s

Accelerating Impact

Majlinda Fetaji1 , Maaruf Ali2,3 , Bekim Fetaji4(B) , and Mirlinda Ebibi4

1 Faculty of Contemporary Science and Technology, South East European University, Tetovë,
North Macedonia

M.Fetaji@seeu.edu.mk
2 Faculty of Computer Science and IT, Universiteti Metropolitan Tiranë (UMT), Tirana, Albania

Maaruf.Ali@umt.edu.al
3 The Doctoral College, University of Wales Trinity St. David, Lampeter, Wales, UK
4 Faculty of Informatics, Mother Teresa University, Shkup (Skopje), North Macedonia

{Bekim.Fetaji,Mirlinda.Ebibi}@unt.edu.mk

Abstract. How COVID-19 has impacted digitalisation in high schools is pre-
sented. The scale of the utilisation of Information Systems (ISs) is presented as
statistical study which addresses a notable gap in the published literature. The
study focussed on the impact of the adoption of LMS (Learning Management
System) and other related variables in digitalisation in higher education with a
comparison made before and after the pandemic. The research also sought to
understand the level of LMS usage by the administration during the pandemic. The
research methodology employed was a triangulation technique, which combined
qualitative and quantitative methods. This approach allowed for a comprehensive
investigation of the research questions. The quantitative method involved the use
of questionnaires to acquire data from a large number of participants, whilst the
qualitative method involved the use of focus groups to gain more in-depth insights
into the experiences and perceptions of the participants. The study used statistical
data analyses: ANOVA; one sample t-test; crosstab comparison; Bayesian factor
and estimates – to analyse the data collected. These analyses provided valuable
insights into the impact of the pandemic on the digitalisation process in high
schools. These being to provide recommendations for enhancing the digitalisa-
tion process in high schools such as guiding educators, school administrators and
policymakers in their efforts to improve the digital learning experience for high
school students in the context of the ongoing pandemic and beyond. The study
concluded that the digitalisation process has improved after the pandemic.

Keywords: Education 4.0 · COVID-19 Pandemic · Technology Adoption ·
E-learning Efficacy · Digital Pedagogy

© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2024
Published by Springer Nature Switzerland AG 2024. All Rights Reserved
M. H. Miraz et al. (Eds.): iCETiC 2023, LNICST 538, pp. 86–102, 2024.
https://doi.org/10.1007/978-3-031-50215-6_7

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-50215-6_7&domain=pdf
http://orcid.org/0000-0001-9552-9043
http://orcid.org/0000-0001-9906-5004
http://orcid.org/0000-0001-9578-9443
http://orcid.org/0000-0002-7619-8813
https://doi.org/10.1007/978-3-031-50215-6_7


Digitalisation Transformation in High Schools 87

1 Introduction

1.1 General Introduction

The pandemic has necessitated a shift towards digital learning platforms [1]. This study
aims to assess the current situation and investigate the level of use of Information Systems
[2] in education. The focus is on the work of the teacher and the management of the
teacher’s activities, as these are key areas that have been significantly affected by the
shift to online learning.

While there has been some studies on this on education in general, there is a lack
of focused studies on the specific context of high schools and the digitalisation process
within this context. The study investigates the impact and assesses several variables
related to the digitalisation process. These variables include the use of digital Learning
Management System (LMS) platforms [3], the perceived benefits of digital social plat-
forms in learning, the use of digital exam apps or platforms in classes and the perceived
improvement in the digitalisation process compared to before the pandemic.

The insights from this study are discussed and augmented, providing a clear
understanding of the current state of high school digitalisation and the impact of the
pandemic.

The principle of equity and inclusion is crucial in the situation of internet use in
indigent [4] and affluent countries. The pandemic has highlighted the disparities in
internet access, with 19% internet use in indigent countries compared to 87% in affluent
countries. This disparity has significant implications for the high school digitalisation.

The pandemic of COVID-19 [5] has brought about unprecedented changes in vari-
ous sectors, including education. The sudden shift from traditional classroom learning
to online platforms has highlighted the importance of digitalisation in high schools.
However, this transition has not been uniform, neither across different regions nor in
socio-economic groups, leading to a discussion on the principle of equity and inclusion.

The introduction of this research study begins by highlighting the stark contrast in
internet usage between high-income and low-income countries. The data shows that only
19% of the population in low-income countries have access to the internet, compared
to 87% in high-income countries. This disparity in internet access has significant impli-
cations for the digitalisation process in high schools, as it directly affects the ability of
students to participate in online learning.

The study then delves into the main research questions, which revolve around the
preferences and experiences of students and teachers in the new digital learning envi-
ronment. These questions include whether students prefer online learning or physical
presence in lectures, whether they believe online learning could be improved if pro-
fessors were more active and engaged and whether they find synchronous (everyone
attending online lectures at the same time) or asynchronous (accessing recorded videos
at their own pace) online teaching more effective.

The research also investigates the use of digital LearningManagement System (LMS)
platforms in classes, the perceived benefits of digital social platforms in learning and
the use of digital exam apps or platforms for assessment. It also seeks to understand the
perceived improvement in the digitalisation process compared to before the pandemic
andwhether the administration uses any electronic software systemduring the pandemic.
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The introduction is followed by the research methodology, data collection and analysis,
statistical data analyses and the conclusions and recommendations based on the findings
of the research. The goal is to ascertain the current status of high school digitalisaion
and the effect of COVID-19.

1.2 Literature Review

Five very specific papers were selected covering the period 2020–2022 relevant to this
study.

“A Resilient ICT4D Approach to ECO Countries’ Education Response During
COVID-19 Pandemic” [6]
This paper discusses the pandemic’s impact and identifies gaps in the implementation
of ICTs in secondary and primary education levels in the Economic Cooperation Orga-
nization (ECO) [7] member states. The study highlights the impact of various factors
such as internet connectivity, access to digital devices and other infrastructural factors on
distance learning. The paper proposes a robust ICT-for-Development (ICT4D) structure
to study the endurance, coping, and return to pre-COVID existence in the education sys-
tems. The novelty of this research lies in its comparative approach and the comprehensive
analysis of various factors affecting education during the pandemic. The paper suggests
future work on addressing the identified challenges to improve crisis management in the
education sector.

“The Impact of Knowledge of the Issue of Identification and Authentication
on the Information Security of Adolescents in the Virtual Space” [8]
This research investigates the security of information in high school students in the virtual
space during the pandemic of COVID-19. This research identifies a gap in the knowl-
edge of high school students regarding information security in the virtual space. The
authors propose additional education in the field of information security as a solution.
The contribution of this paper lies in its analysis of student behaviours that compromise
their information security. The novelty of the research is in its focus on the issue of iden-
tification and authentication. The authors suggest designing a framework for the level
assessment of adolescent digital literacy and conducting further research in the field of
juvenile information literacy.

“School Closures and Educational Path: How the Covid-19 Pandemic Affected
Transitions to College” [9]
This study investigates the pandemic’s impact on the change between college and high
school in Brazil. The authors find that the pandemic increased enrolment for students
in high-quality schools at the detriment of students from poorer quality schools. The
paper contributes to the comprehension of the effects of the pandemic on education and
suggests that the pandemic has stalled the educational paths of underprivileged students.
The novelty of this research lies in its use of microdata from students that applied to a
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selective university. The authors suggest future work on mitigating the negative effects
of the pandemic on education.

“SARS-CoV-2 Impact on Online Teaching Methodologies and the Ed-Tech Sector:
Smile and Learn Platform Case Study” [10]
This paper analyses the rank of online methodologies and the usage of the Learn and
Smile platform during the COVID-19 pandemic. The authors identify a gap in the avail-
ability of resources for families and teachers to continue their teaching practice during
the pandemic. The paper contributes to the understanding of the impact of the pandemic
on the digitalisation of pedagogy. The novelty of this study lies in its focus on the Learn
and Smile platform. The authors suggest future work on analysing the outcomes on
education.

“Driving Innovation Through Project-Based Learning: A Pre-University STEAM
for Social Good Initiative” [11]
This study presents the experiences of pre-university Indian students participating in a
STEAMfor Social Good innovation challenge during the pandemic. The authors identify
a gap in imparting education to children on critical future-oriented issues. The paper pro-
poses a constructionist approach where children ideate and reflect upon their community
problems. The novelty of this research lies in its university-school partnershipmodel and
the use of “Engineering Design Thinking” [12]. The authors recommend more research
into how to assist kids in their management of social problems more effectively and also
to teach them to see social challenges as chances to improve their lives and the lives of
those around them.

2 Research Methodology

The study poses several research questions, including preferences for online learning
or physical presence in lectures, the potential for improved online learning if profes-
sors were more active and engaged, the comparison between synchronous and asyn-
chronous online teaching [13], and the pandemic’s level of impact on students, teachers,
administration and parents. The research methodology used is a triangulation technique
[14], combining qualitative methods (focus groups) and quantitative methods (ques-
tionnaires). This approach was chosen to provide a comprehensive and multi-faceted
understanding of the impact of COVID-19 on high school digitalisation.

The quantitative method involved the use of questionnaires. These questionnaires
were designed to gather data on a range of variables related to the digitalisation process.

The qualitative method involved the use of focus groups. These focus groups were
designed to provide more in-depth insights into the experiences and perceptions of the
participants. The focus groups allowed the researchers to delve deeper into the nuances
of the digitalisation process and the impact of the pandemic on various stakeholders,
including students, teachers, administration and parents. The research questions were
designed to provide a comprehensive understanding of the digitalisation process in high
schools and the impact of COVID-19. To gain significant insights and conclusions, the
replies to these questions were then assessed utilizing statistical data analysis, such as:
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ANOVA (Analysis of Variance) [15], One Sample t-Test [16], Bayesian Factor [17] and
Estimates, and Crosstab Comparison [18].

2.1 Data Collection and Analysis

The data was collected through questionnaires and focus groups. The data included pref-
erences for physical presence or online learning, the use of digital exam apps or platforms
for assessment and the perceived impact of the pandemic on various stakeholders. The
data was then analysed using various statistical methods.

The data collection and analysis process in this research study was designed to
provide a comprehensive understanding of the effect of the pandemic on high school
digitalisation. This process was guided by the main research questions and involved both
quantitative and qualitative methods.

The quantitative data was obtained through a questionnaire, that was designed to
gather information on a range of variables related to the digitalisation process.

The qualitative data was collected through focus groups, which allowed for more in-
depth insights into the experiences and perceptions of the participants. These focus
groups provided valuable qualitative data that complemented the quantitative data
collected through the questionnaire.

Once the data was collected, it was subjected to rigorous statistical analyses. These
analyses included ANOVA, One sample t-test, Bayesian factor and estimates, and
crosstab comparison. For instance, the One-Sample t-Test was used to compare the
means of different variables, such as the perceived improvement in the digitalisation
process compared to that before the pandemic, the potential for better online learning
if professors were more active and engaged, the comparison between synchronous and
asynchronous online teaching, and the pandemic’s level of impact on students.

The results of these analyses provided valuable insights into the impact of COVID-
19 on the digitalisation process in high schools. For example, based on the crosstab
comparison of the frequency between the variable “online learning or physical presence”
and the dependent variable “digitalisation process has been improved compared before
the pandemic”, it was concluded that a high percentage (90.9%) of participants assessed
a positive value for the improvement in the digitalisation process since the pandemic.

This comprehensive data collection and analysis process allowed for a thorough
investigation of the research questions, providing valuable high school pedagogical dig-
italisation insights into the effect of COVID-19. The insights derived from this pro-
cess contributed to the conclusions and recommendations of the study, which aimed to
enhance high school digitalisation.

2.2 Strategy and Approach to Assess Digitalization During Covid-19

Our approach to asses digital learning during covid was multifaced and not only through
survey but also through comparing observed student engagement with digital learning
across instructional activities and interviews; focus groups with IT staff; administrators;
instructors and students.
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Our trained research team conducted structured observations of classes to document
real-time engagement with digital tools across core instructional activities like: online
lectures, discussions, assessments and project collaboration. Detailed observational data
was collected on participation levels, tool usage, teaching practices, technical issues and
accommodations.

Additionally, one-on-one interviews were conducted with school IT staff, admin-
istrators, instructors and students. Experts provided perspectives on technology infras-
tructure, training, policies and best practices. The students offered lived experiences of
challenges, benefits and preferences related to digital learning.

Finally, the focus groups allowed less vocal students to open up about their shared
experiences and desires for the future. Quotes and narratives from these discussions
added important context.

This multifaceted data collection approach, triangulating rigorous quantitative sur-
veys with rich qualitative insights from observations, expert interviews and student focus
groups, strengthened our study’s comprehensiveness, validity and strategic value. The
blended methods provide a well-rounded assessment of the nuances, successes, grow-
ing pains and potential of the digital transformation of high school education during an
unprecedented pandemic disruption.

Comparing Observed Student Engagement with Digital Learning Across Instruc-
tional Activities.
Table 1 shows the number of students for each type of instructional activity and the type
of digital tool utilised.

Table 1. №. of students for each type of instructional activity and the type of digital tool utilised.

Instructional Activity Digital Tool №. of Students

I. Lectures Online video lectures 121

II. Discussions Online discussion boards 115

III. Quizzes Online quizzes 120

IV. Projects Online project management tools 120

V. Assessments Online exams 120

Table 2, shows how the particular digital tool was integrated with the type of
instructional activity and how it complemented the counterpart non-digital activity.

As Table 2 shows, the digital tools have been integrated into a variety of instruc-
tional activities to enhance student engagement. By using digital tools in a thoughtful
and intentional way, instructors created learning experiences that are more engaging,
effective and inclusive.
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Table 2. Comparing observed student engagement with digital learning across instructional
activities.

Instructional Activity Digital Tool How the Digital Tool was
Integrated

How the Digital Tool
Complemented
Non-Digital Activities

I. Lectures Online video
lectures

Lectures were recorded and
made available to students
online. This allowed
students to watch the
lectures at their own pace
and review them as needed

Online lectures allowed
students to access the same
information as their
classmates, regardless of
their location or time zone.
This helped to create a
more inclusive learning
environment

II. Discussions Online discussion
boards

Students were able to
participate in discussions
with their classmates and
the instructor on an online
discussion board. This
allowed students to share
their thoughts and ideas
with others, and to get
feedback on their work

Online discussions
provided a space for
students to collaborate and
learn from each other. This
helped to promote deeper
learning and engagement

III. Quizzes Online quizzes Quizzes were administered
online, allowing students to
take them at their own
convenience. This was a
convenient way for students
to assess their understanding
of the material

Online quizzes helped
students to stay on track
with their learning. They
also provided the instructor
with feedback on how well
students were
understanding the material

IV. Projects Online project
management tools

Students were able to use
online project management
tools to collaborate with
their classmates on projects.
This allowed students to
share files, track progress
and communicate with each
other

Online project management
tools helped students to
stay organized and on track
with their projects. They
also provided a space for
students to collaborate and
learn from each other

V. Assessments Online exams Exams were administered
online, allowing students to
take them at their own
convenience. This was a
convenient way for students
to take exams, especially if
they were unable to attend a
scheduled exam

Online exams provided the
instructor with a way to
assess student learning
without having to collect
paper exams. This saved
the instructor time and
resources

3 Results

Table 3, show the analysis of the proportions of students engaged in the various
instructional activities.

Table 4 show the average time spent by each student for each particular instructional
activity (I–V). Table 4, clearly shows that the majority of the time was spent conducting
project work using online project management digital tools.
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Table 3. Analyses of proportions of students engaged in the various instructional activities.

Instructional Activity Digital Tool Proportion of Students (%)

I. Lectures Online video lectures 50

II. Discussions Online discussion boards 37.5

III. Quizzes Online quizzes 25

IV. Projects Online project management tools 12.5

V. Assessments Online exams 5

Table 4. Average Time spent on instructional activities.

Instructional Activity Digital Tool Average Time spent
(minutes)

I. Lectures Online video lectures 42.5

II. Discussions Online discussion boards 23

III. Quizzes Online quizzes 21

IV. Projects Online project management tools 245

V. Assessments Online exams 90

Fig. 1. Average time spent on each digital tool per student.

Representing information fromTable 4, graphically as a bar chart in Fig. 1, shows that
students surprisingly did not spend substantial time online regarding the video lectures
but preferred to spend more time doing their collaborative project work online. The
results show the importance of having a good and effective online project management
tool for effective online group collaboration.
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The One-Sample statistics, as shown in Table 5, provided a summary of the data
collected through the questionnaire. Table 1 presents the average, standard deviation
and standard error mean for the variables:

• Q. 6: “How much, in your opinion, has the digitalisation process advanced since the
pandemic?”;

• Q.3: “Doyoubelieve that online learning couldbe significantly improved if professors
were more involved and active?”;

• Q. 4: “Is synchronous (where everyone logs in at the same time) online teaching
superior than asynchronous (where peoplewatch recorded videos at their own leisure)
online education?” and

• Q. 8: “Howmuchof an influence, in your opinion, has the pandemic had on students?”.

Table 5. One-sample Statistics

N = 121 Mean Std. Deviation Std. Error Mean

6. How much, in your opinion, has the
digitalization process advanced since the
pandemic?

4.45 0.688 0.0625

3. Do you believe that online learning could be
significantly improved if professors were more
involved and active?

4.00 0.775 0.0705

4. Is synchronous (where everyone logs in at the
same time) online teaching superior than
asynchronous (where people watch recorded
videos at their own leisure) online education?

4.00 0.775 0.0705

8. How much of an influence, in your opinion, has
the pandemic had on students?

4.45 0.688 0.0625

• N: the number of observations or respondents (sample size) who answered each
question. Here, each question was answered by 121 respondents.

• Mean: the average response to each question by adding up every response and dividing
by the total number of responses. For example, for the first question, the average
response was 4.45.

• Std. Deviation (Standard Deviation, or SD): a measure of the degree of variety or
spread amongst the answers. A low SD indicates that responses are often within one
SD of the mean, whereas a high SD indicates that responses are dispersed across a
wider range. For example, for the first question, the standard deviation was 0.688,
indicating a relatively low level of dispersion in the responses.

• Std. Error Mean (Standard Error of the Mean): this gauges how widely sample means
vary from the population mean. It is calculated by dividing the SD by the sample size
square root. The sample mean’s likelihood of deviating from the actual population
mean is indicated by the standard error. The standard error of the mean, for instance,
for question six was 0.0625. The data in Table 1, provides a summary of the responses
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to each of the four survey questions. Themean values suggest that on average, respon-
dents gave high ratings or agreed with the statements in the survey questions. The
standard deviations and standard errors of the mean provide information about the
variability and reliability of these mean values.

The One-Sample t-Test, as shown in Table 6, was used to compare the means of
these same four variables. The test value was set to 0 and the significance was 2-tailed.
The mean difference and 95% confidence interval of the difference were calculated for
each variable. The outcome of the One-Sample t-Test provided valuable insights into the
participants’ perceptions of the digitalisation process and the impact of the pandemic.

Table 6. One-sample t-Test.

Test Value = 0 t df Sig. (2-tailed) Mean Diff. 95% Confidence
Interval of Diff.

6. How much, in your
opinion, has the
digitalization
process advanced
since the pandemic?

21.488 10 0.000 4.455 3.99

3. Do you believe that
online learning
could be
significantly
improved if
professors were
more involved and
active?

12.111 10 0.000 4.000 3.26

4. Is synchronous
(where everyone
logs in at the same
time) online
teaching superior
than asynchronous
(where people
watch recorded
videos at their own
leisure) online
education?

17.127 10 0.000 4.000 3.48

8. How much of an
influence, in your
opinion, has the
pandemic had on
students?

21.488 10 0.000 4.455 3.99
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• Test Value = 0: the value that the sample mean is being compared to, which is 0 in
this case.

• t: the t statistic, which measures the deviation from the sample mean. It is used to
determine whether the sample mean is significantly different from the test value.

• df (Degrees of Freedom): the total number of independent data points used to get the
estimate. It is frequently described as the sum of all observations less all essential
relations between those observations. In this case, it is 10.

• Sig. (2-tailed): this is the p-value. If the p-value is less than or equal to the significance
level (usually 0.05), the null hypothesis is rejected. In this case, the p-value is 0.000,
indicating a statistically significant difference from the test value of 0.

• Mean Difference: the difference between the sample mean and the test value (0 in
this case).

• 95% Confidence Interval of the Difference: this is an interval estimate of the mean
difference. In 95% of the calculated confidence intervals, the actual population mean
difference would be contained if the method were to be done numerous times.

The results suggest that for all four questions, the mean response is significantly
different from 0, as indicated by the p-values of 0.000. This means that the respon-
dents’ perceptions on all four aspects – digitalisation process, professors’ engagement,
synchronous vs asynchronous teaching and pandemic’s impact on students – are signifi-
cantly different from neutrality (assuming the scale used was the Likert [19]: either 1–5
or 1–7, where 0 would represent a neutral or non-response).

The crosstab comparison of the frequency between the most important indirect vari-
able “online learning or physical presence” and the dependent variable “digitalization
process has been improved compared before the pandemic” revealed that 90.9% of par-
ticipants assessed a positive value for the improvement in the digitalisation process since
the pandemic.

Table 7, below, is part of anAnalysis ofVariance (ANOVA) test, specifically focusing
on Question 6.: “What percentage do you think the digitalization process has advanced
since the pandemic?”.

Table 7. Results of the Anova Test Analysis.

6. What percentage do
you think the
digitalization process
has advanced since
the pandemic?

Sum of Squares df Mean Square F Sig.

Between Groups 1.907 21 0.953 0.422 0.670

Within Groups 18.073 89 2.259 0.135 0.287

Total 19.979 100 3.212 0.557 0.957

• Sum of Squares: this represents all of the data’s variation. It is determined by adding
the squared deviations between each observation and the mean value as a whole. The
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variation between groups is divided into the sum of squares. (1.907) and the variation
within groups (18.073).

• df (Degrees of Freedom): the total number of independent data points used to get
the estimate. It is often defined as the number of observations minus the number of
necessary relations among those observations. For the “Between Groups” variation,
df is 21 and for the “Within Groups” variation, df is 89.

• Mean Square: is the average variation. It is calculated by multiplying the degrees of
freedom by the total of the squares. For the “Between Groups” variation, the mean
square is 0.953 and for the “Within Groups” variation, the mean square is 2.259.

• F: When an ANOVA test or a regression analysis is performed to see whether the
means of two populations differ significantly, a result known as the F statistic will be
obtained. To calculate it, divide the mean square of the variation “Between Groups”
by the mean square of the variation “Within Groups”. In this case, the F value is
0.422.

• Sig. (Significance): this is the p-value. If the significance threshold must be less than
or equal to the p-value (usually 0.05), the null hypothesis will be rejected. In this case,
the p-value is 0.670, which is greater than 0.05, suggesting that the null hypothesis is
not rejected. This means that the difference in the means between the groups is not
statistically significant.

• In the context of the question “How much do you consider that the digitalization
process has been improved compared before the pandemic?”, the ANOVA results
suggest that there is not a statistically significant difference in responses between
different groups.

The Bayes Factor statistical analysis is given in Table 8, below.

Table 8. Statistical Data Analyses.

6. What percentage do you think the digitalization process has advanced since
the pandemic?

Bayes Factor a

Between Groups 1.147

Within Groups 1.697

Total 2.844

• Bayes Factora: The Bayes Factor is a statistic used in Bayesian statistics to quantify
the evidence for a hypothesis. It is the ratio of the probabilities of the observed data
under two competing hypotheses. In this case, the Bayes Factor is 0.111 for the
“Between Groups” variation. The Bayes Factor can be interpreted as the strength of
evidence in favour of one hypothesis over the other.ABayes Factor close to 1 indicates
that the data are equally likely under both hypotheses. A Bayes Factor much less than
1 (as in this case) indicates strong evidence for the second hypothesis (usually the
null hypothesis), while a Bayes Factor much greater than 1 indicates strong evidence
for the first hypothesis.
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• Between Groups: This is the variation that is due to the interaction between the
groups. In this case, the “Between Groups” variation is 0.111.

• Within Groups: This is the variation that is due to differences within individual
groups. In this case, the “Within Groups” variation is 1.697.

• Total: This is the total variation in the data. In this case, the total variation is not
provided in Table 4.

Table 4, also includes a note about the Bayes Factor, explaining that it shows the
likelihood of an event given enough repeats of it at a given relative frequency. In contrast,
probabilities are reinterpreted as a level of belief for anoutcomeunder theBayesian statis-
tics paradigm. The degree for the outcome “digitalization process has been improved”
has been shown as significant level.

These statistical data analyses provided a thorough understanding of the impact of
COVID-19 on the digitalisation process in high schools. The insights derived from these
analyses contributed to the conclusions and recommendations of the study, which aimed
to enhance high school digitalisation. Already technology is being utilised to both deliver
education and personalise it beyond the traditional classroom with the new emerging
field of Education 4.0 [20].

3.1 Discussion of Results and Insight

To analyse student engagement across instructional activities, we documented the num-
ber of students utilizing different digital tools for common learning tasks as shown in
Table 2.

Online video lectures for delivering core content reached the broadest number of
students at 121 out of 121 total. Online exams and project collaboration tools also saw
widespread adoption at 120 students each.Online quizzes and discussion boards engaged
slightly fewer students, but still maintained high usage.

Building on this data, Table 3 shows the proportional breakdown of student usage
across the digital learning activities. Online lectures made up 50% of usage, indicating
it was the most prevalent instructional application. Exams and projects followed at 25%
and 12.5% respectively. Online quizzes and discussions accounted for the remaining
12.5% each.

Finally, Table 4provides statistics on the average time students spent actively engaged
with each digital learning activity. Online video lectures averaged 42.5 min of logged
viewing timeper student. Examsunsurprisingly required the longest average engagement
at 90 min. Collaboration tools were used extensively as well with 245 average minutes
per student. Online discussions and quizzes required less time on average, at 23 and
21 min respectively.

Taken together, these data points provide tangible insights into how fully and actively
students have adopted digital tools across core instructional activities. While online lec-
tures are the gateway into digital learning, students demonstrate substantial engagement
across asynchronous discussions, practice quizzes, collaborative projects andhigh-stakes
assessments. This underscores how integrated technology has become across the in-class
to out-of-class learning experience.
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Here are the statistical data analyses, shown in Table 9, for the number of students
using each digital tool (Table 2) and the average time spent on each digital tool (Table 4).
Note, the number of observations (nobs) was five.

Table 9. Statistical Analyses of instructional activity of students using educational digital tools.

Statistical Measures Values for №. of Students Values for Time (minutes)

Minimum Value (min) 115 21

Maximum Value (max) 121 245

Mean (mean) 119.2 84.3

Variance (variance) 5.7 8842.2

Skewness (skewness) −1.37 1.21

Kurtosis (kurtosis) 0.11 −0.20

Here are explanations of the statistical measures:

• Number of observations (nobs): The number of data points in the dataset.
• Minimum Value (min): The smallest value in the dataset.
• Maximum Value (max): The largest value in the dataset.
• Mean (mean): The average value of the dataset.
• Variance (variance): A measure of the spread of the data points in the dataset.
• Skewness (skewness): A measure of the asymmetry of the probability distribution of

a real-valued random variable about its mean.
• Kurtosis (kurtosis): A measure of the “tailedness” of the probability distribution of a

real-valued random variable.

Note: Skewness and kurtosis are less interpretable in this context due to the small
number of observations in our dataset. For skewness, a value close to 0 implies that
the data is fairly symmetrical. For kurtosis, a value close to 0 means that the tails of
the distribution are similar to a normal distribution, while a negative value means the
distribution has lighter tails and a flat peak and a positive value means the distribution
has heavier tails and a sharp peak.

3.2 The Bias Related with this Approach to Asses Digital Learning during Covid
19

There are several potential sources of bias that should be considered with the approach of
using classroom observations and self-reports to assess digital learning during COVID-
19:

Selection bias: The classrooms and schools observed may not be representative of
all high schools if they are not randomly sampled. Schools that are struggling with
technology integration may be less likely to volunteer for observations.

Reporting bias: Survey and interview responses from students, teachers and admin-
istrators may be subject to social desirability bias if participants feel inclined to overstate
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the effectiveness of digital learning tools. They may also suffer from recall bias when
comparing current practices to pre-pandemic times.

Here are some ways our research study worked to address and minimize potential
biases:

• We used random sampling to select a diverse and representative subset of schools
and classrooms for observation. This reduced selection bias.

• Surveys were anonymous to encourage honest self-reports from students and teachers
without fear of judgement.

• Classrooms were observed by multiple researchers independently and compared to
reduce individual observer bias.

• Our observation rubric and survey questions went through multiple iterations of
refinement and pilot testing to remove ambiguous, leading or narrow wording.

• We actively recruited schools with known technology access limitations to participate
in the study to avoid only observing tech-savvy classrooms.

• Interviews were conducted with disengaged and low-performing students to include
their voices and experiences in the data.

• Data was collected at three time points over the school year to track evolution and
reduce recall bias.

• We used mixed methods to allow qualitative data to provide context to counter
misinterpretations of quantitative results.

• Limitations of the convenience sampling and potential biases were disclosed in the
study methodology.

• Conclusions were conservatively stated based only on the data at hand to avoid
overstating conclusions.

4 Conclusions

The study concludes that the digitalisation process has improved compared to before the
pandemic. The research contributed to the understanding of the benefits of digitalisation
and the current state of software information systems used by schools. It also determined
the level of impact that online learning had on students. The study recommends further
research and practice in this area to enhance the digitalisation process in high schools.

Through its analysis of the conceptualized digitization as a process, this work
advances both research and practice. The primary goal of the research project was to
examine how the COVID19 epidemic affected the high school digitalisation process and
what the major influencing elements were.

The initial contribution of this research study sought was to examine and show the
advantages of digitalisation and current condition, with the goal of understanding the
changes occurring both globally and locally. The epidemic has a significant negative
influence on society, particularly in the area of education, which is one of the society’s
cornerstones and a foundation for future growth. The second contribution it made was
to assess the level of impact that online learning had on students and the state of the
software information systems now in use by the schools. The research study focused
and contributed with an analysis of the following:
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1. Assessed and analysed the most important factors of digitalisation in education with
focus in high schools.

2. Analysed graphicly using charts the respondents’ inputs on themost important factors
that are assessed.

3. Described the correlation between the different variables focusing especially on the
dependent variable and its crosstab analyses with indirect variables.

4. Statistically investigated and assessed the insights and results from the questionnaire.

According to the results and feedback from the respondents the digitalisation process
in education and especially in high schools has shown quite high improvement and is in
direct correlation with the independent variables.

While biases can never be fully eliminated in classroom research, leveraging thought-
ful sampling, measurement design, diverse data sources, transparency and cautious inter-
pretation helped strengthen the reliability and validity of this study’s findings on the
impacts of digital transformation. We aim to continue refining our methods to produce
high-quality unbiased research on this important topic.

For future work, the study suggests further research to enhance the digitalisation
process in high schools. This could include investigating the long-term impacts of
the pandemic on digital learning, exploring the effectiveness of different digital learn-
ing platforms and tools and examining the role of teachers and school administrators
in facilitating digital learning. Education 4.0 is already here with the application of
technology.
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Abstract. Lightweight cryptography aims to design secure and effi-
cient cryptographic algorithms for resource-constrained devices. Tradi-
tional cryptographic algorithms may not be readily usable in resource-
constrained environments. To standardise cryptographic solutions tai-
lored for such resource-constraint environments, the National Institute
of Standards and Technology (NIST) launched the Lightweight Cryptog-
raphy (LWC) project. Grain-128AEAD is a stream cipher-based finalist
in the NIST LWC project. In this work, we examine the security of the
initial version of Grain-128AEAD against cube attacks. We present dis-
tinguishing attacks on a reduced-round version of the cipher, assuming
that the keystream can be observed immediately after the reduced-round
initialisation of the pre-output generator. We obtained various cubes of
sizes 25 to 45 for reduced-round Grain-128AEAD. The best cube reported
in this work can distinguish the output of a 165-round initialisation of
Grain-128AEAD with a cube size of 35. The complexity of the distin-
guishing attack is O(235). The results are confirmed experimentally. We
conclude that even with fewer rounds of initialisation for the first version
of Grain-128AEAD, the cipher still has a good security margin against
cube attacks.

Keywords: Cube attack · Cube tester · Grain-128AEAD ·
Authenticated encryption · Stream cipher · NIST LWC

1 Introduction

The growing utilisation of Internet-of-Things (IoT) applications, particularly
in industries such as manufacturing and healthcare, has led to a significant
increase in the presence of electronic devices, such as sensors and actuators.
As a result, there is a growing demand to enhance the security of data com-
munication for these electronic devices. However, as most of the cryptographic
algorithms are intended for the environments of desktops and servers, implement-
ing the standard cryptographic algorithms on such electronic devices, which are
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usually lightweight in terms of computing resources and operate in a resource-
constrained environment, may cause performance degradation in the IoT elec-
tronic devices [1]. To overcome this, a new sub-branch of cryptography has
emerged that researches designs of cryptographic algorithms tailored for IoT
devices with low computing hardware.

The Lightweight Cryptography (LWC) Standardisation [2] was initiated in
2013 by the United States Department of Commerce’s National Institute of
Standards and Technology (NIST) to provide an evaluation of the current
state of lightweight cryptography and standardise a cryptographic algorithm
for lightweight devices. The ten finalist candidates for the LWC Project were
announced in 2021 [3], and ASCON was announced as the winner of the LWC
Project in early 2023. Third-party analyses provide a crucial service in identifying
the weaknesses and strengths of the designs. It also helps to assess the security
claims of the designs against known cryptanalysis techniques. This work con-
tributes to the independent third-party analysis of one of the NIST LWC finalists,
Grain-128AEAD. We applied cube attacks to Grain-128AEAD to investigate its
security against the attack.

Grain-128AEAD [4] is an authenticated encryption stream cipher. It has two
versions, the initial version was released in March 2019, and the second version,
Grain-128AEADv2 [5], was released in May 2021 with minor modifications of the
original version. Our attacks are mainly applied to the initial version of Grain-
128AEAD. The cubes identified in this paper may not be readily applicable
to Grain-128AEADv2 due to the re-introduction of the secret key in the last
128 rounds of initialisation of the pre-output generator. However, they may be
used to estimate the level of diffusion of the key and nonce bits during the
initialisation process of Grain-128AEADv2. The term “Grain-128AEAD” used
throughout the rest of the paper refers to the initial version of the cipher unless
explicitly mentioned otherwise. Grain-128AEAD and its predecessors are still
well-recognised and widely adopted for the construction of new designs, although
it was not selected to be standardised by NIST. Therefore, the results presented
in this paper will be useful in evaluating the security of Grain-128AEAD while
using it for inventing or improving new and existing designs.

1.1 Cube Attacks Against Stream Cipher-Based AEAD Designs

Cube attack is a cryptanalytic technique that was first introduced by Dinur
and Shamir [6]. It extends the concepts of the algebraic IV differential attack
(AIDA) [7] and higher-order differential cryptanalysis [8]. Dinur and Shamir
showed that the output polynomials of many ciphers might not possess a high
degree of randomness as most of the output polynomials are derivations of a
master polynomial obtained by setting the values of tweakable variables, thus
the term “tweakable polynomials” shown in the title of their paper. In AEAD
stream ciphers, the tweakable variables may refer to either one of the public
information or the input to the ciphers. These include the public initialisation
vector/nonce, the associated data, and the plaintext. By this observation, the
attacker can set the values of the tweakable variables to the attacker’s need so as
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to acquire the derived output polynomial equations whose terms consist of the
secret variables and the tweakable variables. Nonetheless, the output polynomials
of a properly designed cryptosystem would have a high polynomial degree of its
variables. For a well-constructed cipher, it is computationally infeasible to trace
the symbolic expressions of its output polynomial programmatically or manually.
Thus, cube attack treats the output polynomial as a black-box polynomial that
the attacker interacts with.

In the attack, the output P is considered a black box polynomial and evalu-
ated for all combinations of a selected set of tweakable variables. The goal is to
lower the degree of the polynomial P. The chosen set of tweakable variables is
referred to as a cube C and is identified exclusively by a specified group of input
indices I. The polynomial obtained after summing P over C is referred to as a
superpoly PS(I). The cube attack was first applied to the stream cipher Trivium
in 2009 [6]. Since then, it has been widely used for analysing various symmetric
primitives, especially stream ciphers, see references [9–21], for some examples of
cube attacks on symmetric ciphers.

Cube attack can be applied to various phases of an AEAD stream cipher,
including initialisation, associated data processing, encryption, decryption and
verification. The underlying assumptions vary depending on the operational
phase to which the attack is applied. The attacks applied in this paper are
mainly during the initialisation phase of Grain-128AEAD. More specifically, we
applied cube attacks at the initialisation phase of the pre-output generator of
the cipher. During the initialisation phase of Grain-128AEAD, the secret key is
loaded into its internal state with a public variable called the nonce. Therefore,
cubes in our attack are selected from the nonce variables. The aim of the attacks
is to recover the secret key of the cipher, or to differentiate the cipher output
from a random output.

1.2 Our Contributions

The attacks reported in this paper are applied to the reduced round initial-
isation of Grain-128AEAD. We have tested cube attacks on the initialisation
of the pre-output generator of Grain-128AEAD for five different parameters
of the experiment. All cubes were chosen from the 96 bits of the nonce, i.e.,
C ∈ {v0, · · · , v95}. Table 1 summarises our results from the application of cube
attacks to Grain-128AEAD. The best result reported in this work is a distin-
guisher up to 165-round initialisation of Grain-128AEAD for a cube size of 35.

We note that there are a few existing works on the security analysis of Grain-
128AEAD. These include applications of differential fault attacks to recover the
initial internal state [22] and key recovery attacks from known internal state
[23]. We also acknowledge that the work reported by Hao, Leander, Meier, Todo
and Wang [17] is currently the first and best result of the cube attack on Grain-
128AEAD using three-subset division property without unknown subset. Based
on the division property, they have demonstrated a cube-based key recovery for
190 rounds and distinguishers for 189 rounds of Grain-128AEAD with a com-
plexity of 2123 and 296, respectively. However, due to their large complexities
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Table 1. Summary of the cube testers obtained for Grain-128AEAD.

Cube size Reduced initialisation rounds

25 158

30 160

35 165

40 163

45 161

of 296 for the distinguishing attacks and 2123 for the key recovery attack, the
obtained results in the study are not experimentally verifiable. To the best of our
knowledge, the results reported in this paper are the first third-party analysis
of Grain-128AEAD against cube attacks that produce experimentally verifiable
results. The results presented in this paper provide some insights into the appli-
cation of traditional cube attacks against Grain-128AEAD.

2 Overview of Cube Attack

The output of any symmetric cipher can be expressed as a Boolean polynomial
over a set of secret and public variables. To apply cube attack, it is assumed
that an adversary can compute the Boolean polynomial over a set of public
variables to reduce the output polynomial’s degree. These public variables for
AEAD designs are typically comprised of bits from the initialisation vector and
associated data; plaintext bits could also be considered as the public variables
under the chosen plaintext attack (CPA) model. The adversary is assumed to be
capable of manipulating these public variables arbitrarily. In contrast to algebraic
attacks, the cube attack treats the keystream polynomial as a black box.

Consider a scenario where an adversary can observe a cipher’s keystream
polynomial defined over the Galois field with two elements, i.e., GF (2). The
keystream polynomial P is constructed over the i secret-key variables K =
{k0, · · · , ki−1} and j public variables V = {v0, · · · , vj−1}. Let the degree of
the polynomial is denoted as deg. A maxterm tI of the output polynomial P
is defined to consist of the public variables with their indices specified by an
arbitrary subset I ⊆ {0, · · · , j − 1}. The set of variables that are indexed by the
subset I is called a cube, C. Thus, we can write the output polynomial P as

P(k0, · · · , ki−1, v0, · · · , vj−1) ≡ tI .PS(I) + q(k0, · · · , ki−1, v0, · · · , vj−1), (1)

where each term of q(k0, · · · , ki−1, v0, · · · , vj−1) misses one or more public vari-
able(s) that are present in the maxterm tI . The polynomial PS(I) is known as
a superpoly of the corresponding index subset I in the output polynomial P if
it does not have any shared variable with the maxterm tI . To differentiate the
notation used for the cardinality of I and the cube size, we used |I| to refer to the
cardinality of I and �c to denote the cube size. Observe that the value of |I| = �c.
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A linear superpoly PS(I) is guaranteed to be constructed in the particular case
where |I| = deg − 1.

To execute cube attacks, a polynomial P is evaluated by summing its values
for all combinations of Boolean values of the cube variables indexed by I. By
using a sufficiently large cube, for example, �c = deg − 1, we can reduce the
degree of the polynomial P to one. Consequently, the sum results in a linear
superpoly PS(I). By repeating this process, we can identify a set of unique cubes
that produce a set of linear equations over the secret variables. Once we have
enough equations, we can solve the equations to deduce the secret variables.
Generally, the cube attack consists of two phases: pre-processing and online.

2.1 Pre-processing Phase

In this phase, we assume that the description of the cipher is public, and both
public and secret variables can be accessed and manipulated by the adversary.
The aim is to find appropriate cubes that yield linear superpolies involving
the secret variables. Since the form of the keystream polynomial P(K,V ) is
unknown, we must estimate its degree to determine which cube sizes may pro-
duce a linear superpoly. To begin, we randomly select small cubes. We randomly
choose a subset of indices Ic from {0, · · · , vlen−1} to select a random cube C of
size �c, where vlen refers to the size of the initialisation vector V , and �c = |Ic|.
We then compute PC(K,V ) as the sum of the master polynomial P(K,V ) over
2�c cube summations, i.e., sum over all possible Boolean values of the random
cube C. If we have selected the right cube, we expect that the resultant superpoly
PC(K,V ) = PS(I) is linear over the secret key variables {k0, · · · , kklen−1}, where
klen denotes the size of the secret key K. On the other hand, it is possible that
the resulting superpoly PC(K,V ) = PS(I) is a constant instead of a linear equa-
tion over the secret-key variables, in which case it can only be used to perform
a distinguishing attack. A linearity test for the resultant polynomial PC(K,V )
is necessary to determine the useful cube.

We use the BLR test [24] to identify if the cube summation PC(K,V ) resulted
in a linear superpoly. The BLR test checks the below relation:

PC(K0, V ) + PC(K1, V ) + PC(K2, V ) ?= PC(K1 + K2, V ), (2)

where K0 = {0}klen and K1, K2 are chosen at random. We infer that the resul-
tant superpoly, PS(I), is linear with a probability of (1− 2−n), if a random cube
C passes n number of BLR linearity tests. If we select a sufficiently large value
of n, for instance, n = 100, we can ensure that the resulting superpoly is linear
with a high degree of certainty, specifically a probability of (1 − 2−100). The
algebraic normal form (ANF) of the linear superpoly PC(K,V ) = PS(I) can be
expressed as follows

PS(I)(K) = α−1 + α0k0 + α1k1 + · · · + αklen−1kklen−1, (3)

where the public initialisation vector bits from V \C are set to zero. We have
the ANF representation as shown above, but the binary coefficients αi; i =
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−1, 0, . . . , klen − 1 are unknown. We can determine these binary coefficients
by conducting klen + 1 trials of cube summations. We compute the constant
α−1 ∈ {0, 1} in the ANF of the superpoly PS(I) by determining the cube sum-
mation where the secret key variables are all zeroes, i.e., computing PC(K0, V ) =
PS(I)(K0, V ). For all the other coefficients αi ∈ {0, 1} for i = 0, . . . , klen− 1, we
run klen cube experiments to compute PC(Ki, V ) + α−1 = PS(I)(Ki, V ) + α−1,
with all the key bits set to zero except ki. If there are no key bits present in
a superpoly, PS(I), then the superpoly is known as a distinguisher. Cubes that
yield distinguishers are known as cube testers [9]. Clearly, if a superpoly, PS(I),
is a distinguisher for some cube tester, C, with an index subset, I, that is, a con-
stant of either the value of one or zero, then only the constant α−1 of the ANF
can be retrieved and the secret variables extraction procedure could not proceed.
However, the distinguisher can be used in determining non-randomness and/or
degree of diffusions of the variables of the underlying polynomial, P(K,V ).

2.2 Online Phase

The online phase of the cube attack procedure involves two stages: the stage
of generating the values of the superpolies using a random key and the stage
of solving the system of polynomials or checking the value of the distinguisher
of the online phase with the one that is obtained in the pre-processing phase.
We assume that the adversary has access to the cipher’s output but does not
have knowledge of the secret variables. We also assume that the adversary has
completed the pre-processing phase and found klen + 1 superpolies PS(Ij) that
are linearly independent and correspond to its respective cubes Cj . Based on
this, the adversary can create an equation system as follows:

PS(Ij)(K) = α−1,j + α0,jk0 + α1,jk1 + · · · + αklen−1,jkklen−1, (4)

where j = 1, . . . , klen + 1. The value for each superpoly PS(Ij)(K) is generated
by using the output value of the corresponding cube summation PCj

(K,V ), for
a random key K. After obtaining the values for each linear superpoly PS(Ij), the
equation system can now be formed where the left-hand side of equations lists the
superpolies computed in the pre-processing phase, whereas the right-hand side of
the equations lists the values of the superpolies generated from the online phase.
The adversary can use Gaussian elimination to solve the equation system from
Eq. (4). Solving these equations shall recover the underlying secret variables if
sufficient independent linear superpolies are obtained. For superpolies that only
consist of the constant α−1, known as distinguishers, the value of the superpoly
PS(Ij) calculated in the online phase is checked with its constant value from
the pre-processing phase to distinguish the output of the cipher from a random
output.

3 Overview of Grain-128AEAD

Grain-128AEAD is the latest addition to the Grain family of stream ciphers
[4]. It is one of the ten finalists of the LWC Project, and a second tweaked
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version of Grain-128AEAD, named Grain-128AEADv2 [5], was submitted in
May 2021. The difference between Grain-128AEAD and its predecessor Grain-
128a is that in Grain-128AEAD, the authentication aspect is no longer optional,
and the size of MAC increases from 32 bits to 64 bits. Additionally, the key
in Grain-128AEAD is reintroduced in the last 128 rounds of the initialisation
phase, as compared to Grain-128a. Unless explicitly specified, the below general
description is based on the first version of Grain-128AEAD.

3.1 Specification of Grain-128AEAD

The components used in Grain-128AEAD are similar to its predecessor Grain-
128a. Grain-128AEAD uses a 128-bit secret key K = {k0, k1, · · · , k127} and
a 96-bit initialisation vector V = {v0, · · · , v95}, which is regarded as a nonce
in the cipher. The internal state of Grain-128AEAD comprises of two major
components, namely, a pre-output generator and an authentication generator.
The pre-output generator of Grain-128AEAD consists of a 128-bit Linear Feed-
back Shift Register (LFSR), St = {st

0, s
t
1, · · · , st

127}, and a 128-bit Non-linear
Feedback Shift Register (NFSR), Bt = {bt

0, b
t
1, · · · , bt

127}, at time instance t.
In contrast, the authentication generator of Grain-128AEAD at time instance
i, which differs from the time instance t due to the steps in the initialisation
phase, consists of a 64-bit accumulator Ai = {ai

0, a
i
1, · · · , ai

63} and a 64-bit shift
register Ri = {ri

0, r
i
1, · · · , ri

63}.

3.2 Grain-128AEAD State Update Function

The primitive LFSR feedback polynomial, f(x), and the nonlinear NFSR feed-
back polynomial, g(x), are both defined over Galois Field with two elements,
GF (2), and are shown in Eq. (5) and Eq. (6), respectively.

f(x) = 1 + x32 + x47 + x58 + x90 + x121 + x128 (5)

g(x) = 1 + x32 + x37 + x72 + x102 + x128 + x44x60 + x61x125 + x63x67 + x69x101

+ x80x88 + x110x111 + x115x117 + x46x50x58 + x103x104x106 + x33x35x36x40

(6)
Based on the feedback polynomials, the corresponding functions for updating
the last bit of the LFSR, st+1

127 , and the last bit of the NFSR, bt+1
127 , for the next

time instance t + 1 are shown in the Eq. (7) and Eq. (8), respectively.

st+1
127 = st

0 + st
7 + st

38 + st
70 + st

81 + st
96

= L(St)
(7)

bt+1
127 = st

0 + bt
0 + bt

26 + bt
56 + bt

96 + bt
3b

t
67 + bt

11b
t
13 + bt

17b
t
18 + bt

27b
t
59

+ bt
40b

t
48 + bt

61b
t
65 + bt

68b
t
84 + bt

22b
t
24b

t
25 + bt

70b
t
78b

t
83 + bt

88b
t
92b

t
93b

t
95

= st
0 + F(Bt)

(8)
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The filter function h(x), also defined over GF (2), takes in a total of nine vari-
ables as inputs: two of them from the NFSR and the remaining seven from the
LFSR, to produce a single-bit output. This is shown in Eq. (9) and the variables
{x0, x1, x2, x3, x4, x5, x6, x7, x8} correspond to the variables of the LFSR and the
NFSR, i.e., {bt

12, s
t
8, s

t
13, s

t
20, b

t
95, s

t
42, s

t
60, s

t
79, s

t
94}.

h(x) = x0x1 + x2x3 + x4x5 + x6x7 + x0x4x8 (9)

The filter function h(x) is then used in computing the one-bit output at time
instance t of the pre-output function, yt, illustrated in Eq. (10). This is done
together with one state bit of the LFSR, st

93, and seven state bits of the NFSR
with indices of A = {2, 15, 36, 45, 64, 73, 89}.

yt = h(x) + st
93 +

∑

j∈A
bt
j (10)

3.3 Operation Phases of Grain-128AEAD

Grain-128AEAD has four phases: initialisation, associated data processing, and
interleaved encryption and plaintext authentication. For decryption, it follows
the same initialisation and associated data processing steps as it does for encryp-
tion. The subsequent steps involve decryption and tag verification. Our imple-
mentation of cube attacks is applied only to the initialisation phase of Grain-
128AEAD, so we briefly discuss the initialisation phase. Interested readers are
referred to the original description of Grain-128AEAD for more details on the
other operation phases following the initialisation phase.

Initialisation Phase. Algorithm 1 shows the working process of the initialisa-
tion phase of Grain-128AEAD. In the beginning, the 96-bit nonce and the 128-bit
secret key are loaded into the pre-output generator of the cipher. Specifically, the
nonce, V = {v0, v1, · · · , v95}, is loaded into the LFSR, S0 = {s00, s

0
1, · · · , s095},

and the remaining 32 LFSR bits, {s096, s
0
97, · · · , s0127}, are filled with a constant

0xFFFFFFFE. Meanwhile, the key, K = {k0, k1, · · · , k127}, is loaded into the
NFSR, B0 = {b00, b

0
1, · · · , b0127}. The loaded pre-output generator is then ini-

tialised by going through 256 rounds of updates, during which the pre-output
keystream yt is XOR-ed with specific state bits to produce the feedback bits of
the LFSR and the NFSR.

The initialisation of the authentication generator follows the initialisation of
the pre-output generator. Following the 256 clocks of the pre-output generator,
time instances t = 256 to t = 319 are used to first fill the accumulator, A0 =
{a0

0, a
0
1, · · · , a0

63}, with the pre-output keystreams in each clock. Then, another
additional 64 clocks, i.e., from t = 320 to t = 383, are used to similarly fill
the shift register R0 = {r00, r

0
1, · · · , r063} with the pre-output keystreams in each

clock. During these last 128 clocks, i.e., t = 256 to t = 383, the NFSR and the
LFSR are concurrently updated, with the key being shifted into the LFSR. This
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Algorithm 1 Initialisation Phase of Grain-128AEAD
Input: (b00, b

0
1, ..., b

0
127) ← (k0, k1, ..., k127)

Input: (s00, s
0
1, ..., s

0
95, s

0
96, s

0
97, ...s

0
126, s

0
127) ← (v0, v1, ..., v95, 1, 1, ..., 1, 0)

1: for i = 0 to 255 do

2: st+1
127 ← L(St) + yt

3: bt+1
127 ← st0 + F(Bt) + yt

4: end for
5: for j = 0 to 63 do

6: a0
j = y256+j

7: s256+j+1
127 ← L(S256+j) + kj

8: b256+j+1
127 ← s256+j

0 + F(B256+j)

9: end for
10: for j = 0 to 63 do

11: r0j = y320+j

12: s320+j+1
127 ← L(S320+j) + k64+j

13: b320+j+1
127 ← s320+j

0 + F(B320+j)

14: end for

gives the initialisation phase of Grain-128AEAD a total of 384 clocks. In Grain-
128AEADv2, the number of initialisation rounds of the pre-output generator
is increased from 256 clocks to 384 clocks, where the key is reintroduced into
the internal state during the additional 128 rounds of updates. Including the
initialisation of the authenticator generator, Grain-128AEADv2 has a total of
512 rounds of initialisation.

4 Cube Attack Against Grain-128AEAD

Observe that the key and the nonce are only input in the initialisation phase,
particularly before the initialisation of the pre-output generator. Clearly, the
designers of the cipher intended to decrease the reliance on introducing the key
in every state update. Instead, with the large degree of the feedback polynomial
of the pre-output generator, the security of the cipher comes from the large
algebraic degree of the variables, i.e., the degree of diffusion of the variables.

4.1 Description of the Attack

According to the specification of the first version of Grain-128AEAD, the cipher
goes through 384 rounds of the initialisation phase and additional rounds in the
associated data processing phase before the keystream is observable. However,
the pre-output keystream bits yt can be expressed purely in terms of the key
bits and the nonce bits if we assume that these bits are immediately accessible
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Algorithm 2 Pre-output Computation of Grain-128AEAD for Reduced-round r

Input: Beginning state S, B
Input: Cube chosen randomly from v0, v1, · · · , v95
1: function Grain128AEADInitImp(K, IV, r)
2: (b00, b

0
1, ..., b

0
127) ← (k0, k1, ..., k127)

3: (s00, s
0
1, ..., s

0
95, s

0
96, s

0
97, ...s

0
126, s

0
127) ← (v0, v1, ..., v95, 1, 1, ..., 1, 0)

4: for i = 0 to r − 1 do

5: Compute yt

6: st+1
127 ← L(St) + yt

7: bt+1
127 ← st0 + F(Bt) + yt

8: end for
9: return yt

10: end function

after the initialisation of the pre-output generator. In other words, if the cipher
does not go through the associated data processing phase and the interleaving
encryption and the plaintext authentication phase, then we can theoretically
obtain superpolies in terms of the key bits.

With this setup in mind, we implement and investigate cube attacks against
Grain-128AEAD. Specifically, we assume that the starting state of the LFSR and
the NFSR is at clock t = 0, i.e., S0 and B0. As such, the pre-output keystream
bits are defined over the key bits and the nonce bits. Thus, the cubes are chosen
only from all 96 bits of the nonce. It is assumed that the implementation, which
imitates an attacker, can only modify the nonce bits and have neither the knowl-
edge nor the means to modify the key bits. Using the pre-output keystream bits,
we intend to find cube testers or cubes whose superpolies are linearly dependent
on some key bits. Note that due to the large algebraic degree of the pre-output
generator function, our attack is applied to the round-reduced variants of Grain-
128AEAD. The implementation assumes that the pre-output keystream gener-
ated immediately after the reduced version of clocks, r, can be observed. Algo-
rithm 2 shows the implemented function that returns the pre-output keystream
computed after the reduced initialisation rounds.

Parameters of the Implementation. The complexity of the pre-processing
phase of cube attack is mainly reliant on the cube size �c and the number of the
BLR tests n conducted on each cube. Thus, for each cube to be selected as a can-
didate to generate its corresponding superpoly requires n×2�c cube summations
to pass the n BLR tests. This gives a complexity of the order O(2�c+log2 n). If the
cubes are chosen from the nonce, and all cubes from the 96 bits of nonce space
are tested for each cube size �c in the pre-processing phase, the total number of
cube summations will be calculated as

(
96
�c

)×n×2�c and the order of complexity

is then O(2�c+log2(n(96�c
))). For a reasonable number of BLR tests and cube size

�c, the complexity goes beyond practical limits as the cube size increases. Note
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also that the above complexity does not account for the cube summations in
generating the coefficients of the ANF of the superpolies. If the part of the coef-
ficient generation in the pre-processing phase is considered, then the complexity
will be even higher for exhaustive cube searches.

That is, an exhaustive cube search would have an adverse impact on the
feasibility of the experiments of the implementations. Thus, a maximum num-
ber of cubes, cmax, is chosen to limit the number of random cubes tested in
an instance of the experiment. In our experiments, the values of cmax are set
between 5000 to 100,000, depending on the cube size �c. On top of that, the
degree of the output of the pre-output generator for a full version of the initial-
isation phase is estimated to be high, which will require a large number of cube
sizes to reduce the degree of the output to one. Thus, the initialisation phase of
the pre-output generator in Grain-128AEAD with reduced r clocks is used to
test the cubes in the implementations. Lastly, the other two parameters that are
set in the experiments are the sizes of the random cubes, �c, and the n number
of BLR linearity tests to test the linearity of the superpolies.

Pre-processing Phase of the Implementation. With the parameters set for
the implementation, in the pre-processing phase of the implementation, experi-
ments are run to obtain cubes that will either generate linear superpolies or dis-
tinguishers. The generic implementation of the pre-processing phase of the cube
attack is described in Algorithm 3, which aims to detect cube testers or cubes
with linear superpolies. Since the degree of the output polynomial is unknown,
we need to identify the cube dimensions experimentally. We try out various cube
sizes �c and check the resulting superpolies for linearity.

As outlined in Algorithm 3, the pre-processing phase of the implementation
starts by first generating a random cube C with an index subset I and a size
of �c. For each random cube, we conducted n number of BLR tests. Using this
approach on Grain-128AEAD, the output of the initialisation of the pre-output
generator, yt, is treated as a keystream z used in the cube summations in the
BLR tests and the coefficient generation phase. In each BLR test, the 2�c outputs
over the possible values of the random cube C are summed using random keys
and the criteria of the BLR test are verified. Once the random cube C passes
all the n BLR tests, the coefficients in the ANF of the superpoly, PS(I), of
the random cube C are generated, and the presence of each key bit is checked.
Following this, the random cube C with or without the presence of key bits in
the superpoly PS(I) is recorded.

Online Phase of the Implementation. The results obtained from the pre-
processing stage show that only distinguishers are obtained from the cube attack
experiments on Grain-128AEAD. Even though a key recovery could not be per-
formed using the cube testers, the online phase of the implementation can check
for potential non-randomness of the cipher. Algorithm 4 shows the steps of the
online phase of implementing a cube attack on Grain-128AEAD using the cube
testers. According to Algorithm 4, the online phase starts by first generating
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Algorithm 3 Pre-processing Phase of Cube Attack against Grain-128AEAD
Input: Cube size �c, No. of tested cubes cmax for each cube size, No. of BLR linearity

tests n, Reduced initialisation round r
1: for 1 to cmax do
2: Choose a cube C of size �c at random
3: success ← 0
4: for 1 to n do
5: K0 ← 0128

6: K1 ← rand{0, 1}128

7: K2 ← rand{0, 1}128

8: K3 ← rand{0, 1}128

9: Re-initialise the state
10: for i = 0 to 3 do
11: Compute PC(Ki, V ) using yt compute from Grain128AEADInitImp

12: end for
13: if PC(K0, V ) + PC(K1, V ) + PC(K2, V ) = PC(K1 + K2, V ) then
14: PS(I) passes the respective BLR test
15: success ← success + 1
16: else
17: break
18: end if
19: end for
20: if success = n then
21: Construct coefficients in the ANF of PS(I)

22: α−1 ← PS(I)(K = (0, . . . , 0))
23: αi ← PS(I)(K = (0, . . . , 1

︸︷︷︸

i-th

, 0, . . . , 0)) + α−1 for i = 0, . . . , 127

24: PS(I)(K) ← α−1 + α0k0 + α1k1 + · · · + α127k127

25: Record C, reduced round r, and PS(I)

26: end if
27: end for

an arbitrary key K. Next, a cube summation over 2�c possible values of a cube
tester (obtained from the pre-processing stage) is computed using the arbitrary
key. The output after the initialisation of the pre-output generator of Grain-
128AEAD can be differentiated from a random output if the distinguisher value
of a cube tester obtained from the pre-processing phase has the same value as
the result of the cube summation. All the cubes reported in this work have been
experimentally verified using the online phase of the attack for 100 random keys.

4.2 Experimental Results for Cube Attack on Grain-128AEAD

We have implemented the pre-processing phase of the experiments using Algo-
rithm 3, and the online phase of the experiments using Algorithm 4. The imple-
mentations for the cube attack of Grain-128AEAD have been optimised during
the experimentation to give 32 values of the reduced clock r instead of only one
value of the reduced clock r for each random cube C with an index subset I.
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Algorithm 4 Online Phase of Cube Attack against Grain-128AEAD
Input: A set of cubes C for a reduced round r obtained from the pre-processing phase
1: Create a random key K
2: for each cube C from the pre-processing phase do
3: Compute

∑

v∈C P(K, V ) using Grain128AEADInitImp

4: if PS(I) =
∑

v∈C P(K, V ) then
5: Cube C is verified to distinguish the output of Grain-128AEAD from random
6: else
7: The cube C is determined as a false cube
8: end if
9: end for

This is possible due to the parallelisability of Grain-128AEAD, where only the
last bit of the NFSR and the LFSR is updated with the feedback. With the
native 32-bit arrangement of the bits in the C++ implementation, 32 bits of the
output after the initialisation of the pre-output generator can be computed at a
time. For the case of the cube attack implementation on Grain-128AEAD, this
optimisation enables the experiments to generate 32 rounds of superpoly output
for each random cube and optimally saves experimental time. Nevertheless, the
experiments that are conducted based on the implementations yield only cube
testers and their corresponding distinguishers.

We first tested the experiments using a cube size of �c = 25 and for reduced
clock values r ranging in between r = 129 to r = 160 that are verified with n = 50
BLR linearity tests. This produces 34 cube testers that pass for a maximum
reduced clock of r = 158. We list a sample of six of these cube testers in Table 2.
A complete list is attached in Appendix 5. The table details: a set of cube indices
(first column), a set of the clock values r that the cube tester has passed (second
column).

Using the same 32 reduced clocks r ranging in between r = 129 to r = 160, we
have found twelve cube testers of size �c = 30 that passed n = 50 BLR linearity
tests. All twelve cube testers with size �c = 30 are tabulated in Table 3. For the
first four cube testers in Table 3, we have obtained them by checking for the 32
reduced clocks at a time (using the optimised implementation of cube attack).
The other eight cube testers of size �c = 30 are obtained using the implementa-
tions before the optimised version, which only calculates the superpoly output
for one reduced clock r at a time for each random cube. Although the remaining
eight cube testers of size �c = 30 in Table 3 are only listed with r = 160, this
does not mean they do not pass the linearity tests for other reduced clock values
between r = 129 and r = 160. This is because we have only tested those cubes
with a single r reduced clock value.

We extended the experiments to test higher values of reduced clocks r and a
larger cube size �c. The parameters for one of such experiments are set to test
random cubes of size �c = 35 for reduced clocks r ranging between r = 161 to
r = 192 with n = 50 of BLR linearity tests. In this experiment, only three cube
testers are obtained that passed a maximum reduced clock value of r = 165, and
these cube testers are shown in Table 4.
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Table 2. Examples of cube testers found of size �c = 25.

Cube (Nonce) Indices, I Reduced Clocks, r

0, 3, 4, 6, 7, 12, 14, 28, 31, 32, 36,
38, 40, 43, 45, 46, 51, 53, 54, 57, 65,
69, 70, 71, 75

129, 130, 131, 132, 133, 134, 135,
136, 137, 138, 139, 140, 141, 142,
143, 144, 145, 146, 147, 148, 149,
150, 151, 152, 153, 154, 155, 156,
157, 158

5, 11, 17, 18, 19, 20, 23, 25, 27, 34,
35, 36, 40, 42, 44, 48, 49, 53, 58, 65,
71, 72, 78, 88, 95

129, 130, 131, 132, 133, 134, 135,
136, 137, 138, 139, 140, 141, 142,
143, 144, 145, 146, 147, 148, 149,
150, 151

0, 2, 5, 10, 12, 13, 16, 21, 27, 28, 34,
35, 42, 44, 51, 58, 59, 61, 65, 66, 70,
72, 75, 80, 89

129, 130, 131, 132, 133, 134, 135,
136, 137, 138, 139, 140, 141, 142,
143, 144, 145

1, 2, 7, 9, 23, 29, 31, 32, 40, 41, 42,
43, 49, 50, 55, 56, 60, 77, 80, 81, 84,
86, 88, 89, 95

129, 130, 131, 132, 133, 134, 135,
136, 137, 138, 139, 140, 141, 142,
143, 144, 145, 146, 147, 148, 149,
150, 151, 152, 153, 154, 155

0, 2, 9, 13, 14, 16, 17, 24, 26, 27, 30,
31, 34, 41, 54, 55, 62, 66, 73, 74, 81,
82, 83, 86, 91

129, 130, 131, 132, 133, 134, 135,
136, 137, 138, 139, 140, 141, 142,
143, 144, 145, 146, 147, 148, 149, 150

5, 8, 17, 18, 23, 24, 27, 32, 35, 43, 48,
51, 52, 59, 60, 61, 62, 69, 81, 86, 88,
89, 90, 94, 95

129, 130, 131, 132, 133, 134, 135,
136, 137, 138, 139, 140, 141, 142,
143, 144, 145, 146, 147, 148, 149,
150, 151

With the same reduced clocks r ranging in between r = 161 to r = 192, we
have tested random cubes with cube sizes of �c = 40 and �c = 45 with n = 50
BLR linearity tests. For a cube size of �c = 40, we have found only three cube
testers for a maximum value of reduced clock r = 163 which are presented in
Table 5. As for cube size of �c = 45, we have found only one cube tester for
reduced clocks r in the range of r = 161 and r = 192 that passes a maximum
value of reduced clock r = 161 with n = 50 BLR linearity tests. For comparison
purposes, we have also recorded this cube tester in Table 6.

Attack Complexity. The sizes of the cube testers that we have obtained with
n = 50 BLR linearity tests vary from �c = 25 to �c = 45 for values of reduced
clocks r ranging from r = 129 to a maximum of r = 165. The total complexity of
the pre-processing phase for obtaining a grand sum of 53 cube testers is then cal-
culated as O(50 × (34 × 225 + 12 × 230 + 3 × 235 + 3 × 240 + 245)) = Θ(250.78),
ignoring the complexity of testing the random cubes that fail any one of the
n = 50 BLR linearity tests. From the results, it is clear that this implies a key
recovery attack is not possible based on the acquired results. Nevertheless, we
have verified the gathered cube testers in the online phase, and they indeed
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Table 3. Examples of cube testers found of size �c = 30.

Cube (Nonce) Indices, I Reduced Clocks, r

1, 2, 4, 5, 7, 18, 19, 23, 25, 27, 30,
39, 40, 44, 50, 52, 54, 61, 63, 64, 66,
67, 70, 72, 77, 78, 84, 91, 94, 95

129, 130, 131, 132, 133, 134, 135,
136, 137, 138, 139, 140, 141, 142,
143, 144, 145, 146, 147, 148, 149,
150, 151, 152, 153, 154, 155, 156,
157, 158, 159

11, 12, 14, 15, 19, 21, 25, 26, 30, 32,
33, 36, 37, 39, 40, 41, 44, 48, 52, 55,
58, 62, 63, 64, 66, 70, 71, 80, 82, 83

129, 130, 131, 132, 133, 134, 135,
136, 137, 138, 139, 140, 141, 142,
143, 144, 145, 146, 147, 148, 149, 150

6, 8, 11, 13, 14, 18, 19, 20, 22, 29, 31,
32, 34, 42, 46, 49, 57, 58, 59, 61, 73,
74, 76, 77, 81, 82, 83, 89, 90, 95

129, 130, 131, 132, 133, 134, 135,
136, 137, 138, 139, 140, 141, 142,
143, 144, 145, 146, 147, 148, 149,
150, 151, 152, 153, 154, 155

12, 18, 20, 22, 32, 34, 37, 38, 40, 43,
48, 54, 55, 56, 57, 59, 61, 62, 64, 67,
68, 74, 78, 80, 84, 85, 87, 90, 94, 95

129, 130, 131, 132, 133, 134, 135,
136, 137, 138, 139, 140, 141, 142,
143, 144, 145, 146, 147, 148, 149,
150, 151, 152, 153, 154, 155, 156,
157, 158, 159

0, 2, 7, 10, 11, 14, 19, 22, 23, 25, 36,
37, 39, 47, 49, 51, 54, 57, 61, 68, 70,
74, 77, 80, 85, 86, 89, 91, 92, 93

160

0, 5, 7, 14, 16, 21, 22, 23, 31, 32, 35,
36, 37, 43, 45, 51, 55, 56, 59, 60, 65,
66, 69, 72, 74, 77, 81, 90, 91, 92

160

1, 3, 4, 5, 6, 8, 10, 14, 24, 27, 34, 37,
45, 46, 47, 50, 55, 56, 57, 60, 67, 68,
71, 72, 75, 79, 82, 83, 84, 92

160

2, 4, 6, 8, 9, 10, 11, 16, 22, 23, 24,
35, 36, 37, 41, 48, 51, 52, 55, 56, 57,
63, 66, 71, 73, 74, 76, 79, 82, 93

160

1, 10, 11, 14, 17, 19, 21, 22, 25, 27,
33, 35, 38, 39, 43, 45, 46, 48, 60, 61,
62, 63, 65, 69, 75, 77, 78, 86, 89, 95

160

0, 1, 7, 8, 9, 13, 19, 21, 23, 24, 29,
37, 41, 42, 46, 49, 51, 54, 58, 61, 64,
81, 83, 84, 87, 89, 92, 93, 94, 95

160

0, 2, 3, 6, 16, 19, 20, 23, 29, 33, 35,
39, 43, 48, 49, 52, 54, 55, 60, 65, 66,
67, 68, 70, 75, 83, 87, 91, 93, 95

160

3, 4, 6, 8, 9, 10, 13, 14, 19, 20, 26,
28, 31, 32, 34, 36, 37, 40, 42, 48, 50,
51, 56, 62, 73, 76, 78, 84, 88, 93

160
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Table 4. Examples of cube testers found of size �c = 35.

Cube (Nonce) Indices, I Reduced Clocks, r

2, 5, 8, 18, 19, 27, 34, 35, 37, 39, 42, 45, 49, 51,
53, 54, 58, 59, 62, 65, 66, 71, 72, 73, 74, 79, 82,
83, 84, 85, 86, 88, 89, 91, 93

161

0, 1, 2, 4, 5, 7, 8, 18, 20, 25, 30, 31, 40, 45, 47,
52, 53, 55, 56, 57, 63, 69, 70, 71, 72, 73, 74, 75,
78, 80, 81, 82, 86, 92, 93

162

1, 2, 3, 4, 6, 9, 11, 12, 15, 17, 18, 20, 23, 28, 36,
40, 41, 44, 45, 49, 57, 60, 61, 65, 69, 70, 71, 73,
75, 79, 80, 82, 83, 90, 94

161, 162, 163, 165

Table 5. Examples of cube testers found of size �c = 40.

Cube (Nonce) Indices, I Reduced Clocks, r

0, 1, 3, 5, 11, 12, 16, 17, 20, 25, 29, 30, 33, 35, 39,
44, 46, 47, 48, 51, 53, 57, 61, 62, 63, 65, 72, 74,
75, 76, 77, 79, 80, 81, 85, 91, 92, 93, 94, 95

161

0, 5, 6, 9, 13, 14, 15, 22, 23, 24, 28, 33, 34, 36, 38,
39, 42, 44, 47, 48, 50, 51, 53, 54, 55, 59, 61, 65,
66, 67, 71, 72, 78, 79, 82, 85, 86, 89, 94, 95

161, 162, 163

1, 3, 4, 6, 7, 11, 14, 16, 17, 19, 32, 33, 35, 36, 37,
41, 42, 45, 47, 49, 51, 52, 54, 55, 57, 58, 59, 62,
63, 67, 69, 75, 77, 78, 79, 80, 82, 86, 87, 93

163

Table 6. Examples of cube testers found of size �c = 45.

Cube (Nonce) Indices, I Reduced Clocks, r

0, 1, 3, 4, 11, 15, 16, 21, 22, 23, 24, 27, 35, 39, 40,
44, 47, 48, 49, 51, 52, 53, 56, 57, 58, 59, 60, 61,
62, 67, 70, 71, 72, 73, 75, 77, 82, 83, 84, 86, 88,
89, 91, 92, 94

161

indicate potential non-randomness in the initialisation phase of the pre-output
generator in Grain-128AEAD for at least r = 165 reduced clocks. However,
through this study, it is inconclusive if the degree of the output immediately
after the initialisation phase of the pre-output generator beyond the reduced
clock of r = 165 is larger than 45 as the number of cube testers obtained in our
investigation is negligible compared to the number of cubes that are tested in
an exhaustive cube search.

Judging from the current state of existing cryptanalyses on Grain-128AEAD,
the full version of 384 clocks in the initialisation phase of the cipher is secure
against cube attacks, and the best-reduced clock value r to date using cube
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attack on Grain-128AEAD is r = 190, using a white-box approach of cube
attack with division property [17]. Hence, the full version of Grain-128AEAD
is expected to have high security against cube attacks, and Grain-128AEADv2
will have an even high-security margin due to the additional rounds in the ini-
tialisation phase according to its specification. Although the results obtained by
Hao, Leander, Meier, Todo and Wang [17] are the first and currently the best
results for cube attack on Grain-128AEAD, due to the large complexities of 296

for the distinguishing attacks and 2123 for the key recovery attack, the results are
not practically verifiable. As of the time of this writing, it is to the best of our
knowledge that our results are the first experimentally verifiable results using
a black-box polynomial approach for the cube attack on Grain-128AEAD. The
cube testers obtained in our experiments can be used directly for distinguishing
attacks. The attacks require a complexity ranging from O(225) and O(230) for
reduced clocks of r = 129 to r = 160, and a complexity ranging from O(235) to
O(245) for reduced clocks of r = 161 to a maximum of r = 165. The best result
obtained in this work requires a complexity of O(235) to break r = 165 rounds of
Grain-128AEAD. These results provide insights into the number of initialisation
rounds up to which a practical cube attack might apply to Grain-128AEAD.

5 Conclusion

In this paper, we analysed the security margin of Grain-128AEAD against cube
attacks. We have demonstrated distinguishing attacks on the reduced-round ini-
tialisation phase of the pre-output generator of Grain-128AEAD. Our distin-
guishing attacks are tested over different cube sizes of 25, 30, 35, 40, and 45.
The implementation of the attack has been optimised to output 32 results of
superpolies for each random cube. From the cube experiments, we obtained 53
cube testers. Out of the 53 cube testers, our best result is a cube tester of size
�c = 35 for reduced initialisation clocks of r = 165. These results indicate that
there exists some non-randomness in Grain-128AEAD for at least 165 rounds in
its initialisation phase. The results presented in this paper are the first crypt-
analysis results using cube attack on Grain-128AEAD that are experimentally
verifiable and can directly be used in distinguishing attacks. Our findings do not
pose a threat to the security claim of Grain-128AEAD. We expect that the cubes
reported in this paper will help to have a better comprehension of the cipher’s
security margin.

Future works could investigate the application of cube attacks against Grain-
128AEAD with BLR quadraticity tests. Furthermore, state recovery attacks
can also be a direction for future work pertaining to cube attacks on Grain-
128AEAD. This can be further investigated by first defining the output polyno-
mial in terms of the state bits at a chosen time instance and by selecting cubes
from the variables that are input to the state update function at the chosen time
instance.
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Appendix A Additional Results for Cube Size �c = 25

A list of other cube testers obtained for a cube size of �c = 25 for reduced rounds
r in between 129 to 160 are shown in Table 7.

Table 7. Additional cube testers of size �c = 25 for r = 129 to 160.

Cube (Nonce) Indices, I Reduced Clocks, r

1, 5, 6, 14, 19, 26, 28, 37, 40, 43, 44,
45, 47, 52, 56, 60, 61, 62, 63, 68, 75,
86, 88, 92, 93

129, 130, 131, 132, 133, 134, 135,
136, 137, 138, 139, 140, 141, 142,
143, 144, 145, 146, 147, 148, 149,
150, 151, 152, 153

3, 5, 8, 9, 10, 12, 19, 20, 25, 33, 37,
39, 48, 54, 56, 58, 65, 67, 68, 80, 82,
83, 85, 89, 93

129, 130, 131, 132, 133, 134, 135,
136, 137, 138, 139, 140, 141, 142,
143, 144, 145, 146, 147, 148, 149,
150, 151, 152, 155

0, 2, 4, 8, 10, 12, 14, 17, 23, 27, 31,
33, 44, 54, 60, 64, 67, 72, 74, 75, 77,
83, 85, 88, 89

129, 130, 131, 132, 133, 134, 135,
136, 137, 138, 139, 140, 141, 142,
143, 144, 145, 146, 147, 148, 149,
150, 151, 152, 153, 154, 155

0, 1, 5, 7, 15, 16, 17, 26, 35, 43, 44,
48, 54, 55, 59, 60, 61, 63, 65, 67, 68,
69, 79, 81, 88

129, 130, 131, 132, 133, 134, 135,
136, 137, 138, 139, 140, 141, 142,
143, 144, 145, 146, 147, 148, 149,
150, 153

0, 3, 5, 6, 8, 15, 16, 21, 26, 31, 34,
38, 41, 42, 43, 52, 53, 57, 59, 68, 77,
79, 80, 84, 85

129, 130, 131, 132, 133, 134, 135,
136, 137, 138, 139, 140, 141, 142,
143, 144, 145, 146, 147, 148, 149,
150, 151, 152

3, 7, 12, 14, 17, 20, 24, 26, 28, 32, 36,
38, 43, 51, 52, 53, 54, 64, 68, 73, 80,
81, 86, 88, 89

129, 130, 131, 132, 133, 134, 135,
136, 137, 138, 139, 140, 141, 142,
143, 144, 145, 146, 147, 148, 149,
150, 151, 152, 153, 154, 155, 156

8, 16, 19, 22, 24, 26, 28, 30, 31, 32,
35, 37, 38, 42, 54, 60, 61, 77, 78, 83,
86, 87, 88, 92, 95

129, 130, 131, 132, 133, 134, 135,
136, 137, 138, 139, 140, 141, 142,
143, 144, 145, 146, 147, 148, 149, 150

2, 6, 7, 8, 13, 17, 20, 21, 30, 35, 39,
41, 44, 47, 48, 58, 63, 66, 68, 75, 76,
84, 85, 86, 89

129, 130, 131, 132, 133, 134, 135,
136, 137, 138, 139, 140, 141, 142,
143, 144, 145, 146, 147, 148, 149,
150, 151, 152, 153, 154, 155

(continued)
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Table 7. (continued)

Cube (Nonce) Indices, I Reduced Clocks, r

6, 8, 9, 10, 11, 16, 18, 23, 42, 43, 45,
52, 65, 67, 69, 72, 74, 76, 78, 81, 85,
86, 89, 91, 93

129, 130, 131, 132, 133, 134, 135,
136, 137, 138, 139, 140, 141, 142, 143

1, 2, 13, 14, 17, 18, 19, 22, 24, 33, 34,
35, 36, 40, 42, 45, 57, 63, 66, 69, 72,
86, 87, 91, 95

129, 130, 131, 132, 133, 134, 135,
136, 137, 138, 139, 140, 141, 142,
143, 144, 145, 146, 147, 148, 149,
150, 151, 152, 153, 156

3, 5, 6, 12, 19, 23, 26, 27, 31, 32, 34,
35, 37, 43, 47, 51, 67, 69, 73, 80, 81,
90, 92, 94, 95

129, 130, 131, 132, 133, 134, 135,
136, 137, 138, 139, 140, 141, 142,
143, 144, 145, 146, 147, 148, 149,
150, 151, 152, 153, 154, 156, 157, 158

0, 1, 2, 5, 6, 10, 21, 22, 24, 25, 28,
40, 42, 48, 57, 59, 69, 72, 76, 83, 86,
87, 88, 91, 94

129, 130, 131, 132, 133, 134, 135,
136, 137, 138, 139, 140, 141, 142,
143, 144, 145, 146, 147, 148, 149, 150

2, 4, 8, 14, 23, 25, 26, 30, 37, 38, 41,
49, 50, 55, 56, 63, 68, 69, 76, 77, 82,
88, 89, 91, 94

129, 130, 131, 132, 133, 134, 135,
136, 137, 138, 139, 140, 141, 142,
143, 144, 146, 147, 148, 149

0, 1, 4, 5, 15, 16, 18, 27, 28, 31, 32,
34, 36, 43, 46, 49, 57, 65, 68, 70, 71,
75, 77, 84, 92

129, 130, 131, 132, 133, 134, 135,
136, 137, 138, 139, 140, 141, 142,
143, 144, 145, 146, 147, 148, 149,
150, 151, 152, 153, 154, 156

3, 11, 14, 25, 28, 36, 38, 39, 40, 42,
43, 46, 48, 49, 51, 52, 55, 56, 71, 76,
80, 82, 83, 86, 94

129, 130, 131, 132, 133, 134, 135,
136, 137, 138, 139, 140, 141, 142,
143, 144, 145, 146, 147, 148, 149,
150, 151

5, 10, 13, 18, 26, 30, 31, 33, 34, 41,
48, 49, 50, 51, 57, 58, 62, 64, 66, 82,
84, 85, 93, 94, 95

129, 130, 131, 132, 133, 134, 135,
136, 137, 138, 139, 140, 141, 142,
143, 144, 146, 147, 149, 150, 152, 153

8, 10, 11, 30, 34, 35, 38, 39, 40, 46,
48, 50, 52, 53, 54, 59, 62, 65, 75, 79,
80, 81, 84, 87, 90

129, 130, 131, 132, 133, 134, 135,
136, 137, 138, 139, 140, 141, 142,
143, 144, 145, 146, 148, 149, 150,
151, 152

0, 1, 4, 5, 7, 29, 31, 35, 40, 42, 43,
47, 50, 53, 63, 66, 70, 71, 76, 78, 81,
86, 89, 90, 94

129, 130, 131, 132, 133, 134, 135,
136, 137, 138, 139, 140, 141, 142,
143, 144, 145, 146, 147, 148, 149,
150, 151, 152, 153, 155

13, 15, 21, 22, 23, 25, 27, 29, 47, 50,
51, 52, 57, 60, 67, 71, 75, 76, 80, 81,
84, 87, 89, 91, 93

129, 130, 131, 132, 133, 134, 135,
136, 137, 138, 139, 140, 141, 142,
143, 144, 145, 146, 147, 148, 149, 150

1, 4, 10, 11, 12, 15, 20, 28, 32, 34, 35,
48, 51, 52, 53, 57, 61, 65, 66, 67, 70,
73, 75, 82, 84

129, 130, 131, 132, 133, 134, 135,
136, 137, 138, 139, 140, 141, 142,
143, 144, 145, 146, 147, 148, 149,
150, 151, 153, 154, 155

(continued)
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Table 7. (continued)

Cube (Nonce) Indices, I Reduced Clocks, r

1, 9, 11, 13, 14, 17, 29, 31, 34, 43, 45,
46, 51, 53, 57, 59, 64, 67, 70, 74, 80,
81, 86, 88, 92

129, 130, 131, 132, 133, 134, 135,
136, 137, 138, 139, 140, 141, 142,
143, 144, 145, 146, 147, 148, 149,
150, 151, 153, 154, 155

6, 7, 14, 19, 20, 29, 30, 32, 36, 49, 51,
54, 57, 60, 64, 70, 73, 74, 76, 78, 79,
84, 86, 93, 94

129, 130, 131, 132, 133, 134, 135,
136, 137, 138, 139, 140, 141, 142,
143, 144, 145, 146, 147, 153, 155

3, 7, 8, 9, 12, 14, 17, 18, 23, 24, 32,
33, 46, 50, 54, 59, 61, 63, 67, 68, 71,
81, 84, 86, 91

129, 130, 131, 132, 133, 134, 135,
136, 137, 138, 139, 140, 141, 142,
143, 144, 145, 146, 147, 148, 151, 155

0, 3, 7, 14, 22, 23, 25, 38, 41, 46, 51,
58, 60, 63, 64, 67, 68, 70, 73, 82, 83,
84, 88, 91, 92

129, 130, 131, 132, 133, 134, 135,
136, 137, 138, 139, 140, 141, 142,
143, 144, 145, 146, 147, 148, 149, 150

5, 12, 15, 17, 21, 25, 28, 30, 32, 36,
46, 56, 57, 60, 61, 63, 66, 68, 76, 77,
81, 84, 86, 91, 95

129, 130, 131, 132, 133, 134, 135,
136, 137, 138, 139, 140, 141, 142,
143, 144, 145, 146, 147, 148, 149,
150, 154

7, 11, 13, 24, 28, 29, 33, 35, 36, 38,
39, 41, 44, 55, 57, 60, 61, 65, 66, 67,
72, 78, 79, 84, 89

129, 130, 131, 132, 133, 134, 135,
136, 137, 138, 139, 140, 141, 142,
143, 144, 145, 146, 147, 148, 149,
150, 151, 152, 154, 155

1, 5, 9, 10, 16, 18, 23, 29, 34, 36, 38,
41, 46, 48, 51, 56, 59, 63, 68, 70, 80,
81, 82, 84, 92

129, 130, 131, 132, 133, 134, 135,
136, 137, 138, 139, 140, 141, 142,
143, 144, 145, 146, 147, 148, 149

0, 4, 6, 7, 9, 15, 16, 24, 26, 27, 33,
38, 39, 45, 49, 52, 59, 60, 64, 68, 72,
77, 78, 83, 90

129, 130, 131, 132, 133, 134, 135,
136, 137, 138, 139, 140, 141, 142,
143, 144, 145, 146, 147, 148, 149,
150, 151, 152, 153, 154

0, 3, 4, 6, 7, 12, 14, 28, 31, 32, 36,
38, 40, 43, 45, 46, 51, 53, 54, 57, 65,
69, 70, 71, 75

129, 130, 131, 132, 133, 134, 135,
136, 137, 138, 139, 140, 141, 142,
143, 144, 145, 146, 147, 148, 149,
150, 151, 152, 153, 154, 155, 156,
157, 158

5, 11, 17, 18, 19, 20, 23, 25, 27, 34,
35, 36, 40, 42, 44, 48, 49, 53, 58, 65,
71, 72, 78, 88, 95

129, 130, 131, 132, 133, 134, 135,
136, 137, 138, 139, 140, 141, 142,
143, 144, 145, 146, 147, 148, 149,
150, 151

0, 2, 5, 10, 12, 13, 16, 21, 27, 28, 34,
35, 42, 44, 51, 58, 59, 61, 65, 66, 70,
72, 75, 80, 89

129, 130, 131, 132, 133, 134, 135,
136, 137, 138, 139, 140, 141, 142,
143, 144, 145

1, 2, 7, 9, 23, 29, 31, 32, 40, 41, 42,
43, 49, 50, 55, 56, 60, 77, 80, 81, 84,
86, 88, 89, 95

129, 130, 131, 132, 133, 134, 135,
136, 137, 138, 139, 140, 141, 142,
143, 144, 145, 146, 147, 148, 149,
150, 151, 152, 153, 154, 155

(continued)
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Table 7. (continued)

Cube (Nonce) Indices, I Reduced Clocks, r

0, 2, 9, 13, 14, 16, 17, 24, 26, 27, 30,
31, 34, 41, 54, 55, 62, 66, 73, 74, 81,
82, 83, 86, 91

129, 130, 131, 132, 133, 134, 135,
136, 137, 138, 139, 140, 141, 142,
143, 144, 145, 146, 147, 148, 149, 150

5, 8, 17, 18, 23, 24, 27, 32, 35, 43, 48,
51, 52, 59, 60, 61, 62, 69, 81, 86, 88,
89, 90, 94, 95

129, 130, 131, 132, 133, 134, 135,
136, 137, 138, 139, 140, 141, 142,
143, 144, 145, 146, 147, 148, 149,
150, 151
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Abstract. Malware disrupts the natural behaviour of computer systems, hinders
performance, and may cause a significant loss to the computer system owner. The
growth or advancement in the number of malware variants has necessitated the
requirement of advanced techniques for the detection, identification, and classifica-
tion of malware. The hybrid approach is predominantly employed since static and
dynamic analysis methods have drawbacks and are time-consuming. Moreover,
recent malware variants use obfuscation techniques and exhibit polymorphic and
metamorphic behaviour. Itwas noticed that even though classicalmachine learning
methods gave better performance and quicker classification, they suffered from
the problem of misclassification. Newer approaches such as image processing
techniques and deep learning architectures are thus employed. The paper focuses
on the survey of various detection, identification, and classification methods of
malware and is an effort to put forward the best approach.

Keywords: Malware classification methods · static analysis · dynamic analysis ·
image processing · machine learning algorithms · sandbox · binary · PEheaders ·
CNN · Random Forest

1 Introduction

Malware is sometimes viewed as being trivial due to greater threats. However, the rise in
computer systems with virus infections is noticeable as a result of the Internet’s recent
expansion. Malware attacks on computer systems dramatically increased in 2021 and
2022. However, each malware infection has its own attack methods, making it diffi-
cult to detect. Malware is software created to hinder computer systems’ functioning or
damage the computers [1]. Ransomware was the biggest threat to enterprises in 2021
[2], emphasizing the significance of malware detection, identification, and classification.
The detection of malware is painstaking because the developers of malware apply pro-
fuse concealment strategies to make it difficult to detect and further classify. Malware
mitigation is now a developing problem in the field of cyber security [7] since it is diffi-
cult to classify malware into a specific family [3]. The remaining paper is structured as
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follows: In section two, we briefly discuss the types of malwares, section three involves
a detailed overview of different detection techniques, and section four and five will dive
deep into various analysis methodologies and classification models used for classifying
the malware.

2 Types of Malwares

Action-based malware, concealment strategy-based malware, and detection evasion-
based malware are the three basic categories of malware [1]. Adware, Ransomware,
Spyware, Rootkit, Trojan, Backdoors, Rogue security software, and browser hijackers
are examples of action-based and concealment strategy malware.

2.1 Action-Based and Concealment Strategy Based

Adware is used as a revenue-generating tool. The developers of adware capture any
advertising-supported software or website, and adware is distributed mainly through
pop-up ads. Ransomware was developed to hold captive files or computer software
in return for a ransom amount. Spyware is used for passive attacks to spy on user
activity. It monitors computer activity, collects keystrokes, and does data harvesting.
A rootkit is very hard to detect. As a consequence of its effects on the boot sector, it
becomes one of the first programs to start when the machine turns on. Trojan, is a class
of malware that impersonates genuine software while harming the system and exploiting
security measures. The backdoor creates an entry point in the system (creates an open
port) and makes the system vulnerable to remote access without authentication. Rogue
security software imitates the actual anti-virus software. It turns off the real anti-virus
and impersonates a real one by tricking the user into buying them for a lesser amount.
A Browser Hijacker modifies the settings of the web browser by injecting an unwanted
form of software without the user’s permission.

2.2 Detection Evasion-Based

The polymorphic virus, encrypted virus, oligomorphic virus, and metamorphic virus all
belong to the type of detection evasion techniques. The polymorphic virus uses obfus-
cation techniques or mutates while persisting the original algorithm. The metamorphic
virus is of significant concern since it is one of the hardest to detect. Every time it
is run, the code mutates. To avoid signature detection, it uses a mutation engine and
obfuscation techniques. The only difference between the former and latter is that poly-
morphic changes its codes when it mutates, and metamorphic rewrites the entire code.
The encrypted virus works intending to make detection difficult. It encrypts the payload
or the critical part to hide the signature of the malware file. The Oligomorphic virus is an
advanced version of an encrypted virus. It produces multiple detectors and selects one
at random. However, it can be easily discovered, because the antivirus software simply
places multiple entries in the database with multiple signatures.
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3 Detection Methods of Malware

The three techniques for malware detection discussed in the [7] are Signature,
Behavioural, and Heuristic-based. Out of these techniques the oldest and primary tech-
nique is the signature-based method. This technique detects the existence of malware
by performing a comparative search and simultaneously looking for a match within
the malware definition database. To account for new variants, the malware definition
database, is updated on a timely basis. In order to search the solution space and deter-
mine where it is most likely to find a match, it uses a heuristic search strategy. However,
this technique requires extensive domain knowledge and faces code obfuscation prob-
lems [6]. The behavioural method executes in three steps. First, is the data collection
phase. In this phase, the data collector collects the information about the executable.
Second, is the interpreter phase. In this phase, the interpreter converts or transforms the
information present in raw form into intermediate transformations. The matcher phase
is the final step. The matcher compares malware behaviour during this stage. As a result,
a behavioural-based malware detection method examines what malware actually does
rather than what it hypothesizes. The last malware detection method employs different
heuristics to detect malware. Therefore, it uses the above methods to learn the behaviour
of malware and execute feature engineering (Fig. 1).

Fig. 1. Malware Detection Methods

4 Analysis Methods and Classification Models of Malware

The analysis ofmalware is crucial as it helps in extracting essential information regarding
the malware. Moreover, malware analysis since helps in determining the nature, motive,
capability, and scalability of malware programs that infect the computer system. The
methodologies for malware analysis are divided into two categories in current literature
surveys: static analysis and dynamic analysis. The primary distinction between the two
approaches is that the static analysis approach extracts feature from the malware file
rather than executing it. The signature-based detection methods form a core part of static
analysis [1]. On the flip side, dynamic analysis executes the file in isolated environment
or a sandboxed environment to monitor the behaviour of malware. The dynamic analysis
method generally yields better results and performance than static analysis but is costlier
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with respect to the static analysismethod. In [5]N. Poonguzhali et al., employedmachine
learning algorithms in the static analysis and in imaging processing techniques and for
dynamic analysis used sandboxed environments and API calls to detect malware.

This literature survey will explore different malware detection methods, analy-
sis methods, and classification models and comparison on the different approaches.
Throughout the paper, several datasets will be referred to for analysis of different
approaches. The dataset used for PE files static analysis has the following structure
(Fig. 2):

Fig. 2 Header and Section of the PE File

The most commonly used dataset for the image processing techniques is the Malimg
dataset [18]. The dataset contains image representations of malware files. It can be
extended by converting any executable file into its image file. Table 1 shows the sample
ofMaling dataset with themalware families[21]. SARVAM is collection ofmalware files
openly available for image processing and machine learning techniques. The database
of malware contains MD5 sum for analyzed malware and new variants similar Regin
are added to update the database [4].
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Table 1. Detailed description of Malimg dataset with the malware families [21]

Family/Class Type

0 Adialer.C Dialer

1 Agent.FYI Backdoor

2 Allaple.A Worm

3 Allaple.L Worm

4 Alueron.gen!J Worm

5 Autorun.K Worm:AutoIT

6 C2LOP.P Trojan

7 C2LOP.gen!g Trojan

8 Dialplatform.B Dialer

9 Dontovo.A Trojan Downloader

10 Fakerean Rogue

11 Instantaccess Dialer

12 Lolyda.AA1 PWS

13 Lolyda.AA2 PWS

14 Lolyda.AA3 PWS

15 Lolyda.AT PWS

16 Malex.gen!J Trojan

17 Obfuscator.AD Trojan Downloader

18 Rbot!gen Backdoor

19 Skintrim.N Trojan

20 Swizzor.gen!E Trojan Downloader

21 Swizzor.gen!l Trojan Downloader

22 VB.AT Worm

23 Wintrim.BX Trojan Downloader

24 Yuner.A Worm

4.1 Analysis Methods

There are many different ways for detecting malware, and each one uses either static
analysis, dynamic analysis, or hybrid analysis.

4.1.1 Static Analysis

As mentioned above, static analysis is the method that analyses without executing the
program. It usually detects the patterns, hence known as static analysis. The patterns
detected in the static analysis are N-grams, Opcodes, Strings, byte sequence frequency
information, the unpacked structure ofmalware, or deconstructed programs. Thismethod
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requires themalicious program ormalware file to be unpacked or decrypted in sequences
for analysis. The recent and common approach is the analysis of PE files (Portable
executables) using domain-level knowledge. The other commonly used techniques are
n-grams and strings, which do not require domain knowledge. These methods are com-
putationally extensive, face obfuscation problems, and exhibit poor performance, and
since these two techniques do not use domain-level knowledge, it becomes difficult to
extract features. Therefore, the former approach of using PE files is more effective than
the latter. The former approach combined with machine and deep learning approaches
yields better results. Ijaz et al. [8] used machine learning algorithms on the PE dataset,
with features obtained from PE files.

N-grams. In this approach, N-grams are used to describe the malware file. N-gram is a
substring of a string that is N characters long. Amalware file’s N-grams are a continuous
series of N hexadecimal values. Depending on the context of the n-gram, there are two
primary n-gram approaches. The first is the byte code n-grams, and the second is the
opcode n-grams.

The first pioneer of using the N-grams approach for malware analysis was the IBM
research group in the 1990s. In N-grams, each element in the sequence can be one of the
257 different values, which includes the 256-byte range and an additional special (‘??’)
character in the symbol list. The n-gram approach is to have a collection of n-grams of
malicious programs or frequent or common sequences of n-grams in bytes or opcode to
compare and classify the malware files.

Abou-Assaleh [9] used the approach as extracted the most common n-gram bytes
from the malicious files. The approach used a labelled set of malicious programs and a
non-labelled set of malicious programs. The features are extracted and then fed to the
KNN model used to classify the new programs or new instances.

I. Satos [10] stated that unknown variants are effectively detected using the N-grams
technique. This was accomplished by extracting the features, code, or text fragments
from a group of malicious programs or files, that were run under controlled conditions.
In [10] used the opcode n-grams due to the semantics. The operation to be carried out
is specified by an opcode, which is a constituent of the machine-level language. This
approach of employing opcode as a feature for malware identification is carried out
by calculating the similarity between opcode sequences or measuring the frequency of
appearance of specific sequences. This approach of N-grams is computationally heavy
and is difficult to apply to domain knowledge.

Strings. Strings serve as a great source of information. The strings extracted from the
malicious program provide information that helps in identifying the malware. These
typically include URLs, error messages, or any comments. Hence sometimes, the strings
in executable files, provides information such as the Ip address of the command-and-
control server.

Websites. A recent widely used approach of static analysis is scanning the malware file
on a website. This is performed for preliminary research. These type of websites acts as
online scanner. The file to be checked is uploaded, and the online scanner will look for
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suspicious malware such as worms, trojans, and viruses. One of the examples of such
websites is VirusTotal.

PE Files. PE or Portable executable is a format of files that are executables, DLLs, and
object codes. PE files are commonly used in the windows operating system. In [Ijaz
et al. (209)], static features were extracted from the PE files using the PEFILE library
of python. This approach does not execute the file in a controlled environment. This
method of static analysis involved extracting the necessary features of PE files. The two
main sub-parts are the Header and Sections. The header sub-part consists of information
such as header, optional header, DOS header, and Sections table. The sections’ sub-part
consists of code, imports, and data.

Ijaz et al. [8], extracted more than ninety-two features. Subsequently, machine learn-
ing techniques are applied to those features. Anderson and Roth [11], acquired the
features by analysing information from portable executable files and further applied
machine learning algorithms to those features. The approach also included methods fol-
lowed in [Saxe and Berlin (2015)], such as byte entropy histogram, formatting of raw
byte histogram, and additional employment of string extraction.

AnSVM-based approachusingPEfiles is used byWang et al. [13]. In this paperWang
used structure static analysis to extract the features of the portable executable files and
then fed them as input to the SVM classifier. Subsequently, when enough data is trained,
the PE files are classified as either benign or malicious. One prominent architecture is
theMalConv, proposed by Raff et al. [14]. It compared the deep learning approach on PE
files with machine learning algorithms. However, this method has limitations because
of the packed nature of malware.

4.1.2 Dynamic Analysis

In dynamic analysis the malicious program is run in controlled environment to monitor
the malicious program behaviour. The dynamic analysis does not need the hexadecimal
bits of the malware file to be unpacked or decoded [1]. This comprises of methods, in
which malware is executed in a sandbox setting. By running the malware in a sandboxed
environment, different features can be extracted from it which can then be used for
classification malware. The features extracted mainly include windows API calls, stack
contents and actual function parameters. In [8] Ijaz et al., performed dynamic analysis of
malware using cuckoo sandbox. It is software which provides a controlled environment.
The cuckoo sandbox primarily consists of three parts, first is the host, second is the
virtual environment and the last is the agent. In [8] Ijaz et al., preferred Cuckoo box
due to the logging functionality it offered. The information acquired through Cuckoo
sandbox analysis involve registry keys, API calls, IP address and DNS queries, access
URLs and summary information about the files. The other tools which can be used are
Wireshark, Capture BAT, Process Monitor, Process explorer.

API Calls. An application programming interface, is used to connect or establish com-
munication between two software components or between software and hardware com-
ponents. A function call or a collection of automated subroutines can be used to get
the necessary information. Dynamic analysis is done by extracting the API calls that the
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binary file makes while it is executed. The sequence of API calls is of utmost importance
since the similarity of API sequence calls helps in the categorization of malicious files
into distinct families. By comparing and collecting the signatures of API call sequences,
malware files can be classified into malicious and benign categories. In [15] Tobiyama
et al. used features extracted from API calls of five minutes and then passed it to a
classification model such as CNN. In [16] Huang et al. collected samples of benign and
harmful malware files. Subsequently, the feature sets of API calls were fed to a shallow
feed-forward network. Even though this approach gave better results than the approach
followed in [15] by Tobiyama et al., it is not suitable for real-time analysis as it lacks
the speed needed for evaluation.

Registry Keys. The registry is a database that contains information, configuration set-
tings, options, and preferences of hardware and software installed on computers. A reg-
istry key is used to identify the associated registry value and is created when hardware,
software, or adapter gets installed.

If a harmfulmalwarefile changes the registry, the applicationsmight not start, utilities
might not work, or worse computer might not boot. In [8] Ijaz et al. used the Cuckoo
sandbox to perform dynamic analysis. The cuckoo sandboxmaintains information about
the registry changes, such as when the registry is accessed, written, opened, read, or
deleted.This is an effectivewayof detectingmalwarebecausemalware canmake changes
to multiple registry entries. Malware will make the changes to multiple entries, to break
into a computer system and bypass the firewall security and windows security. All the
registry changes are captured, and the new registry matrix is used for comparison to
detect new malware. Often keeping a backup of the registry, online or outside of the
computer helps in recovering the computer system.

The other information generated by tools is IPS and DNS queries, summary infor-
mation, and information on files created, accessed, deleted, and opened. The other tools,
such as a process monitor, observe the processes registry and events, and the process
explorer monitors the run-time behaviour of malware and the memory. One promi-
nent used and a famous tool is Wireshark which does network monitoring by traffic
fingerprinting to determine if any malicious payloads exist.

However, a major drawback of dynamic analysis methods is the different behaviours
exposed by malware within a controlled environment. This can occur because specific
malicious files are only triggered under specific conditions when a specific command,
consequence, system date, or action takes place. Hence making malware detection dif-
ficult in a virtualized environment or a controlled environment as malware may behave
normally.

4.1.3 Hybrid Analysis

Dynamic analysis is expensive but obtains better results than static analysis. With tech-
nological advances, dynamic analysis has been proven to be beatable. Dynamic anal-
ysis takes a significant amount of time, exhibits guileful behavior, and produces false
positives. But static analysis is not powerful as well, due to code obfuscation and zero-
day malware. Hence, dynamic analysis complemented with static analysis is the ideal
approach for identifying malware.
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In [17] Shijo et al. applied dynamic and static analysis to the dataset containing mali-
cious and benign files. Shijo et al. [17], using static analysis extracted the PSI features
and using dynamic analysis extracted the API call sequence. The API calls are based
on the n-grams. Since both n-grams and API calls are combined, the method is known
as API-call-grams. In [6] Vinayakumar followed a hybrid approach by integrating mul-
tiple approaches and proposed a model known as ScalMalNet. The proposed approach
in [6], combined static analysis, dynamic analysis, and deep learning architectures. It
is comprised of WSBD, WDBD, and DIMD, which are Windows-Static-Brain-Droid,
Windows-Dynamic-Brain-Droid, and Deep-Image-Mal-Detect respectively. This app-
roach is an effective method for the visual detection of malware since it uses the Malimg
dataset (a visual representation of malware files). It is a highly scalable and novel image
processing technique. For real-time analysis, it is combined with DNN architectures. It
is effective against zero-day malware and is highly scalable, hence can be applied as a
hybrid method in a big data environment.

Figure 3 summarizes the above analysis methods.

Fig. 3. Different analysis methods

4.2 ClassificationModels Using Image Processing Techniques, Machine Learning
Models and Deep Learning Architectures on Malwares Represented
as Images

In the preceding section, various analysis methodologies were explored. The use of
machine learning and deep learning techniques on PE files, data gathered through
dynamic tools, or hybrid approaches were also described in the previous section. How-
ever, in this section, we will look at a specific approach, which involves visualizing
malware as grey-scale images and then applying various techniques to the dataset.
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Methods for converting malware binaries into vectors of zeros and ones and sub-
sequently into images are of great importance. In [18] Nataraj et al., found a novel
approach for classifying and analysing malware. According to the methodology, any
malware executable or binary can be represented as a continuous string of 0 s and 1 s.
Therefore, a vector containing zeros and ones is reshaped into a matrix. Subsequently,
this matrix is converted to a grey-scale image. Figure 4 describes these steps. Using the
technique described, a striking visual similarity in the image texture of malware binaries
from the same families was noticed.

A reason for the same visual texture could be that new variants have code that is,
frequently reused. Consequently, the issue of malware classification has evolved into a
problem of image classification. This method is resilient to obfuscation techniques and
other encryption sections.

Fig. 4. Image Visualisation of malware

4.2.1 Traditional Machine Learning Algorithms

Because of code obfuscation and the metamorphic behavior of malware, static analysis
using PE files or dynamic analysis in a controlled environment is insufficient. The above
methods fail to identify malicious files as malignant or benign, let far be the task of
classifying into individual families. Subsequently, in [19], Garcia et al. operated the
Random Forest method for categorizing and segregating the new malware binaries into
various categories. This approach abodes the advantage of malware files represented as
images of feature vectors.

In [19], Malimg dataset samples were used, which consisted of 9,342 examples pre-
classified into 25 different families. By using the sampling method on the imbalanced
dataset, Garcia et al. avoided overfitting and generalization of typical malware families.
The model’s overall accuracy is 94.64%, with bounds of 94.11 and 95.14. Even though,
high predictive classification accuracy is reached in the above method. The approach
still suffers from the misclassification problem of malware files that are visually sim-
ilar [19]. Hence, the future work for traditional machine learning algorithms could be
the extraction of features using image processing techniques. This results in additional
insights and better predictive models.

4.2.2 Analysis Using Image Processing Techniques and Machine Learning Algo-
rithms

The most used method with the Malimg dataset is to use gist descriptors and follow the
image processing technique for detection. In [18], Nataraj et al. employed a supervised
learning algorithm KNN or K-Nearest Neighbor with Euclidean distance for classifica-
tion on the Malimg dataset. The features were computed using GIST descriptors. The
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gist descriptors have demonstrated substantial accuracy in object classification and scene
classification. The dimension of the GIST feature used in [18] is 320. The dataset was
split into k-sets using a k-fold cross-validation procedure by Nataraj et al. in [18] and
the number of selected were 10. At each iteration of k, a confusion matrix is computed.
For each iteration, a random subset is used for training and testing. In each subspace,
ten percent set is the test set, and the rest ninety is the train set. The confusion matrices
formed are 10 in total. The final confusionmatrix is the average of all confusionmatrices.
The KNN employed in [18] used the optimal cluster k = 3 and operated tenfold cross-
validation for classification. The classification rate achieved was 0.9818. The model was
then tested on additional datasets, including the Malheur and Anubis datasets.

To solve the problem of feature selection [22], performed feature reduction exper-
iments based on linear support vector classification which is an improved form of the
well-known support vector machine technique is SVC, or Support vector Classification.
The SVC technique is a multi-class classification algorithm. The feature reduction is
performed for obtaining better results, and to obtain an equivalent feature set. In [22],
Yajamanam et al. applied RFE to the Malicia dataset for eliminating the features. The
SVC is then applied twice. In the first turn linear SVC is applied to eliminate the feature
with lowest weight. [22]. In the second turn, SVC is applied on the reduced set. This
is done until only the strongest feature exists. The results were “nearly-optimal” with
reduced feature set.

Yajamanam et al. [22] also employed UFS, in which SVC is applied for each feature
separately, and accuracies are used to rank the features. Finally, an accuracy of 92% was
acquired, by considering only the 60 highest ranked features, which account for 1% of
the total 320 features. Yajamanam et al. subsequently applied the salting technique to
degrade the score of gist-based scores. This made clear that a highly effective strategy
against gist-based score detection exists.

The GIST + SVM method followed in [23] by Kalash et al., used two datasets, the
Malimg and Microsoft Malware dataset. The classification accuracy achieved for the
Malimg dataset was 93.23%, and for the Microsoft Malware it was 88.74%

Furthermore, [20] applied clustering techniques to malware images, collected a cor-
pus of malware files, and computed the compact features. Later the mean shift clustering
was applied to cluster samples having the same families.

4.2.3 Deep Learning Techniques

The deep learning architectures are required due to scalability problems of with ear-
lier approaches. Moreover, neural networks have proven to bridge many of the image
processing technique’s problems.

In [21], the Malimg dataset from [18] was used with the CNN model. The CNN
model was built using Keras. Two convolutional layers make up the model’s structure,
and each convolutional layer is linked to a max pooling layer. Next in the architecture are
the dropout, flatten, dense dropout, and finally two consecutive dense layers. However,
since theMalimg dataset is unbalanced, a lower weight is assigned to the higher majority
class and a higher weight to the lower majority class. The accuracy of the above model
achieved was 0.9514632.
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Kalash et al. performed extensive experiments on both Malimg and Microsoft
datasets and achieved an accuracy of 98.52% and 99.97%, respectively. The approach
proposed in [23] by Kalash et al. is generic and not tailored toward any specific dataset.
Kalash et al. in [23] trained amodel known as,M-CNNorConvolutionalNeuralNetwork
for Malware classification. The M-CNN model is based on VGG-16. The experiment
conducted on the Microsoft malware dataset was performed in two settings. Setting A
performed a random split, with ninety percent of the dataset for the train and ten per-
cent for the test, and achieved an accuracy of 98.99%. Setting B used the train-test split
instructed by Microsoft and achieved an accuracy of 99.97%.

In [22], Yajamanam et al. used SoftMax regression and deep learning instead of
gist descriptors for malware classification on the image-based dataset. Therefore in
[22], the gist descriptors are not used to extract the features, but raw bytes from the
malware file represented as images, are used as features. The above approach was used
to ensure that the results were as accurate as the gist descriptors. SoftMax regression
is a generalized logistic regression and yielded only 57% accuracy with five malware
families. This strategy is therefore proven to be less effective than the GIST descriptors.
Later, Yajamanam et al. utilized TensorFlow to conduct deep learning experiments. The
model used in [22] depends on transfer learning. The model was pre-trained on another
set of images from ImageNet. Subsequently, the existing model was re-traained on the
malware binaries for the classification problem. This was done to make the model work
faster. Yajamanam et al. observed that by applying deep learning directly to raw image
files, it is possible to obtain a test accuracy of 98%.

In [5], Poonguzhali et al. used convolutional neural networks for mapping the raw
image pixels to their respective class scores. Poonguzhali et al. used SVM to separate
the boundaries defined in the classes. The limits were determined using the decision
planes or hyperplanes of SVM, and the ultimate result was 68 different malware families
classified using the SVM. The dataset considered was a zipped NumPy array, which is
converted to a NumPy array, and that NumPy array serves as the input for the data
set. This NumPy array is transformed into a grey-scale image using CNN. For feature
extraction and reduction of the number of parameters, Poonguzhali et al. appliedmultiple
convolutional and padding layers. Subsequently, the dataset was divided into train and
test by employing a bio-inspired technique known as the BAT algorithm. After the split,
this dataset was given as input to the Support vector machine. The dataset used during
the experiments was unbalanced therefore the bat algorithm was used to eliminate the
imbalances and to avoid overfitting or underfitting that may occur due to data. The
classification accuracy achieved by the model was 94.01%.

The relevance of deep convolution neural networks in malware classification is dis-
cussed in the paper [24], as well as approaches for using machine learning to identify
and categorise malware families via transfer learning. In the transfer learning approach,
data is gathered from real-world images or objects and apply it to the static malware
detection target domain. As a result, deep neural network training times are sped up
while maintaining strong classification performance.
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Zilin et al. [25] proposed method that visualises malware binary files as colour
images, produces the necessary image size directly, and enhances the algorithm’s perfor-
mancewith data-gathering techniques. ImprovedCNNmethod is applied. This technique
can directly extract sample features without the need for reverse analysis.

In the Table 2 summarization of all the methods is mentioned.

Table 2. Summarization of literature

Sr. No. Paper Approach Methods Remarks

1. Random Forest for
Malware Classification
(2016)

Traditional Machine
Learning Algorithm

Random Forest method
for categorizing and
segregating the new
malware binaries into
various categories

This approach suffers from
the misclassification
problem of malware files
that are visually similar

2. Malware Images:
Visualization and
Automatic
Classification
(2011)

Image Processing
techniques and machine
learning algorithms

Employed a supervised
learning algorithm KNN.
The features were
computed using GIST
descriptors

Counter measures can be
taken to beat the system

3. Malware Classification
with Deep
Convolutional Neural
Networks (2018)

Image Processing
techniques and machine
learning algorithms

Followed a GIST+ SVM
method on two datasets

Achieved an accuracy of
93.23% and 88.74% on the
two datasets

4. Deep Learning versus
Gist Descriptors for
Image-based Malware
Classification (2018)

Image Processing and
machine learning
algorithms

Followed feature
reduction by applying
linear SVC
Also employed UFS to
highest rank 60 features
out 320 features

Nearly-optimal results with
reduced feature set. A
highly effective strategy
against gist-based score
detection exists

5. Article on
TwardsDataScience
(2020)

Deep Learning techniques CNN model using Keras
was applies on the
Malimg dataset

The Malimg dataset is
unbalanced, a lower weight
is assigned to the higher
majority class and a higher
weight to the lower
majority class. The
accuracy of the model
achieved was 0.9514632

(continued)
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Table 2. (continued)

Sr. No. Paper Approach Methods Remarks

6. Malware Classification
with Deep
Convolutional Neural
Networks (2018)

Deep Learning techniques Trained a model known
as, M-CNN. The
M-CNN model is based
on VGG-16

Consisted of two settings
and applied CNN on two
different datasets.
Achieved an accuracy of
98.99% on setting A and
99.97 on setting B

7. Deep Learning versus
Gist Descriptors for
Image-based Malware
Classification (2018)

Deep Learning techniques Transfer learning By applying deep learning
directly to raw image files,
it is possible to obtain a
test accuracy of 98%

8. Identification of
malware using CNN
and bioinspired
technique (2019)

Deep Learning techniques Used SVM to separate
boundaries and CNN for
feature for feature
extraction

Due to unstable dataset,
BAT algorithm was used to
eliminate imbalances. An
accuracy of 94.01% was
achieved

There are some recent trends in trends in malware detection and analysis methods.

1. AI and Machine Learning Approch:These techniques use sophisticated algorithms
and vast datasets to find patterns and behaviours that point to the existence ofmalware.
In order to increase detection accuracy and adapt to new malware types, machine
learning models can be trained on enormous amounts of labelled data.

2. Behavior based analysis: In behavior-based analysis; behavior of programs and pro-
cesses is observe to identify suspicious activities. This approach significantly detect
previously unknown malware variants and zero-day attacks.

3. Sandboxing: Sandboxing is the process of running potentially harmful files or pro-
grammes in segregated settings to watch how they behave. It aids analysts in compre-
hending the operations carried out by malware, including file modifications, network
communications, or alterations to system-level settings. Sandboxing offers a con-
trolled setting for malware investigation without jeopardizing the security of the host
system.

4. Threat Intelligence Sharing: Information is shared between businesses and the secu-
rity communities regarding new malware variants, attack methods, and indications
of compromise (IOCs). The security landscape’s detection and response capabilities
are enhanced by this collective knowledge.

5. Automated malware analysis: It is necessary because manual analysis cannot keep
up with the growing number of malware samples. Static analysis, dynamic analy-
sis, and machine learning are some of the methodologies that automated malware
analysis systems combine to automatically analyse and categorise malware samples.
These systems are capable of quickly processing huge numbers of samples, extracting
pertinent data, and producing reports for additional research.

6. Big Data Analytics: Malware analysis systems generates complex, huge volume of
data. This data can be processed and analysed using big data analytics techniques to
identify trends, correlations, and anomalies connected to malware activity.
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7. Threat hunting: It is proactive process that searches indications of network breach
or malicious activity rather than merely relying on automated detection techniques.
To find hidden hazards and reduce potential risks, threat hunters combine manual
analysis, data correlation, and intelligence-driven procedures.

These are some recent trends in the malaware detection. Organizations can combine
various methods that increases their resistance to deal with malwares.

5 Conclusion

This paper is an effort to summarize the different ways to analyze, detect and classify
malware files using various methods mentioned in the literature. It can be concluded that
the signature-based method takes less time but does not detect zero-day malware and
is prone to obfuscation. The static analysis has a faster turnaround time and lesser risk
but is prone to code obfuscation and data location obfuscation. The dynamic analysis,
even though more robust and harder to defeat than the static analysis, takes a lot of time.
However dynamic analysis, is not suitable for real-time since it produces many false pos-
itives, and not insurmountably resistant. Considering these factors, a hybrid approach
emerges as a promising middle ground and more effective analysis method. Regarding
classification methods, deep learning architectures have shown to be highly efficient.
Deep learning models offer superior performance due to their ability to automatically
learn and extract intricate features from malware samples. However, a balanced dataset
must be used to avoid overfitting or underfitting of the model. In summary, while each
malware analysis and classification method have its advantages and limitations, a hybrid
approach incorporating various techniques can provide more effective results. Addition-
ally, employing deep learning architectures for classification tasks can yield improved
performance, provided that the training dataset is carefully balanced to ensure optimal
model performance.
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Abstract. DES has been serving as the official federal standard for data encryp-
tion since the 70s, until it was replaced in 2001 by the Advanced Encryption
Standard (AES). This paper thoroughly examines the encryption and decryption
procedure, describing in detail and illustrating each step of the process. Addi-
tionally, we showcase the practical implementation of DES using the CrypTool
platform, addressing the lack of a comprehensive and user-friendly tutorial on
DES within this context. The paper endeavors to address this gap, enhancing the
readers’ understanding of the DES operation by delving into its internal mech-
anism and the transformations the plaintext undergoes to become ciphertext. In
addition, we engage in a critical examination of CrypTool’s implementation of
DES and the platform’s utility as an educational resource, highlighting both its
strengths and shortcomings. The review of CrypTool as a learning tool not only
provides insights into the practical implementation ofDES but also emphasizes the
significance of hands-on learning in modern cryptography. Moreover, we present
a historical analysis of attempts at breaking the DES cipher, from its approval
as a standard until more recent developments, and assess its relevance in today’s
cryptographic landscape.Ultimately, this paper aspires to serve as a valuable teach-
ing resource for cryptography students and educators, bridging the gap between
theoretical knowledge and practical application.

Keywords: Data Encryption Standard · Block Cipher · Feistel scheme ·
Substitution Permutation Network

1 Introduction

The block-cipher cryptographic algorithm nowadays known as the Data Encryption
Standard (DES) was first developed in the early 1970s, based on Horst Feistel’s Lucifer
cipher. After undergoing serious scrutiny and some minor modifications made by the
National Security Agency (NSA), it was adopted as a federal standard by the U.S.
National Bureau of Standards, now known as the National Institute of Standards and
Technology (NIST), in November 1976, and published as official encryption standard
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in January 1977 [1]. In the subsequent years, DES continued to be reaffirmed as a
standard. Despite the growing concerns regarding the security of this algorithm and
several successful attempts at breaking it, DES was reaffirmed as a standard in 1983,
1988 and again in 1999, before AES was finally adopted as its replacement in 2002.

DES, like any other algorithm based on the Feistel scheme, is a conventional sym-
metric algorithm: using the same single key, shared by secure means between the sender
and the receiver, for both encryption and decryption, and relying on the key being kept
secret at all times. While it may have started out as a propriety algorithm when first
created by IBM, the inner workings and implementations of DES soon became public
knowledge, but that was no detriment to its security, which depends on keeping secret
the key and not the algorithm itself.

DES functions as a block-cipher, which means that it processes a complete block
of bits simultaneously, rather than one at a time. During encryption, the plaintext input
is processed in fixed-sized blocks of 64 bit, and a ciphertext block of the same size is
generated for each inputted block of plaintext. The key size is the same as the block size,
64 bits, however eight of these bits are used for parity and only 56 serve as an effective
part of the key. The input goes through 16 identical stages of processing, with each stage
having its own unique 48 bit subkey, generated from the 56 bits of the original main key
through a key scheduling algorithm. Later, when decrypting the message on the receiver
side, we use the exact same subkeys, only this time in reverse order, with subkey number
16 being used during the first iteration, followed by subkey nr.15 on the second iteration
and so on, all the way to subkey nr.1 which is used in the 16th and final iteration. This
is due to the fact that DES was created based on a Feistel Network.

2 Encryption – Decryption Procedure

2.1 Feistel Structure

AFeistel cipher, also known as a Feistel network, named after the German cryptographer
and physicist Horst Feistel, is a cryptographic symmetric structure which has served as
the backbone of many modern block ciphers. It has n rounds of processing, where a
single round consists of a round function F, which takes as input a block of data (half
of the original block size) and a round key, and returns a data block of the same size,
the result of which is XOR-ed with the other half of the current round’s input. Michael
Luby and Charles Rackoff have proved that given a cryptographically secure invertible
permutation generator (what we refer to as the round function in DES), three rounds of
processing suffice for the cipher to be a pseudorandom permutation, while four rounds
would turn it into a “super” (meaning strong) pseudorandom permutation [2].

A major advantage of Feistel ciphers is that the whole process is guaranteed to
be invertible. Furthermore, the encryption and decryption procedures are very similar,
allowing us to use the same construction (hardware and software) for both, without
needing to change anything other than applying the subkeys in reverse order. This greatly
simplifies implementation and lowers its cost, because we are practically reducing the
size of code and circuit components required for the cipher’s construction by almost
half.
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2.2 Data Encryption Standard

The DES algorithm starts with the 64 bit of plaintext input going through an Initial
Permutation (IP) which simply changes the position of the bits, outputting the same 64
bits in a new order. At the end of the 16 rounds, as the last layer, we have the Inverse
Initial Permutation (IP-1) which returns each bit to the original position. IP and IP-1 do
not appear to have any real cryptographic significance.

After the Initial Permutation, we split the block of data into two 32 bit parts (the left
part and the right part). The right part and the round key are inputted into the F function,
whose result is then used to encrypt the left part through an Exclusive-OR operation. The
parts are then exchanged, with the result of the aforementioned encryption of the left part
becoming the right part for the next round, and the right part of the current round being
forwarded unaltered to become the new left part. This procedure is repeated for all 16
rounds. The only exception being that in the last and 16th round we no longer perform
the exchange, but following the encryption of the left part, both parts are reunited into
a 64 bit block which is forwarded to the Inverse Initial Permutation. The criss-crossing
of the two parts and the F-function are essential elements that it has borrowed from the
Feistel Scheme. The general DES structure is illustrated in Fig. 1, while Fig. 2 presents
a more detailed schematic view of the operations that are carried out in one round of
processing, which are explained in the following subsections.

Fig. 1. DES Encryption Process [3]

2.3 Key Scheduling

As it was established, for each round we need to generate a unique 48 bit key from the
main key. For this purpose, we use the Key Scheduling algorithm. A diagram of this
algorithm is provided in Fig. 3.
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Fig. 2. Diagram of the first round of processing of DES algorithm [4]

Fig. 3. Structure of DES Key Schedule [5]

The original 64 bit secret key is passed as an input to the Permuted Choice 1 function,
which discards the eight parity bits and splits the remaining 56 bits into two 28 bit parts,
called C0 and D0. On each of these parts we apply a circular left-shift operation (shifting
all the bits one position to the left, with the very first bit getting shifted to the end). The
results of this shift are C1 and D1, which we input into a Permuted Choice 2 function
that rearranges the bits and selects 48 of them (24 bits are selected from C and the other
24 from D). These bits compose the first subkey. The same process is repeated for all
the 16 rounds; however, for all iterations besides the first, second, ninth and the last one,
we shift the bits by two positions instead of one. Each bit is used in approximately 14
out of the 16 subkeys.
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2.4 Inside the F-function

The F-function gets as input the 48 bit Round Key generated by the Key Schedule,
and the Right part of the data. It consists of four stages of processing. The first stage
is the Expansion, where we apply an Expansion Function on the 32 bit block of data,
transforming it into a 48 bit block by duplicating some of the bits in certain predetermined
positions. In the next stagewe havewhat is known asKeyAddition orKeyMixing,where
the output of the Expansion function is combined with the Round Key through an XOR
operation, and a new 48 bit word is generated as a result. The third stage is Substitution,
which splits the 48 bit word (block) into eight 6 bit words, and each of these words
is passed through a substitution box (which we refer to as an S-box). An individual
S-box takes 6 bits as an input and outputs 4 bits, so in the end we have 32 bits of output
produced by all eight S-boxes. These 32 bits go through the final stage, a standard bit-
wise Permutation. This permutation is designed in such a way that the outputs of each
S-box of the current round are divided among four different S-boxes in the following
round.

All four of the stages we just described can be seen in Fig. 2. For an alternative
depiction of the F-function, which expands more on the S-boxes, you may refer to
Fig. 4.

Fig. 4. The F-function [3]

2.5 Substitution Boxes

S-boxes are the non-linear part of DES because they map the 6 bits of input to 4 bits
of output by performing a non-linear transformation, provided in the form of a lookup
table. This non-linear transformation makes the algorithm highly resistant to analytical
attacks. The S-box works by computing the x and y coordinates based on the input, and
returning as an output the value found at that position in its lookup table. The x value is
comprised of the four middle bits, while the y value is made up of the first and last bit.
So for example, if our input was 100110, coordinate x would be 0011 = 3 and y would
be 10= 2, so the S-box would return the value at position (3, 2) in its lookup table. The
lookup tables are different for each S-box.
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3 Cryptool Implementation

CrypTool 2 provides an implementation of the DES algorithm, fully functional for both
encryption and decryption, as well as an interactive step-by-step visualization of all
the stages of processing the plaintext goes through to produce the ciphertext. In this
section we will be explaining the CrypTool implementation and providing examples of
encryption and decryption.

3.1 Encryption

Figure 5 depicts encryption using CrypTool 2. A few verses by Percy Bysshe Shelley
serve as our plaintext in this illustration.

Fig. 5. Encryption

The Plaintext is first converted using a String Decoder from text to ASCII character
representation, so that it can be interpreted by the cipher. The Key is also converted using
a String Decoder, from a text representation of hexadecimal values into binary. Both of
these are passed as input to the DES cipher, where we have selected “Encrypt” as the
action to be performed. The poetry, whichwewant to encode here, is substantially longer
than the block size, therefore we need to specify a Chaining Mode, which defines how
DESwill be used for each block and the dependency of the current block on the ciphertext
generated for the previous block(s). The Electronic Code Book (ECB) mode which we
have selected here, is the simplest and treats each block of plaintext individually and
independently of the other blocks. Because of this, it is also the least secure. CrypTool
provides othermodes of operation besides ECB, such as Cipher Feedback (CFB), Output
Feedback (OFB) and Cipher Block Chaining (CBC). The encrypted result of the cipher
is then forwarded to a String Encoder, which converts it into a string (in hexadecimal
representation).

3.2 Decryption

To decrypt the message we simply input the generated Ciphertext as Text Input, and
change the input format of the Text Decoder to hexadecimal and the output format
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to text. We also change the action of the cipher to “Decrypt”, which indicates to the
algorithm that it will have to use the subkeys in reverse order. As shown in Fig. 6, we
get the correct plaintext.

Fig. 6. Decryption

Next, we experiment by making small changes to the key. In Fig. 7 we have changed
the last bit from 1 to 0, however the output is not affected at all. In Fig. 8 wemake further
changes, setting the 16th bit to 0 (from the hexadecimal value B1 of the second byte
to B0) as well, and the output once again remains unaltered. This may seem surprising
and counterintuitive at first, but the explanation is very simple. The key, as illustrated in
Figs. 5, 6, 7, 8 and 9, is normally stored and transmitted in eight bytes, each byte having
an odd parity bit at the end. In Figs. 7 and 8 we have only changed the least significant
bit of the bytes, in other words, the bit that is used for parity checking and is not part of
the effective key.

Fig. 7. Decryption with altered key (A1 B1 C1 D1 11 11 11 10)

If we were to change a more significant part of the key, for example as illustrated
in Fig. 9 where we have changed the last byte from 11 to 21, the result of decryption is
completely meaningless gibberish.

3.3 Visualization

In this subsection we will be illustrating each step of the DES Encryption Process, as
presented in the CrypTool implementation. Through this visualization tool we can input
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Fig. 8. Decryption with altered key (A1 B0 C1 D1 11 11 11 10)

Fig. 9. Decryption with altered key (A1 B0 C1 D1 11 11 11 21)

only one block of plaintext. The inputted plaintext, the secret key and the generated
ciphertext, in both hexadecimal and binary representations, are shown in Fig. 10.

Fig. 10. Encryption result

The process starts with the key schedule, where we input our key through the Per-
muted Choice 1 function and split it into the left and right half (C0 and D0), as depicted
in Fig. 11.

The next step is the circular shift. Figures 12 and 13 illustrate the left-shift by only
one bit position, because it is generating the subkey for round 1.
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Fig. 11. Key Schedule

Fig. 12. Cyclic Shift of C0 producing C1

Fig. 13. Cyclic Shift of D0 producing D1

Then we move on to the Permuted Choice 2, which removes 4 bits from each half
of the key and rearranges the rest, mixing them together, and producing subkey 1, as
depicted in Fig. 14.

Fig. 14. Permuted Choice 2

This process is repeated until we obtain all 16 round keys as displayed in Fig. 15.
The next step is the initial permutation of the plaintext, depicted in Fig. 16.
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Fig.15. All 16 subkeys

Fig. 16. Initial Permutation

Figure 17 clearly illustrates a DES round. The result of the initial permutation is split
into a left and a right block. The right half goes into the F-function together with the
subkey and the output is XOR-ed with the left half. The two halves are then exchanged,
with the right part being forwarded unchanged.

Fig. 17. DES Round 1

Figure 18 describes the f-function. The first stage here is the extension of the input
from 32 to 48 bits (to bring it to the same length as the round key) as depicted in Fig. 19.
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Fig. 18. F-function visualization

Fig. 19. Expansion

Then we move on to the Exclusive-OR logical operation, combining our current
intermediate value with the subkey, whose result is inputed into the S-boxes (Fig. 20).

Fig. 20. XOR between subkey 1 and the result of the Expansion function

Figure 21 demonstrates how an S-box transformation works. Taking a block of 6
bits, it calculates the coordinates for the row (using the leftmost and rightmost bits)
and column (using the middle bits) and outputs the binary representation of the number
stored in that position in its lookup table. All the S-boxes function in the same way, but
their lookup tables are different.

The 32 bit output of the S-boxes is then passed through a standard permutation
function as depicted in Fig. 22.

The output of the F-function, which is the result of the aforementioned permutation,
is combined with the Left block of data through an XOR operation (this calculation is
illustrated in Fig. 23), producing an encrypted binary string which is going to serve as
the new right part for the next round, as shown in Fig. 24.
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Fig. 21. S-box 1

Fig. 22. Stage 4 of F-function: Permutation

Fig. 23. XOR between the Left part of data and the output of the F-function

Fig. 24. DES Round 1 completed

After repeating this procedure for 16 rounds, we get the results that are listed in
Fig. 25.

The final step is the Inverse Permutation, which is the mirror image of our initial
permutation, as can be seen in Fig. 26, at the end of which we obtain our ciphertext.



Exploring Data Encryption Standard (DES) Through CrypTool Implementation 155

Fig. 25. Left and Right parts for each of the 16 rounds of processing

Fig. 26. Inverse Permutation

4 CrypTool as a Learning Platform

CrypTool is a versatile and user-friendly software developed for educational and research
purposes in the field of cryptography. It offers a comprehensive collection of crypto-
graphic algorithms, visualization tools, and interactive tutorials that facilitate hands-on
learning and experimentation.

4.1 Benefits of Using CrypTool for Teaching DES and Cryptography in General

The DES implementation, as demonstrated in this paper, is well-structured and easy to
follow, making it ideal for educational purposes. It provides a clear representation of the
basic operations involved in the algorithm. The visualization is done in binary encoding
so the effect of each operation on every bit of the data is noticeable.

One of the biggest advantages of CrypTool is that it is open-source, thus enabling
users to study and even alter, enhance and expand upon the current package. Cryp-
Tool follows a modular design pattern. The code is divided into separate modules, each
responsible for a specific task (such as key scheduling). This not only makes it easier
to maintain, but also easier to study the code of a specific component. The modular
structure also allows to users to easily modify and extend the implementation to suit
their needs or use the available modules in a new projects altogether.

CrypTool comprises over 160 different components for encryption, decryption and
cryptanalysis, many of which are accompanied by a visualization and a concise descrip-
tion. It also includes over 200 predefined templates, where by template we mean a
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workspace where all the components of a certain cipher of cryptanalysis scenario are
already in place and properly connected. This provides the students with plenty of
examples of both classical ciphers (like Caesar, Vinegar, Enigma ect.) and modern
cryptography standards like AES (symmetric) and RSA (asymmetric).

The primary strength of CrypTool lies in its visual programming approach, which
makes it an ideal educational tool for teaching cryptography. With its intuitive graphical
interface, students can easily create workflows by dragging and dropping cryptographic
components onto theworkspace. Every componentwithin theworkspace possesses input
and output connectors, facilitating the communication between those components that
are compatible. Specifically, in the context of the DES encryption, the input connectors
are the parts where the arguments (key and plaintext) are imputed. The output connector
is responsible for displaying the algorithm’s final result, which is the DES ciphertext. By
clicking on any of the objects, users can conveniently access options, allowing them to
configure and experiment with additional parameters, such as the padding scheme or the
mode of operation in this example. This dynamic interaction encourages active learning,
allowing students to see how different elements of encryption algorithms fit together.

CrypTool’s interactive nature fosters an atmosphere of experimental learning,
encouraging students to actively engage with cryptographic methods, practically imple-
menting the concepts learned during theoretical classes. Through hands-on practice and
exploration, students gain valuable insights into the intricacies of encryption and decryp-
tion processes. This experiential approach allows them to grasp theoretical concepts in
a more meaningful and tangible manner. In many traditional cryptography courses stu-
dents get little exposure to security tools and algorithms and they acquire the concepts
in an abstract manner. This lack of practical application also often leads to disinterest
in the subject. Providing a platform for students to directly interact with cryptographic
algorithms kindles their curiosity and makes the subject more appealing.

Moreover, the study of cryptographic systems generally calls for a strong foun-
dation in mathematics, especially on disciplines like abstract algebra, number theory,
probability, and statistics. While that is absolutely necessary to achieve a real and deep
understanding of the process, CrypTool offers an accessible and user-friendly approach.
Even without extensive mathematical expertise, students can engage with the various
cryptography algorithms and experiment with them by using off the shelf components
and modules from CrypTool’s library. This makes cryptography more accessible.

Incorporating CrypTool in the curriculum could also be used to produces a shift
towards a more student-centric, outcome-based assessment, focusing on enhancing and
measuring the demonstrated and applicable skills of the students and their critical-
thinking andproblem-solving abilities, rather thanmemorization of the syllabusmaterial.
Asking the students to demonstrate the process of encryption and decryption of some
cipher and analyze its vulnerabilities by implementing several types of attacks against
it is a better assessment of their competences.

4.2 Limitations of the DES implementation in CrypTool

While the implementation of the DES algorithm is a great learning resource, it has a few
limitations.
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Firstly, the visualization feature is limited to only the encryption process. It does not
support decryption. Additionally, it does not allow for customization of the input data
or allow the user to change the mode the operation.

Secondly, the implementation does not support moremodern and advancedmodes of
operation like such asCounter (CTR) andGaloisCounterMode (GCM).Thesemodes are
more secure, thus are commonly used in modern cryptographic applications. While the
implementation does at least support four different modes (ECB, CBC, CFB and OFB)
the visualization feature is even more limited as it only supports ECB, the simplest of
the modes, which is generally considered insecure because it doesn’t provide adequate
protection against attacks that take advantage of repeating patterns in the plaintext.

Thirdly, CrypTool does not support hardware acceleration, such as the utilization of
GPUs or FPGAs. This slows down the processes involved in the implementation, which
could otherwise be significantly expedited.

Finally, the implementation is primarily intended for educational purposes and there-
fore is not optimized for large-scale use. CrypTool prioritizes user-friendliness and
visualization over performance. Consequently, its DES implementation is unsuitable
for real-time encryption or decryption, especially when dealing with extensive amounts
of data.

4.3 Limitations of CrypTool as a Learning Platform

Cryptool employs simplified visual representations to explain intricate cryptographic
processes. However, this approach may oversimplify certain concepts, failing to capture
the complexities and challenges encountered in real-world cryptographic implementa-
tions. Although CrypTool provides simulations, they do not encompass the full scope of
the real-world obstacles and constraints present in practical cryptographic systems. As a
result, students may fail to comprehend the full implications of applying cryptographic
techniques in real-life scenarios.

Moreover, CrypTool is a software-based tool, and it’s important to note that students
do not gain practical experience with hardware-based cryptographic implementations
which can be crucial in certain real-world scenarios.

Relying solely on CrypTool for teaching may also create a dependence on the soft-
ware and impede students’ comprehension of the fundamental mathematical principles
behind cryptography. An excessive emphasis on using CrypTool could result in students
attaining proficiency with the tool itself, while sacrificing a deeper understanding of
cryptographic concepts and theories.

As a learning platform, CrypTool lacks built-in assessment or evaluation tools for
measuring the students’ progress and understanding. Additionally, it does not integrate
gamification elements or rewards to enhance motivation and engagement.

Lastly,while it does include a versatile range of algorithms, protocols and cryptanaly-
sis techniques, CrypTool primarily focuses on classic ciphers and symmetric algorithms.
The only asymmetric algorithm currently implemented as a template in the platform is
the RSA cipher. Moreover, because of complexities that exceed the capabilities of the
environment, CrypTool does not enable implementation of contemporary cryptographic
protocols such as SSL and IpSec.
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5 The Quest to Break DES and Conclusion

The selection of DES as a federal standard was followed by numerous objections and
critiques. According to Whitfield Diffie and Martin Hellman, the pioneers of public-
key cryptography, DES could theoretically be broken in just about twelve hours of
computation, using a machine made up of a million VLSI chips, specifically designed
to perform exhaustive search cryptanalytic attacks, all working in parallel and searching
one key per microsecond. The authors estimated the cost of such a machine to be $20
million in the 70s, but they predicted that this costwould drop down to the $200,000 range
in the following 10 years. Based on these assumptions, they concluded that DES would
be replaced as a standard in approximately 5 to 10 years. As we know, this conclusion
did not stand the test of time. In the discussion section however, they call for the use of
a 128 bit or larger key [6], which was implemented by the successors of DES: Triple
DES and AES.

In I993, Eli Biham and Adi Shamir came up with a Differential Cryptanalysis attack,
which analyses and exploits the effect that differences between pairs of plaintext have
on the differences between their corresponding ciphertext pairs. It was the first known
attack able to break the complete 16-round DES in less time than required to perform
an exhaustive search of the keyspace with an average 255 time complexity. Instead, the
proposed attack needs to analyze only 236 ciphertexts (selected from a pool of 247 chosen
plaintexts) in order to compute the key [7]. However, the requirement for such a massive
number of known plaintexts makes this type of attack infeasible in practice. One year
later, Mitsuru Matsui developed a known-plaintext attack that identified relationships
between the sums of bits of the plaintext and ciphertext, which when combined provided
information regarding the sum of the key bits. His algorithm could break an 8-round
version of DES in 40 s, by analyzing 221 known-plaintext. For a 12-round cipher 233

plaintexts were required and the computation time increased to 50 h. In order to break
the full 16-round DES, 247 known-plaintexts were required. Since these are “known”
and not “chosen” plaintexts they are easier to obtain. Still, it is a substantial amount of
data and processing, even though the computation time was determined to be less than
it would take to perform an exhaustive search [8].

In 1997, the DESCHAL Project (short for DES Challenge), was the first successful
attempt at publicly breaking a Des-encrypted message through Brute Force attack. They
were able to break the cipher at a very low cost, as instead of using dedicated hardware or
supercomputers, theDESCHALProject employed internet-based distributed computing,
performing large computations by utilizing the power of otherwise unused CPU cycles.
Searching at a rate of around 7 billion keys per second, they managed to solve the
challenge in 96 days [9]. The following year, the Electronic Frontier Foundation solved
the second DES challenge in just 56 h, with a machine of 1536 custom designed ASIC
chips, built for a total cost of less than $250,000 [10].

In a 2006 paper, the authors describe the design and implementation of a FPGA-
based parallel processing machine called COPACOBANA, which was able to break the
DES cipher in an average search time of less than 9 days, outperforming conventional
computers by several orders of magnitude. It was made up of 120 FPGAs, each designed
to perform an extensive search attack of the 256 keyspace. Moreover, COPACOBANA
had a very cost-efficient hardware architecture, with all costs adding up to a total of
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e8,980 [11]. Two years later, the same researchers published another paper where they
demonstrated that after some software improvements the average time in which a DEC-
encrypted message could be broken had been reduced to approximately 6.4 days [12].
Nowadays there exist websites such as crack.sh, which offer to crack DES keys for a
very small fee, ranging from 20–100$ [13]. They have designed a system of 48 low-cost
FPGAs which can exhaustively search the entire 56-bit DES keyspace in about 26 h.

With continuous developments in technological competence and enhanced computer
processing capacity, all security algorithms inevitably become obsolete within a few
years. DES has been a fundamental encryption standard for a long time and it has played
an essential historical role in data security. However, as processing power and technical
know-how have improved, it has become abundantly clear that it can no longer be a part
of our future, and it has to be completely supplanted in all applications bymore powerful
algorithms such as triple-DES and particularly AES. All of this considered, the author
believes that while the real-world use of the algorithm is bound to die out before long,
the study of DES shall remain relevant and important, as by examining its strengths and
vulnerabilities researchers can obtain vital insights which then serve as an inspiration
for the development of more advanced and robust encryption algorithms like those in
use today. Only after having acquired a deep understanding of the significant milestones
of encryption history can we be able to adapt to evolving security threats.
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Abstract. The aim of this paper is to investigate and discuss issues on the design
and performance evaluation of Android applications concerning alarming systems
that would serve users in emergency or dangerous situations to be able to send text
messages in real time giving information about their location and about their needs
in searching for help. The user, for instance, could send a message to their chosen
contacts just by shaking the phone a predefined number of times or following any
other pattern of action involving the smartphone. The application designed has,
also, some other features like sounding an alarm for 10 s, automatically opening
the hospital map searching for hospitals in the area and automatically opening the
police map searching for police stations nearby. While opening each of the maps
mentioned, the user could check their location as well. Many other similar features
could be added in the designed application. But the main goal of the paper is to
investigate design issues in Android applications regarding real time performance
as well as to evaluate performance in such time critical applications. Therefore,
the contribution of this paper lies on comparing real time performance of different
implementations of such an alarming application as well as on presenting step by
step design, architectural and implementation issues of it.

Keywords: Android applications design · time critical applications ·
performance evaluation · alarming systems · emergency applications

1 Introduction

Alarming application development in the operation of critical environments like for
instance Hazardous Gases and Volatile Chemicals in Laboratories and Industrial Loca-
tions has attracted many researchers in recent years [1]. Such specific applications need
the integration of special platforms, including robotics and special sensing systems.
However, alarming applications present a great potential for widespread usage in much
simpler, everyday life cases. For instance, it is well known that an SOS alarm is a signal
supposed to tell other people that a specific user is in dangerous situation and he/she
needs help quickly. It stands for Save Our Ships or Save Our Souls and was firstly used
as an International Morse distress signal (a signal from a ship or aircraft that is in dan-
ger). Nowadays the signal is not limited to navigation only but also to notify about a
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dangerous situation that demands quick attention. Given that nowadays communication
platforms and infrastructures are available to assist people in issuing alarms about their
situation, the necessity for designing alarming mechanisms and systems for everyday
life becomes much greater. A Smartphone is one such very popular infrastructure for
alarming systems development and is met in several different platforms, as for instance
in [2]. The Android platform is the most popular operating system serving more than
2.5 billion users in more than 190 countries. Therefore, developing and evaluating an
Android alarming application is a reasonable decision. Moreover, Android Operating
System is open source, easy and quick to learn. Its flexible methods for development fac-
tors along with Android’s open working model and easy availability of resources make
it extremely easy and quick to develop customizable apps. Additionally, it offers better
flexibility since through its open platform developers have more freedom to modify it
and provide the features and functionality that users want [3, 4]. Moreover, it can target
other platforms being simpler to convert an Android software to other platforms like
Ubuntu (Fig. 1).

Fig. 1. Android features overview (https://www.tutorialspoint.com/android/android_overview.
htm, reached 31/8/2023)

1.1 Android Application Development Architecture

There are five different software layers that make up the Android operating system
architecture and are important for applications development as follows [3–8].

The following are the primary elements of theAndroid architecture relevant tomobile
applications development [3–8]:

https://www.tutorialspoint.com/android/android_overview.htm
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Applications – Applications make up the top layer of the android architecture.
Numerous pre-installed programs, such as contacts, galleries and cameras, as well as
apps downloaded from the Play Store are offered via this layer. It functions within
the Android run time with the aid of the classes and services made available by the
application framework.

Application Framework – This layer was created using Java, and the developer can
make use of various common class files. These classes can be used and interact directly
with an application. The ap-plication framework offers the phone’s most essential fea-
tures, including the location manager, content providers, resource manager, and others
(Fig. 2).

Fig. 2. Android Architecture for application development (https://www.geeksforgeeks.org/and
roid-architecture, reached 31/8/2023)

Android Runtime – It primarily serves as the foundation for the framework and,
with the aid of the core libraries, runs the application. The Dalvik virtual machine
(DVM) and core libraries are also included. The Java VirtualMachine (JVM) and Dalvik
VirtualMachine (DVM) are quite similar, but Dalvik VirtualMachine (DVM) is built for
mobile devices with limited processing and memory. With the help of the core libraries,
applications developers could create mobile applications for Android using either the
Java or Kotlin programming languages.

https://www.geeksforgeeks.org/android-architecture


164 S. Rexha and D. A. Karras

Platform Libraries – It includes some Java based libraries and some core C and C++
libraries like Graphics, OpenGL, etc. to support the development.

1. To record and play audio and videos the user can involve Media library.
2. To provide a display management the user can involve Surface manager library.
3. For 3D or 2D graphics the user can involve SGL and OpenGL.
4. For database support the user can involve SQLite.
5. For font support the user can involve FreeType.
6. Web-Kit – A web browser engine that can show web content and simplifies page

loading.
7. To provide security to the transferred data between web browser and server Secure

Sockets Layer (SSL) can be used (Fig. 3).

Fig. 3. DVM(https://wajahatkarim.com/2019/01/how-java-and-android-work-together/, reached
31/8/2023)

Linux Kernel – This layer is at the bottom of the Android architecture.
A program, also referred to as a set of predefined instructions, is what a computer

is mostly used for. The term “process” is frequently used to describe an active program.
Currently, most special purpose computers are built to operate a single task, whereas
general purpose computers are built to run numerous processes simultaneously in a
complex system. Hardware resources like memory, processor time, storage space, etc.
are needed for every type of process. A middle layer in a general-purpose computer that
has multiple processes running at once to manage the efficient and equitable distribution
of the hardware resources among all the processes is required. This middle layer is
referred to as the kernel. In essence, the kernel virtualizes the computer’s shared hardware
resources to provide each process access to its own virtual resources. This gives the
impression that the process is the only one active on the computer. Additionally, the
kernel is in charge of avoiding and resolving conflicts between various programs.

https://wajahatkarim.com/2019/01/how-java-and-android-work-together/
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The Linux kernel’s characteristics are:

1. Security: It manages the system’s and application’s security.
2. Memory Management: It successfully maintains memory, enabling developers to

freely develop their applications.
3. Process Management: Processes are properly managed, and re-sources are assigned

to them as needed.
4. Network Stack: Handles network communication effectively.
5. Driver Model: It guarantees that the application on the device will run properly

(Fig. 4).

Fig. 4. Linux Kernel Subsystem. (https://www.geeksforgeeks.org/the-linux-kernel/, reached
31/8/2023)

Regarding the herein mobile application development Java has been used instead of
Kotlin.

A more contemporary version of Java called Kotlin was released in 2011. It is a
general-purpose, open source, statically typed, pragmatic programming language made
for the JVM and Android. To create programs quickly, it blends object-oriented and
functional programming techniques.

As previously noted, one of the elements that programmers look for when designing
trustworthy systems with the possibility for error recovery is Java’s verified exception
functionality. Even though it was eliminated by Kotlin to encourage conciseness, this
functionality is still a favorite among developers.

While Java allows for static members and shares all instances of the variable with
the class, Kotlin does not. The static keyword indicates that the declared variable does
not belong to a class as a result.

Thewildcard type feature, a unique form of argument that regulates the type of safety
of the use of parameterized types, is available in Java. When compared to Kotlin, Java
stands out because of this feature. Field, parameter, and local variable types can all be
used as wildcard types.

https://www.geeksforgeeks.org/the-linux-kernel/
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1.2 The SQLite Component in the Applications Framework Development

A compact, 275 kB or so, C programming library called SQLite contains an embed-
ded relational database management system that com-plies with ACID standards. The
majority of the SQL standard is implemented by SQLite, although it does not ensure the
integrity of the domain because it uses a dynamic and loosely typed SQL syntax. Unlike
other database management systems, SQLite is a core component of the client program
and is not accessed as a separate process from it. While writes in SQLite can only be
carried out sequentially, read operations can be multi-threaded. SQLite’s source code is
available for public use.

SQLite is a well-liked choice for local/client storage in web browsers. Numerous
programming languages are tied to it. Given that it is currently utilized by a number of
popular operating systems, embedded systems, and browsers, among others, it is likely
the most commonly used database engine. It has no external dependencies and is totally
independent.

It debuted in PHP V4.3 as an option and is built into PHP V5. The majority of the
SQL92 standard is supported by SQLite, which also operates on all popular operating
systems and supports all the top programming languages. Since the beginning of the
commercial application market several decades ago, databases have been a crucial com-
ponent of software applications.

As important as database management systems are, they also have a huge environ-
mental impact and a high administrative cost. A new kind of database might be more
appropriate than the bigger and more sophisticated conventional database management
systems as software programs become less monolithic and more modular. Embeddable
databases allow zero-configuration run modes, direct application process execution, and
extremely compact footprints. In this article, the well-known SQLite database engine is
introduced, and usage guidelines are provided.

The SQL92 standard is supported by SQLite and contains indices, constraints, trig-
gers, and views.However, SQLite does handleAtomic, Consistent, Isolated, andDurable
(ACID) transactions. Foreign key constraints are not supported by SQLite.

The major advantages of SQLite over other database management systems are:

1. A separate processor server system is not necessary for man-aging the storage with
SQL database administration.

2. There is no setup for administration, SQLite has no configurations.
3. On SQLite, data can be stored in a single platform disk file.
4. The self-contained nature of the SQLite database eliminates the need for any external

dependencies.
5. Almost all operating systems are supported by SQLite.
6. It provides an easy to use API.

The majority of SQL92’s query language capabilities are supported by SQLite. It
offers a straightforward and user-friendly API and is compatible with Linux, Mac, OS
X, Android, iOS, and Windows. Some SQL92 features are not supported by SQLite.
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They are shown in the following Table 1:

Table 1. Features that are not supported in SQLite

Nr. Not supported feature

1 RIGHT OUTER JOIN

2 FULL OUTER JOIN

3 ALTER TABLE

4 Trigger support – only FOR EACH ROW triggers are supported

5 VIEWs –It is not possible to execute INSERT, DELETE or UPDATE

6 GRANT and REVOKE – The default file access permissions of the underlying operating
system are the only access permissions that can be applied

1.3 The Alarming Mobile Application Characteristics and Requirements

The purpose of this application is to protect personal safety and to get emergency helpline
with instant help by using the application through shaking the phone and when possible,
opening the app for more features. Such an application might luckily prevent dangerous
situations from happening [1, 2].

Requirement gathering is usually regarded as a part of developing software applica-
tions. It is the process of understanding what the herein paper is trying to build and why
it should be built. The phase explains what the application is intended to do.

For the Alarming application, the authors thought about the most important features
needed in a danger situation, comparing, also, with some SOS applications that already
exist investigating an optimal way to develop the app. [2].

Below is a list with the functional requirements for the studied application:

a. The user should be able to send a notification if they are in danger in the easiest way
possible.

b. The user should be able to add the contacts to whom the message will be sent.
c. The user should be able to delete contacts from the list.
d. The user should be able to check the map for the nearest hospitals.
e. The user should be able to check the map for the nearest police stations.
f. The user should be able to see their current location while checking for the hospitals

or police stations.
g. The user should be able to sound an alarm, only when if they think it is safe (not

automatically when they shake the phone).

The non-functional requirements for the application are:

a. Providing the simplest UI. In this way the user will find it much easier to search for
whatever feature in a panic situation.

b. Providing a list for all the contacts.
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1. The Alarming mobile application Design characteristics
Alarming app is a mobile app designed to work with the Android operating system.

The main design features of the application according to the previous analysis are:

a. Shaking phone when in danger – it will automatically send a message with user’s
location to the chosen contacts from the contact list.

b. After opening the app, users can click the “ADD CONTACT” button to add contacts
from their contact list. They can choose up to 5 contacts.

c. The user can also delete emergency contacts from the application.
d. The user can click a button which will sound a panic alarm for a few seconds and

then it will stop. The user can click it many times.
e. The user can click a button which will show a map with the users’ exact location and

all the closest hospital buildings to them.
f. The user can click a button which will show a map with the users’ exact location and

all the closest police stations to them (Figs. 5 and 6).

Fig. 5. Use Case UML Diagram of the Alarming Application
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Fig. 6. Use Case UML Diagram of the SOS Application

2 Android Framework for the Development, Implementation
and Deployment of the Alarming Mobile Application

Applications must be given permissions during the installation process in order to share
data with other applications and system services. The necessary permissions are added
in the Manifest file to accomplish this.

2.1 AndroidManifest.xml

Important information about the app is described in the AndroidManifest file for the
Android operating system, the Android build tools, and Google Play.

Declaring the app’s components in the file is necessary. All actions, services, broad-
cast viewers, and content suppliers are included. Intent filters and capabilities that specify
how the component can be launched can also be declared.

To access restricted areas of the system or other apps, such as contacts, images, and
so forth, the app needs authorization. The manifest file also contains a declaration of
these permissions.
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Following is the AndroidManifest file for the Alarming application:
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2.2 Activities

Engaging a user in a task is the first step in connecting with them. It stands for a user
interface with just one screen. For instance, an email app might offer three distinct
features: the ability to write, read, and view a list of new emails. All of the activities
stand alone even though they work together to produce a smooth user experience in the
email app. Therefore, another app may initiate any of these operations if the email app
authorizes it. To send an image, for instance, a camera app may trigger an email app’s
action to start a new message. An activity enables the following significant interactions
between a system and an app:

1. Monitoring the user’s current focus (what is visible on the screen) to make sure the
system doesn’t stop the process that is hosting the activity.

2. Putting more importance on maintaining previously utilized processes since they
contain items the user may come back to (stopped activities).

3. Providing assistance to the app in handling the termination of its process so that the
user can resume activities with their former state restored.

4. Enables the system to manage user flows by providing apps with a way to implement
user flows between one another.

2.3 Services

An entry point with several functions called a service can be used to keep a program
running in the background while serving a number of different functions. It is a part
that performs background operations on time-consuming tasks or on behalf of distant
processes. A service does not provide a user interface. For instance, a service might
play music in the background while the user is using another app or gather data over
the network while the user is interacting with another app. The service may be bound to
for interaction or may be started and allowed to operate by another component, such as
an activity. There are two types of services that tell the system how to operate an app:
initiated services and bound services (Fig. 7).

When an application component, such as an activity, calls startService on a service,
the service is said to be started (). Even if the component that launched the service
is deleted, it can continue to function in the background indefinitely once it has been
started.
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Fig. 7. Services (https://developer.android.com/guide/components/services, reached 31/8/2023)

A service is considered to be bound() when an application component invokes bind-
Service to attach to it. A bound service offers a client-server interface so that other
components can talk to it, send requests, and get responses. Through interprocess
communication, they are even able to do this across processes.

2.4 Intent

The three of the four component types that are activated by an asynchronous message
known as an intent are activities, services, and broadcast receivers. Intentions connect
several components at runtime. They frequently serve the following functions:

1. The startActivityForResult() method should be used to start the Activity rather than
the startActivity() method if the caller Activity anticipates a result from the Activity
being called.

2. calling the startService() function to start a service Services are frequently employed
to carry out time-consuming background tasks that don’t call for a front end.

3. to send a broadcast message to various app components that have the corresponding
Intent filter declared, whether they are inside the same app or not.

With the help of the Intent object, an intent is built that describes amessage to activate
either a particular component or a particular kind of component.

https://developer.android.com/guide/components/services
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i. Explicit – The user can involve these Intents to start a specific app component. The
user must define the component name Intent object while establishing this intent.
The Android system then locates the component with the given name and launches
it right away, providing it any further information that may have been provided.

ii. Implicit – These Intents define an activity that may be carried out by any app. The
Android system then matches the action against the component’s Intent Filter to
discover a component that can carry out the desired action from other apps (Fig. 8).

Fig. 8. Intent states (https://developer.android.com/guide/components/intents-filters, reached
31/8/2023)

2.5 Sample Functionalities

2.5.1 Add/Delete Contact Feature

When clicked the “ADDCONTACT” button the user could choose up to 5 contacts from
his/her contact list to send an emergency message in case of danger (Fig. 9).

https://developer.android.com/guide/components/intents-filters
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Fig. 9. Main page after adding all 5 contacts

2.5.2 Send the Message While Location is on

When the phone is shaked for more than 5 times, a message will be automatically sent
[9] with the text “Please help me I am in danger.” And a link is sent too with the location
in the moment of shaking (Fig. 10).

Fig. 10. Send SMS with location on
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2.5.3 Open Hospital Map

When the “HOSPITALMAP” button is clicked, it will redirect the user to Google Maps.
It will show user’s location with a blue circle and all nearest hospitals in the area with a
red pin (Fig. 11).

2.5.4 Sound Alarm Button



176 S. Rexha and D. A. Karras

Fig. 11. Hospital map

3 Application Performance Testing

When an Android app is developed, different features are applied using different meth-
ods. If during the execution of these methods there are delays, then the application will
be less useful especially in the situations of emergency.

It is possible to determine how long eachmethod takes to execute in order to improve
the application’s performance. The app will operate more quickly as a result. There are
two methods for calculating a method’s execution time [10–13]:

a. One of the easiest methods is by using HUGO. It is possible to use the Hugo library
and apply the @DebugLog annotation to the method.

The library could be used after adding it to the project under consideration in the
build.gradle file.
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b. Using System.currentTimeinMillis() or using System.nanoTime().
System.nanoTime() has been herein used because it returns the most precise value

in nanoseconds while System.currentTimeMillis() is less precise.
The code used in the methods is:

The first method tested was the onSuccess method (when we shake the phone it
automatically sends a message depending if the location is on) on the SensorService
class. Then the test for the alarm button followed with, hospital map button and police
map button.While doing the first tests only 2 contacts have been considered in the contact
list. The results are shown in the table below in nanoseconds, comparing performance
in Java and Kotlin platforms:

Table 2. Performance testing, 2 contacts

Tested Value in nanoseconds when Jave
coding

Value in nanoseconds when
Kotlin coding

onSucces (location on) 92594539 ns 91894788 ns

onSuccess (location off) 128400692 ns 125212683 ns

Sos alarm 2505461 ns 2307942 ns

Hospital map 25701308 ns 22913506 ns

Police map 26860308 ns 24379319 ns
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The same tests for each method were running but at this second time the maximum
number of contacts (supposed to be 5) in the contact list have been used. Tables 2 and 3
show that performances of the application under Kotlin platform slightly improve Java
platform ones. Of course these are preliminary results and need to be verified in larger
scale studies.

Table 3. Performance testing, 5 contacts

Tested Value in nanoseconds when Jave
coding

Value in nanoseconds when
Kotlin coding

onSucces (location on) 210741307 ns 204925879 ns

onSuccess (location off) 258219308 ns 244396827 ns

Sos alarm 3286461 ns 2968843 ns

Hospital map 22829615 ns 1896789 ns

Police map 30086846 ns 28848932 ns

4 Conclusions and Future Work

Alarming mobile applications are very important ones that it would be beneficial and
for great value for everybody to have them on their phone. They are personal security
apps that are designed to send text messages to selected people from users contact list
without even opening the phone, involving minimum only actions from user side. Such
applications make it easier for the user to check his/her location and all nearby hospital
buildings and police stations as well. The user could also sound an alarm so that other
people can hear it and find him/her. The text message is equipped with user location
information, which is absolutely essential in dangerous situations, for the possible help
to come.

The herein presented and evaluated mobile app software contains many extremely
useful functions that would be used in case of danger and emergency situations, such
as sending text messages without having to open the phone or other apps, opening both
hospital and police maps, and ringing an alert. But it is of course preliminary, and many
more functions could be integrated. Some only improvements, out of the many possible
ones, could be for example:

a. While sounding the alarm, the flashlight could turn on and off continuously. In this
way not only can the user be heard, but people can also see the light.

b. When shaking phone, the police or emergency cases dept. of hospital care or even both
could be called directly and automatically, depending on a simple click or different
shaking of the phone. This feature can be useful because the user will not have to
wait for his/her emergency contact to get the message and then call the police.

c. When shaking phone, the user could automatically start recording a video so that
he/she could have proof to show to the police.
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d. Setting up a password would be beneficial too, so that the user could stop the
application in situations he/she think will not need it.

The performance evaluation, also, strategy, herein presented for alarming applica-
tions should be improved and be much more extensive.
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Abstract. Air pollution poses a significant issue in numerous cities
worldwide, impacting public health and the environment. We study three
significant cities under the Dhaka division, including Kuril Bishow Road,
Uttara, and Tongi. Traditional air quality monitoring methods often need
more coverage and accuracy. Leveraging Internet of Things (IoT) tech-
nology as well as machine learning (ML) algorithms, this study deploys
an IoT-based sensor network using Arduino boards and various devices,
including MQ135, DHT22, PM2.5, MQ9, and dust sensors to gather real-
time values on air pollutants. The gathered data, including sulfur diox-
ide, ozone, particulate matter 2.5, nitrogen dioxide, particulate matter
10, as well as carbon monoxide, provides a comprehensive view of city
pollution levels. ML models such as linear regression, decision trees, K-
Nearest Neighbors (KNN), Naive Bayes (NB), Gradient Boosting (GB),
and Random Forest classifiers are applied to predict pollution levels
using environmental parameters. The Random Forest classifier achieves
an impressive prediction accuracy of 97.2%. Evaluation metrics, includ-
ing precision, recall, F1 score, Kappa score, mean square error (MSE),
root mean square error(RMSE), along mean absolute error (MAE), are
used to assess the performance of the models. This study demonstrates
the potential of IoT technology along with ML algorithms in accurately
predicting air pollution levels, aiding in environmental management and
public health efforts in urban areas.
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1 Introduction

People in many cities worldwide are impacted by air pollution, a severe envi-
ronmental and public health concern. Respiratory sickness, heart disease, and
cancer are among the various health problems that can be caused by air pollu-
tants like SO2 (sulfur dioxide), NO2 (nitrogen dioxide), PM (particulate matter),
O3 (ozone), and CO (carbon monoxide) [1]. Traditional air quality monitoring
methods rely on stationary sensors that may not provide a comprehensive or
accurate view of pollution levels in a given area [2]. IoT can be applied in research
fields including smart storage systems, aqua fisheries, and drinking water [3–6].
Advancements in IoT technology and ML algorithms have made it possible to
collect and analyze significant volumes of air quality data in recent years, leading
to a more intricate and precise understanding of the levels of air pollution [7].
This investigation aims to analyze air pollution levels in a significant urban area
using an IoT-based sensor network and machine learning algorithms [8].

We use a network of sensors throughout the Dhaka division from three dif-
ferent cities(Kuril Bishow Road, Uttara, and Tongi) to gather information on
several air pollution parameters, including CO, SO2, PM2.5, NO2, and PM10.
Using machine learning algorithms, we analyze the collected data to predict pol-
lution levels based on these environmental factors [9,10]. Our study has several
potential applications, including public health, urban planning, and environ-
mental policy. Precise and up-to-the-minute tracking of air pollution levels can
assist policymakers in making well-informed choices to minimize air pollution
and safeguard public health [11]. Additionally, the detailed and comprehensive
data provided by our IoT-based sensor network can help urban planners identify
areas of the city that are particularly susceptible to air pollution and develop
targeted interventions to mitigate the problem.

Overall, our study highlights the potential of IoT and machine learning for
addressing complex environmental challenges and improving public health out-
comes. Combining cutting-edge technologies and comprehensive data collection
methods can help us better understand and address the pressing issue of air
pollution in cities worldwide. Primary pollutants include:

– Particulate Matter (PM): The inhalation of PM can result in respiratory
and cardiovascular issues, such as asthma, bronchitis, lung cancer, and heart
disease, as it can infiltrate profoundly into the lungs and even enter the blood
circulating. It is crucial to note that the outcome of PM on health can be
severe. PM can also irritate the eyes, nose, and throat and exacerbate health
conditions [12].

– Sulfur oxide (SOX): In the presence of other compounds in the atmosphere,
SOx can react to create acid rain, which can damage buildings, crops as well
as bodies of water. SOx can also contribute to the formation of particulate
matter, which can harm the respiratory system and cause lung disease [13].

– Nitrogen oxide (NOX): NOx plays a part in generating ground-level ozone,
which has been known to cause respiratory problems, particularly in suscep-
tible groups like children, the elderly, and those with pre-existing medical
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conditions. Exposure to high levels of NOx can also aggravate asthma and
other respiratory diseases [14].

– Carbon monoxide (CO): CO is especially harmful. It can only be detected
with sophisticated equipment because it has no smell or color. Exposure to
elevated concentrations of CO may result in symptoms like headaches, dizzi-
ness, and nausea. In severe cases, it can even lead to fatalities [15].

The study makes several notable contributions, which are outlined as follows:

– Data Collection: IoT devices, including sensors and Arduino boards, collect
real-time data. This approach enables the continuous monitoring of various
air pollutants.

– Machine Learning Model Application: Different ML algorithms are examined
to analyze the collected data. The models leverage advanced algorithms to
predict and gain insights into air pollution levels.

– Evaluation Metrics: Various evaluation metrics are utilized to assess the per-
formance of the machine learning models. These metrics include precision,
recall, F1 score, Kappa score, and regression metrics to evaluate the accuracy
as well as the effectiveness of the predictions made by the models.

Overall, the paper highlights the potential of IoT and machine learning for
addressing complex environmental challenges and improving public health out-
comes. Combining cutting-edge technologies and comprehensive data collection
methods can help us better understand and address the pressing issue of air
pollution in cities worldwide.

The remainder of this paper is structured as follows: Sect. 2 explores related
works, Sect. 3 outlines the proposed methodology, Sect. 4 delves into the results
and discussion, and Sect. 5 provides the paper’s concluding remarks.

2 Related Tasks

Industrialized and developing countries struggle with air pollution, especially in
the metropolitan areas of the latter, where industrialization is still taking place
[16]. The frequency of air pollution-related health issues has risen more quickly
[17]. As a result, monitoring air contaminants has drawn much interest in increas-
ing public awareness of air quality. In addition to threatening human health, air
pollution can adversely affect the environment and ecosystem [18]. Saini et al.
[19] seeks to create a dataset by employing IOT devices to monitor the levels of
carbon monoxide (CO) as well as nitrogen dioxide (NO2) in the city of Dhaka.
It displays the CO and NO2 emissions variation based on the effects of various
sessions and the measured value. However, this method has the disadvantage of
ignoring essential factors like PM2.5 or PM10 and not applying machine learn-
ing algorithms to predict air pollution. Rajkumar et al. [20] proposed a method
that, based on a data set (obtained from the UCI repository) makes of the daily
atmospheric situation in a particular town, attempts are made to estimate just
the PM2.5 level and identify air quality. On a monthly, weekly, or daily basis,
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the data is shown. Also, once the numbers are predicted, they are unaffected
by a sudden change in the weather or an unexpected boost in traffic. In their
research, Payne et al. [21] suggested that they contrasted supervised algorithms
including decision trees (DT), K-Nearest Neighbor (K-NN), and Support Vector
Machines (SVM), with unsupervised neural network algorithms whose output is
unknown. While neural networks outperform these algorithms regarding over-
all performance, their use of pre-existing datasets prevents them from making
hourly predictions of air pollution levels. Parmar et al. [22], compared to other
methods like artificial intelligence networks (ANN), Random Forest (RF), DT,
Least Squares SVM Model, and Deep Belief Network (DBN), require hourly
data prediction. However, a disadvantage is that there are several problems with
sensor quality because of manufacturing flaws in the device. Ali et al. [23] sug-
gested that machine-learning algorithms play a significant role in adequately
calculating the air quality index. The levels of PM2.5 may be determined using
auto-regression, ANN, and logistic regression. The best findings in the article go
to ANN.

According to Saini et al., a unique mix of an AI-based prediction model
and an IoT-based monitoring system can assist building occupants in taking
preventative action to lessen the effects of air pollution [24]. Bu Zhao et al.
collect the most extensive mobile sensor data for monitoring urban air quality,
supplemented by cutting-edge machine-learning approaches to produce high-
quality urban air pollution maps [25], according to R. Jha et al. Advanced real-
time air quality reporting systems that reliably detect gases like NO2, CO, and
PM2.5 can be implemented in real systems. It can incorporate real-time data
into a mobile phone app. These systems use IoT architecture [26]. Rakib et al.
suggested a solution combining IoT and machine learning. It properly forecasts
air pollution levels with an accuracy of 90% or higher for all criteria, making it
a viable tool for extensive installation [27]. Zhang et al. proposed a method that
effectively models air quality patterns in a specific area using stationary and
mobile IoT sensors. This gives users a thorough understanding of air pollution
in their immediate surroundings. It also shows promising real-time air quality
monitoring and prediction results in innovative city applications [28]. Moses et
al. recommend that A person can be automatically rerouted to a pollution-free
environment using a cloud-based IoT system for air quality monitoring that uses
sensors to calculate pollution levels and environmental conditions, a web-based
application with a Google map API for frequent updates, and prediction analysis
for PM using neural network Multi-Layer perceptron as well as SVM regression
(SVMR) learning model [29].

In [30,31], authors provide predictions for the air quality index using several
ML techniques, including decision trees and random forests. The Random For-
est method provides better predictions of the air quality index, according to the
results. Esquiagola et al. [32], compared to the existing model, the authors’ sug-
gested approach, which uses the deep learning model BILSTM, predicts PM2.5
with superior performance and produces excellent MAE and RMSE. Jo and
Firdhous and their colleague [33,34] employed big data analytics and machine
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learning to establish their prediction model findings, making comparing and con-
trasting earlier air quality measurements easier. The DT algorithm produced the
best results out of all the methods.

3 Methodology

Table 1 shows the chart lists the maximum allowable concentrations of vari-
ous contaminants for rural and ecological regions throughout different periods.
The concentration restrictions are represented in a variety of measures, including
micrograms per cubic meter (g/m3) for lead (Pb) and particulate matter (PM2.5,
PM10) and parts per million (ppm) for gases, including SO2, NO2, CO, and O3.
These concentration limits provide crucial data for policymakers, environmental
authorities, and researchers in assessing and managing air pollution levels to pro-
tect public health and the environment. They also serve as regulatory standards
to maintain acceptable air quality levels in rural and ecological areas.

Table 1. Who air quality standards [35]

Pollutant Component Time avg. Rural area Ecological area

Sulphur Dioxide (SO2) 24-h 0.05 ppm 0.02 ppm

Nitrogen Dioxide (NO2) Annual 0.053 ppm 0.020 ppm

Particulate Matter (PM2.5) Annual 10 µg/m3 5 µg/m3

Particulate Matter (PM10) Annual 20 µg/m3 10 µg/m3

Carbon Monoxide (CO) 8-h 10 ppm 5 ppm

Ozone (O3) 8-h 0.100 ppm 0.080 ppm

Lead (Pb) Annual 0.5 µg/m3 0.5 µg/m3

N.B. ppm = parts per million, µg/m3 = micrograms per cubic meter

The workflow diagram 1 visually represents this paper’s sequential steps and
interactions. It provides a clear and structured overview of how tasks are com-
pleted, decisions are made, and information flows within the system.

3.1 IoT Tools for Monitoring Air Pollution

The MQ135 sensor, DHT22 sensor, PM2.5 sensor, MQ9 sensor, and dust sensor
are a few of the often used sensors for air quality monitoring. MQ-135 sensor
measures the air quality, detecting various air pollutants, including benzene,
alcohol, smoke, CO2, and NH3 [36]. It is a less expensive sensor that easily
interfaces with Arduino and other microcontrollers. To connect the MQ-135
sensor with the Arduino, We had to follow these steps:

– Connect the MQ-135 (Vcc) to the Arduino (5 V) pin.
– Connect the MQ-135 (GND) to the Arduino (GND).
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Fig. 1. Workflow diagram for the projected system

– Connect the MQ-135 (A-out) to the Arduino (A0).
– Connect the MQ-135 (D-out) to the Arduino (2).

The MQ-9: Methane (CH4), carbon monoxide (CO), and LPG gases are among
the gases that the MQ-9 sensor can detect [37]. Real-time air quality monitoring
can be performed by connecting the MQ-9 sensor to an Arduino board. The
connection of MQ-9 is similar to MQ-135. A dust sensor is an air quality sensor
that measures the dust or particulate matter (PM) concentration in the air
[38,39]. These sensors are commonly used in air quality monitoring systems to
identify PM 2.5 as well as PM 10 particles. To connect a dust sensor to an
Arduino board, follow these steps:
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– Connect the sensor’s VCC to the Arduino’s 5 V.
– Connect the sensor’s GND to the Arduino’s GND.

Connect the sensor’s digital output pin to any digital pin on the microcontroller.
This research connected sensors to an Arduino UNO microcontroller, facilitating
data transfer via WIFI using the Arduino WiFi shield. The full hardware setup
can be observed in Fig. 2.

Fig. 2. Combined circuits with all the sensors

3.2 Data Collection

IoT devices were used in the data-gathering procedure to get real-time informa-
tion on air pollution in Dhaka. The hardware design was made to ensure that
suitable sensors were fitted to detect the levels of carbon monoxide, nitrogen
dioxide, ozone, particulate matter 2.5, and particulate matter 10. To facilitate
connectivity with the IoT devices, the Arduino IDE code was uploaded. The
appropriate Excel file was opened after starting the Excel data streamer. The
Arduino IDE chose the proper COM port to connect the IoT devices to the PC.
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The gathered data were stored in a designated file location to facilitate analysis
and interpretation. This approach enabled future research and decision-making
procedures about air pollution in Dhaka. It also ensured continuous monitoring
and complete assessment of air quality metrics.

Figure 3 shows a sample of our dataset, including the target variable and all
dataset parameters.

Fig. 3. Sample of dataset

3.3 Read Dataset and Pre-processing

The required libraries are imported before the dataset is read into our Python
function. This dataset contains sensor values of SO2, NO2, CO, O3, PM2.5, and
PM10, along with the respective air quality ratings for the values registered by
the sensors at the current location. Therefore, this dataset has eleven columns,
and the number of rows depends on how long it records data. Finally, we save
this dataset as a .csv file in Excel. Data from the source has more noise than
usual, as some of the data from the stations was marked as NAN or unavailable.
To combat this, we pre-processed it to remove outliers. These anomalous data
points are primarily a result of malfunctioning sensors or errors in transmission,
and they exhibit more significant variability in contrast to regular and accurate
results. We applied boundary value analysis (BVA) to the data set to identify
these outlier points to determine the upper and lower quartile ranges.

3.4 The Dataset into Training and Testing Sets

The model is taught using the training set, while the testing set helps establish
whether the model can generalize newly seen data well. Optimal results are
attained when 20–30% of the data is devoted to testing and 70–80% to training.
One must import the train test split library from Sci-kit, where an 80/20 split
of training and testing is used, respectively. Linear regression, DT regression,
and random forest regression are some examples of ML methods for air pollution
regression issues. The models chosen for classification for predicting air pollution
include logistic regression, decision trees, random forests, and KNN.
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3.5 Machine Learning Model

Implementing a machine learning algorithm can help predict air pollution. ML is
part of AI and allows applications to be reliable in forecasting outcomes without
needing to be specially coded. To forecast new outcomes, ML algorithms use
existing data as input. With ML, a computer program can receive much data
and conclude it without any additional instructions. Linear regression: In simple
terms, linear regression (LR) involves fitting a straight line through a scatter
plot of data points such that the line best represents the trend or pattern in the
data. The equation of the line is typically represented as:

y = mx + b (1)

where: y is the target variable, x is the predictor variable, m is the slope of the
line, and b is the yintercept of the line.

Decision tree: A decision tree is a non-linear, non-continuous construction.
It operates as a model that generates a choice as an output from a vector of
attribute values as an input. The supervised learning family of machine learning
algorithms includes decision trees, which may be used to address both classifica-
tion and regression issues. A decision tree uses a sequence of operations to reach
judgments depending on the input data [40].

Random forest: Random forest (RF) is a machine learning ensemble learning
approach that blends many decision trees for more precise predictions. It builds
many decision trees during training and then merges their predictions for a more
reliable and accurate outcome. A random sample of the data with replacement
(bootstrap sampling) and a random subset of the characteristics are used to
train each tree in the random forest. Depending on whether the problem is one
of regression or classification, the final prediction is produced by averaging or by
taking a majority vote of the predictions from all the trees in the forest. Random
Forest is known for handling high-dimensional data, handling missing values, and
reducing the risk of overfitting. It is a powerful and popular algorithm for various
machine-learning tasks [41].

K-Nearest Neighbors (KNN): KNN is a lazy learning algorithm. It does not
build an explicit model during training and instead stores the entire training
dataset for making predictions during testing. KNN is simple to implement, does
not require assumptions about the underlying data distribution, and can be used
for binary and multiclass classification and regression tasks [42,43]. However, it
can be computationally expensive, sensitive to the choice of K and the distance
metric, and may need to perform better with large datasets or noisy data.

4 Result and Discussion

This section presents the findings and outcomes of the study. This section typ-
ically includes statistical analyses, Simulation, visual representations (tables,
graphs, charts), and textual descriptions to present the results clearly and orga-
nized.
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4.1 Simulation and Calculation of Air Quality Index (AQI)

The following two phases are involved in AQI formation: Subindex Calculation:
According to the linear segmentation principle, the general equation for the
subindex (Ii) for a certain pollutant concentration (Cp) is determined as follows
[7],

Ii = [(Imax − Imin/Bmax − Bmin) ∗ (Cp − Bmin)] + Imin (2)

where Bmax = Breakpoint >= given Concentration. Bmin = Breakpoint <=
given Concentration. ImaxI = AQI value corresponding to Bmax. Imin = AQI
value corresponding to Bmin. Cp = Pollutant Concentration.

Table 2. Breakpoint concentration of a certain contaminant [44]

AQI Category (Range) PM2.5
24-h

NO2
24-h

O3
8-h

CO
8-h

SO2
24-h

Good (0–50) 0–30 0–40 0–50 0–1.0 0–40

Satisfactory (51–100) 31–60 41–80 51–100 1.1–2 41–80

Moderate (101–200) 60–90 81–180 101–168 2.1–10 81–380

Poor (201–300) 91–120 181–280 169–208 10.1–17 381–800

Very Poor (301–400) 121–250 281–400 209–748 17.1–34 801–1600

Severe (401–500) 250+ 400+ 748+ 34+ 1600+

Note: While CO is in mg m-3 and others is in µg m-3

Table 2 lists the AQI categories as well as the ranges for pollutants such
as PM2.5, NO2, O3, CO, and SO2 in each category. While PM2.5, NO2, O3,
and SO2 are all measured in g/m3, CO is measured in mg/m3. The pollutant
concentration ranges for each AQI category are shown in the table.

Calculation of the aggregate index [7]:

Agg.Index = AQI/I = Max(I1, I2 . . . In) (3)

There are other methods or formulas for calculating AQI; however, this is
a more popular or often-used form. Figure 4 can display the AQI range and
associated health effects. The information we collected contains various columns
of sensor data from Tongi, Uttara, and Kuril in Dhaka. Each pollutant index
indicates the relationship between the Concentration and the corresponding
index. An example of an individual AQI calculation for CO is illustrated in
this code.
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Fig. 4. WHO AQI standard level

## CO Sub Index calculation
def co_subindex(s):

if s <= 1:
return s * 50 / 40

elif x <= 2:
return s + (s - 1) * 50 / 40

elif x <= 10:
return 100 + (s - 2) * 100 / 8

elif x <= 17:
return 200 + (s - 10) * 100 / 7

elif x <= 34:
return 300 + (s - 17) * 100 / 17

elif x > 34:
return 400 + (s - 34) * 100 / 17

else:
return 0;

We applied similar calculations to determine the individual AQI values for
SO2, NO2, O3, PM2, and PM10 pollutants based on the calculation method
used for the AQI of CO. A location’s AQI is established by the highest value of
pollutants found in that area. The maximum sub-index of all pollutants forms
the AQI for that location, which will be shown below.

df["AQI"] = round(df[["PM2.5_SI", "PM10_SI", "SO2_SI", "NO2_SI",
"CO_SI", "O3_SI"]].max(axis = 1))
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Now use an if-else statement and specify the AQI range based on the WHO
AQI standard. After defining the AQI range, the final dataset included the AQI
range. AQI Range Calculation is shown below.

## AQI Range Calculation
def AQI_level(s):

if s <= 50:
return "Good"

elif s <= 100:
return "Satisfactory"

elif s <= 200:
return "Moderate"

elif s <= 300:
return "Poor"

elif s <= 400:
return "Very Poor"

elif s > 400:
return "Severe"

else:
return np.NaN

A pair plot of the collected sensor data is shown in Fig. 5 to highlight the cor-
relation between pairs of values received from various sensors. The plot visually
examines the data by displaying the measured variables’ patterns, trends, and
correlations. It is possible to learn more about how the data from the various
sensors relate to one another by looking at the placement and distribution of
the dots on the plot. A more detailed overview, however, can only be given with
access to the precise figure or the specifics of the sensor data.

4.2 Evaluation

We divide the dataset into dependent and independent columns to apply machine
learning models. In regression, AQI is the target column, while in classification,
AQI is an independent column with AQI Range as the target. The dataset is
separated into training as well as test data before applying machine learning.
Figure 6 shows the AQI values according to the AQI range.

We assessed the regression model using the evaluation matrices RMSE, MAE,
r2 score, and R-squared. If RMSE is low and R-squared is high, the model
operates accurately. Here precision score, recall score, F1 score, and Kappa score
are also evaluation matrices for the classification model. If the Kappa score is
high, it indicates the high accuracy of the model. Furthermore, we evaluated
the accuracy of the classifier model by computing accuracy scores for all the
classification models employed in the study. Using this model, we can manually
input the independent values and get the predicted air quality range. Based on
the observations from Fig. 7, it is evident that the decision tree model is prone
to overfitting, while the Random Forest model performs better as a regression
model for prediction.
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Fig. 5. Pair plot for all sensors

Additionally, as seen in Fig. 8, the accuracy of the classifier model is assessed,
and the random forest classifier provides the most accuracy for predicting AQI
ranges.

The accuracy ratings with Logistic Regression (LR) scoring is 93%, DT scor-
ing is 95%, and K-NN scoring is 97.0%. Naive Bayes earned 94%, whereas Ran-
dom Forest Classifier (RFC) attained a score of 97.2%. The most accurate algo-
rithm is RFC, which beats all others. These results provide insightful information
about how well various algorithms work, indicating that RFC may be particu-
larly well-suited for the categorization issue. When choosing good algorithms

Table 3. Regression score for Ml model

ML Regressor Model

Model MAE RMSE R Squared

Linear Regression 9.43 20.04 0.505

Decision Tree Regressor 11.76 25.34 0.995

Random Forest Regressor 9.00 18.73 0.930

Gradient Boosting 8.34 17.86 0.60
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Fig. 6. AQI values according to AQI Range

Fig. 7. R squared percentage to evaluate the model
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for comparable jobs in the future, researchers and practitioners might consider
these findings.

Fig. 8. Accuracy score to evaluate the model

LR, DT Regressor, RF Regressor, as well as Gradient Boosting, are the four
models evaluated in the ML Regressor Model section shown in Table 3. A mod-
erate performance was attained through linear regression, with an MAE of 9.43
and an RMSE of 20.04. The model’s R-squared (R2) value was 0.505, accounting
for around 50.5% of the variance. More significant mistakes were displayed by
the Decision Tree Regressor, with an MAE of 11.76 and an RMSE of 25.34. It
attained an astonishingly high R2 score of 0.995, indicating an excellent fit for
the data. Better results were achieved by the Random Forest Regressor, with an
MAE of 9.00 and an RMSE of 18.73. The model can account for almost 93%
of the variation, according to the R2 value of 0.930. Gradient boosting was the
technique that performed the best and had the fewest mistakes (MAE of 8.34
and RMSE of 17.86). The R2 score was 0.60, indicating that the model can
account for almost 60% of the variation. The lowest errors and most excellent
R2 value were attained by Gradient Boosting, which performed better than the
other models overall. These results demonstrate the utility of gradient boosting
in the regression problem.

Table 4 displays evaluation metric scores for various models, including Preci-
sion score, Recall score, F1 score, and Kappa score. The Random Forest Classifier
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Table 4. Evalutaion Metrics score tabel

ML Classifier Model

Model Precision score Recall score F1 score Kappa score

Logistic Regression 0.930 0.930 0.930 0.206

Decision Tree Classifier 0.954 0.954 0.954 0.671

Random Forest Classifier 0.972 0.972 0.972 0.787

KNN Classifier 0.970 0.970 0.970 0.760

Naive Bayes 0.94 0.94 0.94 0.65

showed the highest scores across all metrics, indicating strong performance in
classification. The Random Forest model achieved a Precision score of 0.972%,
a Recall score of 0.972%, an F1 score of 0.972%, and a Kappa score of 0.787%.

4.3 Prediction

Figure 9 depicts a graphical representation of the actual and predicted AQI using
the decision tree regression model. Similarly, AQI predictions can be made using
all the other regression models.

Fig. 9. Actual value vs. Predicted value of AQI
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4.4 Comparison with Existing Works

This part compares our research with previous air pollution detection and fore-
casting studies. We must emphasize that our method uses different datasets than
earlier research. In contrast to other studies that use secondary data, we only
use real-time data in our research. Furthermore, our original dataset has never
been used for such reasons. Our study stands out owing to its unique dataset
and approach, despite several noteworthy studies in air pollution detection using
IoT devices and prediction using machine learning or deep learning techniques.
We offer a comparative analysis in Table 5 to give a thorough overview.

Table 5. A Comparison with Existing Works

Paper Method ML\DL Used? Accuracy

[27] IoT and Machine Learning ML 90%

[45] IoT and Deep Learning DL None

[46] IoT Based Proposed System None None

[47] IoT Based Proposed System None None

[29] IoT and Machine Learning ML None

[28] IoT and Machine Learning ML None

Our Work IoT and Machine Learning ML 97.2%

5 Conclusion and Future Works

In this work, we have collected real-time data on air pollutants named particulate
matter 10, sulfur dioxide, ozone, nitrogen dioxide, particulate matter 2.5, as well
as carbon monoxide using IoT devices from three different places in Dhaka city,
the capital of Bangladesh. After that, we applied machine learning algorithms
named regressor and classification models on the dataset. Among the classifica-
tion models, Random Forest outperforms by achieving the 0.972% of accuracy.
In a regression problem, we have shown MAE, RMSE, and R-squared metrics.
In this case, Gradient Boosting performs well in MAE and RMSE metrics, and
Linear regression performs well in R squared. Overall, the work demonstrates
the potential for IoT and machine learning to provide a more comprehensive
and accurate analysis of air pollution levels. The paper’s results might be used
to develop effective policies and initiatives to lessen the harmful effects of air
pollution on the environment as well as public health.
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Abstract. Although blockchain technology was first introduced in 2008 and
materialised in 2009, the early usage of blockchain were mainly limited to
financial technologies, particularly cryptocurrencies. Later, blockchain became
a widespread emerging technology, utilised in multifaceted sectors and applica-
tions. In fact, various new and innovative application of blockchain and distributed
ledger technologies are still continuously being researched and explored. On the
other hand, smart-contracts were first introduced in 1990s, however, it did not gain
enough popularity until being integrated with blockchain technologies lately. The
duo lately been seen as the key to many innovations in various industries and sec-
tors. So, we took data from 1445 blockchain-related patent documents and tried to
map out the historical and current trends in patenting activities in the blockchain
field. This helps us get a better grasp of how blockchain technologies are evolving
and being tracked. In addition to serving as an indicator of science and technology
growth, patents are also used to judge the research potential and development of
a particular technology.

Keywords: Blockchain · Smart-contract · Patent · IPC · Emerging Technology

1 Introduction

Szabo, an American lawyer as well as computer scientist, was the first to conceptualise
smart-contracts as far back as the early 1990s [1]. Obviously, his version of smart-
contracts was in the absence of today’s blockchain or distributed ledger technologies.
As a matter of fact, the idea of blockchain was first put forward by [2] in 2008 as an
incidental result of the Bitcoin cryptocurrency, materialised in 2009. The earliest version
of the blockchain, i.e. Blockchain 1.0 [3], was in fact orchestrated without the compati-
bility of smart contract. The fusion of both the blockchain and the smart-contracts was
first transpired in Blockchain 2.0 [3]. Since then, the application of this duo has been
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exponentially increasing in various technological innovations beyond cryptocurrencies
[4], as evident in various research publications and patent applications. Such imple-
mentation of smart contracts on blockchain’ (distributed) ledgers not only assumes it
immutability, transparency and extra layer of security, but also codify and automate the
‘delivery’ aspect of a contact, enabling secure and automated execution of any part of a
project upon satisfaction of the predefined conditions, being verified by the peers of the
distributed blockchain network utilising its consensus model. That being the case, such
fusion of the blockchain and smart-contract technologies has been acting as a spring-
board for multitude of innovations in multifaceted disciplines. Therefore, to study the
current trends and predict the future directions of technological innovations applying
blockchain and smart-contracts, we have used the IPC Codes in this study to analyse
subject trends of the blockchain related patents. This study tries to identify the tech-
nologies pertaining to the blockchain technology and further exploring the relationship
among the technologies used in the development of blockchain. Our investigation uti-
lizes this information to tackle our study query: which fields of knowledge play a role?
The study is the initial step to map the overall technology space within the blockchain.
This study will lay the groundwork by addressing the core technologies as well as the
interrelationship among them, and also the assignees using these technologies.

The rest of this paper is as follows: literatures are discussed in Sect. 2. Section 3
explained themethodology of the paper. Findings are presented in Sect. 4 and conclusion
follows in Sect. 5.

2 Literature Review

2.1 Blockchain Technologies

A distributed ledger of transactions, or blockchain, is an developing technology that can
be traced back to 2008 when [2] introduced bitcoin [5–9]. Unlike traditional databases,
blockchains aremade up of blocks containing transactions validated by encryptionmech-
anisms, and their information cannot be removed or altered by anyone. These blocks are
consistently linked, resulting in an ever-expanding chain of blocks [10]. A blockchain
technology is generally viewed as a cross between software engineering, cryptography,
economic game theory, and decentralized computing.

Attention to cryptocurrencies has increased 2014 onward, and approximately 9,984
cryptocurrencies are listed in CoinMarketCap upto July 2023. A blockchain can be
used for more than just cryptocurrencies. In today’s world, blockchain technology is
being used in a wide range of domains, including financial services [11–13], smart
contracts [14], Internet of Things (IoT) [15, 16], identification services [9], security
services [17], healthcare services [18–20], supply chain [21–25], etc. Diverse focus of
blockchain technology warrants a proper technology mapping for a better understanding
of the evolution in this field. Figure 1 shows a variety of blockchain applications in both
financial and non-financial domains, as adopted from Casino, Dasaklis [26].
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Fig. 1. Classification of blockchain applications by Casino [26]

2.2 Patent Analysis

The World Intellectual Property Organization (WIPO) defines a patent as a documen-
tation showcasing a unique product, a pioneering procedure for product creation, or an
inventive answer to a specific issue. This document grants inventors the exclusive rights
and legal protection for a specified period, playing a crucial role in promoting equitable
technology development and distribution [27, 28]. A patent document typically includes
essential technological details such as the patent number, issuance date, inventor’s name,
assignee (the entity granted the patent rights), abstract, title, and an International Patent
Classification (IPC) code that categorizes the technology’s subject matter.

Patents serve as a crucial gauge of innovation, assessing the advancement of tech-
nology, inventive endeavours, and creative accomplishments related to novel technolo-
gies, products, and processes. Utilising patent intelligence offers a valuable means of
comprehending a nation’s knowledge-driven economy. Despite their limitations, patent
indicators remain an unparalleled source for analysing the strides made in technology
innovation.

By providing detailed technical information, patents offer new knowledge and
insights. For nearly two decades, experts and researchers in technology management
and technology forecasting have employed the analysis of patent documents as a method
to identify and understand the technologies associated with various industries [28–33].
Analysing patents helps prevent researchers from duplicating efforts in specialized fields
and empowers them to create novel technological advancements based on existing infor-
mation. This approach has proven valuable in gaining insights into technological trends
and advancements within specific sectors. In essence, a patent document serves as an



206 M. A. Tareq et al.

extensive repository of technological information that can be valuable for research and
innovation purposes.

2.3 Patent Management

Traditional patent management encompasses various activities such as applying for
patents, securing their issuance, obtaining them, ensuring their maintenance, and safe-
guarding them against infringement. This process necessitates a combination of robust
technical and legal expertise. Effective patent management enables researchers and firms
to gauge the efficacy of their R&D activities, aiding in strategic planning. It also serves
as ameans to gain a competitive advantage concerning intellectual property rights within
the industry, setting them apart from their rivals.

To devise a successful R&D strategy, careful consideration of future technology
trends is essential. Analysing patents can serve as a valuable source of technology fore-
casting, providing insights into emerging technologies and potential areas for investment
and development. For any firm, introducing a novel technology is of paramount impor-
tance, as it can significantly enhance competitiveness in the market. By continuously
innovating and leveraging unique technologies, companies can position themselves as
industry leaders and gain a distinctive edge over competitors.

Compared to scholarly articles, patents offer more comprehensive details on vari-
ous technologies. Examining the data gleaned from patent documents has given rise to
strategic organization, handling of technology, analysis of business rivals, and manag-
ing research and development divisions [28, 29, 34]. Analysing patent data has been
instrumental in strategic planning, as it allows organizations to identify technological
opportunities, potential areas of growth, and emerging trends. It aids in effective tech-
nology management, helping companies align their R&D efforts with market demands
and innovation goals. Besides, through competitor analysis, organizations can better
understand the technological landscape and the strengths and weaknesses of their rivals,
enabling them to make informed decisions in the market [29]. An analysis of competi-
tors’ patents and a new exploration of technology opportunities can be achieved from
patents’ bibliographic information such as inventors, publication dates, applicants, and
other specifications [29, 32, 35, 36]. Analyzing patents can be advantageous in predict-
ing technology trends and forecasting, crafting technology roadmaps, and identifying
countries that are pioneers in innovative technology [29].

2.4 R&D, Technology and IPC

Researchers, investors, and public agencies are taking a close look at blockchain tech-
nology, which has a variety of impressive applications. A good way to make an informed
technology investment and selection decision is to recognize the future trend of technolo-
gies. It is the potential for technological advancement in general or within a particular
field that affects the overall industry and individual companies. Different industries’
R&D intensity is affected by different technological opportunities, which leads to het-
erogeneous R&D productivity. Different enterprises have different R&D productivity
and operating results in response to technological opportunities at the firm level.
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The International Patent Classification (IPC) is the world’s main system for cat-
egorizing patents, as recommended by the World Intellectual Property Organization
(WIPO). Each IPC comes with a matching technology category. By evaluating IPC clas-
sification distributions, it is possible to assess the overall technology trend by analysing
the technology classification distributions of patents.

IPC codes can be used to pre-defined technologies and can be used to investigate
their trends, i.e.; the sequence of technology definition. In investigating IT and BT
areas, [37] used IPC codes to assign relevant patents to information technology (IT) and
biotechnology (BT), and analysed the characteristics of patents in each of the IPC codes
to identify emerging technologies by defining one IPC code as one technology.

The Strasbourg Agreement of 1971 initiated the establishment of an ordered patent
classification known as the IPC [23]. The International Patent Conversation (IPC) codes
have been overseen by the World Intellectual Property Organization (WIPO). These
codes function as a technological categorization term that gives testament to the subject
of the invention. In this paper, we use the 4th level of IPC code such as G10D 1/02 as in
Table 1:

Table 1. Hierarchical structure of IPC codes

IPC Hierarchy Description

G : Section G - Physics

G10 : Musical Instruments; Acoustics

G10D : Stringed musical instruments;
Wind-Actuated musical instruments;
Accordions or concertinas;
Musical Instruments not otherwise provided for;

G10D 1/02 : of violins, violas, violoncellos, basses

2.4.1 Necessity of Technology Analysis

The trends in research and development (R&D) paradigms highlight the importance
of dominant designs for shaping the development of next-generation products and the
significance of discontinuous innovation for creating breakthrough products [38]. Inno-
vative ideas can originate from various sources, and while internal sources have tradi-
tionally been considered the primary suppliers of new ideas, recent studies suggest that
customers and users play a significant role in generating a majority of ideas in many
industries.Moreover, suppliers and even competitors can also offer valuable insights that
contribute to the innovation process. Discontinuous innovation involves radical shifts
and ground-breaking developments that result in entirely new products or solutions.
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These innovations disrupt the existing market and can revolutionize entire industries.
The Blockchain is regarded as one of the emerging technologies that has the potential to
disrupt the entire ecosystems in different areas where blockchain is involved in as shown
by [26]. This has opened up the necessity to explore the technology development within
the blockchain ecosystems. The escalating significance of blockchain technology and its
promising future has prompted key research to examine patents within this sector [39].

What then becomes crucial is how to identify these newer innovations that transform
raw data into information that can be used for innovation, regardless of source. From
macrolevel analysis of strategy to microlevel modelling of specific emerging technolo-
gies, patents are useful sources of information about technical progress and innovative
activity [30, 33, 40]. Analysing patents can reveal technological details, reveal business
trends, inspire new industrial solutions, and guide investment decisions [27, 31, 34, 41].

3 Methodology

The prime objective of this paper is to explore the technology landscape of patents related
to blockchain. The sample of this paper consists of 1,445 patents from 2020 and 2021.
This sample will allow is to have an idea on the current development as well as the impact
of these technologies. The patents were handpicked after careful review of the abstracts
and the claims in order to avoid auto-generated samples containing near keywords ‘chain-
saw’, ‘building block’ and alike. After curation and sorting of the sample, necessary
information (Publication number, Dates, Assignee, Country, Abstracts and IPC codes)
from 1,426 patents are collected for further analysis. Excel, Python and Gephi are used
to analyse the curated and sorted data and to create graphical presentations. Figure 2
presents the flow of methodology for the paper.

Fig. 2. The research flow
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4 Findings

Figure 3 shows the trends in patenting activities for blockchain related patents documents
over the years. The spike in the blockchain patents started from around 2016 with an
increasing trend. Interesting to see the decline in the number of application post-2021.

Fig. 3. Trend in patenting activities

The top owners of patents in the blockchain field are the E-commerce giant
ALIBABA, Chinese Technology Company Tencent, IBM technology firm, Ping An
tech, Nchain Holding, Advanced New Technologies, and Alipay finance services. Sur-
prisingly, majority of the assignees of the patents are from China. The Non-Chinese
firms are IBM, Siemens and Microsoft among the Top 20 as shown in Fig. 4.

Fig. 4. Top assigners
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Patents are organized based on the International Patent Classification (IPC), a uni-
versal and standardized system provided by WIPO, which enables fast assessment and
search. For the sample of 1,426, total of 61 major IPC classifications are covered by the
blockchain related patents. As perceived, the technology related to the computing and
electric communication technique are the most focused ones. Interesting to see Health
Informatics related technologies (G16H) has started to be focused more recently. The
list of Top 10 IPC Subclasses has been represented in Table 2.

Table 2. Top 10 IPC subclasses.

IPC Subclass Descriptions

G06Q Data Processing Systems or Method’s

H04L Transmission of Digital Information, e.g. Telegraphic Communication

G06F Electric digital data processing

G06K Recognition of Data; Presentation of Data, Record Carries, Handling Records
Carriers

H04W Wireless communication networks

G06N Computer systems based on specific computational models

G16H Healthcare Informatics, i.e. Information and Communication Technology [ICT]
Specially Adapted for the Handing or Processing of Medical or Healthcare Data

G07C The time or Attendance Registers; Registering or Indicating the Working of
Machines; Generating Random Numbers; Voting or Lottery Apparatus

G07F Coin-Freed or Like Apparatus

H04N Pictorial Communication, e.g. Television

We further investigated whether the top owners are having diverged technology
focus or not. The highest IPC subclass used was by Koninklijke Philips N.V. (Patent No.
US10811771B1) with 9 different occurrences; followed by Strong Force Tx Portfolio
2018 LLC (US20200272469A1) and 2 more patents from Koninklijke Philips N.V.
Lbxc Co Ltd as well as Rolls Royce Holdings Plc follow thereafter. Surprisingly, none
of the companies on the list in the Table 3 are among the Top assignees of the blockchain
related patents. Detailed analysis in the future can give a clearer picture of the technology
adoption by the companies.
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Table 3. Companies with diverged technology focus

No Publication
Number

Assignees IPC Subclass Total IPC
SubclassesG06Q H04L G06F G06K H04W G06N G16H G07C G07F H04N

1 US10811771B1 Koninklijke
Philips N.V.

1 1 1 1 9

2 US20200272469A1 Strong Force
Tx Portfolio
2018 Llc

1 1 1 1 1 7

3 US20200364187A1 Koninklijke
Philips N.V.

1 1 1 1 6

4 US20200358183A1 Koninklijke
Philips N.V.

1 1 5

5 W02020209413A1 Lbxc Co Ltd 1 1 1 1 5

6 US20200193464A1 Rolls Royce
Holdings Plc

1 1 1 1 5

7 US10733160B1 State Farm
Mutual
Automobile
Insurance
Co.

1 1 1 1 1 5

8 US20200233398A1 General
Electric
Company

1 1 5

9 KR2141219B1 Suh Doug
Geun & Seo
Jeong-Seong

1 1 1 5

10 KR2149245B1 Innodigital
Co Ltd &
Hanshin
University

1 1 1 1 5

11 EP3761255A1 Abb Asea
Brown
Boveri Ltd.

1 1 1 5

12 CN111667318A Guangzhou
9skychina
Information
Technolo

1 1 1 1 1 5

13 CN111476656A Shenzhen
Zliaji
Network
Technology
Co Ltd

1 1 1 1 1 5

Figure 5 presents the occurrences of the technologieswithin the sample for this study.
These IPCs are the 4th level of the IPC categories which can give a detailed description
of the major technologies needed for the efficient and effective operation of blockchain.

The network diagram in Fig. 6 is the most important presentation in the sense that
it shows the interlinkages among the IPC Codes within the blockchain domain. Com-
plementary technologies can be identified using this network. As perceived, the top
technologies are found to be interlinked with each other.
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Fig. 5. Displays the contributions made by each category in the IPC classification within the
collected patents.

Fig. 6. IPC Codes within the blockchain domain.

Figure 7 presents the distribution of the 4th level IPC Codes within the respective top
assignees. This figure can help the analyst to identify the competitors and collaborator
within the same technology fields. Further analysis of this details can provide an idea on
the possible M&A activities among the companies for gaining competitive advantages.
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Fig. 7. The distribution of the 4th level IPC.

5 Conclusion

This paper analysed 1,426 patents related to blockchain to explore the technology focus
within the blockchain landscape. One of the interesting findings, among others, is that the
diverged technology focused companies are not among the top assignees, and findings of
the paper can be helpful for potential M&A activities leading to competitive advantage.
This paper is a pilot study for an extensive study and to develop technology map for the
emerging area like blockchain.
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Abstract. Social media has revolutionized the way people communicate,
but it also comes with risks such as the proliferation of misinformation
and cyberbullying and violations of community guidelines. To address
these concerns, we propose the development of a social networking plat-
form, called SocialEcho, which leverages a combination of advanced fil-
tering techniques and third-party API services, to ensure that all user-
generated content complies with established community guidelines. Our
platform built using modern tools to create a regulated and safe space
for online communication that promotes responsible and respectful inter-
actions among users. In addition, we have implemented an NLP-based
feature that automatically categorizes user posts into different channels,
enabling users to easily find and engage with content that aligns with their
interests. Through these features, SocialEcho enhances the user experi-
ence and promotes a more organized and structured community.

Keywords: Social media · Content moderation · Community
guidelines

1 Introduction

Social media platforms have become an integral part of people’s daily lives,
with billions of users around the world using these platforms to connect with
friends and family, share information, and engage with a variety of communities.
Social media platforms function by providing users with tools to create and share
content, as well as tools to engage with other users’ content. These platforms
also typically use algorithms and data analysis to curate content based on users’
interests and preferences.

However, the widespread use of social media platforms has also led to numer-
ous challenges and issues, including the spread of misinformation, cyberbullying,
hate speech, invasion of privacy, and addiction. Social media companies have
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come under scrutiny for their handling of these issues, with some critics arguing
that these companies have not done enough to address these challenges.

As social media platforms continue to evolve and grow, it is likely that new
challenges will emerge, requiring innovative solutions to ensure that these plat-
forms remain safe and valuable resources for users. Many researchers and devel-
opers are working on new approaches to content moderation and community
management, including the use of machine learning and artificial intelligence
to improve accuracy and efficiency. Additionally, there is a growing movement
towards decentralized social media platforms, which prioritize user privacy and
control over data and content.

While social media platforms have brought many benefits and opportunities
for communication and connection, there is still much work to be done to ensure
that these platforms are safe, equitable, and sustainable for all users.

A report by the World Health Organization found that cyberbullying affects
around 1 in 3 young people globally, highlighting the importance of creating
a safe and welcoming environment on social media, particularly for younger
users who may be more vulnerable to online harassment and discrimination.
In addition, a study by the Pew Research Center found that 64% of US adults
believe that social media has a mostly negative effect on the way news is reported,
and that 56% of US adults believe that social media platforms are responsible
for the spread of false or misleading information.

While many social media platforms have implemented community guidelines
to define acceptable behavior on their platforms, these guidelines often follow a
one-size-fits-all approach that may not work well for specific communities or user
demographics. Moreover, inconsistent enforcement of these guidelines can lead
to confusion and frustration among users, and inaccurate content moderation
can result in false positives and false negatives. Given that content moderation
is a complex and resource-intensive process, it can be challenging for platforms
to achieve consistent and effective moderation. Limited opportunities for user
feedback can also hinder users from understanding and engaging with the guide-
lines, and a lack of transparency in the moderation process can create distrust
and uncertainty.

Therefore, it is important for social media platforms to consider these issues
and develop approaches to improve their community guidelines and content
moderation practices. For example, platforms could explore customizing their
guidelines to fit specific communities or user groups, enhancing the accuracy
and efficiency of moderation, and increasing transparency and accountability by
providing users with clear explanations of moderation decisions and opportu-
nities to provide feedback. By doing so, platforms can create a more inclusive
and welcoming environment for their users, while mitigating the risks associated
with harmful content and behavior on their platforms.

To overcome these challenges, our social media platform, named SocialE-
cho, offers a customizable approach to community guidelines that can be tai-
lored to the specific needs and themes of each community. We ensure consistent
and transparent enforcement of these guidelines, which are based on clear and
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understandable criteria, and combine the use of third-party API services with
our own custom-built algorithms for content moderation to improve accuracy
and efficiency. We also provide ample opportunities for user feedback, which
allows us to continuously improve our content moderation process and ensure
that users have a voice in the process. Finally, we ensure transparency in the
content moderation process by providing users with clear guidelines and expla-
nations for why certain content is being moderated.

In addition to addressing the challenges of content moderation, SocialEcho
also offers several potential benefits to its users. By ensuring a safe and welcom-
ing environment, we aim to provide users with a space to share their thoughts
and ideas without fear of harassment or discrimination. By using automated
post filtering and fact-checking, we also help users access accurate and reliable
information while preventing the spread of misinformation.

Overall, we believe that SocialEcho has the potential to be a valuable resource
for users looking to engage with others and access accurate and reliable infor-
mation in a safe and personalized environment.

The major contributions of this paper are summarized below:

– We have introduced a customizable approach to community guidelines that
can be tailored to the specific needs and themes of each community.

– We have developed a content moderation system that uses a combination
of third-party API services and our own custom-built algorithms to improve
accuracy and efficiency.

– We have implemented an NLP-based feature that automatically categorizes
user posts into different channels, making it easier for users to find and engage
with content that aligns with their interests.

– We provide opportunities for user feedback, which allows us to continuously
improve our content moderation process and ensure that users have a voice
in the process.

– We ensure transparency in the content moderation process by providing users
with clear guidelines and explanations for why certain content is being mod-
erated.

This paper is organized into five sections. Section 1 is the introduction and
covers our problem statement, motivation, and objectives for the project. In
Sect. 2, we present a literature review and gap analysis, where we discuss similar
applications and related research papers. Additionally, we analyze the gaps and
shortcomings of different platforms.

Section 3 focuses on the detailed methodology, algorithm, and process flow of
our project. We explain the technical aspects of our work and how we approached
the development process. In Sect. 4, we showcase the implementation and results
of our project. We demonstrate how our work has been realized and provide
empirical evidence to support our claims.

Finally, in Sect. 5, we conclude our report and summarize our project’s
achievements. We also discuss future plans and potential directions for further
development.



Filtering Community Guidelines on Social Media 219

2 Related Work

This section is divided into two subsections. In similar applications, we discussed
major features of popular social media platforms. In existing works, we explored
different papers and discussed their adopted methods and findings.

2.1 Similar Applications

In our research, we analyzed several popular social media platforms, including
Facebook, Reddit, Twitter, and Quora. Here are some of the major features of
each platform:

1. Facebook
– News feed: Users can view content from other users they are connected

with and see related content.
– Groups: Users can create groups to build communication networks for

business or entertainment purposes.
– Pages: Users can create pages for business, content sharing, vlogs, brands,

and organizations, but they need to be verified.
2. Reddit

– Content submission: Registered users can submit content such as text
posts or direct links, and other users can vote on the content.

– Discussion forums: Reddit is known for its open nature, allowing anyone
to participate in discussion forums and see shared content.

3. Twitter
– Tweeting: Users can write content or tweet anything, which may contain

media files like photos, videos, links, and text.
– Engaging: Tweets are posted by the users, sent to the people who follow

the user, and can be searchable on Twitter search.
4. Quora

– Q&A: Users can ask questions, and anyone can answer them.
– Activity feed: People can subscribe to different categories, justify their

knowledge, and see the answers at the bottom of the page.
– Following topics: Users can follow topics and questions to receive updates

according to their interests.

These platforms have different features and focuses, but they all aim to pro-
mote online communication and information sharing. Our proposed social media
and community platform will utilize advanced filtering techniques and natural
language processing API to ensure that user-generated content adheres to estab-
lished community guidelines, promoting responsible and respectful interactions
among its users.

We summarised the major features of popular social media platforms along
with our system in the Table 1. In the following table, we compare the major
features of popular social media platforms with those of our own social media
platform. Reddit has the feature of posting content based on categories, which
allows users to find content that interests them. Our platform has the unique
feature of pre-filtering content, which helps to automate the process of filtering
out unwanted posts, vulgar content, hate speech, and profanity.
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Table 1. Comparative Analysis of Different Social Media Platforms

Feature\Platform Reddit Facebook Twitter Quora Our Platform

Category based content posting Yes No No No Yes

Content pre-filtering for

community standard violation

No No No No Yes

Comment/reply/answer Yes Yes Yes Yes Yes

Internal messaging system Yes Yes Yes Yes No

2.2 Existing Works

Jiang et al. [1], presented a study that characterized community guidelines on
social media platforms. They examined the decisions made by 11 significant
social media sites in implementing governance and controlling inappropriate
behavior through a content study of their community guidelines. In this work,
they identified 66 different types of restrictions in the community guidelines, with
a wide range of how these rules are covered on various platforms. Their study
highlights the prioritization of certain types of wrong-doing by social media
platforms and calls for more research into the formulation of regulations and
content moderation procedures for specific issues, such as inciting violence and
voter suppression.

The paper [2] is a systematic literature review that provides a comprehensive
overview of research related to content moderation in social media platforms.
The paper covers a range of topics related to content moderation, including
guidelines, enforcement mechanisms, and research methods. The authors identify
key challenges and opportunities in this area, as well as potential avenues for
future research. Overall, the paper highlights the importance of effective content
moderation in promoting healthy and respectful online communities.

The research conducted by Khan et al. [3] reviewed sentiment analysis meth-
ods and highlighted significant problems in natural language processing (NLP).
They stressed the importance of addressing the major NLP challenges for the
significant development of machine learning approaches. Additionally, they pro-
posed the use of better language models that can capture context and proximity
to improve sentiment analysis.

Din et al. [4] described that the transformation of online social networks
(OSN) into marketplaces has raised concerns about privacy and security for
users. OSN providers collect a significant amount of private and sensitive infor-
mation from their clients, which could be accessed and potentially abused by
data miners, outside parties, or unauthorized users. This creates a risk for OSN
users, as their personal information may not be adequately protected by the
service provider. It is important for OSN users to be aware of these risks and to
take steps to protect their privacy and security online.

Fernandz and Perera [5] proposed that the use of social media is currently
the most tempted topic of discussion. But users should be aware of the risks and
consequences of utilizing social media sites. Numerous websites and applications
such as Facebook, Twitter and Instagram are most trending social networking
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platform, In order to emphasize social media’s historical context, It is a must to
consider its history and its necessity.

Tafesse and Wien [6] created a framework for categorizing social media
posts based on content, engagement, and identity. It includes five content, three
engagement, and four identity categories. The authors believe this framework
can help with social media research, content moderation, and user privacy.

Pater et al. [7] compares online harassment policies of Facebook, Twitter,
YouTube, Instagram, and Reddit. Found variation in definitions, behaviors con-
stituting harassment, and consequences. Highlights need for consistent and clear
policie

Tang and Dalzell [8] proposed a two-layer model for classifying hate speech
on social media platforms. The model can identify whether a post is hateful
or not, as well as the specific type of hate speech. It was trained and tested
on a dataset of tweets and achieved high accuracy. The study also sheds light
on the challenges of identifying hate speech online and the characteristics of
different types of hate speech. The authors argue that their model can be useful
for mitigating hate speech on social media platforms. Yin et al.

Djuric et al. [9] presented a method for hate speech detection that utilizes
comment embeddings, which capture the semantic meaning of words in a com-
ment. The proposed method uses a convolutional neural network (CNN) to learn
the embeddings of words and phrases in comments, and then uses these embed-
dings to classify comments as hate speech or not. The authors evaluated the
proposed method on a dataset of comments from Yahoo News, and results show
that their method outperforms several baseline methods for hate speech detec-
tion. The authors conclude that comment embeddings can be an effective tool
for hate speech detection.

Majid and Kouser [10] discusses the risks associated with social media and
provides guidelines to ensure safe social networking. They propose measures such
as strong passwords, privacy settings, caution with personal information sharing,
and awareness of online scams and cyberbullying.

Yi Liu et al. [11] The authors discuss the challenges of content moderation
on social media platforms and explores technological solutions such as AI and
ML. It also highlights the importance of balancing user protection with freedom
of expression and discusses ethical implications.

Kumari and Singh [12] note that social media platforms can undermine per-
sonal accountability due to security and privacy concerns. They suggest using
technologies like network virtualization and media independence to protect user
information.

Eric Goldman et al. [13] propose a new model for social media content mod-
eration that prioritizes user safety and well-being. They suggest that platforms
must show good faith efforts to moderate content to maintain their legal immu-
nities under Sect. 230.

Shagun Jhaver et al. [14] emphasize effective governance to ensure respon-
sible use of AI in content moderation. They suggest involving stakeholders and
prioritizing transparency, accountability, and user participation.
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3 Proposed System

Our approach to developing a system for automated content moderation on a
social media platform involves several key steps (Fig. 1).

Fig. 1. Methodology of proposed system

Define the Problem. The problem is to develop an automated content moder-
ation system for a social media platform that can detect violations of community
guidelines.

Input Data Collection. The input data for the system includes user-generated
content, user information (such as number of followers), any previous violations,
and moderator-defined rules.

Algorithm Development. The algorithm processes the input data, sending
the user-generated content to an API for analysis and calculating an overall score
based on the user information, previous violations, and moderator rules.

Threshold Setting. There is a certain threshold score above which content will
not be posted and notifies the user if their content is rejected. The threshold score
is varying by the different parameters, especially the rules of specific community.

Reporting. If content is posted, other users can report any violations of com-
munity guidelines.

Manual Review. Reported content is sent to moderators for manual review.
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Continuous Improvement. The system should be continuously improved by
incorporating feedback from moderators and users to improve the accuracy of
the algorithm and reduce false positives/negatives.

Overall, the methodology of our project involves a combination of automated
and manual content moderation, with the goal of creating a safe and welcoming
environment for users on the social media platform (Fig. 2).

Fig. 2. Process Flow Diagram

The major feature of our project is to automate the community guidelines
violation checking and content classification for posting content on a specific
category. There are several types of rules which can be considered as community
guidelines for social media platforms. These rules vary, but most social media
platforms have some common rules which fall under community guidelines. We
are working on these common rules for our project. Although a user can post
images and short videos as posts, we will be filtering content based on the text,
which will help us monitor user posts and comments for ensuring that community
guidelines are followed (Fig. 3).

Our system will have a 3-tier architecture consisting of three logical layers:
presentation, application, and database.

The presentation layer will be responsible for rendering the user interface
and handling user interactions. We will be using React.js for building our front-
end application and Redux for state management. The application layer will act
as an intermediary between the presentation and database layers, and will be
responsible for implementing the business logic of our system. This layer will
use our custom algorithm for content moderation, which takes inputs from the
presentation layer and sends requests to the database layer for content analysis.

The database layer will store and retrieve data, and will be responsible
for managing the system’s data. We will be using MongoDB for our database.
Overall, our system architecture will be scalable and flexible, allowing for easy



224 N. Mahmud et al.

Fig. 3. System Architecture

modifications and upgrades. It will be designed with security and performance
in mind, ensuring that our users’ data and experience are protected.

The Content Moderation Algorithm is a procedure for evaluating user-
generated content in a social media platform. It uses a combination of an API’s
score and a user’s score based on their behavior and previous violations, as well
as moderator rules, to determine if the content should be allowed to be posted
or not. The algorithm calculates an overall score and compares it to a threshold
value. If the overall score is above the threshold, the content is not posted, and
the user is notified. If the overall score is below the threshold, the content is
allowed to be posted, and other users are allowed to report any violations of
community guidelines. Reported content is sent to moderators for review. The
algorithm returns an overall moderation score based on its evaluation.

Content moderation, a critical aspect of our system, relies on two exter-
nal API services. The first service is a content analysis API, which employs
the Perspective API. This API analyzes the text content for various factors,
such as toxicity, profanity, hate speech, and spam. By utilizing the Perspec-
tive API, we can accurately assess the appropriateness of user-generated content
and identify potential violations of community guidelines. The second external
API service is dedicated to content categorization. For this task, our system
is designed to switch between multiple content categorization services based
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Algorithm 1. Content Moderation Algorithm
1: procedure ModerateContent(postText, followers, previousViolations, moder-

atorRules, threshold)
2: Set overallScore to 0.
3: Retrieve API’s score, set apiScore to the returned score.
4: Set userScore to 0.
5: if followers > 1000 then
6: Add 0.2 to userScore.
7: end if
8: if previousViolations > 0 then
9: Subtract 0.2 from userScore.

10: end if
11: for each rule in moderatorRules do
12: Adjust userScore based on the rule’s weight.
13: end for
14: Set overallScore as a weighted average of apiScore and userScore, with apiScore

weighted at 0.7 and userScore weighted at 0.3.
15: if overallScore is above threshold then
16: Do not post the user’s content and notify the user.
17: else
18: Allow the content to be posted.
19: Allow other users to report any violations of community guidelines.
20: Send reported content to moderators for review.
21: end if
22: Return overallScore as moderationScore.
23: end procedure

on specific circumstances. We have integrated the Huggingface Interface API,
utilizing the BART-large-MNLI pretrained model, and TextRazor as potential
external services. Additionally, we have developed our own API server using the
Huggingface transformer library and the BART-large-MNLI model. By leverag-
ing these services, we can accurately categorize user posts within the specified
category, ensuring appropriate content distribution and facilitating a better user
experience. To facilitate the decision-making process, when a user submits a
post, the content goes through the external APIs for analysis. The APIs return
scores or indicators that represent the severity of violations or the degree of rel-
evance to the specified category. Taking these scores into consideration, along
with the rules defined by the content moderation service, the system determines
whether to publish the post or flag it for further review.

4 Result and Analysis

In this section, we have analyzed the performance of content filtering, user expe-
rience, and discussed the limitations, challenges and future work.



226 N. Mahmud et al.

Fig. 4. Success rate of Content Filtration System by Category

4.1 Performance Evaluation of Content Filtering

For the content moderation algorithm, we created a total of 500 test posts, of
which 469 (93.8%) were successfully filtered according to our guidelines. The
remaining 31 (6.2%) posts were not caught by the algorithm and required man-
ual review by moderators. Overall, we are satisfied with the effectiveness of the
content filtration system, as it was able to catch the majority of inappropri-
ate content with a relatively low false negative rate. However, we acknowledge
that there is still room for improvement, and we plan to continue refining the
algorithm based on feedback from users and moderators (Fig. 4).

4.2 User Experience Evaluation

We evaluated the user experience of SocialEcho based on the following criteria:

1. Site Speed: Users were asked to rate how fast the platform loaded and how
quickly they were able to access different features on a scale of 1–10.

2. Navigation: Users were asked to rate how easy it was to find and use different
features on the platform on a scale of 1–10.

3. Content Filtration: Users were asked to rate the effectiveness of the content
filtration algorithm in identifying and blocking inappropriate content on a
scale of 1–10.

4. User Interface: Users were asked to rate the overall design and layout of
the platform, including the color scheme, font choices, and visual elements on
a scale of 1–10.

5. User Engagement: Users were asked to rate how engaged they felt while
using the platform, including the ability to interact with other users and
create and share content, on a scale of 1–10.

We tested the usability of the SocialEcho platform with 100 users, who pro-
vided feedback on site speed, navigation, content filtration, user interface, and
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user engagement. The content filtration algorithm received the highest average
rating of 9.1 out of 10, while navigation received the lowest rating of 7.9 out of
10, indicating room for improvement in that area. Overall, users had a positive
experience with the platform, giving an average rating of 8.5 out of 10 for site
speed and 8.8 out of 10 for user engagement.

4.3 Limitations and Challenges

– We faced some limitations in terms of the sample size, as only 100 users were
able to test the platform during the usability evaluation.

– The evaluation was conducted in a controlled environment, which may not
reflect the real-world usage of the platform.

– There were some technical challenges during the content moderation perfor-
mance evaluation, as some posts were wrongly classified by the algorithm.

– Some users may have had different expectations or preferences for certain
features, which could have affected their ratings.

– The user engagement evaluation relied solely on self-reported ratings, which
may not accurately reflect their actual engagement on the platform.

One of the most important features that most social media platforms have
been the internal messaging system, which we are not implementing. In the
future, we plan to add that facility to our platform. Our platform may not be
able to handle many users. To address these issues, we plan to optimize the plat-
form’s infrastructure in the future. We plan to further refining its algorithms and
processes for detecting and removing content that violates community guidelines.
This could involve incorporating additional data sources or third-party APIs, or
developing more sophisticated machine learning models.

5 Conclusion

In conclusion, SocialEcho has been developed to offer a safer and more enjoyable
social networking experience for users. Our platform uses an algorithm and third-
party API services for content filtration and features a 3-tier architecture built
with modern web frameworks and tools. Through user experience evaluation, we
found that users were generally satisfied with the platform, but improvements
can still be made in areas such as search function and user profile customization.
Our content moderation algorithm had a high success rate, but ongoing updates
and maintenance will be needed. Overall, SocialEcho is a positive step in creating
a safer online space, and we will continue to improve the platform in the future.
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Abstract. Nowadays fields are seen everywhere around us like in
schools, colleges, universities, parks, stadiums, and many more places.
But the maintenance cost is very expensive and they also consume many
resources like electricity, water, fuel, manpower, etc. Our main target is
to use those resources efficiently and create an automation system for
the field. The traditional maintenance system of a field requires a lot of
workers and they need to handle everything manually. They water ran-
domly in the field without worrying about which part of the field will
need water. This process wastes a lot of water and electricity. Also, we
want to implement a system that measures grass growth in that field.
Workers do not use the grass trimmer efficiently because they don’t know
where the grass is actually grown. So, a lot of fuel or electricity is wasted
during that process. We want to overcome those problems. Our proposed
idea is that we will create an automation system that will detect field
moisture, grass growth and it will report the field condition to a device.

Keywords: Green IoT · Field · Grass · Automation · Moisture

1 Introduction

At present, the key issue in the current domain is the utilization of resources
like manpower and water which is lacking in many parts of our country. There
have not been any significant technological advancements or automation being
made in the university, school, or stadium field sector as compared to other sec-
tors. Fields need to be monitored on a regular basis. The use of the developed
framework is to reduce wastage by automating the entire field monitoring sys-
tem. To promote sports and environmental sustainability, sporting venues and
stadium arenas are implementing ground-breaking green measures. The sustain-
ability movement has gained support from numerous locations all around the
world to preserve the environment. There are several ways to accomplish this,
including strategies to lower carbon emissions, lower noise pollution, build sus-
tainable water systems that use less water, and use solar and wind energy to
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generate electricity. With so many possibilities, becoming green is a fiercely con-
tested race. Stadiums are competing with one another to produce venues that
are both excellent for sporting events and environmentally friendly [1]. Green
IoT with sustainable designs is promised to reduce operating costs, and energy
expenditure and reduce environmental pollution. IoT will have a great influence
on how we refuge particular challenges in our everyday lives, and it will admit-
tedly make our lives easier and better [2]. The field of a public or private school,
university, or stadium is a very important resource. It can be used in many ways.
It can give economic benefits. So it has to be very conscious about the main-
tenance of this important resource. The problem at hand revolves around the
inefficient utilization of resources in the university, school, and stadium fields.
Despite the advancements in technology and automation in various sectors, the
field maintenance sector has lagged behind, leading to wastage and suboptimal
resource management. The lack of regular monitoring exacerbates the issue, as it
becomes challenging to identify and address resource inefficiencies and potential
environmental concerns.

To address this problem, our proposed framework aims to automate the field
monitoring system, reducing wastage and improving resource utilization. By
implementing sustainable measures and leveraging Green-IoT technologies, the
goal is to contribute the preservation of the environment. This includes reduc-
ing carbon emissions, water consumption, and incorporating renewable energy
sources.

This adoption of sustainable designs and Green-IoT technologies is expected
to reduce operating costs, energy expenditure, and environmental pollution. By
incorporating IoT solutions, the framework can tackle specific challenges in our
daily lives, making resource management easier and more efficient. Recognizing
the significance of fields as valuable resources that can provide economic benefits,
it is crucial to prioritize their maintenance and employ conscious practices to
ensure their long-term sustainability.

The main contribution of our research are-

– We have proposed a framework that intends to automate the field monitoring
system, addressing the inefficient use of resources like electricity and water.
The framework can assist minimize waste and enhance overall resource usage
by automating the monitoring process.

– With our proposed framework stadiums and sporting venues can implement
innovative green strategies including tactics to minimize carbon emissions,
create sustainable water systems, and generate electricity using solar energy.

– Our proposed framework aims to close the gap of the field maintenance indus-
try that has lagged behind when it comes to developments. By utilizing Green-
IoT technologies, our proposed system offers to lower operating expenses,
energy use, and environmental damage.

– Our framework enables routine and efficient field monitoring by automating
the field monitoring system. This promotes optimal resource usage and lowers
wastage by enabling the identification and prompt remediation of resource
inefficiencies.
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– Our proposed system offers a green IoT-based sustainable field and a sustain-
able city also.

– We have proposed a framework that strives to guarantee the long-term sus-
tainability and financial viability of fields in public or private schools, uni-
versities, and stadiums by implementing sustainable practices and effective
resource management.

In the following section, we have included a literature review in Sect. 2. After
that, in Sect. 3, we discussed our methodology part. A case study of our project
is included in Sect. 4. And finally, in Sect. 5, we have covered our conclusion part.

2 Literature Reviews

We have explored some papers related to our research topic and found some
important details of it. From those, we have selected a few numbers of papers
that are related to our proposed work.

We read an article [3] that basically represents sensors and base computers
that make use of the Internet of Things to provide online real-time information
on grassy airfield conditions. In addition, they discussed a two-sensor system for
the measurement of soil moisture and grass height which is based on the analysis
of wheel-grass interaction as well as the prospective GARFIELD system func-
tionality. Two types of sensors are included: a field TDR sensor and an optical
sensor where the sensors are self-powered, autonomous, and able to make mea-
surements outdoors instantly. Besides, using the sensors won’t disturb airfield
traffic and will not interfere with aircraft operations. Data transmission between
the sensors and the base computer is an important part of the measurement
technology presented here.

Another article [4] provides a concise review of the use of various bio-
technologies in smart cities and the methods for incorporating them into the
Internet of Things. In addition to discussing biosensors for environmental man-
agement, they provided a brief summary of future biotechnology that may be
used in green smart cities.

In this article [5], they created a scenario about how IoT has made a signif-
icant impact on the traditional supply chain, as well as on society as a whole.
It has improved convenience and comfort, as well as providing a more conve-
nient and comfortable environment. The purpose of this paper was to exam-
ine co-word trends and development in the IoT research areas related to the
Internet of Things. Besides, Researchers retrieved 758 papers from the WOS
database, which covers 2000–2014. This research revealed seven clusters utilizing
co-word analysis, including “IoT and Security,” “Middleware,” “RFID,” “Inter-
net,” “Cloud computing,” “Wireless sensor networks,” and “6LoWPAN.” These
clusters represent the conceptual structure of the IoT. This research implemented
a co-occurrence matrix based on Pearson’s correlation coefficient to cluster the
words using the hierarchical clustering approach in order to grasp these intel-
lectual structures. This research used a multidimensional scaling analysis and
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the PROXCAL method to illustrate these conceptual structures. Additionally,
the IoT intellectual structure is studied through multidimensional scaling and
schematizing correlations in the context of clustering techniques.

2.1 Gap Analysis

After reviewing the other literature, we have found that there are other projects
that offer similar technology but offer very different facilities compared to ours.
With our underground sensor, measuring the moisture is easier and cheaper to
maintain. The other literature [3] provides sensors on the surface that can be
damaged during the games played on the field, but our project avoids those
damages. There is also another projects [6] that use IoT to develop smart cities,
but never have they used such technologies in terms of maintenance of fields. So
our technology is unique in case of using such technologies to efficiently monitor
the state of the fields.

3 Methodology

Our aim is to cover the entire field under automation. To achieve this we plan
to visualize our field in a two-dimensional matrix. In each matrix, we will place
sensors to sense the moisture of soil and detect grass height. Now, if any block
in the matrix has low moisture we will get a notification that “This block has
low moisture please water this block”, and also If a block in the matrix does
not have the expected grass height we will receive a notification that the block
needs mowing. By creating the two-dimensional matrix we can cover the full
field under automation Fig. 1.

3.1 Preliminaries

In this section, we have discussed what components will be required in this
project. The details of the components are given below:

– Soil Moisture Sensor: We have used a YL-69 soil moisture sensor for detect-
ing the moisture of the soil. A straightforward technique for determining the
moisture content of soil and related materials is the soil moisture sensor. Uti-
lizing the soil moisture sensor is rather simple. The two substantial exposed
pads serve as the sensor’s probes and, when combined, as a variable resistor.
The better the conductivity between the pads is, the lower the resistance and
the higher the SIG out will be as a result of the soil’s moisture content [7].

– 4G Dongle: We have used a SIM7600X soil moisture sensor for detect-
ing the moisture of the soil. The SIM7600 series is the LTE Cat 1
module that supports wireless communication modes of LTE-TDD/LTE-
FDD/HSPA+/GSM/GPRS/EDGE etc. It supports maximum 10 Mbps
downlink rate and 5 Mbps uplink rate [8].
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Fig. 1. Designing Two-Dimensional Matrix on the Field of United International Uni-
versity

– Arduino: Arduino refers to an open-source electronics platform or board and
the software used to program it. We have used the microprocessor in order
to receive the value of the sensors [9].

– Motor Driver: To control the rotation, power, and speed we need a motor
driver. We have used the L298 motor driver. This L298N Motor Driver Module
is a high-power motor driver module for driving DC and Stepper Motors.
This module consists of an L298 motor driver IC and a 78M05 5V regulator.
L298N Module can control up to two DC motors with directional and speed
control [10].

– Touch Sensor: We need a touch sensor in order to detect the height of the
grass. We have used the TTP223B touch sensor. The TTP223B touch sensor
is a touch pad detector IC that offers 1 touch key [11].

Some other components we will need like, DC Motors, Breadboards, Wires, Solar
panels, Batteries, etc.

3.2 Proposed System

Our biggest challenge is how we will place the sensors as the sensors are fragile.
If we place the sensor outside of the field then a person can get hurt and also
the sensors can break. After facing that problem we have found a solution. The
Solution is explained below: All the sensors, micro-controller, and batteries will
be stored underground and a metal plate will protect them. The moisture sensor
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will be placed underground. But in order to detect the height of the grass touch
sensor needs to get out. So, for that, motor 1 in Fig. 2 will rotate. This will work
like a linear actuator. Because of the rotation, the linear rotating rod will push
the metal plate. After that, motor 2 in Fig. 2 will rotate and the rotating rod
will get out the touch sensor to detect does the height of the grass is expected
or not. We will fix a size for the grass.

Fig. 2. The Pop-up mechanism to bring out the touch sensor

If the touch sensor touches the grass then the grass of that block needs to be
cut demonstrated in Fig. 3(ii) but if not then do not need to cut demonstrated
in Fig. 3(iv). But in some cases, it might happen that one side of the block has
bigger grass and the other side of the block has smaller grass like Fig. 3(i). So, in
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order to get better accuracy we will rotate the touch sensor all around the block
like Fig. 3. After rotating we can get better accuracy showed in Fig. 3(ii). After
detecting the grass height the motors will rotate oppositely and the sensor will
be stored underground protected with a metal plate.

Fig. 3. Rotation of touch sensor for better accuracy

3.3 Flow of Work

In Fig. 4 we have designed the flow of our work. The soil moisture sensor and
touch sensor are connected to Arduino to send the sensor values to the cloud.
The motor driver is connected to Arduino to control the motors and the 4G
dongle with a sim is used to build the connectivity between the Arduino and the
cloud. Lastly, all the outputs will be received by a mobile device.

We have already discussed the components we will use in our project. In Fig. 5
we showed the architecture of our proposed system. As we divided the field into
blocks of the matrix now each block needs sensors. So, we will deploy those
sensors underground for every block. The moisture sensors and touch sensors
will connect to the Arduino in order to get the values of the sensors. A motor
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Fig. 4. Flow of work of our project

driver will be connected also to control the speed and rotation. The 4G wi-fi
dongle SIM7600X is connected to send the data to the cloud. Those data will
be stored in the cloud and from the cloud we can access those data through
our mobile device. At last, we want to save energy as much as possible. So, we
will recharge our batteries through solar panels. As fields are open space we can
utilize the sunlight. We can deploy solar panels on the sides of the fields Fig. 7.

3.4 Circuit Diagram

In Fig. 6 we have designed the Circuit Diagram of our project. For better under-
standing, we have colored the wires. The YL-69 sensor has three connections
with Arduino ground (GND), a voltage common collector (VCC), and an out-
put. This sensor value will be received in the A1 port. As the moisture sensor
gives variable output, we have connected it to an analog port. Two DC motor
is connected to the motor driver and four inputs of motor driver IN1 to IN4 is
connected to 3 to 6 digital ports of Arduino. The capacitive touch sensor has
three connections GND, VCC, and output. The output will be received at the
port of 7. As the touch sensor provides a digital output of 0 and 1, we have
connected it to a digital port. Now, for connectivity, the SIM7600X is connected
to Arduino. Like other sensors, it also has the connection of GND and VCC. The
TXD is connected to RXO and the RXD is connected to TX1. Lastly, the PWR
of SIM7600X is connected to port number 6 of Arduino. All the components will
be powered by a rechargeable battery and all the batteries will be charged by
the solar panels. Solar panels will be installed at the edge of the field Fig. 7.

3.5 Algorithm

We developed an algorithm to run our proposed system. This algorithm shows
the mechanism of how and when the sensors and actuators will work.



Green-IoT Based Automated Field Maintenance System 237

1. Threshold value grass = 2cm
2. Threshold value moisture = 15 to 30%
3. While(true) :
4. for visiting m row of a matrix :
5. for visiting n column of the matrix :
6. moisture val = output from moisture sensor A1
7. turn on motor 1 clockwise DigPort3 = 1
8. sleep 8 sec
9. turn off motor 1 DigPort4 = 0
10. turn on motor 2 clockwise DigPort5 = 1
11. sleep 5 sec
12. turn off motor 2 DigPort6 = 0
13. set the RPM of motor 1 = 10
14. turn on motor 1 clockwise DigPort3 = 1
15. sleep 0.2 sec
16. turn off motor 1 DigPort4 = 0
17. grass check = output from the touch sensor DigPort7
18. if moisture val < Threshold value moisture :
19. if connectivity isavailable :
20. send warning of low moisture
21. else :
22. connection error
23. if grass heigh check == 1 :
24. if connectivity is available :
25. send a warning of the grass height
26. else
27. connection error
28. turn on motor 2 anti− clockwise DigPort5 = 1
29. sleep 3 sec
30. turn off motor 2 DigPort6 = 0
31. set the RPM of motor 1 = 500
32. turn on motor 1 anti− clockwise DigPort3 = 1
33. sleep 4.8 sec
34. turn off motor 1 DigPort4 = 0
35. end

4 Case Study to Automate a Field

We have selected the field of United International University for our case study.
We have divided the field into 35 grids and now the cost analysis of the field of
United International University. The prices of the components are given below
(Table 1):

Grid size= 2 square meters

– Soil moisture sensor: YL-69 price = 99 BDT
– 4G Dongle: SIM7600X = 3500 BDT
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Fig. 5. Architecture of our project

Table 1. Cost per grid:

Name Quantities Rate Total

YL-69 1 99 99

SIM7600X 1 3500 3,500

Arduino 1 700 700

L298 1 195 195

TTP223B 1 80 80

Motor 2 450 900

Battery (12v) 1 400 400

Wire – 50 50

Others – 30 30

Cost 5,954 BDT

– Micro-controller: Arduino = 700 BDT
– Motor driver: L298N price = 195 BDT
– Touch sensor: TTP223B = 80 BDT
– Motor: Price = 450 BDT
– Battery: Battery 12 v price = 400 BDT
– Wires: Wire price = 50 BDT

Cost of each grid = 5,954 BDT
300-watt solar panel price is 16,500 BDT
If the field had 35 grids.
Then, total cost = 35× 5,954 + 16,500 = 224, 890 BDT approximately.
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Fig. 6. Circuit Diagram of our project

Fig. 7. Solar panels are installed at the edge of the field

4.1 Time Analysis to Detect the Grass Height

In this section, we calculated how long it would take our module to find out if
the field has the expected grass height.

We have used two 500 rpm DC motors.
Motor 1 = 500 rpm
Motor 2 = 500 rpm
1 rotation = 0.01 m

Those motors will rotate 500 times in one minute.
500 times = 1 (min) x 60 (s)
1 time = 60/500 = 0.12 s.
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Module Expanding or Opening:
The rotation needs to cover 0.4 m:

0.01 m = 1 rotation
1 m = 1/0.01 rotation
0.4 m = (1× 0.4)/0.01 rotation = 40 rotation

Total time to cover 0.4 m length:
T1 = 40× 0.12 = 4.8 s

Now motor 2 will expand with the sensors. The rotation
needs to cover 0.25 m:

0.01 m = 1 rotation
1 m = 1/0.01 rotation
0.25 m = (1× 0.25)/0.01 rotation = 25 rotation

Total time for motor 2:
T2 = 25× 0.12 = 3 s

Now we decreased our motor 1’s speed by using a motor
driver and set the rpm to 10 in order to get the accurate
information from the touch sensor.

10 times = 1 (min) x 60 (s)
1 time = 60/10 s
T3 = 6 s

Module Shrinking or Closing:
Now motor 2 will rotate anti-clockwise.

T4 = 3 s.

Again, the rpm of the motor will increase to 500 rpm.
Now motor 1 will rotate anti-clockwise. It takes T5 = 4.8 s

Total time to the task:
T = T1 + T2 + T3+ T4 + T5
= 4.8 + 3 + 6+ 3 + 4.8
= 21.6 s

So, we need 21.6 s to scan or detect the grass height of a grid.

5 Conclusion

We introduced a mechanism that keeps track of the growth of the grass and
the amount of moisture in fields. It also requires fewer resources, including elec-
tricity, gasoline, water, and other resources. Utilizing these resources effectively
and creating a field automation system are our key goals for this project. It
contributes to the development of a sustainable, IoT-based green economy and
city. Our main objective is to make efficient use of natural resources and reduce
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manpower by developing an automated system for the field. This project has
the potential to create both a green IoT-based sustainable field and a sustain-
able city. Currently, we just test our model in a certain field and it comes with
great results. In the near future, we will test it broadly in other fields in differ-
ent locations and at different times for better results. Also, we consider another
algorithm in the near future for comparison.
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