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Preface

A new generation of digital technologies are rapidly proliferating at individual, orga-
nizational and societal levels. Most of these next-generation digital technologies have
strong inter-connections enabling the production, processing and storage of large
amounts of data, creation of new data and data-driven decision making. These tech-
nologies invite new assessments and research questions to ensure the delivery of
maximum value (tangible and intangible both) at an individual, organizational and
societal level while avoiding potential harm and negative unintended consequences on
individuals, organizations and society at large.

The IFIP WG8.6 group aims “to foster understanding and improve research in
practice, methods, and techniques in the transfer and diffusion of information tech-
nology within systems that are developed, and in the development process”1. In con-
tinuing this mission, we organised the IFIP WG 8.6 Conference on “Transfer, Diffusion
and Adoption of Next-Generation Digital Technologies” at Indian Institute of Man-
agement Nagpur, India on 15–16 December 2023 as a forum for scholars and practi-
tioners to present their research ideas and findings.

The focus of the conference was on understanding the transfer, diffusion and
adoption of next-generation digital technologies and systems e.g., metaverse and
augmented/virtual reality, blockchain, fintech, artificial intelligence, conversational AI,
LLMs, ChatGPT, internet of things and social media among other prominent digital
technologies that are expected to have a significant impact on the future economic
development of societies, organizations and individuals. The strong link between
technology adoption and socio-economic development in many economies is evident
from a review of the role of information technologies, particularly over the last two
decades. Recently in Forbes, a popular contributor, Bernard Marr, wrote in 2023 “What
we’re starting to see with metaverse is that we’re ready for a new chapter of the world
wide web – a new chapter of the internet … think of it perhaps as an immersive
Internet”. These above-mentioned next-generation digital technologies have a great
potential to contribute to the reformation of organizations and societies and their
unintended consequences are yet to surface. In recent years, scholars have shown great
interest in understanding how these technologies are introduced, how they are used,
and what their effects and potential are on people, societies and businesses.

This conference brought together scholars and practitioners from interdisciplinary
fields in order to enrich scholarly reflection on the adoption, use, impact and potential
of next-generation digital technologies. The conference mainly focused on papers that
addressed questions related to the diffusion and adoption of emerging technologies.
Besides, we were also open and committed to the broader theme of IFIP Working
Group 8.6. We received 209 papers from academicians and practitioners worldwide.
All submissions were double-blind reviewed by at least two reviewers. The reviewing

1 http://ifipwg86.wikidot.com/about-us.

http://ifipwg86.wikidot.com/about-us


process resulted in the acceptance of 89 full papers and 23 short papers to present in the
conference. The acceptance rate of submitted papers was about 54%. We are grateful to
all track chairs who selected reviewers and the large team of reviewers who provided
constructive and timely feedback to authors.

We sincerely thank all authors, reviewers, participants, program committee mem-
bers, track chairs, advisory board, IFIP WG8.6 officials and IIM Nagpur faculty & staff
who helped in making this conference a grand success.

December 2023 Sujeet K. Sharma
Yogesh K. Dwivedi

Bhimaraya Metri
Banita Lal

Amany Elbanna

vi Preface
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Literature Review of Theory-Based Empirical
Research Examining Consumers’ Adoption

of IoT

Salma S. Abed(B)

Department of Management Information Systems, College of Business,
King Abdulaziz University, Rabigh, Saudi Arabia

sabid@kau.edu.sa

Abstract. The Internet ofThings (IoT) is an international context that is in the pro-
cess of massive development. The IoT has initiated new opportunities in the tech-
nological context and is one of themost central technological initiatives today. This
study conducted a systematic review of the related literature examining theory-
based empirical research on IoT adoption by consumers. Forty-three studies were
identified between 2011 and 2023 in 20 different countries, mostly Malaysia,
Turkey and India. The studies havemostly examined IoT adoption in smart homes,
IoT adoption in the retail service industry (consumer shopping), and IoT adoption
in healthcare and fitness wearable devices. Themain theory that was used to exam-
ine the consumer adoption of IoT was the Technology Acceptance Model (TAM).
The most examined constructs that were found to be significant in relation to
behavioural intention were perceived usefulness, perceived ease of use, and trust.
This research provides theoretical implementations for future researchers who are
interested in examining the IoT adoption of consumers in different countries and
different technological contexts.

Keywords: Literature review · consumer adoption · Interment of things · IoT ·
TAM · UTAUT · UTAUT2

1 Introduction

The Internet of Things (IoT) refers to all physical objects around the world that are
connected to the internet wirelessly while gathering and sharing data. Cheap processors
andwireless networks can integrate anything into the IoT. This process changes a normal
device into a smart device, adding digital intelligence to the connected devices [18, 42].
Since the 1980s and 1990s, the idea of adding sensors and intelligence to a basic device
has been discussed. However, progress has been slow as the technology was not ready at
the time. The term Internet of Things (IoT) was created in 1999 by a British technology
developer, during a presentation at Procter&Gamble (P&G) [44].He stated that “The IoT
integrates the interconnectedness of human culture ‘things’ with the interconnectedness
of our digital information system ‘the internet’, That’s the IoT” [44]. The goal of the

© IFIP International Federation for Information Processing 2024
Published by Springer Nature Switzerland AG 2024
S. K. Sharma et al. (Eds.): TDIT 2023, IFIP AICT 699, pp. 3–14, 2024.
https://doi.org/10.1007/978-3-031-50204-0_1
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https://doi.org/10.1007/978-3-031-50204-0_1
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IoT is to maximize the outcomes of the internet through continuous connectivity, data
sharing, and remote-control ability [1, 16]. It is important, effective, and innovative to
enable connectivity for everything, everyone, and everywhere.

The IoT is the new innovative trend in the world of business and technology. Officials
are confident that the IoT is one of the central emerging technologies of the present day,
like robotics and artificial intelligence [2]. Scholars have stated that among all of today’s
technology trends, the greatest is the IoT as it is going to causemajor changes and provide
big opportunities in forthcoming years [2, 4]. [1] stated that “IoT is a fast-growing
constellation of Internet-connected sensors attached to a wide variety of things.”

A study issued by Forbes Insights surveyed around 500 managers based in the USA,
Europe, and theAsia-Pacific, representing different industries. Specifically, 90% of them
indicated that IoTwill be very significant in their business future. Furthermore, 75 billion
devices could be connected to the internet by 2025 [34]. In fact, there are many IoT
applications around the world such as in smart cities, smart homes, smart healthcare,
smart buildings, smart wearable devices, smart farming, and smart appliances. Starting
from enterprise IoT to consumer IoT through to industrial and manufacturing IoT, IoT
applications extend into telecommunications, verticals, energy, and more.

The growth of predictions can be found with reference to all IoT acceptance and
adoption. Accordingly, a comprehensive review of the literature of IoT adoption will
provide a unified perspective of the IoT and assist as a source of the growing body of
knowledge. The main goal of the present research was to gather the existing theory-
based empirical literature that examined IoT adoption by consumers, in order to develop
an understanding of the most examined theories and constructs. The present review has
undertaken an analysis of IoT, including the number of theory-based empirical researches
according to the published year, the countries that have examined IoT adoption by con-
sumers, the IoT technology context that has been empirically examined in the literature,
the examined theories and models of IoT adoption, and the examined constructs found
to be significant. The rest of the paper is organized as follows: the systematic literature
review approach, results, dissection, and conclusion.

2 Literature Review Approach

This research follows the systematic literature review approach presented by [43, 49]
according to the following six steps:

1 Identification and selection of the keywords, and the specification of the combinations
of keywords to be used: As the purpose of this study was to undertake a complete
search aiming to develop the present literature and knowledge of theory-based empir-
ical research examining the consumer adoption of IoT, a number of keywords were
therefore used. These were tech*, technology, adopt*, adoption, “technology adop-
tion”, IoT, “Internet of Things”, consumer*, customer*, Theory*, Model*, TAM,
UTAUT, UTAUT2, “Technology acceptance theories and models”.

2 Specific combinations of keywords were selected. After that, a combination of key-
words was built up that can help the researcher to focus on the targeted literature of the
present study, which were tech* + adopt*, “technology adoption” + IoT, “Internet
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Of Things”+ consumers*+ Theory*, Model*, “Technology acceptance theories and
models”.

3 Selection of Databases: The researcher started to explore the main research engine
databases including Scopus, ScienceDirect, Emerald Insight, Google Scholar, and
EBSCO to gather the related articles.

4 Developing the inclusion and exclusion measures: A set of inclusion and exclusion
measures was decided upon before starting the search. The inclusion measures were
that the study was written in the English language, that the literature was published
between 2011 and May 2023, and that they were peer-reviewed articles, confer-
ence papers, and theses, specifically theory-based papers discussing the consumers’
technology adoption of IoT. The exclusion measures were studies written in other
languages, papers published before 2011, and papers examining other aspects of
technology adoption.

5 Conducting the search: The search was conducted in Scopus, ScienceDirect, Emerald
Insight, Google Scholar, and EBSCO over a period of one month in May 2023. A
different sets of keyword combinations were used to search each database.

6 Quality assessment: The abstractswere scanned for quality assessment and the relevant
papers selected. All irrelevant papers were extracted based on the exclusion measures.
Furthermore, the full papers were reviewed to check the examined theories andmodels
and the significant relationships therein; finally, the writing up of the literature review
was performed. The literature review procedure of the present research is presented
in Fig. 1.

3 Results

After filtering the identified papers in the literature, 43 studies were identified that empir-
ically examined IoT adoption by consumer segment based on a range of technology
adoption theories. These studies were conducted between 2011 and 2023. The identified
empirical research was mostly concentrated in 2018, followed by 2017, 2019, 2020,
2021 and 2023. Figure 2 presents the number of theory-based empirical research studies
undertaken according to year.

Regarding the countries that examined IoT adoption by consumer, 20 countries have
been identified in the literature: Malaysia (14%), Turkey (11%), India (9%), Taiwan
(7%), China (7%), USA (7%), Saudi Arabia (5%), Egypt (5%), Thailand (5%), New
Zealand (5%), theNetherlands (5%), SouthKorea (5%), Indonesia (2%), Germany (2%),
Tanzania (2%), Poland (2%), Greece (2%), Hong Kong (2%), Pakistan (2%), and Jordan
(2%). Figure 3 presents the countries that have examined IoT adoption by consumer.
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Fig. 1. Literature review procedure conducted

Regarding the IoT major themes that have been empirically examined in the litera-
ture, 16 different contexts have been identified: IoT technology adoption, IoT adoption in
smart homes, IoT adoption in the retail service industry (consumer shopping), IoT adop-
tion in healthcare and fitness wearable devices, IoT adoption in higher education institu-
tions, IoT services, domestic IoT devices and smart speakers, IoT adoption of products
and applications, IoT adoption in smart home energymanagement and electricity-saving
services, IoT adoption resistance, IoT smart home adoption for elderly healthcare, IoT
adoption among accounting and finance students, IoT mobile payment adoption, IoT
adoption by the consumers of telecommunications companies, IoT adoption by aged
consumers, and IoT adoption by generation-Z. Figure 4 presents the cont ext of the IoT
technologies empirically examined in the literature.
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Fig. 2. The number of theory-based empirical research studies by year published

Fig. 3. Countries that examined IoT adoption by consumer segment
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Fig. 4. The IoT major themes that have been empirically examined in the literature

Regarding the technology acceptance theories and models that have been used to
examine IoT adoption in the literature, the most examined is the technology acceptance
model (TAM) as a single model [3, 5, 10, 13–15, 17, 19]. It was also combined with other
theories and models such as TAM and the Diffusion of Innovation Theory (DOI) [26,
48]; as well as TAM, DOI, protection motivation theory (PMT), and privacy calculus
theory (PCT) combined [21]. Also, TAM, Theory of Reasoned Action (TRA) [32]; and
TAM, TRA, and The Theory of Planned Behavior (TPB) [30]. Other studies examined
UTAUT [4;7; 8; 9; 31;35], and UTAUT2 [1; 2; 12; 27; 41]. Table 1 presents the studies
that examined the technology acceptance theories and models involved in the adoption
of IoT in the literature.
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Table 1. The theories and models that examined IoT adoption in the literature

Theory References

TAM [3, 5, 10, 13–15, 17, 19, 20, 24, 25, 37–39, 45–47]

TAM & DOI [26, 48]

TAM, DOI, PMT, PCT [21]

TAM & TRA [32]

TAM & TRA & TPB [30]

TAM & GT & ISSM [23]

TRA & TCV [22]

TPB & RCT [40]

TPB & PCT [6]

TRI [33]

MATH [11]

IRT & MDT [36]

Ram and Sheth’s (1989) theoretical
framework

[29]

Value-based adoption model (VAM) [28]

UTAUT [4, 7–9, 31, 35]

UTAUT2 [1, 2, 12, 27, 41]

TAM: Technology Acceptance Model; DOI: Diffusion of Innovation; PMT: protection motivation
theory; PCT: privacy calculus theory; TRA: Theory of respond action; TPB: Theory of planned
behavior; GT: gratifications theory; ISSM: information systems success model; TCV: Theory of
consumption value; RCT: rational choice theory; MATH: E-Model of Adoption of Technology
in Households; TRI: Technology Readiness Index; IRT: Innovation Resistance Theory; MDT:
Multidimensional Development Theory; VAM: Value-based adoption model; UTAUT: Unified
Theory of Acceptance and Use of Technology; UTAUT2: Unified Theory of Acceptance and Use
of Technology 2.

Regarding the most examined constructs associated with behavioural intention (as a
dependent variable), a selectionwas found to be significant. Themost examined construct
in the literature found to be significant was perceived usefulness (18 times), followed by
perceived ease of use (13 times), trust (12 times), performance expectancy (9 times), per-
ceived risk (7 times), social influence (7 times), attitude (7 times), perceived enjoyment
(6 times), effort expectancy (6 times). Figure 5 presents the frequency of the examined
constructs with behavioural intention found to be significant.
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Fig. 5. The examined constructs in relation to behavioural intention that were found to be
significant

4 Discussion and Future Research Directions

After presenting the literature review results, the discussion and future researchdirections
are presented in the following points:

1. This study aimed to identify the research that empirically examined IoT adoption by
consumers based on technology adoption theories and models. After eliminating the
studies that are not in the same context, only 43 papers were identified covering the
past 11 years from 2011 to 2023. This number is very limited, especially as IoT is
a new and novel technology that is critical to be adopted in consumers’ daily lives
in different fields and contexts. More theory based empirical research needs to be
conducted to examine IoT adoption.

2. Regarding the countries and regions identified in the literature, 16 different countries
were examined for IoT adoption by consumers, and most of the studies were con-
ducted in Malaysia, Turkey, India, and Taiwan. Accordingly, this new and important
technology that can be used in the daily lives of consumers needs to be examined in
other countries and regions.

3. The major themes that have been empirically examined in the literature were IoT
technology adoption, IoT adoption in smart homes, IoT adoption in the retail ser-
vice industry (consumer shopping), IoT adoption in healthcare and fitness wearable
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devices, and IoT adoption in higher education institutions. The number of studies
examining specific technologies are very limited. Therefore, more forms of IoT tech-
nology need to be empirically examined such as, IoT Applications and Services, IoT
Communication Technologies, Big Data and IoT, Artificial Intelligence and IoT, IoT
and Smart Cities, Blockchain and IoT, as well as IoT Recent Trends.

4. The technology acceptance theories and models that have been used to examine
IoT adoption in the literature are very limited, mostly to TAM, DOI, UTAUT, and
UTAUT2. Other technology adoption theories and models need to be examined as
well as moving on to combining more than one theory in a single conceptual model.
This will provide a clearer view of IoT adoption by consumers.

5. Themost examined constructs were perceived usefulness, perceived ease of use, trust,
and performance expectancy. The other constructs need to be investigated further to
gain a better vision of the most significant factors that affect the consumer intention
to adopt IoT technologies.

5 Conclusion

This study has reviewed the literature on theory-based empirical research to examine
the consumer adoption of IoT. Forty-three studies were identified between 2011 and
conducted in 20 countries, mostly inMalaysia and Turkey. The studies mostly examined
IoT technology adoption, IoT adoption in smart homes, IoT adoption in the retail service
industry (consumer shopping), IoT adoption in healthcare and fitness wearable devices,
and IoT adoption in higher education institutions. Themain theory thatwas used to exam-
ine the consumer adoption of IoT was TAM. The most examined constructs that were
found to be significant in relation to behavioural intention were perceived usefulness,
perceived ease of use, and trust.
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Abstract. Making the supply chain sustainable, practices aim to reduce the haz-
ardous impacts of supply chain activities aimed at global pollution and global
warming. However, the literature collected from Google Scholar has discussed
how Industry 4.0 (I4.0) technologies can address the issue of sustainability in
the supply chain by addressing resource efficiency, transparency, and energy con-
sumption issues. The impact of each technology on sustainability is not discussed
well, and how these technologies can be helpful to address sustainability issues in
industries. Therefore, to fill this gap, the present paper aims to answer how these
technologies can address sustainability issues. In the study, a novel framework
is proposed that discusses how each technology of I4.0 can address the various
sustainability issues in the supply chain. This study can help emerging economies
and a novel contribution to the theory to understand the impact of I4.0 on the
sustainable supply chain.

Keywords: Industry 4.0 · Sustainable Supply Chain · Emerging economies

1 Introduction

Sustainable supply chain management (SSCM) integrates the Triple Bottom Line (TBL)
viewpoint to manage material, economic, and information flows to prevent negative
impacts and create economic, ecological, and social capital [1]. The advent of Indus-
try 4.0 by Germany [2] can create a smooth flow of information and material through
the value chains. Different technologies of I4.0, such as the Internet of Things (IoT),
Industrial Internet of Things (IIoT), Cyber-Physical Systems (CPS), Big Data Analyt-
ics/Artificial Intelligence (AI), Blockchain, Cloud Computing, Cognitive computing,
Autonomous systems, Digital twin, Augmented Reality/Virtual Reality and Horizontal
and Vertical integration make the machines capable of making autonomous decisions
and enhancing the supply chain drivers (Facilities, Inventory, Transportation, Informa-
tion, Sourcing, and Pricing) to increase the visibility and transparency on one hand
and increasing the performance and deal with disruptions and mitigate the risks on the
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other hand. The need for attaining sustainability is essential for the survival of mankind
[3]. The three sustainability pillars (Economic, Social, and Environmental) are the key
concepts to achieve sustainability [4]. The various functions involved in supplying raw
materials sourcing and finished goods delivery to the customers positively impact soci-
ety and people to achieve economic benefits [1]. Supply chain sustainability can be
achieved by analyzing the social responsibility not only of the OEMs (Original Equip-
ment Manufacturers) but also of suppliers by prioritizing the usage of renewable energy,
recyclable materials, and circular products [5]. To achieve two major goals, visibility,
and required ROI (Return on Investment), the importance of Sustainability with I4.0 is
a well-established answer.

The study has five parts. Section 1 introduces. Section 2 reviews relevant litera-
ture. Section 3 discusses framework development based on review. Section 4 suggests
ways organizations can overcome I4.0 technology implementation challenges. Section 5
concludes and suggests further research.

2 Literature Review

We reviewed the articles concerning industry 4.0 enhancing sustainability in sup-
ply chains of emerging economies by searching in Google Scholar. Sustainability is
the need for manufacturing organizations to prevent themselves from huge financial
losses, and various I4.0 technologies such as the Internet of Things, Big data analyt-
ics, Blockchain, Machine learning, etc. [6] can contribute to attaining sustainability in
developing economies [7]. Various challenges, such as Organizational, Technological,
Strategic, Legal, and ethical issues, must be addressed [8]. Including sustainability in
supply chains requires organization-friendly Government policies, Collaboration, and
transparency among the different supply chain stakeholders [9]. In emerging economies,
SMEs (Small and Medium-sized Enterprises) are the most vulnerable sectors to adopt
I4.0 technologies as they lack motivation from partners and customers [10]. Adopt-
ing I4.0 improves operational performance and competency of supply chains, although
intrinsic and extrinsic factors negatively affect digitalization [11]. As discussed in [12],
I4.0 technologies can help to play a significant role in reducing emissions and production
for achieving sustainability in supply chains [8], whereas [13] presented in the context
of MSMEs (Micro, Small and Medium Enterprises) the barriers to sustainability using
I4.0, and supply chain and environmental related enablers were also presented.

2.1 Internet of Things (IoT)

The IoT in a different component of supply chains can be RFID (Radio Frequency
Identification) based transportation that increases supply chain visibility and improves
efficiency [14]. The benefits of the adoption of IoT in the supply chain can relate to
finding enough data for real-time datamanagement to proceedwithBusiness Intelligence
improvement, and the major challenge is a diminished understanding of the IoT benefits
[15]. Other issues include framework preparedness, market and property motivations,
technical capacity criteria, and policy resources [16].
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2.2 Blockchain

Blockchain technology can act as a sustainability driver for the supply chain by reduc-
ing product recall, creating an accurate carbon footprint for a carbon tax, incentivizing
recycling behavior, and reducing emission fraud [17]. Developed countries dominate
the Blockchain-SCM understanding, so there is an immense opportunity for developing
a maturity model for emerging economies [18]. But characteristics of Blockchain tech-
nologies: low-cost Blockchain deployment, low cost and rapid diffusion of IoT, and use
of the mobile phone can act to enforce sustainability standards and remove institutional
cost-benefit analysis power distribution challenges [19].

2.3 The Cloud

The cloud database can potentially increase the accuracy and real-time management of
information, helping the stakeholders identify the problems that are creating environmen-
tal footprint performance across the supply chain [20]. Various green SCM practices,
such as green purchasing, manufacturing, ecological design, and training, positively
impact environmental performance; green manufacturing and green design positively
impact economic performance [21]. On the other hand, green purchasing and training
have a non-significant impact on economic performance, and the initial cost of imple-
menting green supply SCM practices is high. However, digital technologies (IoT) are
still being studied [21, 22].

2.4 AR/VR in SSCM

All the past research done on AR/VR (Augmented Reality/ Virtual Reality) in opera-
tions in Supply ChainManagement (SCM) [23] is theoretical. The analysis of challenges
and barriers for a deeper understanding of the implementation of AR/VR in Sustainable
supply chains through data is still desired [23]. AR/VR technology can increase visibil-
ity in terms of the real-time look of manufacturing facilities, distribution centers, etc.,
improve customer order receiving, delivery of orders becoming efficient, and no late
delivery, transparency by providing exact information on packaging and its content and
security of the package to deliver after the customer recognition [24].

2.5 Big Data

For supply chains to become sustainable, Big data tools such as data processing, ana-
lytics, reporting, etc., can help organizations take corrective actions in the operations,
transparency, and risk mitigation in the manufacturing supply chains [25]. Big data ana-
lytics can help emerging economies collect data and analyze data to disseminate the
knowledge obtained to achieve sustainability in the supply chains [26].
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2.6 AI

TheAI technology can improve the supply chain resilience and supply chain performance
[27]. Sharma et al. [28] suggested that AI has the potential to revolutionize different sec-
tors of the economy, like healthcare, manufacturing, education, and agriculture. Increas-
ing operational efficiency and reducing costs are important for enhancing decision-
making. This can be achieved through inventory optimization, route optimization,
demand forecasting, and quality control.

3 Emerging Economies and Challenges

Technologies pose challenges such as skill development of users and habituating the
users to increase the efficiency of the supply chain by the mutual trust between the
organization and employees. These are the challenges for various industries such as
(Plastic, Paper, Cement, Automobile, Chemical, Electronics, Pharmaceutical) [12].

3.1 Sustainability of the Previous Steps

3.1.1 Infrastructure Challenges

Firstly, emerging economies have a long way to go to implement the I4.0 technologies
as it depends crucially on the Fiscal andMonetary policies to address the crisis they have
encountered during COVID-19. For that, structural reforms are required to enhance the
institutional capacity. Secondly, the policies that are adopted to date are required to
prove their credibility so that the economies can be alleviated to become the developed
ones under the umbrella of macroeconomic policies. However, infrastructure develop-
ment in emerging economies can be challenging due to a lack of funding and resources
and difficulties with regulatory hurdles [8, 11, 16]. Private-public partnerships, foreign
investment, and international aid are some ways to finance infrastructure development
in emerging economies.

3.1.2 Macroeconomic Stability

Issues include commodity exports, money inflows and outflows, and institutional and
regulatory capability. Macroeconomic stability boosts investment, poverty reduction,
and living standards. Monetary and fiscal policies encouraging sustainable economic
development, low inflation, and a stable exchange rate can enhance macroeconomic
stability [10, 11]. They can also execute structural reforms to boost economic efficiency,
decrease corruption, strengthen governance and regulation, and boost human capital
investment. International organizations and wealthier nations can provide technical and
financial aid to emerging economies.

3.1.3 Population Size

Organizations and governments need to consider the potential impact of population
growth on resource availability and environmental degradation to manage supply chains
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sustainably in emerging economies. Thismay involve implementing sustainable sourcing
practices, reducing waste and emissions in supply chain activities, and investing in
renewable energy and resource-efficient technologies [12]. Additionally, the distribution
of population within the emerging economy and how it affects the transportation and
distribution of goods as the dispersed population can increase the complexity and cost
of logistics. In contrast, a concentrated population can lead to increased urbanization,
and associated environmental challenges, such as air and water pollution, are to be
considered.

3.1.4 Ease of Doing Business

A favorable business environment, with clear and streamlined regulations, efficient
bureaucratic processes, and a stable political climate, can encourage investment, improve
supply chain efficiency, and promote sustainable business practices [8, 29]. On the other
hand, a challenging business environment, with complex regulations, corruption, and
political instability, can lead to higher costs, supply chain disruptions, and a reduced
focus on sustainability. In such cases, companies may be more likely to engage in unsus-
tainable practices, such as environmental degradation and labor exploitation, to maintain
profitability.

4 Framework for the Integration of I4.0 Technologies to Achieve
Sustainability

As shown in Fig. 1, emerging economies face policy-binding and financial adjustment
issues hindering I4.0 technology implementation in SSCM. So, this study combines the
different challenges from the literature review of emerging economies and their ability
to implement I4.0 technologies. It also presents the advantages and drawbacks of I4.0
technologies, combining SSCM targets and sustainability pillars, as discussed in Sect. 2.

4.1 I4.0 Technologies for Achieving Sustainability in Supply Chains

Technologies can help to reduce waste in supply chains, optimize supply chain oper-
ations, and increase efficiency and productivity, which can reduce costs and the car-
bon footprint. For example, the use of Big Data and AI can provide insight into the
improvement in the reduction of supply chain emissions. Circular business models can
be developed according to the conditions of a particular emerging economy. The other
technology is Blockchain, which can increase transparency and traceability throughout
the supply chain and manage disruptions and supply chain efficiency (Fig. 1). It can
reduce intermediaries, increasing the speed of supply chains’ activities. This can help
companies to identify and address the sustainability challenges at the Triple BottomLine
(TBL).

4.2 Supply Chain Sustainability Targets

IoT, AI, and robotics are some technologies that can play a crucial role in sustainability.
IoT sensors and predictive maintenance can reduce carbon emissions. Blockchain can
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help in the ethical sourcing of materials. AI algorithms can help in diversifying suppliers
and increase resiliency in the supply chain, as well as manage production processes at
the operational level. Technology access, skilled workforce, data privacy, andmotivation
of local suppliers to get integrated into mainstream technologies are challenges.

Fig. 1. Framework for achieving sustainability in the I4.0 era for emerging economies.

5 Practical Implication

The literature evaluation suggests training workers and managers and collaborating with
research institutions to utilize I4.0 technologies in supply chain activities. Emerging
economies aim for supply chain sustainability within their state’s constraints and rules.
I4.0 technologies will boost per capita income, operations transparency, supply chain
visibility, mutual trust, country, organization, and stakeholder growth. Technology inte-
gration in their supply chain, the economic viability of investing in I4.0 technologies, a
knowledge database to produce skilled workers, assessment of environmental impacts
of supply chain activities, and strict policy adherence of their states are all necessary to
achieve these advantages.

6 Conclusion and Future Implications

This study aims to help emerging economies adopt I4.0 technologies for supply chain
sustainability. Population size, macroeconomic stability, infrastructure capabilities, and
ease of doing business are the major factors to consider before implanting I4.0 tech-
nologies, as well as building on three major sustainability pillars to make the supply
chains fast, responsive, reliable, resilient, and collaborative. This model can be extended
to conduct a survey with the managers of emerging economies who want to achieve sus-
tainability in their supply chains in a more detailed way, pointing out the main problems
they encountered. Also, TOE (Technology Organizational Environment) can be used to
further extend and verify the framework.
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Abstract. The emergence of “Industry 4.0” signifies a new industrial era, where
various technologies converge to provide digital solutions. Industry 4.0 (I4.0),
encompasses a range of digital technologies that profoundly impact manufac-
turing businesses. However, there is limited knowledge regarding how businesses
utilize these technologies. This paper addresses the pillars of Industry 4.0, a crucial
part of the next industrial revolution for Indian manufacturing industries aiming
to become competitive smart factories in the global market. A survey of 73 Indian
industries assessed their current technologies. Implementation criteria for Industry
4.0 in Indian industries were established based on the survey results. The findings
reveal that customer satisfaction and quality are top priorities for Indian indus-
tries. While most industries have implemented Industry 3.0 practices, awareness
and adoption of I4.0 still pose challenges, particularly for SMEs. This report ana-
lyzes the technological status of Indian industries, identifies the gap, and provides
a roadmap for adopting Industry 4.0. Bridging this knowledge gap and embracing
Industry 4.0 can enhance competitiveness, drive innovation, and meet the evolv-
ing demands of the global market. The transition to smart factories powered by
Industry 4.0 unlocks new opportunities for India’s industrial sector, propelling it
towards a prosperous future.

Keywords: Industry 4.0 · Indian Manufacturing industries · smart factory · India

1 Introduction

1.1 Indian Manufacturing Sector

The emergence of new technologies and globalization is having a huge impact on the
manufacturing industries around the world (Singh, Garg, and Deshmukh, 2010). The
sustainable growth of any nation depends not only on the large-scale industries but also
depends upon the small and medium-scale industries which are the major source of
employment generation and utilization of indigenously available resources. As ancillary
units, SMEs are complementary to large-scale industries by fulfilling primary require-
ments (Jutla, Bodorik, and Dhaliwal, 2002). Due to their significant contribution to

© IFIP International Federation for Information Processing 2024
Published by Springer Nature Switzerland AG 2024
S. K. Sharma et al. (Eds.): TDIT 2023, IFIP AICT 699, pp. 23–34, 2024.
https://doi.org/10.1007/978-3-031-50204-0_3

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-50204-0_3&domain=pdf
http://orcid.org/0000-0002-7743-3096
http://orcid.org/0000-0001-9059-9122
http://orcid.org/0000-0001-5972-0481
http://orcid.org/0009-0001-0521-4847
https://doi.org/10.1007/978-3-031-50204-0_3


24 A. K. Digalwar et al.

Indian GDP and employment, SMEs are vital for the Indian economic structure and
are considered the backbone of the economy. In developing countries, such as India, the
public and private sectors clearly distinguish the significance of SMEs for their impact on
employment, development, social cohesion, innovation, and economic growth (Singh,
Garg, and Deshmukh, 2008).

With a mission and vision to have the exponential growth of the Indian economy,
the Indian government has designed “Make-in-India” and “Digital India” programs to
renovate India into an international manufacturing hub of goods ranging from software
to cars, paper to power and submarines to satellite and a lot more (Salcedo, 2018). The
government has set a target for 2025 to upsurge the share from 16% to 25% by man-
ufacturing sector hence expecting to be the fifth largest manufacturing country in the
world (PWC, 2017). The swift expansion and exposure of the internet and information in
industries have generated new opportunities for theway products are designed, manufac-
tured, and sold. SMEs must adopt new technology and practices to ensure sustainability
over the long term if they want to compete in national and international marketplaces.
SMEs are trying to update their business strategy to cope with the increased demand
for customized products by actively adopting new technologies (Sharma and Bhagwat,
2006).

Manufacturing is the main focus of this industrial revolution. This sector plays a
significant role in sustaining the progression of the economy and is considered a force
multiplier, i.e. return on investment is fourfold GDP growth (Narkhede, 2017).

1.2 Industry 4.0

Every industrial revolution can be considered an era of transformation. The world we
experience today is an outcome of three major industrial revolutions. At the end of the
18th century, Great Britain started the first industrial revolution, whichwas characterized
by mechanization which made possible by steam and waterpower. The second industrial
revolution originated in the United States, driven by assembly lines and electrification
of industrial units which led to mass production (Bortolini et al. 2017). A new era of
automated and improved production wasmade possible thanks to the third industrial rev-
olution by identifying the use of electronics and IT in industrial processes (Ghobakhloo,
2018; Erol et al., 2016). The current industrial revolution is in full swing with production
monitoring and automation by intertwining operation technology (OT) with information
technology (IT). This digitization enables the integration of system and processes across
industries so called industry 4.0 where product controls their manufacturing processes.
Table 1 depicts the advancement and characteristics of industrial revolutions.

Customer Demand is very dynamic in nature. The customer of the 21st century
demands the products that are best in the segment, and economical.As different needs and
technologies arise, the industrial work system needs to be changed. With the increasing
demand for customized products with a shorter development cycle of industry 3.0 mass
production system is not the best choice economically (Schuh et al., 2014). The transition
from a true physical system to a virtual system is now causing a paradigm shift in the
entire production ecosystem with technological advancements happening at a fast pace.
Various pillars or key technologies of Industry 4.0 is shown in Fig. 1.



Industry 4.0 Implementation: Evidence from Indian Industries 25

Table 1. Milestones of the industrial revolution (source-DFKI 2011)

Industrial
Revolutions

Year Type of production Key Technologies References

Industry 1.0 End of the 18th

century
Craft and Job shop
production,

Mechanization
using steam power

Lukac (2016)

Industry 2.0 Start of the 20th

century
Mass-Production,
Assembly lines

Electrification of
factories

Deloitte
Insights (2018)

Industry 3.0 End of the 20th

century
Mass Production
assisted by
Automation

Robots, Computers,
CNC, PLC

Schumacher,
Erol and Sihn
(2016)

Industry 4.0 Current Trend… Mass
customization

CPS, IoT,
connected factories,
smart products, Big
data analysis

Kagermann
et al. (2013)

Manufacturing and other industries are transitioning to Industry 4.0, which is
information-internet driven. Products, machines, and people work together to create
a dynamic, self-organizing networked system. It symbolizes a paradigm change from
centralized to decentralized production, meaning that machines now communicate with
the product to tell them exactly what to do rather than just processing it (Weyer et al.,
2015).

Fig. 1. Pillars (Key Technologies) of Industry 4.0
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2 Literature Survey

The German government launched an endeavor to digitize the manufacturing sector
in 2011 at the Hannover exhibition as a part of the “high tech strategy 2020 action
plan” (Weyer et al., 2015) which sparked the fourth industrial revolution’s emergence.
Other economies are also facing a similar transition and coined different terms for
similar development e.g., in China “made in china2025” (Qin, Liu, and Grosvenor,
2016) “Internet+”, Industrial internet in the USA “Making 4.0 by European Union, and
“Make in India” by Indian Government (PWC, 2017). Industry 4.0 is the intelligent
fusion of the physical and digital worlds using a cyber-physical system in industrial
processes by which a self-governing, self-managing network can be established between
human, machine, and products (Balasingham, 2016). Despite great interest in Industry
4.0, there is no formally accepted definition for it. Industry 4.0 fundamentally indicates
the technologies related to the industrial manufacturing process. Industry 4.0 focus on
both hard and soft technologies, which must be advanced to improve productivity. The
first paper on industry 4.0was published in 2011 by (Kagermann et al., 2013) andmolded
the groundwork for industry 4.0 (Stock and Seliger, 2016). According to Jian Qin et al.
(Qin, Liu, and Grosvenor, 2016) there is a basic unanimity among all researchers that the
industrial revolution requires a long period to get fully developed and cover the aspects
of product, customer, business, and factory. While one part of the researchers’ claims
that industry 4.0 coins out from the German philosophy for productivity and future
growth in manufacturing enterprises and the other part argues that small and medium-
scale industries cannot overcome significant obstacles (Balasingham, 2016). Recent
literature on industry 4.0 provides the following obstacles to implementing industry 4.0:
Resource scarcity (Schroeder, 2015), lack of knowledge management systems (Uden
and He, 2017), high implementation cost (Kamigaki, 2017), lack of IT infrastructure
(Yan, Zhang and Vasilakos, 2014), Employment disturbance (Frey and Osborne, 2017),
lack of reference architecture (Müller, Kiel and Voigt, 2018) and many more. Despite
many challenges, industry 4.0 has many Benefits: increased flexibility (Hofmann and
Rüsch, 2017) (Deloitte Insights, 2018), mass customization (Deloitte Insights, 2018),
increased speed (Davies, 2015), improved productivity (Deloitte Insights, 2018), better
quality. After analyzing the benefits and challenges, it can be summarized that there is
a mixed approach of the researchers and policymakers toward implementing industry
4.0 practices. Lack of reliable information regarding the fourth industrial revolution will
impact industries. Table 2 presents the content validity of the tools and techniques of
industry 4.0 as described by different authors.

According to literature and a recent poll conducted in Germany and India, industry
4.0 knowledge is still low, particularly among small and medium-sized businesses. On
the other hand, IT giants are well primed and becoming a helping hand to SMEs in
developing the base for Industry 4.0 implementation.
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Table 2. Pillars of Industry 4.0 emphasized by selected authors

Authors 1 2 3 4 5 6 7 8 9 10 11 12 13

Deloitte Insights (2018) ✔ ✔ ✔ ✔ ✔ ✔ ✔ ✔

Balasingham (2016) ✔ ✔ ✔ ✔ ✔ ✔ ✔ ✔

Rüttimann and Stöckli (2016) ✔ ✔ ✔ ✔ ✔ ✔ ✔ ✔ ✔

Leitão, Colombo and Karnouskos (2016) ✔ ✔ ✔ ✔ ✔ ✔ ✔

Schuh et al. (2015) ✔ ✔ ✔ ✔ ✔ ✔

Schumacher, Erol and Sihn (2016) ✔ ✔ ✔ ✔ ✔ ✔

Kagermann et al. (2013) ✔ ✔ ✔ ✔ ✔ ✔ ✔ ✔ ✔ ✔ ✔ ✔ ✔

Qin, Liu and Grosvenor (2016) ✔ ✔ ✔ ✔ ✔ ✔ ✔ ✔

Pereira and Romero (2017) ✔ ✔ ✔ ✔ ✔ ✔ ✔ ✔ ✔

Trentesaux and Rault (2017) ✔ ✔ ✔ ✔ ✔ ✔ ✔ ✔

Stock and Seliger (2016) ✔ ✔ ✔ ✔ ✔ ✔

Chen (2017) ✔ ✔ ✔ ✔ ✔ ✔ ✔

Lukac (2016) ✔ ✔ ✔ ✔ ✔ ✔ ✔ ✔ ✔

Kayabay and Akyol (2016) ✔ ✔ ✔ ✔ ✔

Lin et al. (2018) ✔ ✔ ✔ ✔ ✔ ✔ ✔ ✔

Note- 1: Cyber-physical systems 2: Internet of things 3: Information and communication tech-
nology 4: Industrial robots 5: Big data analytics and Cloud computing 6: 3D printing 7: Artificial
intelligence 8: Virtual reality 9: Predictive maintenance 10: Interoperability 11: Learning factories
12: Enterprise resource planning (ERP) 13: Systems integration

3 Research Methodology

3.1 Industry Database Creation

The paper represents the outcome of the questionnaire survey. The aimwas to analyze the
readiness of the Indian industries on the trend of industry 4.0. It mainly means whether
Indian industries are interested in the 4th industrial revolution andwhether they are ready
for adoption. An examination has been conducted in Indian SMEs Practicing Industry
4.0 tools and techniques. Prior to the examination, a database of 200 Indian SMEs was
created relevant to four selected sectors, from all over the country.

The questionnaire survey was divided into four blocks, namely:

• Importance given by a company to the competitive priority
• Current advanced manufacturing practices followed
• Degree of investment in Industry 4.0 practices
• Employee willingness for the transformation to the fourth industrial revolution
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Based on the operations and product. According to the MSME (Ministry of MSME
- Government of India, 2018), four industries—automotive, machinery, electronics, and
process—can be used to categorize SMEs in India.

This study attempts to evaluate Industry 4.0’s current state in the automotive, man-
ufacturing, process, and electronic industries. Figure 2 illustrates the methodology that
has been followed to carry out the study.

3.2 Design of Questionnaire and Data Collection

A five-point Likert scale was used to develop the Structured questionnaire to assess the
current technological proficiencies in Indian manufacturing industries. In this examina-
tion to seek information on industry 4.0 practices a questionnaire investigation approach
has been deployed and the identification of current manufacturing practices is related
to industry 4.0. To carry out the examination appropriately, an industry 4.0 question-
naire has been formed by executing a thorough literature review. The questionnaire has
been pretested before the final form was shared with leading industry practitioners of
170 industries of four sectors (i.e., Automobile, process, electronics, and machinery).
Finally, a total of 73 valid responses were received. The response rate is 42.94%.

Fig. 2. Research methodology

The scale’s internal reliability is evaluated using the inter-item analysis method.
Each scale’s Cronbach’s Alpha is calculated in accordance with an empirical study
performed by Flynn (Benoit, 1990) and (Malhotra, 1998). According to Table 4, each
scale’s Cronbach’s Alpha value is greater than 0.6, which validates the empirical study
(Nunnally, 1979). Sector-wise distribution of 73 respondents is shown in Table 3.
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Table 3. Sector-wise Distribution of 73 respondents

Industry sector Number of respondents Percentage (%)

Automobile (Auto Ancillary) 23 31.50

Machinery 18 24.65

Process 16 21.91

Electronics 16 21.91

Total 73 100

Table 4. Cronbach’s Alpha for the scale used

Cronbach’s Alpha

Scales used Automobile
(n = 23)

Process
(n = 16)

Electronic
(n = 16)

Machinery
(n = 18)

Overall
(n = 73)

Competitive priorities .612 .608 .558 .760 .634

Current AMTs .689 .804 .603 .857 .738

Industry 4.0 practices .741 .814 .629 .846 .757

Industry 4.0 implementation .830 .746 .811 .913 .825

Employee willingness Potential .757 .661 .824 .873 .778

4 Measures

4.1 Competitive Priorities

Respondents are asked to rate the importance of six competitive priorities on a five-
point Likert scale: flexibility, innovation, cost, time to market, quality, and customer
satisfaction. The descriptive data (Mean and Standard deviation) for the aforementioned
six competitive priorities are provided in Table 5. Customer satisfaction is seen as the
top priority for Indian SMEs in terms of competitiveness, followed by quality, cost,
time to market, and flexibility. The automotive, process, electronics, and manufacturing
industries all place similar focus on these areas.

Between competing priorities, SPSS also calculates Pearson’s correlation coefficient
(2-tailed) which is shown in Table 6. The association is seen to be significant and positive
at both the 0.05 (*) and 0.01 (**) levels. At a significance level of 0.05*, the strongest
correlation (0.576**) is found between CP5 (Quality) and CP6 (Customer Satisfaction).
It is true because the best quality products are key to customer satisfaction. The lowest
correlation (0.232*.) is betweenCP1 (flexibility) andCP5 (quality) at a significance level
of 0.01**. This is also true inmany cases because if the system is too flexible, then quality
cannot be consistent. Quality is always achieved through stability and consistency.



30 A. K. Digalwar et al.

Table 5. Mean and standard deviation for Competitive Priorities

Competitive
priorities

Automobile
(n = 23)

Process
(n = 16)

Electronics
(n = 16)

Machinery
(n = 18)

Overall
(n = 73)

Mean SD Mean SD Mean SD Mean SD Mean SD

CP1 3.94 .198 3.63 .306 3.75 .131 3.82 .456 3.78 0.141

CP2 3.16 .125 3.06 .198 3.50 .230 3.60 .326 3.33 0.083

CP3 4.30 .257 4.10 .172 3.94 .274 4.08 .358 4.10 0.076

CP4 4.19 .345 4.01 .166 3.69 .493 3.90 .440 3.94 0.143

CP5 4.43 .103 4.21 .319 4.13 .301 4.16 .439 4.23 0.139

CP6 4.57 .270 4.43 .201 4.44 .212 4.37 .514 4.45 0.146

Note: CP1-Flexibility, CP2-innovation, CP3-Cost, CP4-Time to market, CP5-Quality, CP6-
Customer satisfaction

Table 6. Pearson correlation for competitive priorities

Correlationsc

CP1 CP2 CP3 CP4 CP5 CP6

CP1 Pearson Correlation 1 .039 .110 .172 .232* .304**

Sig. (2-tailed) .743 .353 .145 .048 .009

CP2 Pearson Correlation .039 1 .193 .335** .040 .208

Sig. (2-tailed) .743 .102 .004 .735 .077

CP3 Pearson Correlation .110 .193 1 .001 .148 .047

Sig. (2-tailed) .353 .102 .990 .211 .695

CP4 Pearson Correlation .172 .335** .001 1 .276* .263*

Sig. (2-tailed) .145 .004 .990 .018 .025

CP5 Pearson Correlation .232* .040 .148 .276* 1 .576**

Sig. (2-tailed) .048 .735 .211 .018 .000

CP6 Pearson Correlation .304** .208 .047 .263* .576** 1

Sig. (2-tailed) .009 .077 .695 .025 .000
*Correlation is significant at the 0.05 level (2-tailed).
**Correlation is significant at the 0.01 level (2-tailed)
cList wise N = 73

4.2 Current Level of Advanced Manufacturing Techniques

Respondents were asked to rate how much advanced manufacturing technology is cur-
rently being employed in their sector. This is the initial stage in implementing industry
4.0 because no industry can use industry 4.0 tools without first understanding its current
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state. For this eight AMTs are identified which were the result of 3rd industrial revolu-
tion i.e., Computer Numeric Control (CNC), Computer Added Designing and Drafting
(CADD), Robots, Flexible Manufacturing Systems (FMS), Enterprise Resource Plan-
ning (ERP) and AutomaticMaterial Handling System (AMHS). Then a five-point Likert
Scale is used to indicate the current use of these five AMTs (1-Not in use and 5-High in
Use). From the initial statistical analysis ofAMTs it is observed that SMEs of automobile
companies are highly utilizing AMTs in India followed by the electronics, machinery,
and process sector. For the automobile and machinery sector, the overall mean is highest
for CNC followed by Robots, ERP, CAD, and FMS. The lowest mean is for AMHS
which shows that Indian automobile and machinery sectors are not investing in this area
andMaterial is being transferred from one place to another manually. For process, sector,
and electronics sector highest mean is for ERP followed by CAD, CNC, and robots.

The Pearson’s correlation (2-tailed) is calculated for advanced manufacturing tech-
niques at a significance level of 0.05 (*) and 0.01 (**). At a significance level of 0.05*
highest correlation (0.540**) is observed between AMT5 (CNC) and AMT6 (FMS). It
is true because CNC machines are the main part of flexible manufacturing systems and
the lowest correlation (0.318*) is observed between AMT1 (AMHS) and AMT2 (ERP).

4.3 Industry 4.0 Practices

On a five-point Likert scale with 1-No investment and 5-High investment, respondents
were asked to indicate the level of investment in Industry 4.0 techniques, including CPS,
IoT, Big data and Cloud computing, ICT, Artificial intelligence, and 3D printing. The
Mean and standard deviation for Industry 4.0 practices data shows that Indian firms are
investing more on fast prototyping and cyber-physical systems (CPS) before moving on
to the Internet of Things (IoT). The least mean is observed for artificial intelligence.
Since this term is new for most industries so there’s a risk in investing in this direction.

The Pearson’s correlation (2-tailed) for Industry 4.0 Practices at a significance level
of 0.05 (*) and 0.01 (**) depicts at a significance level of 0.05* highest correlation
(0.701**) between I4 (CPS) and I5 (IoT) and the lowest positive correlation (0.421**)
is between I1 (Big data and Cloud computing) and I6 (Artificial intelligence).

4.4 Industry 4.0 Implementation Steps

Respondents were asked to describe how Industry 4.0 is currently being implemented
in their organization. By these questions, we can analyze at what pace Indian indus-
tries are implementing industry 4.0. On a five-point Likert scale, respondents are asked
to rate eight implementation milestones. Implementation steps are Technology assess-
ment, Return on investment, Planning phase, Collaborationwith leading I4.0 companies,
Development and implementation, and post-implement evaluation. It is observed that
Technology assessment is the most important implementation step followed by Return-
on-investment analysis. The least important is given to development and implementation
and post-implement evaluation.it is observed that Most of the Indian industries are col-
laborating with leading industries of the world to assess the requirement to implement
industry 4.0.
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The Pearson’s correlation (2-tailed) for Industry 4.0 Implementation steps is calcu-
lated at a significance level of 0.05 (*) and 0.01 (**). At a significance level of 0.05*
highest correlation (0.719**) is observed between IS2 (Return on investment) and IS3
(Planning phase). It is true because the return on investment plays an important role
in planning to implement new technology. The lowest positive correlation (0.311**) is
between IS5 (Development and implementation) and IS6 (Post-implement evaluation).

4.5 Employee Willingness

The present study asked respondents/organizations/Employees to indicate their will-
ingness to adapt to Industry 4.0 i.e., Management commitment towards Industry 4.0,
Awareness of I4.0 at the top management level, Awareness of I4.0 at the middle man-
agement level, Awareness of I4.0 at the worker level, Employee retention rate, Attitude
towards conversion to I4.0 on a five-point Likert scale. The descriptive statistics (Mean
and Standard deviation) of the above six Employee willingness potential demonstrates
that awareness of industry 4.0 at the top management level is high. CEO and the General
Managers of Indian SMEs are well-known with this industrial revolution. Awareness of
Industry 4.0 at the worker level is the lowest. It is true because generally, workers are
less aware of global technical changes. Still, we have found some awareness. In Indian
industries, the attitude towards conversion to Industry 4.0 is also low because it will
affect the jobs by automating manual laborious tasks.

Potentials for Employee Willingness are estimated using Pearson’s correlation coef-
ficient (2-tailed). The association is seen to be significant and positive at both the 0.05
(*) and 0.01 (**) levels. At a significance level of 0.05* highest correlation (0.702**)
is observed between EW3 (Awareness of I4.0 at middle management level) and EW4
(Awareness of I4.0 at worker level) and the lowest correlation (0.123*) is between EW1
(Employee retention rate) and EW2 (Awareness of I4.0 on top management level).

5 Conclusion

Despite the increasing trend in Industry 4.0, there are still only a few Indian industries
that are effectively trying to adopt it. According to a survey report, customer satisfaction
is given the highest importance by Indian industries, while flexibility and innovation
are given the lowest priority. Flexibility should be the competitive priority that can be
achieved by implementing Industry 4.0. This reflects the fact that Indian industries are
not utilizing the available advanced manufacturing systems. There is a need to change
the traditional manufacturing system in order to bring flexibility and agility and provide
customers with what they want in a very short time.

However,merely deciding to adopt Industry 4.0 does not guarantee success. Effective
implementation is also necessary. From the above analysis, it is evident that Indian
enterprises are attempting to adopt Industry 4.0 technology, but the achievement criteria
need to be improved. There is a diversity of needs and requirements among customers
and industries in every country, which depends on demographic conditions, resource
availability, economic conditions, and government policies. Therefore, Indian industries
should adopt Industry 4.0 after customizing it according to their specific requirements
and the availability of resources.
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Abstract. The purpose of this study is to review the literature of Internet of things
research in the sustainability domain. We used keyword co-occurrence analysis to
identify the newly emerging areas keeping ‘internet of things’ and ‘sustainability’
as central themes. The findings indicate energymanagement, smart cities, industry
4.0, artificial intelligence, smart water management, supply chain management,
smart farming, and digital transformation as key emerging areas. Further, we found
a strong connection between energy efficiency, IoT, and AI research. The study
also highlights the usage of emerging technologies like blockchain,machine learn-
ing, digital twins, cyber-physical system, etc. contributing towards the sustainable
development goals.

Keywords: internet of things · IoT · sustainability · energy efficiency · artificial
intelligence

1 Introduction

The internet era began in the 1990s when the role of the internet was primarily to connect
people through PCs and was referred to as the internet of people [1]. Within a short span
of internet coming into existence came the internet of things. The term includes two
words ‘internet’ and ‘things’ meaning things or objects that can be connected using the
internet. The Internet of things is an integral part of human life and plays a significant
role in improving the quality of life [2]. The role of IoT has been documented to be
increasing very fast across pervasive applications involving individual usage contexts
and organizational usage contexts.

If we look around within both industrial and personal usage spaces, we use a lot of
IoT components such as sensing, analytics and visualization tools [3]. In the year 2021,
the valuation of IoT market stood at USD 384.70 billion [4] and the market is expected
to keep growing. However, the environmental aspect of IoT needs to be addressed. With
industry 4.0, the technology has been condemned for causing environmental degradation
[5]. It is important to work towards responsible digitalization and contribute to reducing
e-waste [6]. The e-waste generated by IoT is not decomposable and holds hazardous
materials alarming a critical concern about environmental sustainability [7]. The current
study is an attempt to understand IoT research in sustainability domain. In this paper,
we address the following research questions:
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a. What is the trend of using IoT for sustainability in scientific literature?
b. How is the nomological network for scientific literature in IoT for Sustainability?
c. Which are the major sponsoring research agencies that support collaborative research

in this space?
d. What are the main discussions surrounding IoT for sustainability?

While studies have increased in this space, there is a need to synthesize the literature
so that stakeholders can have a better overview of the existing state, particularly if
one is venturing into this space of action research. In this study, Sect. 2 presents the
methodology, Sect. 3 outlines the findings of the study followed by discussion in Sect. 4.
And lastly, the conclusion in Sect. 5.

2 Methodology

Our study is the intersection of engineering and social sciences. Hence, we used the
Scopus database as it is one of the largest databases for engineering and social science-
focused focused literature [8]. The rigorous acceptance process ensures high-quality
articles are indexed and makes it one of the most reliable databases. A keyword search
was conducted on Scopus database using two keywords ‘internet of things’ and ‘sustain-
ability’ with ‘AND’ operator in ‘Article title, Abstract, Keywords’ field. We extracted
the data on 2ndNovember 2022. The search query displayed 2076 results, andwe further
narrowed down our search by filtering ‘Document Type’ to ‘Article’ and the query ended
up with 949 articles. We used keyword co-occurrence analysis technique of bibliometric
analysis to analyze the articles. In this analysis, keywords used by authors are extracted
and network visualizationmap is created to identify the key trends in publications. Using
VosViewer, we further created network visualization and density visualizationmap. Fur-
ther, we also examined the major funding research agencies by creating collaboration
networks among institutions using Vos Viewer.

3 Findings

This section has been divided into three sections: Overview of publication per year,
nomological network of publications and major contributions related to sustainability in
internet of things research.

A. Overview of Publication per Year: As we chose no start date, 2003 marks the first
and only one publication. After an 8-year gap the second article was published. The
perspective on sustainability may differ across disciplines [9]. While the initial year
articles focused on creating a sustainable model for IoT usage, the idea of sustainability
shifted to the environmental aspect in later years. The search resulted in 949 articles
of which 97% of articles have been published after 2015. The drastic shift towards
sustainability can be attributed to the United Nations declaring 17 Sustainability Goals
for 2030 Sustainable Development Agenda on 1st January 2016 [10]. The number of
publications increased significantly from 2019 to 2022, indicating the high incorporation
of sustainability element in IoT research (Fig. 1).
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Fig. 1. Distribution of selected articles.

A look at the growth trajectory indicates that increasingly there is stronger focus
on the use and applications of internet of things for achieving sustainable development.
Increasingly focus on sustainability has been seen across studies working in the space
of IoT, which may be accounted due to agendas set by Sustainable Development Goals
of the United Nations or Climate Change Conferences of the United Nations.

B. Nomological Network of Publications: A nomological network is a visual represen-
tation of a study’s concepts (constructs), their observablemanifestations, and the connec-
tions among them [11]. A nomological network of publication helps to identify patterns
and relationships amongst various keywords. We conducted keyword co-occurrence
analysis. The frequency of a term’s appearance in selected articles is indicated by the
size of the nodes; the larger the node, the more frequently the keyword appears in those
articles. The link between nodes denotes the similarity of keywords occurring in selected
articles, while the closeness of nodes reflects the level of similarity; the closer the nodes,
the more similar the keywords [12].

With the help of network diagrams around keywords (Fig. 2) we aim to understand
what key new areas are emerging, keeping the internet of things and sustainability as the
central theme. The surrounding clusters around the central theme in the network map
gives us an idea about emerging disciplines [13]. In the era of digitalization, the internet
of things technologies plays a crucial role.

Using network diagram analysis and simple manual interpretations we identified 8
emerging areas namely energy management, smart cities, industry 4.0, artificial intel-
ligence, smart water management, supply chain management, smart farming, and dig-
ital transformation. Interestingly these themes are interconnected with each other. The
application of Artificial intelligence and machine learning helps in understanding big
data generated using IoT technologies, which further contributes to taking decisions on
resources management. While IoT data generated can be used to take decisions on judi-
cious utilization of resources, it also consumes energy. Thus, if we look closely in the
knowledge map, we find linkage with energy harvesting and energy efficiency. There is
emphasis on renewable energy sources too. The greater the circle, the greater number
of times the keyword has been used in the literature. In the Fig. 2, we can locate energy
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efficiency, energy harvesting, renewable energy and environmental sustainability. This
clearly indicates the dominance of energy management research in IoT literature in the
sustainability domain.

Fig. 2. Knowledge production of IoT research in sustainability based on keyword co-occurrence.

The keyword density visualization map further makes it easier to comprehend the
map’s general structure highlighting the most crucial areas of research. Further, using
density visualization map (Fig. 3), we were able to identify the keywords with higher
density. The pure yellow represents the higher density wherein indicating industry 4.0,
big data, blockchain, and machine learning strongly being considered in IoT research
in sustainability domain. Further, we observe the strong connection between energy
efficiency, industry 4.0 and AI research.
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Fig. 3. Density Visualization map of dominant research themes.

We also wanted to know the major funding agencies which were sponsoring research
in the space of internet of things and sustainability. Our findings highlighted, majority
of the funding agencies are based out of European Union and Eastern Economies. A list
of the top funding agencies are listed in Fig. 4 (Table 1).

Table 1. Dominant funding agencies in the space of IoT and Sustainability.

SN Agency name Count

1 National Natural Science Foundation of China 45

2 Horizon 2020 Framework Programme 39

3 European Commission 37

4 Fundação para a Ciência e a Tecnologia 24

5 European Regional Development Fund 22

6 National Science Foundation 19

7 Engineering and Physical Sciences Research Council 17

8 National Research Foundation of Korea 17

9 Deanship of Scientific Research, King Saud University 14

10 Conselho Nacional de Desenvolvimento Científico e Tecnológico 12
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Fig. 4. Collaboration networks among institutions.

The collaboration networks across institutions indicate that there are some collab-
orations which is happening typically in the European region. However not much of
collaborations are witnessed across other countries across continents. This therefore
enables us to posit that more research calls which may foster collaboration may be made
across economies where participants emerge from different continents and create cross
cultural knowledge in this space.

C. Major Thematic Contributions: The existing literature highlights that sector like
agriculture,watermanagement, energymanagement, healthcare, logistics and operations
management are using the IoT technologies to achieve their sustainability goals [14–18].
Sustainable smart cities are enabled using IoT technologies [19, 20]. Smart buildings
frameworks [21], energy management for smart cities [22], mobility pattern detection
system, smart traffic-monitoring deployment [23], are a few IoT use cases for smart cities
discussed in the existing literature. Further, IoT literature discusses Smart healthcare for
patient monitoring, remote diagnosing [24] with emergence of concept like Internet of
Health Things [25, 26]. Nevertheless, the usage of other emerging technologies like
blockchain, AI, edge computing, fog computing, big data analytics in these key areas
are further amplifying the effectiveness of IoT towards sustainability goals. For instance,
mobile crowd sensing provides mobile users to share local knowledge [27] and the data
generated being used byAI can be utilized to track sustainability goals. The application of
IoT sensor devices for smart farming, seed selection, irrigation, trading of crops [15, 28]
in agriculture helps to cope with food scarcity problem and work towards zero hunger
SDG goal. Digital twin framework yet another emerging technology in industry 4.0
has use cases in agriculture [18]. Nonetheless, digital twins are being used for designing
sustainableworkflow and processes for industries and organizations thereby contributing
towards minimizing carbon footprints.
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The current literature also contributes towards clean water and sanitation, another
SDG goal by using IoT devices for blockchain based water management system for
irrigation and water supply [18, 29]. The IoT literature also focus extensively on energy
harvesting and energy efficiency. Energy harvesting is the small-scale capture of ambi-
ent energy for use in wireless devices [30, 31]. IoT devices mostly operate through
batteries and thus there is a need for finding alternative sources of renewable energy
highlighting the importance of energy harvesting systems for IoT devices [32]. In fact,
computational power requires electric power, and to generate electric power, there is
need to produce energy [33]. The advancement in IoT has led to exponential growth in
data services usage and there is need to make next generation of cloud services to be
energy efficient [34, 35]. The integration of IoT with smart energy system with empha-
sis on renewable resources utilization contributes to achieving sustainable development
goal of Affordable and Clean Energy [36]. Environment monitoring IoT is useful as
it helps to minimize the adverse impact of organization activities on the environment.
Wireless sensor network (WSN) based solutions have been proposed in the literature for
water quality, air contamination, radiation emissions and agricultural practices [37–39].
These IoT technologies are classified under Environmental Internet of things [40]. The
literature is witnessing trend in IoT as a solution to sustainability.

Moreover, supply chainmanagement becomesmore efficient using IoT technologies.
For instance, Radio-frequency identification (RFID), one of the components of IoT
enables tracking products within supply chain [41]. The application of AI tools improved
efficiency of supply chain along with reducing carbon footprints [42]. Nonetheless, the
application of digital twin in supply chain has enhanced with the usage of IoT [43].
IoT is used with blockchain for automating smart contracts, improving utilization of
existing resources, just in timemanufacturing.Besides, the usage ofCPS (Cyber Physical
System), CPPS, big data enables efficient logistics management [44, 45]. Meanwhile,
some researchers have also raised concerns about security and privacy of data collected
by IoT devices [46, 47].

4 Discussion

This paper examines the incorporation of IoT in sustainability and how to deploy IoT
to contribute positively to this domain. There is an upward trend in the number of pub-
lications which signifies the importance of sustainability being acknowledged for IoT
research. The discussions around concepts such as Consumer Internet of Things (CIoT)
[48–50], Environmental Internet of things [40, 51] Internet Health of things [25] and
Internet of Underwater Things (IoUT) [52] are emerging. Keeping in view the climate
change issue, it’s crucial for scientific literature to address sustainability issues.With dig-
ital transformation being a key goal of organizations, the current literature contributes
towards achieving the goal with minimal effect on the environment. Interestingly the
applicability of IoT devices combined with machine learning and blockchain technolo-
gies is creating synergy towards accomplishing sustainability goals [15, 28]. This further
highlights the potential of AI, machine learning and blockchain technologies to sup-
port sustainability goals. Moreover, emerging technologies like digital twins have huge
potential for research. While technology has been argued to be creating environmental
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degradation, the literature reflects on how the effects can be minimized. The current
literature explores various possibilities where applications of IoT can help in controlling
environmental damage. The nomological network of publication clearly indicates the
applicability of IoT in energy efficiency, smart farming, smart cities, water management
along with usage of other technologies like blockchain, machine learning, digital twin,
and cyber physical system. Further, there is also need to have strong collaborations for
research especially in regions beyond Europe.

5 Conclusion

The current world is acknowledging the shift towards meeting the sustainability which is
reflected in the existing literature. There is positive trend of using IoT in sustainability in
the current literature.We cannot ignore the environmental implications of technology and
the resources required to deploy these technologies. The data collected using IoT devices
is beneficial in achieving these sustainability goals. Thus, the need of the hour is to
deploy IoT technologies thriving towards overall sustainable development. The stronger
collaborations and with institutional help the research in this space will flourish and
thus contribute to the mankind. The existing literature highlights that the sustainability
is being taken seriously, however there is future scope to explore ways of reducing
environmental damage.There is further scope in exploring emerging technologies such as
blockchain, artificial intelligence, machine learning, digital twin, cyber physical system
etc. along with IoT towards attainment of sustainability goals.
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Abstract. Smart city initiatives are often considered as solutions for overcom-
ing several problems that modern cities are facing. Some of these problems refer
to rapid urbanization, old infrastructure or the complexity of properly manag-
ing new technologies in cities. This complexity becomes even higher with the
inclusion of sustainability and well-being. This paper examines the relationship
between technology, sustainability, and well-being in the context of the smart
city. The research methodology involves merging the IMD Smart City 2023 Index
with the Happy City Index 2023 to identify the relation between “smartness” and
“happiness”. The analysis reveals a correlation between smart city rankings and
happiness rankings; however, with an important discrepancy between smart city
performance and happiness when observing individual scores. Additionally, an
analysis of scientific literature highlights the limited research emphasis on well-
being and sustainability. The findings of the paper highlight the importance of
further research in understanding the impact of technology on well-being and
the need for a holistic approach that combines technology, sustainability, and
well-being in the development of smart cities.

Keywords: Smart city · Adoption ·Well-being · Smart City Index · Happy City
Index · Attitude · Sustainability

1 Introduction

The world is facing with several issues like global warming, overpopulation, resource
deficit, resource allocations, uneven economic development and many others. Many
of these issues are not new in the contemporary world; however, several of them are
becoming more and more difficult to manage. More than 50% of the global popula-
tion lives in urban areas, and this number is expected to increase by 66% by the year
2050 [1]. Therefore, problems that are arising in large cities need to be prioritized. The
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primary challenge is to preserve the distinctive qualities of metropolitan areas without
harming the environment or the standard of living, especially for the forthcoming gen-
erations. Therefore, considering the proper development of the technology, with a focus
on sustainability and maintaining or even improving the well-being.

Smart cities as drivers of innovation in the digital age can leverage advanced tech-
nologies such as the Internet of Things to create sustainable, open and user-driven inno-
vation ecosystems in order to improve environmental and communication technologies
and enable community co-creation of innovative living and working situations [2]. The
latter may be seen as a definition of smart cities focusing on the use of technology to
promote innovation with the goal of improving the community in various areas [3]. The
idea of a smart city is positioned on digital transformation, where the importance of
adopting information and communication technology is crucial to achieving city smart-
ness [4]. However, smartness as a main goal may not necessarily lead to the improved
well-being of individuals or a sustainable future.

The smart city concept may present one of the ways for humanity to tackle these
challenges. With the combination of developing technologies and intelligent manage-
ment, cities can become significantly more efficient for both inhabitants and businesses.
However, the success of smart city initiatives heavily depends on many factors that may
hinder their development.

To ensure the successful development and implementation of smart city projects, it
is vital for policymakers, businesses, and communities to work collaboratively towards
a shared vision. This involves identifying and addressing potential obstacles, investing
in the necessary infrastructure and resources, and fostering a culture of innovation and
experimentation. By doing so, smart cities may harness their full potential to create
sustainable, resilient, and prosperous urban environments that can effectively tackle the
global challenges of the future.

The latter sounds like a perfect-case scenario, easilywritten on paper.Yet the reality is
different. Cities are facing with the problems of too rapid urbanization, old infrastructure
not being able to cope with the speed of urbanization, individuals reluctant to change
their habits, managing the complexity of all interlacing technologies and many others.

A smart city relies on citizens assuming a crucial role in identifying innovation and
actively gathering and sharing data, rather than solely reacting to provided information.
The future hinges on empowered citizens who drive urban change. Thus, the significance
of smart citizenship should be underscored. By leveraging technologies that enable self-
expression, social interaction, and the sharing of assets and knowledge, smart citizens
can become engaged, enthusiastic, and well-informed decision-makers [5].

However, this process is multifaceted, encompassing various aspects including tech-
nology adoption, change management, inclusiveness, and well-being, among others.
Existing research on smart cities often fails to address many of these interconnected
dimensions. Hence, the objective of this paper is to investigate the interplay of tech-
nology, sustainability, and well-being in smart cities, considering both the current state
in the cities and relevant scientific research. In the first part, the concepts are briefly
presented. The second part briefly presents the methodologies followed by the results
section. Finally, a concluding remark is outlined.
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2 Literature Review

2.1 Sustainability

The concept of sustainability initially focused primarily on environmental challenges,
particularly the conservation of limited natural resources. Key considerations included
climate change, clean energy, sustainable transport, sustainable consumption and pro-
duction, conservation and management of natural resources, and public health. Grad-
ually, attention shifted to include social and economic aspects, primarily in relation to
demography, migration, global poverty, and sustainable development challenges [6].

When discussing sustainability in relation to organizations, the commonly employed
Triple Bottom Line model [7] represents a balance between the environmental, social,
and economic pillars. This model remains widely used as it emphasizes the need for
socially and environmentally responsible behavior in organizations while also allowing
for economic growth [8]. This holistic approach introduces a new concept of organiza-
tional sustainability, recognizing that organizations have a changed role in society and
must make strategic decisions aligned with their new social context [9].

Cities, despite their unique challenges, are not exempt from the pursuit of sustainabil-
ity. With urban environments rapidly expanding and over half of the world’s population
already residing in cities [10], their role in achieving global sustainability is crucial [6].
Digitalization can serve as a tool to foster sustainable development and enhance the qual-
ity of life for citizens, provided it offers practical solutions that benefit their daily lives
[11]. Digitalization is therefore presenting a opportunity in organizations and society,
and the concept of smart cities is just one of them.

2.2 Smart City

The concept of a smart city is a complex phenomenon that has been explored bynumerous
researchers, yet a unified definition has not been established. The prevailing understand-
ing emphasizes the use of information technology as a fundamental requirement for
a smart city, encompassing economic, managerial, and social aspects [12]. Thus, the
concept of smart cities encompasses various crucial aspects of contemporary urban life,
including smart mobility, smart living, smart environment, smart citizens, smart govern-
ment, smart economics, smart architecture, and smart technology [13].While technology
plays a promising and valuable role in creating smart cities, its mere implementation
alone is insufficient to generate benefits for society.

Smart cities are closely intertwined with the concepts of the Internet of Things and
big data, as the availability of automatically collected data opens up new opportuni-
ties for developing and managing public information services. Extensive research has
already been conducted from a technological perspective [14]; however, there is still a
gap in understanding personal considerations and perceptions [13]. Additionally, recent
research has focused on conceptualizing smart cities [15, 16], but there is a lack of com-
prehensive answers regarding the use of digital technologies to support a sustainable
future in these cities.
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After all, it is important to consider the elements that link technology adoption and
personal characteristics [17], as well as to understand how individual behavior can be
transformed to align with a more sustainable future-oriented mindset.

The rapid growth of urban areas in recent years has stimulated the adoption of diverse
digital technologies within smart cities worldwide [18]. These technological advance-
ments serve as the primary drivers of digital transformation and are important in shaping
smart city initiatives [19]. Their integration, coupled with enhanced governance and the
human capital of citizens, ensures that smart cities can bring the positive social change
for society as a whole [20]. However, the global trends of urbanization and the press-
ing sustainability concerns pose significant challenges for smart cities [21] potentially
affecting the well-being as well. The cities must address the social and environmental
sustainability issues confronted by society, including sustainable economic growth, high
quality of life, prudent utilization of natural resources, and smart governance [22].

Therefore, several definitions on smart cities can also be categorized as
sustainability-oriented definitions and non-sustainability-oriented definitions [23]. An
initial sustainability-oriented definition would be that smart cities leverage not only digi-
tal technology to improve traditional networks and services for residents and businesses,
but go beyond it by reducing pollution and resource use. It implies better urban transit net-
works, updated water, and waste systems, and more efficient lighting and heating. It also
implies a more responsive local government, safer public places, and accommodating
an ageing population.

To attain a smart city, there is a need for increased community participation and to
use the technology to accomplish positive community impacts. The technologies of a
smart city should also raise residents’ standard of living overall. Several activities and
solutions in smart cities can enhance the quality of life [24]; however, residents need to
perceive them as valuable for their quality of life as well.

3 Methodology

The research methodology in this paper consists of three parts. In the first part of the
analysis, the IMD Smart City 2023 Index [25] was merged with the Happy City Index
2023 [26]. Cities that appeared in both indices were identified, resulting in a total of 97
citiesworldwide for further analysis. SPSS softwarewas used to analyze the relationships
between the rankings and the individual scores of the cities in both indices.

The secondpart aimed to analyze existing papers on the adoption of smart technology,
published in peer-reviewed scientific journals. A keyword search was conducted in the
Web of Science (WOS) database. The search criteria included relevant words related to
smart technology and either acceptance or adoption, appearing in the title, keywords, or
abstract. Only research articles or review articles published in English-language journals
indexed in SCI, SCI-expanded, or emerging SCI were included. Papers from WOS
categories not relevant for our study such as surgery, orthopedics, veterinary science,
art, radiology, and similar fields were excluded.

A total of 3,626 papers published between 1995 and 2023 were further analyzed
using VOSviewer software and R Studio (biblioshiny tool). A co-occurrence analysis
was performed in VOSviewer on 13,514 keywords with a minimum threshold of 50
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occurrences. Additionally, a tree analysis was conducted in R Studio using unigram
tokenization on the abstracts of the included papers.

In the third part, a web-based questionnaire was developed, focusing on technology
interest, sustainability orientation, smart city-related services, and their impact on the
quality of life. In the survey 315 millennials from Slovenia participated, and a total of
214 valid responses on all question sets were collected. The demographic characteristics
of the respondents are presented below (Table 1).

Table 1. Profile of respondents

Share

Gender female 61%

Male 39%

Education
(highest completed)

high school 55%

undergraduate 37%

graduate 8%

Type of settlement City 46%

suburban settlement 21%

a smaller compact settlement 26%

scattered houses or secluded houses 7%

4 Results

4.1 Relation Between the Smart City and the Happiness

The initial analysis focused on examining the correlation between smart city rankings
and happiness rankings. The correlationwas found to be statistically significant (Pearson
correlation 0.695, significant at the 0.01 level). Figure 1 illustrates a scatter plot of the
two rankings. It is important to note that the scales on the axes are different due to
the inclusion of several cities in both indices, while our analysis only included cities
appearing in both indices, maintaining their original ranks. Lower rank numbers indicate
better cities, implying that cities in the lower-left corner are considered the best cities
from both the smart city and happiness perspectives.

However, as evident from the Fig. 1, there is a considerable dispersion among the
cities. The green circles represent cities that perform well or poorly in terms of both
indices. Interestingly, there are several cities that excel in terms of smart city ranking
but have relatively low happiness rankings. Consequently, instead of solely examining
the ranking positions, we conducted a further analysis of the individual scores received
by each city in our sample (Fig. 2).
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Fig. 1. Relation between smart city rank and happiness rank.

The maximum score for the happiness was 400, while for the smart city score it was
1.00. As a result, cities in the top-right corner of Fig. 2 are considered the best cities from
both perspectives. An important observation derived from Fig. 2 is that the majority of
cities received commendable scores for the smart city aspect. However, several of these
cities performed poorly in terms of happiness.

This observation suggests that solely focusing on increasing smart city scores or
enhancing the “smartness” of a city does not necessarily lead to increased happiness
within that city. It implies that a holistic approach, considering factors beyond techno-
logical advancements, is crucial for achieving overall well-being and happiness in urban
environments.

4.2 Bibliographic Analysis of Papers Dealing with Technology Adoption

Given the findings above, we wanted to deeply analyze the scientific literature and
the focus of research dealing with smart technology adoption or acceptance. The first
observation is that the topic is of interest globally despite some obvious clusters (Fig. 3).
After all, it is not surprising due to the similar problems that cities are facing globally.

However, upon conducting a thorough analysis of the abstracts and keywords of the
sampled journals within the field, we discovered that scientific papers can be catego-
rized into four major clusters, with well-being being noticeably absent (Fig. 4). The
predominant focus of research is primarily centered around (1) the adoption of existing
and new technologies and the identification of associated factors, (2) the exploration of
underlying technologies and concepts, (3) the consideration of smart technologies as
emerging technologies, and (4) the examination of climate change-related issues.
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Fig. 2. Relation between smart city score and happiness score.

Fig. 3. Collaboration network for smart technology adoption.

Interestingly, the absence of a dedicated cluster for well-being, happiness, or sustain-
ability indicates that the research primarily emphasizes facilitating the adoption process,
with less emphasis placed on investigating the impact of smart technology onwell-being.
There are some rare papers dealing with well-being and smart technology, yet mostly
focusing either on older adults only, learning performance or the impact of smart tourism
technologies on the well-being of tourists.
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Fig. 4. Co-occurrence analysis of 3,626 papers dealing with technology adoption

We obtain similar findings also by using unigram tokenization on abstracts of
included papers (Fig. 5). Again, words such as smart, technology and adoption are
understandably prevailing in these studies, while words referring to well-being, happi-
ness or sustainability are not among most common words, signifying that these topics
are not a central idea of technology adoption research papers.

Fig. 5. Tree analysis using unigram tokenization on abstracts of included papers
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4.3 Attitude of Millennials Towards Technology and Sustainability

We additionally wanted to examine the attitude of millennials towards the selected topic.
Based on the initial data we received it is evident that additional focused research on
areas combining technology, sustainability and well-being is needed. Individuals in our
sample in the majority do not have any problems with using new technologies and are
even not concerned about their future jobs or afraid that in the future they may not be
able to follow new technologies.

Sustainability appears to be a high priority for the respondents; however, when exam-
ining their specific behaviors (such as choosing amean of transport or active participation
in reducing the negative impact on the environment), a discrepancy between awareness
and action emerges. Despite their awareness of sustainability issues, their individual
behaviors suggest less sustainable practices. This highlights the importance of bridging
the gap between awareness and action to promote more sustainable behaviors among
millennials.

Moreover, the respondents generally view smart cities as entities that enhance the
quality of life (Table 2). However, they express less preparedness to live in such cities
and show some hesitation in contributing to the community by providing the necessary
data for the functioning of smart cities. Mostly they are prepared to share the data in
case of some return benefit such as a direct reduction in the cost of living.

Table 2. Attitudes of millennials towards technology, sustainability and smart cities

disagreement agreement Mean
1 2 3 4 5

I am excited by the possibilities offered by new tech-
nologies. 1% 4% 12% 51% 32% 4.1

Caring for the environment is very important to me. 1% 2% 10% 54% 33% 4.2
When choosing a means of transport, its impact on 
the environment is important to me. 10% 18% 33% 32% 8% 3.1

Smart cities can improve the quality of life. 2% 4% 18% 60% 17% 3.9
I look forward to living in a smart city. 3% 12% 28% 42% 15% 3.5
I would be willing to share a larger amount of my 
data without the immediate expected mutual benefits. 22% 34% 26% 16% 1% 2.4

I would be willing to share a larger amount of my 
data if it meant raising the quality of life of the whole 
community.

7% 18% 22% 44% 9% 3.3

These results highlight the need for further research in this area, particularly in exam-
ining the detailed relationship between technology and well-being. After all, a smart city
is a complex combination of technologies aimed at creating better living environments
for individuals. While individuals show a favorable attitude towards adopting new tech-
nologies and believe that smart cities can address various modern problems, they are less
prepared to actively contribute to the environment necessary for the successful function-
ing of such cities. Therefore, additional research considering the elements of happiness,
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well-being, and sustainability is required to gain a more comprehensive understanding
of the relationship between technology and well-being in smart cities.

The limitation of the paper is that only the cities that have the data for both the IMD
Smart City 2023 Index and the Happy City Index 2023 were included in the further
analysis. Another limitation of the study is that it focused only on papers dealing with
technology adoption or acceptance, while the keyword happiness or well-being was not
included as the search criteria. However, this was the intention of the research to examine
the papers dealing with technology adoption only and to study the focus of these papers.
Lastly, in the web-based questionnaire, millennials on the voluntary basis participated
not presenting a representative sample of the population.

Future research should be conducted on merging various indices to compare the
relation between different categories and subitems within these indices in order to iden-
tify additional underlying structures among smartness and happiness. Further, additional
research on analyzing relevant papers should be conducted by deeply analyzing the rel-
evancy of each paper for inclusion and using text mining techniques to additionally
identify focus areas of these papers. Lastly, a discussion regarding the suitability of
existing technology acceptance models and involved factors in order to provide solu-
tions that are leading to sustainability, well-being and happiness should be encouraged.
A turbulent environment is already presenting a challenge for existing well-established
technology acceptance models in order how to properly address and identify the crucial
factors; while sustainability and achieving a state of suitable well-being are presenting
additional challenges on how to incorporate these concepts into existing models.

5 Conclusion

Living in a city is becoming increasingly popular as people are attracted to the vari-
ety of employment, educational, and recreational opportunities that only diverse urban
environments can provide. However, due to the high population density and increased
work activity, there are several drawbacks related to pollution, traffic, and public health
care problems. The smart city concept may present one of the ways for to tackle these
challenges. However, the success of smart city initiatives depends not only on proper
technology or technology implementations, but on considering wider complex aspects
of intertwining the technology, sustainability and well-being.

This paper examines the smart city concept through the lenses of technology, sus-
tainability, and well-being, considering the current state of cities and a substantial body
of scientific literature on technology adoption. The findings highlight the strong need for
future research that embraces a holistic perspective and reconsiders existing technology
acceptance models to incorporate contemporary issues.

After all, the smart city can be both, a myth and reality. The result mostly depends
on the ability to properly manage the technology, sustainability, and well-being. As
evidenced in the paper, there are already numerous smart cities around the world fac-
ing challenges in achieving happiness and well-being for their inhabitants. Or written
differently, there are already too many unhappy, yet smart cities in the world.
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Abstract. Industry 5.0 is a complex phenomenon emphasising integrating
advanced technologies with human-centric principles to drive innovation and pro-
ductivity. Industry 5.0 requires extensive technological, managerial and organisa-
tional capabilities to create value through the seamless interplay between humans
andmachines. Personalised, high-quality products are available faster and cheaper
when human brains work harmoniously with mechanical muscles. The Cobot-
human relationship is symbiotic, strengthening humans and machines to complete
production processes.

Considering how human agents will acquire the skills necessary to act
autonomously and progress the techno-social revolution in an Industry 5.0 setting
is critical. To be human-centric, resilient, and sustainable, industry 5.0 develop-
ment is from the standpoint of distinct managers’ understandings of skills, roles,
and responses. Insights from the pertinent academic literature and exploratory
qualitative research techniques were used to establish critical managerial com-
petencies for long-term contribution to humanity. Primary data collected through
in-depth interviewswithmanagers in 10 different automotive industries were anal-
ysed to highlight human-centricity, resilience, and sustainability factors,which can
assist automotive industries in propagating Industry 5.0 usage.

This study shall contribute to creating a paradigm shift that requires the
management’s role to change from profit-centricity to human-centricity, thereby
improving productivity.

This study shall contribute to information system research andprojectmanage-
ment research. This research provides essential insights to business groups, poli-
cymakers, academics, and other stakeholders working to build the skills necessary
for a sustainable business.
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1 Introduction

The term “Industry 5.0” describes the subsequent stage of industrialisation, which
expands on the ideas of “Industry 4.0,” which emphasises automation, connection, and
digitalisation. Industry 4.0 strongly emphasises the application of cutting-edge tech-
nologies to boost output and efficiency. The EU defines Industry 4.0 is “a vision of an
industry that aims beyond efficiency and productivity as the sole goals and reinforces
the industry’s role and contribution to society”. It is the 4.0 new industrial revolution
focused on Humanism and ethics [1]. It is more phased towards advanced technology.
AI-based Robots, IoT, blockchain, smart contracts, etc., add to the efficiency as well as
productivity of the organisation. The human-centric motivation, as well as augmented
resilience, emphasises sustainability. Even though CSR activities always prevailed, there
was a need to prioritise people and the environment over profits, shifting the industry’s
emphasis. To establish a more comprehensive viewpoint than Industry 4.0, the concept
of Industry 5.0 expands the organisation, becoming more human-centric, resilient, and
sustainable as the main foundations of Industry 5.0. The study concludes that develop-
ing these managerial competencies is critical for the automotive industry to thrive in the
future. A new product’s cost can be estimated using software for manufacturing costing.
It automates the costing processes and shortens the time to market new products. Based
on the earlier industrial revolutions, when compared to Industry 4.0, which focused on
digitising and automating production processes, Industry 5.0 goals to integrate cutting-
edge technology with a human-centric strategy. This strategy strongly emphasises the
value of social responsibility, resilience, and sustainability [2].

1.1 Research Question

To reflect new thinking and improve performance, changes would follow technologi-
cal changes in relationships among organizational stakeholders, defined “smart” as the
“changes in approaches to work, work cultures, business architecture, premises, decision
making, communications, and collaboration”.

1.2 Research Objectives

• Evaluate each manager’s existing competence as a manager in an automotive or -
organisation embracing Industry 5.0.

• Identify the critical competencies individual managers need to operate and lead
successfully in an Industry 5.0 human-centric, resilient, and sustainable environment.

2 Literature Review

2.1 Manager Competencies to Promote Human-Centricity Values

Organisations can acquire specialised capabilities that prioritise the welfare and empow-
erment of individuals to adopt human-centric values in Industry 5.0. The human-centric
approach “promotes talents, diversity, and empowerment.” [3]. Humans, as a resource,
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need to focus. Focusing on human resource talent will help to transition into the dig-
ital era across many industries, including education, by placing the interpersonal and
human components at the centre of our activities [4]. However, the modern digital world
emphasises “human-centricity” as a crucial element of the future workplace. They are
integrating cyber-physical systems (CPS) into industrial processes.

2.2 Manager Competencies to Promote Strategic Resilience

According to the European Commission, a resilient approach is where companies are
agile and flexible and change by adapting to new technology. However, organisations
high on flexibility and agility are only sometimes resilient [5]. Effectiveness and profit
enlargement are significant factors of the business. The addition of flexibility and adapt-
ability concerning the “lean” version is specifically motivated by the importance of com-
petence. Someanti-fragile organisations learn to foresee, respondand earn systematically
from the crisis to guarantee stable and long-lasting performance [6].

2.3 Manager Competencies to Promote Sustainability

An organisation focused on sustainability is fully aware of its responsibilities to various
stakeholder groups. Such a company deliberately enhances its social and ecological per-
formance while considering socio-technical concerns. Reconciling divergent and com-
peting requirements within an evolution towards more sustainable business practices
might take time [7].

3 Research Methodology

3.1 Qualitative Study

This research used the grounded theory technique to better understand managerial com-
petencies in Industry 5.0. The study also examines the ideas and insights of managers
directly involved in providing goods and services related to the automotive sectors in
emerging economies.

3.2 Data Collection

After approaching 25 organisations initially, we conducted in-depth interviews with ten
managers from 10 automotive industries with headquarters in Pune and the Pimpri-
Chinchwad automotive industry belt. Nine in-person interviews and one telephone
interview were conducted over three months. The managers we spoke with were
knowledgeable about industrial procedures and had over five years of experience.
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One is in a leadership position inside the autonomous organisation. The Mahratta
Chamber of Commerce, Industries and Agriculture (MCCIA) database, a network and
advocacy organisation for Indian businesses in Pune, contained information on the sam-
ple of managers. We utilised the following selection criteria to decide which managers
would be qualified for this study’s interviews: (1) deliver products and services in their
respective organisation, (2) have the authority to move company resources as needed,
and (3) be responsible for increasing organisation performance. The organisations and
people had to remain anonymous due to the sensitive information provided in these
interviews. Identifier codes were given to each organisation and its members to achieve
this anonymity. Ten individuals across ten organisations were interviewed (Table 1).

Table 1. Anonymised Organisation & Participant Breakdown

Manufacturing
Industry code

Individual
code

Position Industry

O1 I1 Managers Electronics/Electrical

O2 I2 Assistant Manager Engineering

O3 I3 Managing Director Aerospace

O4 I4 CEO Chemical

O5 I5 Technology con-consultant Automotive

O6 I6 Managing Director Engineering

O7 I7 Assistant Manager Automotive

O8 I8 Management consultant Electronics/Electrical

O9 I9 Managing Director Automotive

O10 I10 Assistant Manager Automotive

3.3 Data Analysis and Findings

All of the interviews were recorded and then transcribed verbatim. The coding strategy
was used independently by the two researchers who participated in this study to anal-
yse the data. The independent assessments’ results helped build the human-centricity,
resilience, and sustainability factors. Thematic analysis by NVivo 12 Pro software was
used to analyse the transcribed interviews and significant themes related to sustainable
development functions like human centricity.

Manager Competencies to Promote Human Centricity
According to Table 2A, out of 10 respondents, six agree that employee empowerment is
a significant aspect of human centricity. Industry 5.0 is all about enhancing the digital
transformation of enterprises through the effective fusion of people and technology so
that they may work more productively together in a secure setting. Even though less than
50% of the respondents agree with diversity and inclusion, a company like Accenture
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Table 2. Human Centricity Factors in Industry 5.0 Context

Manager Competencies to promote
Human-centricity

I1 I2 I3 I4 I5 I6 I7 I8 I9 I10 Total

Employee Empowerment
√ √ √ √ √ √

6

Diversity and Inclusion
√ √ √ √

4

Work-Life Balance
√ √ √ √ √ √ √ √

8

Skill Development and Lifelong
Learning

√ √ √ √ √ √ √ √
8

Ethical and Transparent Practices
√ √ √ √

4

Customer-Centric
√ √ √ √ √ √ √

7

Social Responsibility
√ √ √ √ √

5

asserts that organisations use a human-centric approach. The strategy may grow adapt-
able and resilient in challenging and unpredictable social and economic settings [26].
80% of the respondents agree that work life is a challenge, and Industry 5.0 will give
flexible working arrangements, which are becoming increasingly common in industri-
alised nations. However, it is unclear how they will affect their health and happiness.
Lifelong learning is an important aspect where Companies have been obliged to evolve,
embracing continuous learning (lifelong learning) to provide their employees with the
training and skills necessary. For the new professional responsibilities to reduce this
training gap. As shown in the table, 70% of the respondents agree on ethics and trans-
parency. Industry 5.0 asserts that it will move away from technical productivity methods
and towards a more human-centred strategy. Socio-technical interoperability between
people and AI systems is a necessary first step.

Manager Competencies to Promote Resilience
Industry 5.0 also emphasises the importance of resilience in disruptions such as natural
disasters and pandemics. Developing flexible and adaptable manufacturing processes
enables quickly responding to changing conditions. It also involves implementing risk
management strategies that can mitigate the impact of disruptions.

According to Table 3, resilient organisations can maintain their enthusiasm under
stress, handle disruptive changes, and adapt. They recover quickly after failures. They
also conquer significant obstacles without acting dysfunctional or hurting other people.
Hence, more than 70% of the respondents agree that strategic thinking, adaptability
and flexibility are substantial factors in Industry 5.0. Also, 60% more than half of the
respondents agree with Making Decisions in an Uncertain and building stakeholder
relations. In our rapidly changing world, organisations frequently face challenging deci-
sions that must be made quickly and effectively. However, risk and uncertainty can
significantly affect decisions, which might bother and worry organisations. Examines
the challenges of choosing wisely in risky and ambiguous circumstances and provides
insightful guidance, including scenario planning and prototyping, communication, and
risk management. According to psychological research, organisations with emotional
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Table 3. Resilience Factors in Industry 5.0 Context

Manager Competencies for
Resiliency

I1 I2 I3 I4 I5 I6 I7 I 8 I9 I10 Total

Strategic Thinking
√ √

8

Adaptability and Flexibility
√ √ √ √ √ √ √

7

Management of Risk
√ √ √ √ √ √ √

7

Making Decisions in an Uncertain
√ √ √ √ √ √

6

Leadership and Emotional
Intelligence

√ √ √ √ √ √ √
7

Building strong relationships with
stakeholdersers

√ √ √ √ √ √ √ √
8

Continuous Learning and Personal
development

√ √ √ √ √ √ √ √
8

Crisis management
√ √ √ √ √ √

6

intelligence may also be crucial in high-stress battle circumstances where cognitive per-
formance is limited. This lack of cognitive function frequently occurs in stressful and
high-pressure professional contexts. It is noticed that 80% of the organisations agree
that EI is important, and 60% agree that crisis management and the capacity to thrive
despite disaster risk. Also, managers can prepare for, deal with, withstand, and recover
from disasters. e.g. Covid crisis management with work from home, especially in the
manufacturing sector.

Manager Competencies to Promote Sustainability
Sustainability is a vital component of Industry 5.0. The industry aims to decrease carbon
footprint and curtail waste through renewable energy sources and sustainable manufac-
turing practices. It comprises the usage of eco-friendly materials and the implementation
of circular economy principles.

Table 4. Sustainability Factors in Industry 5.0 Context

Manager Competencies for Sustainability I1 I2 I3 I4 I5 I6 I7 I 8 I9 I10 Total

Environmental Awareness
√ √ √ √ √ √ √

7

Strategic Planning for Sustainability
√ √ √ √ √

5

Sustainable Innovation:
√ √ √ √ √ √

6

Performance Measurement and porting
√ √ √ √ √ √ √

7

Collaboration and Partnerships
√ √ √ √ √ √ √

7

Circular process
√ √ √ √ √ √ √

7

Sustainability values
√ √ √ √ √

5
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According to Table 4, 7, out of 10 respondents agree that organisations must empha-
sise environmentally friendly practices using cutting-edge technology. Manufacturing
operations comprehensively apply renewable energy sources—like solar or wind energy.
Performance measurement and reporting, where 7 out of the 10 respondents agreed,
mentions that Organisations can assure compliance with environmental laws, industry
standards, and sustainability frameworks by measuring and reporting on their sustain-
ability performance.Organisations can identify gaps or areas of non-compliance and take
corrective measures to align with applicable legislation and standards by routinely mon-
itoring and reporting their sustainability performance. A circular process where Industry
5.0 technology can make manufacturing processes more resource-efficient by increas-
ing product lifespan, decreasing waste, and optimising output. For instance, IoT sensors
and data analytics can optimise energy and material to ensure that resources are used
effectively throughout the production cycle. Sustainable values out of 10,7 respondents
agreed. To share information and best practices values in sustainability, organisations
should.

4 Discussion

Industry 5.0, which emphasises human-centricity, strives to establish a harmonious part-
nership between people andmachines inwhich technology enhances rather than replaces
human talents. This method produces superior results in innovation and problem-solving
and enhances job satisfaction, engagement, and productivity. The following are the
factors that play a significant role in Industry 5.0

4.1 Human Centricity

• Employee Empowerment: Organisations ought to promote an atmosphere that
gives employees agency and promotes active engagement. Such an environment
encourages open communication, involves workers in decision-making, and offers
career advancement opportunities. Employees who feel empowered are more driven,
engaged, and willing to contribute to the organisation’s success [8].

• Diversity and Inclusion:Small andmedium-sized businesses (Organisations) should
appreciate diversity and foster inclusive workplaces that value and respect individual
differences. Encouraging diversity in hiring procedures, ensuring every employee has
an equal opportunity to succeed, and building an inclusive and respectful workplace
atmosphere is vital [9].

• Work-LifeBalance:Thework-life balance entails providingflexiblework schedules,
encouraging healthy work habits, supplying tools for stress management and preserv-
ing one’s mental and physical well-being. Supporting work-life balance increases
productivity, job satisfaction, and employee satisfaction [10].

• Skill Development and Lifelong Learning: Organisations should support lifelong
learning and invest in their personnel’s ongoing skill development. Staff members
learn new skills and information through mentorship programmes, workshops, and
training sessions [11].
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4.2 Competencies for Resilience

It is adept at organising and leading teams in stressful situations while maintaining
composition and making wise choices. They know the significance of effective com-
munication, resource allocation, and quick problem-solving in crises. Strategic think-
ing.: Resilient organisations can strategise and foresee upcoming difficulties and disrup-
tions. They know the broader market dynamics, technical developments, and new trends
that could impact the sector. They can direct the - organisation towards resilience by
considering various circumstances and creating proactive measures [12].

Adaptability and Flexibility. Resilient organisations are adaptive and flexible in the
face of change. To respond to unforeseen occurrences and changes in themarket, they can
swiftlymodify their plans, procedures, and business practices. Theywelcome innovation
and constantly seek new advancement chances [13].

Management of Risk. Resilient organisations are adept at recognising, evaluating,
and controlling risks. They thoroughly know the business’s possible hazards and take
proactive steps to reduce them. Risk management frameworks, creating backup plans,
and ensuring operations continue during a disruption [14].

They are Making Decisions in an Uncertain World. Resilient Organisations are
skilled at making defensible choices in complex and challenging circumstances. Before
making strategic decisions, they acquire and analyse pertinent data, communicate with
stakeholders, and consider various viewpoints. They can make prompt judgements to
guide the organisation towards resilience because they can easily take calculated risks
[15].

Leadership and Emotional Intelligence. Resilient organisations have excellent lead-
ership and emotional intelligence. Especially in trying circumstances, they can motivate
their colleagues and effectively communicate. They are sympathetic to the worries of
their employees since they are aware of how emotions affect people. Resilient organi-
sations build a supportive workplace environment that encourages teamwork, trust, and
Resilience [16].

They are Building Solid Relationships. Relation with stakeholders and collaborating
are two skills resilient organisations possess. They actively interact with vendors, clients,
business partners, and other relevant entities to promote cooperation and learning from
one another. They use these connections to strengthen their resilience and adjust to
shifting market conditions [17].

Continuous Learning and Personal Development. Resilient organisations are often
dedicated to their personal growth. They stay current on business trends, technological
developments, and resilient best practices. They actively support their team members’
progress as professionals by looking for possibilities for professional development [18].
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4.3 Ownership of Their Social Duty

This ownership of social duty includes participating in CSR programmes, lending a hand
to neighbourhood projects, and considering their activities’ social and environmental
effects. Organisations can contribute to community development, have experience in
sustainability projects, and behave ethically as businesses. By fostering these compe-
tencies, organisations can establish a workplace emphasising individuals’ well-being,
development, and empowerment. As a result, the organisation experiences an uptick in
employee happiness, productivity, and overall performance.

Environmental Awareness: Organisations must be well-versed in sustainability- its
concepts and ecological challenges. They should be current on environmental laws, new
fashions, and sustainable living guidelines. Because of this awareness, they can include
environmental factors in decision-making processes, encouraging sustainable practices
[19].

Strategic Planning for Sustainability: Organisations must be able to create and prac-
tice sustainability strategies consistent with the organisation’s objectives and core values.
They should consider sustainability’s environmental, social, and economic facets when
creating long-term strategies. Organisations can direct the organisation towards sustain-
able practices by establishing and incorporating precise sustainability objectives into the
company plan [20].

Environmental Awareness: Effective organisations know the significance of engaging
with stakeholders to promote sustainability. They should foster partnerships with sup-
pliers, consumers, employees, communities, and regulatory agencies to identify sustain-
ability goals and work together on sustainability projects. The organisation can reduce
their influence on the environment and improve resource efficiency by implementing
sustainable procurement procedures, making the most of its energy use, and embracing
circular economy ideas [21].

Sustainable Innovation: The organisation may promote innovation for sustainability
by developing a culture of creativity and supporting the investigation of sustainable
technology and practices [20].

Performance Measurement and Reporting: Organisations should set up systems to
track and evaluate the company’s sustainability performance. The organisation’s ded-
ication to accountability and openness is demonstrated by effectively porting internal
and international sustainability performance [22].

Change Management and Employee Engagement: Organisations must have excel-
lent change management abilities to lead sustainability programmes successfully.
Employees should be made aware of the value of sustainability, given the opportunity to
participate in decision-making, and given training and information on sustainable prac-
tices. Organisations may help adopt sustainable behaviours by encouraging employee
involvement and developing a sense of purpose [23].
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5 Conclusion and Implications of Industry 5.0

Industry 5.0 technology synergy promotes human-centricity, sustainability, and re-
silence by fusing human and technological strengths. It recognises the value of men
in the production process, develops their abilities through interaction with robots, and
encourages a positive work atmosphere. It promotes sustainable practices byminimising
resource usage and relying on renewable energy sources. Finally, it improves resilience
by enabling agile and adaptable production systems and utilising data-driven decision-
making. Industry 5.0 provides the way for a more inclusive, sustainable, and resilient
future by upholding these ideals [24].

Industry 5.0 helps create a more environmentally friendly and sustainable industrial
ecosystem by maximising energy and material utilisation. Industry 5.0 recognises the
need for resilient systems that can adjust to and bounce back from setbacks. Industry 5.0
provides real-time data collecting, analysis, and decision-making by fusing technologies
like the Internet of Things (IoT) and artificial intelligence (AI). This run time data makes
preventive maintenance, predictive analytics, and quick response to unplanned events
possible, reducing downtime and enhancing industrial processes’ overall resilience.
Additionally, Industry 5.0 promotes flexible manufacturing and decentralised produc-
tion, allowing businesses to respond quickly to shifting consumer needs and supply chain
disruptions [25].

Actively seek collaborations and partnerships with external organisations, including
NGOs, research institutions, and industry associations. Organisations can learn about
new sustainable values, exchange experiences, and use group efforts to address sustain-
ability concerns by joining sustainability networks and projects. Organisations should
uphold the highest ethical standards and encourage openness throughout their busi-
ness operations. Ethics entails acting honestly and responsibly, ensuring workers are
treated fairly, and engaging in ethical business practices. Organisations gain the trust of
their staff, clients, and stakeholders by acting with integrity and ethics. Organisations
should focus on their consumers’ demands and preferences when designing products
and services to meet their expectations, undertaking market research, actively listening
to customer feedback, and constantly updating products based on feedback [26]. Organi-
sations may establish lasting bonds and client loyalty by strongly emphasising customer
satisfaction.
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Abstract. The emergence of AdvancedManufacturing Technologies (AMT) rev-
olutionized the industrial landscape through a fusion of technologies (ranging from
mechatronics to digital twins) so as to augment go-to-market strategies while
reducing costs and increasing productivity. However, the implementation process
of these technologies remains relatively unexplored in the technologymanagement
domain. To address this gap in research, an exploratory study involving 26 industry
experts from theAutomotive Industry has been undertaken. The present study aims
to investigate the adoption patterns of AMT, specifically in the automotive sector.
We employed Interactive Qualitative Analysis to systematically formulate a con-
ceptual framework, classifying factors into drivers and outcomes contributing to
successful technology implementation. Primary drivers identified are Competitive
Advantage and AllianceManagement, while primary outcomes include Return on
Investment, Customer Satisfaction, and Project Efficiency. The AMT dimensions
considered encompass 3D printing, CNC Machining, Robotics and Automation,
Additive Manufacturing, Industry 4.0, and IoT and Smart Manufacturing. This
analysis contributes to a deeper understanding of the crucial requirements for
effectively implementingAdvancedManufacturing technologies in user industries
be it for producing consumer or industrial goods.

Keywords: Advanced Manufacturing Technologies · Technology
Implementation · Interactive Qualitative Analysis · Alliance Management ·
Automotive Industry

1 Introduction

The evolution of AMT in the automotive industry has progressed from the early adop-
tion of CNC machines to the integration of robotics, additive manufacturing, AI, and
IoT (Gažová et al., 2022). These technological advancements reshaped manufacturing
practices, empowering automotive manufacturers with enhanced productivity, improved
quality control, and greater flexibility to meet evolving consumer demands (Stornelli
et al., n.d). The industry strategically repositioned to navigate these changes in response
to emerging demands. To facilitate this adaptation, stakeholders actively seek to com-
prehend and embrace novel trends within the industry (Mohlin, 2023). Consequently,
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technology implementation becomes a crucial process that unfolds subsequent to the
decision to adopt these new trends.

Although previous studies identified and examined the adoption and absorption of
AMT, there remains a significant gap in understanding how implementation unfolds in
practice (Singh et al., 2021).

Therefore, as a significant contribution, we propose the development of visual dia-
grams that depict the primary drivers and outcomes of technology implementation in
the automotive industry. Furthermore, we seek a more profound comprehension of these
termsby conducting insightful interviewswith industry experts, allowing for amore com-
prehensive exploration of the implementation process. By engaging in this endeavor, we
aim to bridge the existing gap in academic literature and contribute to a more nuanced
understanding of the complex dynamics of implementing advanced technologies in the
automotive industry.

2 Research Background

2.1 AMT Implementation

Given the huge investments of time, money, and effort that go into implementing new
technologies, relatively less emphasis has been placed on the implementation stage of
technology acquisition (Shaik &Dhir, 2021). Most researchers examined the implemen-
tation issues from an organizational perspective, and studies claim a lack of willingness
to learn and resistance to adopt the latest technology (Haber & Carmeli, 2023) as a
significant barrier to technology implementation. Another heavily researched element
in the context of India is capacity utilization (Karadbhajane et al., 2022).

Ghobakhloo et al., 2022 presented a systematic review in the manufacturing sec-
tor, which included some vertical integration and intelligent supply chain management.
Singh et al. (2021) used quantitative methodology to study the implementation process
in India’s manufacturing industries. Kaushik & Singh, 2020; Singh et al., 2021; Singh &
Gurtu, 2022 studies focus on the motivation that leads to the implementation process
and the factors. Still, there is a gap in understanding how these factors are interrelated
with each other and the outcomes of the Technology implementation process.

2.2 Automotive Industry

Over the past half-decade, the Indian automotive sector has undergone substantial and
multidimensional changes (Adebanjo et al., 2023). These include a notable pivot towards
electric mobility (Tarei et al., 2021), a paradigm shift in emission standards to the more
stringent BS-VI norms, a burgeoning shared mobility ecosystem altering conventional
transportation models, integration of connectivity and autonomous capabilities in vehi-
cles (Maretto et al., 2023), and a redefined consumer landscapemarked by digitalization,
safety-centric preferences, and the influx of novel market players (Wang et al., 2023).
These transformations collectively underscore a trajectory toward sustainable, techno-
logically sophisticated, and consumer-oriented automotive practices (Mustapić et al.,
2023). Advanced manufacturing technology encompasses various cutting-edge tech-
nologies such as robotics, automation, additivemanufacturing, artificial intelligence, and
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the Internet of Things (IoT) (Frank et al., 2019). These technologies have the potential
to revolutionize the automotive industry by improving production processes, reducing
costs, enhancing product quality, and enabling customization. Researchers (Laosiri-
hongthong et al., 2003) emphasize that adopting advanced manufacturing technology is
critical for Indian automotive manufacturers to stay competitive in the global market.

Studies indicate that implementingAMT in the automotive industry has led to notable
improvements in production processes (Tahriri et al., 2022). Robotics and automation
have enhanced assembly line efficiency, accuracy, and safety. AI and machine learning
algorithms have facilitated predictive maintenance and quality control, reducing down-
time and waste (Singh et al., 2021). Furthermore, 3D printing technology has enabled
rapid prototyping and customization (Delic & Eyers, 2020), allowing manufacturers to
respond quickly to market demands (Hidayatno et al., 2019).

2.3 Automotive Industry in India

Several case studies demonstrate the successful implementation of advancedmanufactur-
ing technology in the Indian automotive industry. For instance, by implementing robotics
and automation in their manufacturing processes, Tata Motors improved productivity,
reduced costs, and enhanced quality. Similarly, Maruti Suzuki India Limited utilized
additive manufacturing for prototyping, leading to faster product development cycles.
These examples illustrate the positive impact of advanced manufacturing technology on
the automotive industry in India.

Recognizing the significance of advancedmanufacturing technology, the Indian gov-
ernment introduced various initiatives and policies to promote its adoption in the auto-
motive sector. The “Make in India” campaign aims to boost domestic manufacturing and
encourages investments in advanced technologies. Additionally, the National Manufac-
turing Policy and the Automotive Mission Plan 2026 provide a framework for devel-
oping and adopting advanced manufacturing technologies in the automotive industry.
These measures strengthen India’s position in the global automotive market and drive
innovation.

3 Methods

3.1 Interactive Qualitative Analysis

The IQA (Interactive Qualitative Analysis) approach, as advocated by Northcutt and
McCoy, emphasizes the essential role of both deduction and induction in the investigation
ofmeaning.Thismethodologyfinds its closest counterparts in grounded theory (Glaser&
Strauss, n.d) and focus groups (Krueger & Leader, 2002), which are integrated within
the IQA protocols (Northcutt & McCoy, 2004). The IQA method has demonstrated its
efficacy in diverse fields of study, including gender studies (Jackson & Weimers, n.d),
information technology, business management education (Bargate, 2014), and learning
(Table 1).
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Table 1. Demographics

Category Description Percentage

Designation Manager 30.7

Deputy Manager/Assistant Manager 46.1

Senior Engineer 23.1

Work Experience Less Than 5 Years 34.6

5–15 Years 57.6

More than 15 Years 7.6

Gender Male 80.7

Female 19.2

Education Under Graduation 23.1

Post Graduation 76.9

Work Domain New Product Development 26.9

Supply Chain, Procurement, and Operations 30.7

Design, Testing, Technology Management 19.2

Cost Engineering 7.6

Quality Control 15.3

The IQA method’s primary objectives are to elucidate a system’s components and
interrelationships and translate this understanding into practical applications. Adopting a
qualitative approach, IQA offers a well-organized, rigorous, and dependable framework
for data collection and analysis. The techniques used in this approach draw from total
quality management, developed to capture the knowledge of organizational members
to address issues and enhance industrial processes. A fundamental premise of IQA is
that individuals closest to the phenomenon under study are best suited to interpret the
elements and relationships within the system. Unlike many other empirical scientific
methods, which often remain relatively silent on the analysis aspect, IQA challenges
the traditional notion that participants’ role is limited to generating data, with only the
researcher being qualified to analyze it (Northcutt & McCoy, 2004).

The end product of an IQA study is a Systems Influence Diagram (SID), which
offers a visual representation of the phenomenon based on rigorous and replicable rules.
The aim is to achieve complexity, simplicity, comprehensiveness, and interpretability
(Northcutt & McCoy, 2004). The resulting SID serves as a mind map of the mental
models of a group or an individual regarding the given phenomenon (Bargate, 2014).

What distinguishes IQA from other qualitative inquiry methods is its provision of
an audit trail consisting of transparent and traceable procedures, where the constituents
themselves, rather than the researcher as an expert, conduct the analysis and interpretation
of their data. This approach aims to minimize researcher bias, with the researcher acting
primarily as a process facilitator.
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3.2 Focus Group and Interviews

During the research design phase of the IQA study, we formulated a research question
and identified the experts who had an understanding of the phenomenon being stud-
ied. In this case, our research question was: “What factors influence the successful
implementation (adoption) of advanced manufacturing technologies in the Indian
automotive industry?” We approached 26 experts working at higher management in
19 Automotive companies in Chennai, Kolkata, and Bangalore.

We conducted focus group discussions and interviews with the 26 participants to
gather data. The focus group discussions followed an IQA protocol aimed at identifying
the elements of the system and their relationships based on the constituents’ experiences.
The facilitator introduced the research question to the participants and then initiated a
silent brainstorming session. During this session, participants silently reflected on their
experiences and wrote down their thoughts on flashcards, expressing them as words,
phrases, or sentences. This activity lasted for approximately 15 min.

The next activity, called inductive coding, involved grouping thoughts with similar
meanings. Participants taped their flashcards onto the wall and collaborated to group
them based on any criteria, as long as there was a consensus within the group. This
process allowed natural clusters to emerge, representing similar meanings shared across
the group. The participants spent around 20 min on this activity. Following the inductive
coding, the participants engaged in axial coding, which included naming, reorganiz-
ing, clarifying, and refining the affinities. Affinities referred to the groups identified
in the previous step, representing the elements of the system. The participants spent
approximately 15 min naming the affinities (Fig. 1).

After naming the affinities, the participants were instructed to describe each affinity
on a sheet of paper, providing examples in their own terms. This activity was performed
in small groups of two or three participants and lasted for about 15 min.

The final activity conducted by the focus group was theoretical coding, where partic-
ipants established perceived relationships among the affinities. An Affinity Relationship
Table (ART) was used to capture these relationships through pair-wise comparisons of
all the affinities. The participants were instructed to indicate the influence between two
affinities by entering the corresponding affinity in the ART. If there was no relationship
between the affinities, the cell was left empty. This activity was performed in pairs and
took approximately 15 min.

The IQA interview protocol was built upon the affinities identified in the focus
group discussions. It consisted of two phases: an open-ended axial interview and a
structured theoretical interview.During the open-ended axial interview, participantswere
introduced to the research question, and each affinity was discussed individually, with
participants sharing their experiences related to that affinity and the phenomenon being
studied. Following the open-ended interviews, structured theoretical interviews were
conducted to explore the relationships between the affinities. Participants were asked to
describe the relationships and fill in the ART, following the same coding scheme as in
the focus group protocol (Table 2).



74 A. Patil and L. Prakash Sai

Fig. 1. Process Flow of IQA
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Table 2. Inter Relationship Diagram

3.3 Analysis

The main goal of the analysis phase was to develop a Systems Influence Diagram (SID)
that represents the various factors influencing the implementation of AMT in the Auto-
motive Industry. The analysis process in the IQA began with an Affinity Relationship
Table (ART), where the relationships were sorted based on their frequency in descending
order. The cumulative frequency was then calculated in the same order.

To identify the optimal relationships, the Pareto principle was applied. This principle
suggests that 20% of the relationships account for 80% of the variation in the data. By
applying the Pareto principle, dominant relationships were identified and represented in
an Interrelationship Diagram (IRD). The IRD is amatrix with rows and columnsmapped
to the affinities, containing only the dominant relationships.

The analysiswas conducted by considering the relationships one byone. For instance,
if the relationship was “A influences B,” the corresponding cell would have an upward
arrow (↑) denoting an “out” relationship. Conversely, if the relationship was “B influ-
ences A,” the next cell would have a downward arrow (↓) denoting an “in” relationship.
For each row, the number of “outs” and “ins”were calculated, and the absolute difference
between them was referred to as delta.

The delta values were utilized to classify the affinities within the system. Affinities
with positive deltas were considered drivers, those with negative deltas were outcomes,
and those with zero deltas, if any, were called pivots. The primary driver was identified
as the affinity with zero “ins” or the least number of “ins,” while the primary outcome
was the affinity with zero “outs” or the least number of “outs.“

To construct the Cluttered Systems Influence Diagram (SID), the affinities and their
relationships were visually represented. The positioning of affinities in the SID was
based on their role as drivers or outcomes. The left side of the SID contained the drivers,
starting with the primary driver, while the right side contained the outcomes, ending
with the primary outcome. Once the affinities were placed in order, the relationships in
the IRD were used to connect them.

However, the cluttered SID often contained redundant links, making it challenging
to interpret. To address this issue, redundant links were removed. For example, if A
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directly influenced C, and A also influenced C through B, the direct link between A and
C was eliminated. By removing these redundant links from the cluttered SID, a final
simplified representation called the uncluttered SID was prepared.

4 Results

See Fig. 2.

Fig. 2. Cluttered System Influence Diagram

4.1 Competitive Advantage

The pursuit of technological implementation is driven by the necessity to remain compet-
itive both in the Indian and global markets. To gain a competitive advantage, automotive
companies must leverage technology to achieve cost leadership and differentiate their
products. This necessitates the adoption and implementation of new technologies to
address the unique demands of the rapidly growing Indian market.
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4.2 Alliance Management

Strategic alliance formation and management have emerged as critical factors for auto-
motive companies seeking to create value and capitalize on their strengths in the ever-
evolving market. Collaborations, joint ventures, and alliances are essential for leverag-
ing the capabilities of non-traditional competitors and startups that offer technologically
advanced solutions.

Furthermore, collaborating with government bodies, universities, and research orga-
nizations can foster innovative alliances, enabling automotive companies to remain at the
forefront of technological advancements.Drawingon thehistorical precedent of alliances
with foreign technology giants during India’s post-independence period to establish the
automotive industry, firmsnowseek technological partnershipswith innovators to sustain
their competitive advantage.

Additionally, forming new partnerships for raw material sourcing and component
procurement is essential for establishing a resilient and robust supply chain. These part-
nerships ensure a seamless flow of resources and enhance the overall competitiveness
of automotive companies.

4.3 Innovation Culture

The study emphasized the strategic importance of fostering an innovation culture through
research and development (R&D). Leaders and executives recognized the need for
continuous technological innovation, supported by collaboration, knowledge sharing,
and insights from employees at the forefront. Market research and customer-centered
feedback were identified as drivers of an innovative culture.

4.4 Product Lifecycle Management

Effective product lifecycle management was deemed necessary for maintaining and
increasing market share. Concurrent engineering and better data analysis were high-
lighted to ensure faster time-to-market, resource utilization, and adherence to circular
economy principles. Understanding customer needs and expanding product portfolios
were identified as strategies for catering to diverse market segments and driving revenue
growth.

4.5 Future Readiness

To address industry uncertainties and disruptions, companies must embrace digital-
ization, automation, modularity, and mass customization. Predictive maintenance and
strategic alliances were highlighted as crucial elements of future readiness. The study
emphasized the need for proactive measures in technology adoption and preparedness
for market changes.
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4.6 Supply Chain Management

Supply Chain Management A robust supply chain, particularly for electric batteries
and semiconductors, was identified as vital for successful technology implementation.
Challenges related to limited component supply were acknowledged, underscoring the
importance of effective supply chain management.

4.7 Quality Improvement

Quality Improvement To meet evolving customer demands and maintain a competitive
edge, manufacturers recognized the need for upgrading, digitization, and automation.

4.8 Production Scalability/Flexibility

Capability to efficiently adapt production systems to model variations and volume
increases. Flexible and agile production practices have been identified as the most
promising approaches to achieve these objectives. Automation is vital to achieving
economies of scale and ensuring scalability. Several Indian and global players have
announced ambitious goals for EV production, exemplifying the need for scalability,
such as BMW’s plan to introduce 25 new EV models by 2023 and Ford’s target of
launching 40 new models by 2022 (Fig. 3).

Fig. 3. Uncluttered System Influence Diagram

4.9 Workforce Management

Upskilling and reskilling the existing workforce is crucial to acquiring new skills and
knowledge related to emerging technologies. Internal collaborations for innovation
and partnerships with educational institutions for research advancements are important
strategies for workforce development.
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4.10 Implementation Challenges

Implementing new practices in established organizations poses significant challenges.
Research initiatives, infrastructure limitations, and skill development for effective uti-
lization of alliances and smooth transitions are key obstacles that need to be addressed
along with employee resistance towards change.

4.11 Customer Satisfaction

Enhanced quality and end-to-end product lifecycle management contribute to increased
customer satisfaction and positive word-of-mouth publicity. Consumers are driven by
improved efficiency, reduced operating costs, and a growing demand for servitization in
the automotive industry.

4.12 Project Efficiency/Project Performance

Technology implementation facilitates optimization, transparency, improved communi-
cation, and collaboration, resulting in increased project productivity and capacity uti-
lization. Achieving project efficiency is crucial for meeting market demands and being
cost efficient.

4.13 Return on Investment

Respondents emphasized the importance of achieving a positive return on investment
(ROI) through technology implementation. Given the nascent stage of development
in the EV market and uncertainties surrounding its future, companies strive to adopt
technology while maintaining price competitiveness and reducing the payback period.

5 Study Implications

5.1 Theoretical Implications

The present study constructed a structured conceptual framework by classifying fac-
tors into drivers and outcomes of AMT implementation. This framework provides a
comprehensive approach to enrich the literature on AMT implementation.

Furthermore, the paper underscores the pivotal role of alliance management as a
critical driver for successful technology implementation, thereby expanding the the-
oretical understanding of strategic collaborations within technology-intensive sectors.
Additionally, it addresses key implementation challenges while highlighting the theo-
retical significance of cultivating a future-ready mindset. These theoretical insights col-
lectively deepen our understanding of AMT adoption processes, particularly within the
unique landscape of the Indian automotive sector, while simultaneously offering broader
implications for technology implementation research in the consumer industries.
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5.2 Managerial Implications

While challenges in implementation persist, addressing research initiatives, infrastruc-
ture limitations, and skill development is imperative for successful integration. Our
research aids in comprehending the relationships between dimensions and the appro-
priate sequence in which stakeholders should comprehend, analyze, and plan while
creating a roadmap. It provides practical insights for industry practitioners to navigate
the complex and rapidly evolving automotive landscape.

6 Limitations

This research primarily centers on the Indian automotive industry. While this focused
approach allows for a thorough examination within a particular setting, it may restrict
the applicability of the results to other industries or geographic regions. It’s important
to acknowledge that the findings of this study might be time-sensitive, given the ever-
changing technology landscape and industry dynamics.

A longitudinal perspective could offer valuable insights into how technology imple-
mentation and its effects evolve over time. To enhance the comprehensiveness of this
research, a comparative analysis could be considered, involving a comparison with other
countries and regions, which might yield additional insights.
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Mustapić, M., Trstenjak, M., Gregurić, P., Opetuk, T.: Implementation and use of digital, green
and sustainable technologies in internal and external transport of manufacturing companies.
Sustainability (Switzerland) 15(12) (2023). https://doi.org/10.3390/su15129557

Northcutt, N.,McCoy,D.: InteractiveQualitativeAnalysis. SAGEPublications, Inc., Upper Saddle
River (2004). https://doi.org/10.4135/9781412984539

Shaik, A.S., Dhir, S.: Dynamic modeling of strategic thinking for top management teams and its
impact on firm performance: a system dynamics approach. J. Manag. Dev.Manag. Dev. 40(6),
453–485 (2021). https://doi.org/10.1108/JMD-09-2020-0298

Singh, R., Deep Singh, C., Deepak, D.: Analyzing performance indicators of advanced manufac-
turing technology implementation using MCDM. Mater. Today Proc. 47, 3750–3753 (2021).
https://doi.org/10.1016/j.matpr.2021.02.407

Singh, R.K., Gurtu, A.: Embracing advanced manufacturing technologies for performance
improvement: an empirical study. Benchmarking 29(6), 1979–1998 (2022). https://doi.org/
10.1108/BIJ-02-2021-0110

Stornelli, A., Ozcan, S., Simms, C.: Advanced Manufacturing Technology Adoption and
Innovation: A Systematic Literature Review on Barriers, Enablers, and Innovation Types (n.d.)

Tahriri, F., Mousavi, M., Galavi, H., Sorooshian, S.: A decision-making model for predicting
technology adoption success. Processes 10(11) (2022). https://doi.org/10.3390/pr10112261

Tarei, P.K., Chand, P., Gupta, H.: Barriers to the adoption of electric vehicles: evidence from India.
J. Clean. Prod. 291, 125847 (2021). https://doi.org/10.1016/j.jclepro.2021.125847

Wang,W.,Melnyk, L., Kubatko, O., Kovalov, B., Hens, L.: Economic and technological efficiency
of renewable energy technologies implementation. Sustainability (Switzerland) 15(11) (2023).
https://doi.org/10.3390/su15118802

https://doi.org/10.1088/1757-899x/1259/1/012032
https://doi.org/10.1108/WJSTSD-09-2019-0065
https://doi.org/10.1016/S0166-4972(01)00115-8
https://doi.org/10.1016/j.jmsy.2023.05.009
https://doi.org/10.1108/JWL-01-2023-0008
https://doi.org/10.3390/su15129557
https://doi.org/10.4135/9781412984539
https://doi.org/10.1108/JMD-09-2020-0298
https://doi.org/10.1016/j.matpr.2021.02.407
https://doi.org/10.1108/BIJ-02-2021-0110
https://doi.org/10.3390/pr10112261
https://doi.org/10.1016/j.jclepro.2021.125847
https://doi.org/10.3390/su15118802


Role of Institutional Pressure and Organization
Climate in Adoption of Process Innovation

for Improving Environmental
Performance – A Research on Indian Mining

Industry

Lalit Mohan Soni(B) and Nikunj Kumar Jain

Production and Operations Management, IIM Nagpur, Nagpur, India
ephd22lalit@iimnagpur.ac.in

Abstract. In recent years, the significance of Environmental Performance in
attaining organizational performance and sustainable development has been
acknowledged. This paper seeks to discoverwhether and how institutional pressure
can stimulate Environmental Performance, and examines how process innovation
mediates this relationship, as well as the moderating effect of organizational cli-
mate, through amalgamating institutional theory and resource-based view (RBV).
The proposed hypotheses are examined using the survey data from 206 firms
working in mining industry in India, by partial least squares (PLS) approach. The
results suggested that process innovation mediates the positive effects of institu-
tional pressures on environmental performance, which results in improved orga-
nizational performance. Additionally, the moderating role of organization climate
was also examined. This study provides the first empirical evidence of process
innovation’s mediatory role between institutional pressures and environmental
performance. Furthermore, it deepens our understanding of the contribution of
organizational climate to the relationship between institutional pressure and envi-
ronmental performance, with evidence derived from the mining industry of an
emerging economy.

Keywords: Mining · institutional pressures · environmental performance ·
organizational performance · process innovation · organization climate · PLS

1 Introduction

Themining sector is a significant contributor to a nation’s GDP and ensures the availabil-
ity of essential natural resources for human sustenance. However, while some nations
with similar geological settings to India have GDP contributions from the mining sector
of over 7%, India’s mining sector contributes only about 2.5%. The past few decades
have seen tremendous environmental degradation around the world, and India is no
exception. The mining industry provided the basis for downstream industries to operate
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and thrive [1]. Mining operations have consistently been of paramount importance to
both domestic and international economies due to their indispensability [2]. Although
mining industry plays an essential role in propelling the advancement of humanity and
the world economy, it has played a significant role in the extensive pollution and eco-
logical destruction that has occurred. Environmental degradation has become a major
global challenge, and companies around the world as well as in India have been under
pressure to implement green innovation strategies to ensure not only economic success,
but also environmental protection [3]. According to [4], organizations can take advan-
tage of the latest technologies like big data and analytics to promote process and product
innovation within their enterprise. In a study by [5] specifically on cement industry, it
has been observed that In order to achieve improved environmental sustainability, new
entrants are introducing environmentally-friendly product innovations targeting niche
markets and applications. Green process innovation can be employed to augment the
efficacy of environmental management in order to fulfill the demands of environmental
conservation [6]. The implementation of innovative solutions can help reduce or even
eliminate the expenses associated with complying with environmental regulations, while
also providing a competitive edge [7, 8].

Organizations strive to reconcile institutional constraints with the need to meet envi-
ronmental requirements by deploying new technology and adopting best industry prac-
tices [9]. The organizations functioning in theMining industrymust adhere to strict envi-
ronmental regulations [10, 11]. [12] have encouraged companies in the mining industry
to take a more proactive stance on environmental and social matters. The environmental
performance is significantly influenced by both environmental management practices
and institutional pressures [13, 14]. A study by [15] in the oil and gas sector also found
that institutional pressures had a significant impact on economic and environmental
performance.

The previous studies and literature review suggests that the dimensions and param-
eters that drive green innovation through institutional pressure are still largely unclear.
To fill this gap, this research combines (institutional theory and resource based view
(RBV)) explore whether and how institutional pressure affects environmental perfor-
mance. Specifically in the mining industry, this research focuses on addressing the
following question:

(1) What is the impact of institutional pressure on environmental performance,
(2) How does process innovation mediates the impact of institutional pressure on

environmental performance,
(3) How doses organization climate influence the adoption of process innovation and

its relationship between institutional pressure and environmental performance

This research makes several contributions to the literature. First, this research exam-
ines the mediating effect of process innovation in the connection between institutional
pressure and environmental performance, which consequently contributes to organiza-
tional performance, hence expanding the discourse on the Porter Hypothesis. Second,
by exploring the moderating effect of organizational climate on the response of process
innovation to institutional pressure, the research provides a perspective of institutional
theory and theResource-BasedView (RBV)offers a novel perspective to the extant litera-
ture concerning the preconditions that determines the effectiveness of process innovation
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when exposed to institutional pressure. Third, this study, conducted in India which is an
emerging economy with unique political and economic characteristics and confronting
increasing environmental challenges - is of significant importance in terms of verifying
the applicability of theories, derived from the Western Context [16].

[17] proposed that the economic standing, nature of mining activities, geological
conditions, and size of mining companies are all essential components that dictate the
rate of technological adoption within the mining sector for any nation.

2 Literature Review, Theoretical Background and Hypothesis

Thepast fewdecades have seen tremendous environmental degradation around theworld,
and India is no exception. The mining industry provided the basis for downstream indus-
tries to operate and thrive [1]. Mining operations have consistently been of paramount
importance to both domestic and international economies due to their indispensability.
Organizations are required to respond to a host of diverse, external pressures from varied
constituencies and stakeholders [18]. The past decade has seen an upsurge in the use of
institutional theory within the realm of operations management [19]. According to [20],
this theory postulates that external forces act as incentives for firms to enact compara-
ble strategic proceedings. Conversely, institutional theory goes beyond mere economic
concerns into the arena of societal reliability for organizations [21]. It can be divided
into two distinct sub-theories, a monetary aberration and a sociological variant [22].
Three agents of institution isomorphism can be recognized, namely deterring, coercive,
mimetic and normative, a notion forwarded by [23].

2.1 Hypothesis 1: Institutional Pressures are Positively Associated
with Environmental Performance

Environmental efficiency can be achieved through reduced resource consumption,
decreased waste production, and minimized emissions at the organizational level [24].
Substantial industrial entities in some sectors like large manufacturing and mining, that
give rise to ecological degradation are increasingly obliged to reconcile ecological,
communal and financial objectives in order to render their operations environmentally
viable [10, 11, 25]. The investigation by [26] ascertains that there is an augmented ben-
eficial correlation between the emergent economies and the contemporary acceptance
of environmental procedures compared to the more developed economies.

Mandatory disclosure regulations endeavor to stimulate performance enhancement
through the inculcation of institutional pressure [18]. Adhering to institutional mandates
canyield enhancedfiscal viability for anorganization, however, the incorporation of envi-
ronmental management systems substantially underpinned by institutional and financial
parameters has more far-reaching implications for the condition of corporate environ-
mental direction and advancement towards higher levels of ecological sustainability in
the corporate world. [27].
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Previous studies suggests that institutional pressures like coercive, mimetic, and
normative pressures are paramount contributory elements of environmental conduct [14,
26, 28]–[30]. It has additionally been ascertained that coercive, mimetic, and normative
pressures notably augment the realization of environmental management accounting,
which in effect enhances the environmental execution of the company [14]. A study by
[31] posits that an increase in waste reduction assets equips organizations to anticipate
and appropriately react to institutional pressures.

This study elucidates the adscititious relationship between institutional pressures and
environmental performance within the aegis of themining sector in developing countries
like India.

Environmental stewardship is gaining increasing priority within organizations, and
has become a fundamental component of their policy and outlook [32].

2.2 Hypothesis 2: Process Innovation Will Positively Mediate the Relationship
Between Institutional Pressures and Environmental Performance

Organizations are driven by institutional pressures to seek environmental practices and
innovations in their processes and products [33, 34]. The deployment of innovation
affords a chance to revamp the structures of production and services, to refine wares and
techniques, and to elevate their global competitive advantage [35]. As per [36], the green
product and process innovation have positive effects on environmental performance as
well as the organizational performance. [37] studied that green process innovation do
not improve the financial performance of the firms in the short term, however positive
impacts have been seen in the longer term. Study by [38] reveals that multinational
companies do demonstrate a significant degree of environmental innovation, motivated
primarily by pressures from both suppliers and customers.

Process innovation assists emerging organizations with contending with long-
established companies in the market. Research of [5], particularly in the manufacturing
of cement, demonstrates that newly arrived players fill a gap in the market, and facili-
tate the introduction of ecologically friendly product advances. The specialized market
comprehends the fact that new businesses do not strive on the basis of lowest pricing,
but instead on the product’s environment-friendliness.

The utilisation of green process innovation by organisations has the potential to
ameliorate economic productivity, through the diminution of compliance costs and con-
servation of resources via energy conservation and minimisation of environmental harm
[39]. Green process innovation also allows organizations to curtail expenses on dumping
of waste deposits and the cost of material inputs [39]. Investment in process innovation
can further be advantageous for firms in that it facilitates a decrease in emissions and
reducing of waste generated via their business processes, and an enhancement in overall
productivity and efficient use of resources [36, 40, 41].
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As the international progression of the environmental agenda gathers inertia, organ-
isations are confronted with the challenge of reconciling economic and environmental
objectives [42]. A long-standing yet unresolved query is the extent to which institutional
pressures are conducive to augmented environmental performance.

It is not feasible to entirely eradicate the diversified ecological repercussions, for
example, air, sound, water, contamination, and so forth, from the mining activities;
however, their effects can be significantly curbed by streamlining the processes and
technologies engaged in the business. This examination aims to establish whether pro-
cess innovation serves to positively mediate the influence of institutional pressures on
environmental performances of mining entities.

2.3 Hypothesis 3: Organization Climate Will Positively Moderates
the Relationship Between Institutional Pressures and Process Innovation

The organizational climate is a mutual discernment of the organization’s characteristics
in regards to policies, practice, procedures, systematizations, and recompenses [43].
Prior research has investigated the influence of organizational climate on sundry facets
of organizations, such as knowledge exchange [44], knowledge administration [45],
decision making [46], aptitude to change [47], and innovation [48]. Organizations only
institute green initiatives or even innovation in the event that they consider this will result
in economic returns, process enhancements, and a heightened competitive advantage
[49].

This research will examine that how organizational climate of a company moderates
the relationship between institutional pressures and process innovation, specifically in
mining context.

2.4 Hypothesis 4: Environmental Performance is Positively Associated
with Organizational Performance

Environmental performance enhance the company’s overall performance [36]. In a study
by [50] it is revealed that prioritizing economic performance results in negative envi-
ronment impact as well as increase in several institutional pressures. [51] elucidated in
their findings that the implementation of pollution prevention technologies engenders an
increase in manufacturing performance in an organization. [52] demonstrated that the
implementation of GSCM strategies had a substantial, beneficial effect on the economic
outcomes of a company. [53] postulated that the implementation of EMP contributes
to a reduction in expenditure, an augmentation in effectiveness, and a maximization of
output. Nevertheless, [54] substantiated that there is no substantial relationship between
EMP and the quality or cost performance of an organization. This assessment endeavors
to verify if there is a meaningful correlation between the environmental performance of
the mining companies and their organizational performance (Fig. 1).
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Fig. 1. Conceptual Model with Hypothesis

3 Discussion

TheMining sector contributes significantly to a nation’s Gross Domestic Product (GDP)
and ensures the availability of material resources essential for the sustenance of human
beings. Simultaneously, the activities along the mining value chain have an intense
impact on the environment. Consequently, environmental stewardship and execution
are necessary components of the overall operations for mining organizations and their
progress. The deleterious environmental effects of these operations impose institutional
pressures on mining firms. In antithesis, these pressures stemming from the adverse
environmental consequence necessitate mining companies to implement supervisory
measures and deploy procedures in an effort to mitigate the inimical environmental
repercussions arising from mining practices.

The previous literatures have substantiated the notion that enhancement of the envi-
ronmental performance of companies across numerous industrial sectors, such as man-
ufacturing, can culminate in organizational performance, which has been investigated
through the present research in themining industries. Process innovation implementation
can be leveraged to selectively amplify environmental performance and, consequently,
the overall performance of organizations.

The current study draws upon institutional theory and resource based view RBV
theory to study the influence of process innovation towards environmental and orga-
nizational performance of the mining companies. Further the study also analyzes the
role of organization climate between institutional pressures and process innovation. The
results supports the mediating effect of process innovation for environmental perfor-
mance. The study also supports the moderating role of organizational climate towards
process innovation.



88 L. M. Soni and N. K. Jain

4 Implication, Limitation and Conclusion

The precipitous decrement in commodity prices, scarcity in the availability of proficient
personnel in outlying development entities, and questions concerning health, safety and
environment are obligating mining companies to seek imaginative and cost-effective
methods of elevating proficiency whilst deepening throughput and conforming to the
most stringent health, safety & environment criterion at the premises. Therefore, it is
indispensable to reassess and transform various of the established procedures in the
mining course of action in order to effect revolution through the process of modern-
ization. The findings of current research shows that organization climate can influence
the process innovation which further contributes to the enhancement of environmental
performance.

The present research yields that the organizational climate has the potential to be
conducive to the process of innovation, which can then engender a rise in the ecolog-
ical efficiency. Such findings can be instrumental for policy-makers and personnel of
companies in establishing a climate that might foster creative thinking, the development
and implementation of innovative processes. Embracing the institutional stresses as an
opportunity to innovate and elevate the environmental performance through process
innovation can expedite the improvement of organizational performance.

Our study has few limitations, like, the study is based on firms in an emergingmarket,
India; therefore, subsequent experiments may evaluate this model in firms in developed
nations. The current research work has tested the process innovation as mediator to
environmental performance; similarly the mediation role of product innovation can also
be tested in the same testing. Case-based analyses can likewise serve to corroborate the
results of this analysis.

We can conclude that, this probably the first academic study in India to empirically
examine the role of institutional pressures and environmental performance on organi-
zational performance of mining organization where process innovation also plays an
important mediating role. The study also reveals that organization climate can also plays
vital role in process innovation and improving overall performance. Academic scholars
may feel encouraged to investigate further into these topics from different theoretical
lens as well as in other industry contexts. The industry professionals can leverage the
findings of the study in improvising the organizational performances of their mining
operations and companies.
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Abstract. The development of technology such as big data, internet of things,
cloud, 5G, artificial intelligence plays a significant impact on industries. This
promotes the integration of physical and digital worlds and led to the growth of
Digital Twins. Digital Twin is the virtual representation of the physical entity
that spans its lifecycle, performs simulations and helps in decision making. In
this paper, we will study the applications of digital twins in various industries. A
systematic literature review is conducted by analyzing the literature from 2017
to 2023. The findings are the applications of digital twins in various industries
like agricultural, healthcare, smart cities, automotive, infrastructure, energy and
transport. The article concludes by highlighting the conclusions and challenges of
the technology. Our study offers insights into how Digital Twin technology plays
vital role in shaping various industries and challenges that must be overcome for
their widespread adoption.

Keywords: Digital twins · Literature review · Industry applications

1 Introduction

In every facet of the industry, big data, the internet of things (IoT), artificial intelli-
gence, 5G, edge computing, etc., are developing expeditiously and have shown signifi-
cant potential. These technologies have led to the growth in integrating the physical and
digital worlds. This integration led to the emergence of Digital Twins. Digital Twins
(DT) are virtual representations of real-world physical assets, processes, and systems
that thoroughly monitor their life cycle [1]. The main components of digital twins are a
physical entity, a virtual representation of an asset in virtual space, and the connection
link between real and virtual space. The concept of DT was first proposed by Profes-
sor Michael Grieves when he defined it as an object including a virtual information
model and data [2]. Later in 2016, John Vickers jointly proposed the “Digital Twin”
[3]. DT is one of the ways to understand the interconnection and transmission of infor-
mation between physical and virtual space [2]. The virtual models are used for design
engineering, product simulation, etc., helping improve customer satisfaction and prod-
uct/process experience & also fostering innovation towards better solutions. Moreover,
the entire lifecycle of the physical object can be imitated through functions like state
prediction and decision optimization performed by DT technology [4].
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With computer-aided software& tools, a physical entity is first digitally documented.
Using sensors/innovative components, data in real-time is then collected & uploaded to
the cloud platforms and further used in big data analytics for simulation and analysis on
the virtual counterpart. The more integrated the software is with the physical entity the
more utility can be explored.As technologygrows,DTwill getmore andmore integrated.
E.g., the DT of a vehicle can predict its performance & suggest ways for improvement
in design for the manufacturers as well as operational performance for the customers.
The real-world data gives insights into weaker points of design. By running what-if
scenarios, modeling & simulation, we can better design the final product and improve
cycle times & efficiency. The virtual representation can reduce the risk of operation &
generate substantial improvements. By optimizing operation, total energy consumption
can be minimized for operation/scheduling processes [5].

The DT technology can integrate physical and digital entities by coupling physical
entities with their virtual DT. It enables us to get the benefits of both-way transfer
of data/information. It is an enhanced replication rather than just a digital clone. An
identical Space vehicle was built by NASA for Apollo 13 Program in the 1970s to find
out solutions to problems faced by the astronauts [6]. Not being just a simulation, the DT
function with updated data through the product life cycle of the physical object and help
in monitoring assets in real-time by capturing their current state (age, activity levels,
etc.), which can be analyzed for predicting any future uncertain failure of the physical
asset, for proactive maintenance.

DT has emerged as a new solution provider to the problems faced bymany industries.
Thus, DT is applied to several industries and leading organizations, including NASA,
Siemens, US Airforce, General Electric, Oracle, SAP, and Altair. Every industry defines
its different characteristics for DT in terms of the applications, services, composition for
usage methods, and model strategies.

Applications of DT can offer practical solutions to specific challenges faced by each
industry. It is important to identify issues unique to each industry and demonstrate the
solutions by DT. For instance, in the healthcare industry, DT as technology can be used
to improve medical research. Moreover, in the agricultural sector, DT can be used for
crop management and enhance production. Thus, it may lead to many potential theo-
retical consequences for policy and legislation Thus by identifying potential regulatory
difficulties or possibilities related to Digital Twins in particular industries, the study
may potentially have academic consequences for policy and legislation. Moreover, DT
can be helpful in the decision-making process applicable to critical sectors regarding
accuracy and efficiency. The study can assist organizations and professionals as they
use insights to enhance their operations and gain competitive advantage by acquiring
industry practices. Further, our study can contribute by expanding our understanding of
the applications of DT technology in different industries and influence future research
by identifying knowledge gaps and providing suggestions for further explorations.

Therefore, the paper intends to answer the following research objective:
RQ: How are Digital Twin technologies used in different industries?
The rest of this paper is as follows: Sect. 2 presents the methodology, as we have

conducted a systematic literature review to study the applications of DT. Section 3
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presents the findings from the literature. Section 4 draws some important conclusions
about this review study on the use of DT in various industries.

2 Methodology

To study the applications of DT in industries, a Systematic Literature Review (SLR)
process has been followed. Studies [7–13] were considered for developing the review
protocol. For undertaking the review, the Scopus database was used to find applicable
studies published from 2017 to 2023. Scopus database is the most popular and extensive
database for Systematic Literature Review (SLR), focusing on scientific literature for
engineering and management [7]. Further, Scopus provides possibilities to users for
advanced research for relevant literature. Thus, we used the Scopus database for our
research. A search was performed using the string “Digital Twin” in Scopus. It gave
3151 results from journals, books, and conference proceedings, of which only 1496
results from the last 7 years were shortlisted in first run. Further, only 232 articles,
with an ABDC index rating of A and above & published in reputed publications, were
shortlisted from above results. The list was then exported into a.csv file and was further
refined based on the title & abstract, if both mentioned the keyword “Digital Twin,” and
it led to further shortlisting of 118 papers. These articles were then read and shortlisted
based on the relevance of the abstract and were selected only if the articles supplied
relevant information about the research question and lastly in order of relevance of
abstract, about 22 papers in different domains were selected. In our study, we used SLR
to analyze the application and characteristics of DT in various industries, followed by
other studies to study the application of technologies in industries.

3 Findings

Themajor characteristics ofDT are the physical entity, virtual entity; physical and virtual
environment; state of the two entities; the twinning process, its rate; physical-to-virtual
twinning and reverse, and physical and virtual processes [14]. Between the physical and
virtual states, there are cycles of the bidirectional flow of data from physical to virtual
entity and flow of information & processes from virtual entity to physical one.

A DT environment is a virtual representation of the actual environment in which
the physical product exists. It enables virtual techniques such as modeling, simulation,
and evaluation to check and assess various scenarios before implementing the physical
twin. The core concept envisages a system that couples physical and virtual counterparts
helping to use the benefits of virtual and physical environments for the entire system.
This process also enables a data-driven and knowledgeable approach to monitor and
manage improvement during the product life cycle effectively.

Industry-wide, there have been many practical applications of DT. E.g., GE has
developed DT of its jet engines, windfarms, pumps, compressors, etc. & saved more
than a billion USD through real-time monitoring. Chevron deploys DT in its oil fields
to predict maintenance problems. By connecting sensors to high-value equipment, it is
expecting savings of millions of dollars/year. McLaren employs DT in its Formula 1
race car. It uses 300 sensors to generate about 150 GB of data over a race weekend, and
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50 engineers review the data & monitor performance. Boeing uses DT to design planes.
Simulations are run to predict airplane components’ performance over the product’s
lifecycle. Siemens employs DT to produce industrial computer-control systems and
design, test & simulate factory control units in its health business.

In the case of GridCo inNorway, the goals of creating aDT of the power transmission
network were to increase efficiency through analytical support and automation, automat-
ing the decision support system, and increasing the uptime through faster repair of faults
in the infrastructure. To enable the simulation of grid changes before implementation
following phases were implemented:

Phase 1: A pilot was developed on a first set of fictitious test data reflecting the grid
network.

Phase 2: After a thorough risk assessment of IT security and data sharing as per Nor-
wegian Acts & Regulations, about 3% of the actual grid network was simulated using
anonymized & scrambled data with hourly data updates.

Phase 3: The project was now user driven & on real-time data. The supervision
was transferred and moved to GridCo’s premises, and the scale & scope of data were
expanded to the entire grid network without risking exposure of sensitive power system
information.

Thus, GridCo realized the strategic value of DT. It enabled it to start future-oriented
grid changes and exploit and share data more efficiently. A similar approach can be
used in any industrial application sector with SCADA supervision. e.g., it can be used
in energy-generating plants like thermal, hydroelectric, and wind plants [15] for use in
decision support systems.

A brief on the applications & capabilities of DTs for some major sectors and use
cases is given below:

3.1 Agriculture

Agriculture uses 69% of all freshwater worldwide. The challenge is to increase pro-
duction by 50% from 2012 to 2050 & reduce water consumption. The DT of a smart
irrigation system and an application scenario are presented [16]. The system’s physical
components, like sensors and actuators, relate to their virtual representations. The system
has an IOT platform& an event simulation model in Siemens Plant Simulation software.
IoT devices aggregate & process soil, weather & crop data to calculate daily irrigation
prescriptions. Communication between the platform&simulationmodel is real-time.An
application scenario evaluates system behavior and different irrigation strategies. The
benefit is to evaluate the IoT platform, irrigation system, strategies, and current farm
practices. Farmers can use it to evaluate system behavior before implementing it & also,
and they can allow it to work automatically. The system can improve farm operations &
reduce water usage by allowing farmers to gather soil, weather & crop information and
evaluate multiple irrigation strategies.
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DT in this sector is in the early stages of development [17]. The benefits include
reduced cost, efficient management of processes, avoidance of catastrophe, help in deci-
sion making, and positive economic impact. It will also help to check and control the
irrigation system.

3.2 Healthcare

In healthcare, considerable progress has been made in creating DTs of patients and
medical devices. The development of DTs holds great promise for the personalization
of medical care for individuals based on their distinctive genes, anatomy, behavior,
and many other characteristics. There exist many experimental models based on this
technology that use data in real-time of the patient and suggest lifestyle modifications,
and treatment, and check the response to the treatment for any changes in solutions [18].
With the use of this technology, the patient can receive a correct diagnosis and treatment,
tailored to their needs. The use of technology is also evident in research in the fields
of pharmaceuticals and personalized medicine [19]. Physicians can better personalize
therapeutic pathways and use less invasive intervention techniques with the help of DTs
that incorporate machine and deep learning models and virtual and augmented reality
models. As healthcare resources are tightly budgeted, technology like DTs might save
millions by predicting results and preventing unnecessary surgery.

DT in the healthcare industry is a step closer to providing personalized medication.
Other potential application areas are disease modeling, medical device development,
digital therapeutics, advanced understanding of the human body, and optimizing hospital
operations. Thiswould enable healthcare providers to use digital care-backed treatments.
This would also allow patients to get personalized treatment. For a healthcare institution
to have functional DTs, it must be equipped with technology and experienced personnel.
Connected infrastructure, data scientists, modeling/analytics technology, data quality,
and data privacy are needed for DT technology to evolve further in the system.

Different solutions have been developed to increase life expectancy for the elderly
while reducing costs [20]. Using IoT, DT & Blockchain, physical activity monitoring
is carried out for the elderly. The elder’s physical movements are analyzed to detect
irregular physical events in real-time accurately. The proposed framework can keep data
secured by applying the security highlights of blockchain. The outcomes have shown the
effectiveness of DT with smart healthcare solutions and effective medical services by
bringing patients and medical care experts together. Irregular event recognition, model
training, testing & cost measurement are used to see system performance.

3.3 Smart Cities

Urban industry needs secure, sustainable cities. Also, improved planning & optimized
asset management is needed. The basis for future design, development, and widespread
adoption of urban DTs has been proven [21]. It will be helpful for urban management
stakeholders. Existing initiatives were mapped about applications, inputs, processing &
outputs. Also, the requirements and a basic structure of a city DT were defined.

E.g., in India, Andhra Pradesh is developing a DT of a brand-new city. Designed by
architects Foster and Partners, Amaravati has ambitions to become one themost digitally
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advanced cities globally, with development planning and operations all running on a
single platform. Genesys International, a pioneer in survey mapping and 3D contents,
andEsri IndiaTechnologiesLimited, aGeographic InformationSystem (GIS) software&
solutions provider, have announced an alliance for work on the software issues. Genesys
has strong capabilities in collecting and processing 3D LiDAR data, and Esri technology
is most suited for 3D modeling and creation of DTs.

In December 2021, Genesys International launched a PAN India program to make
a DT of urban India. The program, which will encompass accurate 3D data for the top
100 cities in India, will lead to the first-time creation of this kind of highly accurate
geometrical data. Esri India will become an enabler in this process by providing the
most suitable, stable technology platform for 3D modeling, data analysis, and solutions
development to help stakeholders solve problems and provide better services to the
citizens. This collaborationwill enable high-definitionmapping of Indian cities for better
planning and governance. TheGIS-enabledDTwill support smart cities across segments,
including urban development, planning, governance, disaster management, utilities, etc.
DTs are important for government programs like Gati Shakti and Smart Cities, as they
help in better designs, cost management, multi-agency coordination, and cutting down
project timelines. The technology can help the administration in better decision-making
about city planning and operations, which could further lead to sustainable cities and
improved urban management [22]. DT can simultaneously imitate multiple systems and
process information for large datasets for enhanced city planning and control. Moreover,
data facilitation also increases citizen engagement and contribution to urban planning
[23].

3.4 Energy

Owing to tighter regulations on emissions, climate change-driven sustainable demands,
and technological advancements in energy generation through New and Renewable
Energy generation, there is more and more pressure for the physical & digital worlds
to come closer. Energy utilities are adopting and using the DT technology to simulate
real-life scenarios to prepare for the contingencies and gain insights by exploiting the
technological capabilities. The DT technology offers these users agility, resilience, and
a competitive edge.

Utility companies must use real-time data generated through continuously measur-
ing sensors to replicate complex physical infrastructure to predict and improve their
planning & operations. Whether it is the remote operation of transmission grid assets, or
real-time monitoring of the power system equipment health for predictive and prescrip-
tive analytics, access to the huge volume of real-time data of the physical infrastructure
has helped in planning, design, and real-time operation.

In India, the Grid Controller of India Limited (Grid-operator) does real-time data
monitoring of the health of the national power grid in real-time by the continuous sen-
sor/meter measurements to predict & improve planning, operations & performance. The
real-time system parameters provide reliable, up-to-date information and give insights to
plan for real-time asset outagemanagement and improveoperations effectively.National-
level transmission assets aremonitored in the LoadDispatchCenters. It helps in real-time
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decision-making, ensures the continuity of normal operations, and avoids catastrophic
power failure situations.

Power Grid Corporation of India Limited (POWERGRID), through its NTAMC
(National Transmission Asset Management Centre) and RTAMCs (Regional Transmis-
sionAssetManagementCentres), has set up centralizedmonitoring and remote operation
of 271 Extra High Voltage (EHV) substations geographically spread PAN India, as of
April 2023. The advantages of using DTs for planning and operation in the power sector
are effective planning and better design of assets, constant optimization in operations,
and preventive maintenance for a longer asset lifespan.

For future digitization of the Indian Grid, a bidirectional communication network is
to be created with data flowing through the communication network of the grid using
5G. The EV (Electric Vehicle) chargers, customer meters, and smart homes would all be
able to communicate with the DISCOM control center and power market. The benefits
would be the identification of defects, predictive maintenance, outage management, etc.
In addition, satellite technologywould be used for communication between substations&
load dispatch centers. Weather forecasts would also be useful for planning operations.
In China, Dynamic Security Assessment (DSA) has been conducted online in the power
despatch control centers since 2016 [24] at regular 15-min intervals.

In the future, the utilities in the energy sector in India are looking forward to doing
simulations to predict performance before assets are deployed physically and during
their lifespan. For each of the Lacs of Interstate transmission equipment in number,
in real-time, there are about 30–40 data points to be collected and transferred for fur-
ther processing. The simulations take the real-time data input from the sensor devices
to enhance real-time monitoring for normal operation, outage management, preventive
maintenance, and remote operation whenever needed for enhancing the overall per-
formance and availability or uptime of the assets in the grid. The increase in revenue
is dependent on the availability of assets. The main benefits are effective planning,
improved design, continual optimization, and preventive maintenance. Also, the way
forward is up-skilling /training of people to use the technology for a sustainable future.

3.5 Automotive

One of the most significant applications of DT technology in the automotive industry is
product design and testing. A DT of a vehicle can be created using 3D modeling and
simulation software, which allows engineers to test different design configurations and
optimize vehicle performance without the need for physical prototypes. This approach
can significantly reduce product development time and cost.

In India, companies like Tata Motors are already using DT technology to enhance
their product design processes. Tata Motors has partnered with Siemens to develop a DT
of its new Nexon EV model, which was launched in early 2020. The DT allowed Tata
Motors to simulate various driving conditions and test different battery configurations,
resulting in a more efficient and reliable vehicle.

Another exciting application of DT technology in the automotive industry is for
predictive maintenance and repair. By creating a DT of a vehicle or its components,
manufacturers can check real-time data from sensors and find potential problems before
they occur. This approach can help reduce downtime, improve safety, and extend the
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lifespan of the vehicle. DT technology is transforming the automotive industry in India,
with applications ranging from product design to maintenance and repair. As technology
continues to evolve and become more accessible, we can expect to see more companies
adopt DT solutions to improve their operations and deliver better products and services
to their customers. For e.g., in India, Mahindra & Mahindra is using DT technology to
enhance its maintenance and repair processes. The company has partnered with Bosch to
create a DT of its popular Scorpio SUV, which allows Mahindra to check the vehicle’s
condition in real-time and find potential issues before they become a problem. This
approach helps reduce downtime and improve customer satisfaction.

3.6 Infrastructure

Buying a house is time/energy-consuming for buyers. For developers, it’s a high cost to
attract and entertain physical visits bybuyers.DTs can improve the sellingprocess for real
estate in several ways. Buying, Selling, Renting, and maintenance in Real Estate would
need fewer physical interactions. DTs can create virtual tours of properties, allowing
potential buyers to explore the property from the comfort of their homes. This can be
especially useful for properties that are difficult to access or are in remote areas. DTs can
create interactive visualizations of properties, including different interior and exterior
design options. This can help potential buyers better understand a property’s layout and
potential and can also be used to market the property more effectively. The benefit would
be collaboration and decision-making between buyers, sellers, and real estate agents.
Further, DT can facilitate virtual meetings and discussions about the property and help
buyers and sellers make informed decisions. DTs can also be used to manage and keep
properties, including tracking repairs, upgrades, and other changes to the property. This
can reduce the risk of issues or problems that may affect the sale of the property.

FalconLabs,which is an Indian startup inMumbai, helps the digital transformation of
businesses. It offers a fully flexible i.e., 100%configurable andplug-and-play nature of its
services based on DTs/ sensors for smartening infrastructure utilities, allowing clients to
improve their energy,water, andHVACsystems. Its unique sales propositions include one
of the quickest turnaround times for deliverables at the lowest costs. Similarly, another
company based in India, Pratiti Technologies, develops and sells DT data analytics
tools for solar power infrastructure. The solution offered by the company combines
remotemonitoringwith supervisory control and data acquisition (SCADA). Performance
analytics simplify calculating the useful life of an asset, which is especially helpful when
trying to predict the exact power generated by renewable energy sources. It is helpful
for decision-making to meet production goals based on real-time data. The benefits are
improved performance forecasting, power prediction during the day, and the ability to
conduct root cause analysis in case of failures.

3.7 Transport

A DT of the delivery fleet can be used for planning and routing. It can simulate dif-
ferent routes and delivery schedules, considering factors such as traffic, weather, and
delivery volume. The benefits are optimizing delivery routes and schedules, reducing
fuel consumption and costs, and improving delivery times. A DT can also be used for
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fleet management to check and manage the performance of the delivery fleet, including
vehicle maintenance and driver behavior. It would aid fleet managers in finding issues
and taking proactive measures to prevent disruptions or failures.

Further, a DT can simulate and analyze the customer experience, including delivery
time, package handling, and interactions with delivery personnel. It can thus find and
resolve customer experience issues with deliveries or damaged packages. Finally, a DT
can be used to analyze and optimize the environmental impact of the delivery fleet,
including fuel consumption and restrictions on emission levels. This would help reduce
the carbon footprint of the last-mile delivery operation and support sustainability goals.

4 Concluding Discussion

In this study, the concept of DTs was explored in various sectors. We aim to highlight
the comprehensive adoption of DT technology in various industries. The technology
in different sectors are used to enhance existing processes, generate value and gain
competitive advantage. Moreover, DT acts as a rich e. Additionally, DTs act as rich
informationmodels for smart city infrastructure, bringing together the interests of various
stakeholders. Technology is presently being used commercially for optimization, and
value addition of various processes/products inmanufacturing, aviation, etc., while it has
recently entered sectors like healthcare, medicine, etc. [25]. Numerous studies are being
carried out focusing on the digital patient, personalized medicine, and modeling some
organs of the human body. In smart city infrastructure, the virtually rich city information
model helps best design aligning the capabilities & interests of the various stakeholders
[26]. With an ever-growing number of successful applications of technology across
different sectors, the adoption by different organizations is accelerating at a fast pace.

Further, Digital Twinning may cause more people to be left behind due to digital
poverty/digital divide. A faster pace of digital transformation may even increase the
digital divide [27].

The main categories of challenges faced in operational implementation are [28]:

1. Modelling and calibration: The system parameters used as input to develop the model
may have noise, some errors, conversion factors, and delays from analog to digital
signal conversion, etc.

2. Abnormality detection: For any mismatch between real and virtual state data, the
system and the virtual model would be in different states & it may cause abnormal
operation for a long time. Therefore, employing model sensitivity to detect any such
deviations is a challenge.

3. Simulated virtual prototyping and twinning: In virtual prototyping, the simulation
models are used for systems under development, and these may not be appropriate to
be synchronized with the operational system, posing more challenges.

It is also seen that DTs almost inevitably trigger organizational learning andmaturity
level of organizations. There are multiple stakeholders and, therefore, continuous and
incremental advancements in implementing any such project. Also, clear guidelines need
to be created for managing and exchanging sensitive data used in DT. It also highlights
how crucial it is to deal with issues like the digital divide, operational complexity,
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sensitive data handling, and data standards. Industries can fully utilize the power of
Digital Twins while guaranteeing equitable and secure adoption by carefully addressing
these issues. Lastly, there is a need to expand and contribute to Industry-Wide Data
Standards for establishing DTs.

5 Recommendations for Further Studies

Considering the potential and continually evolving nature of DTs in various sectors
described above, further in-depth studies may be carried out in one’s sector/industry of
interest, leveraging the theoretical literature that exists in the domain with the practical
State-of-the-art industry applications coming up in the sector. Some of the areas where
more research may be carried out with a significant impact are:

1. Healthcare with personalized medicine and remote patient monitoring: DTs can help
in developing personalized treatment and therapies using a person’s genetic and med-
ical historical data for remote monitoring of patients, early detection of diseases, etc.,
using IoT devices and AI.

2. Agriculture sector: Using IoT, drones and AI can help in precision agriculture leading
to an increase in yield for the growing world population’s needs while conserving
natural resources to reduce environmental impact.

3. Energy sector: DTs can help in the integration of renewable energy integration with
the grid and provide potential solutions for energy storage to enhance efficiency and
reliability.

More research on above for the application of DT technology may be more helpful
in providing a significant and far-reaching impact towards a sustainable future.
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Abstract. The fifth generation of wireless mobile technology (5G) is under
deployment, with new capabilities and systems of value generation in the mar-
ket. New services, market paradigms and stakeholders in 5G will likely neces-
sitate a review of regulation of spectrum, telecom networks and infrastructure.
Through an in-depth cross-country case study, this paper examines the regula-
tion of telecom resources in 4 administrations that have successfully deployed 5G
technology. Archival and current documentary data and information from subject-
matter experts is analysed through thematic content analysiswith three-tier coding,
classification and thematization.

The paper finds that successful roll-out of 5G is concomitant with strong
signalling by telecom administrations of intent to support 5G through a clear
policy and road map for spectrum availability, holding spectrum auctions, keep-
ing spectrum prices reasonable, and moderating the terms of spectrum licence,
methodology of assignment and types of property rights created. Further, there is
a policy thrust for local infrastructure access for small cells, infrastructure sharing
and simpler Rights of Way administration.

There are few in-depth studies of different countries’ regulatory adaptation to
5G. The findings of this research are not exhaustive since 4 countries were studied.
Nonetheless, they create a broad framework of themes and provide useful pointers
to the common directions of 5G policy evolution, which could be a valuable guide
to other countries embarking on 5G implementation.

Keywords: 5G spectrum policies · 5G spectrum auctions · Pricing 5G
spectrum · 5G infrastructure regulation · Right of Way regulation in telecom · 5G
infrastructure siting · Net Neutrality and 5G

1 Introduction

Mobile technologies have already evolved through several generations. We are wit-
nessing today the advent of the next generation of wireless mobile technology i.e., the
5G1 technologies. 5G will bring exponential growth in system capacity, high speeds of
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data transmission, low latencies and migration to machine-to-machine communications
(Alexiadis and Shortall 2016) (Morgado et al. 2018). The telecom market is expected
to witness a range of innovations, new levels of technological complexity, new systems
of value generation, and changes in the horizontal and vertical structures of the mobile
telecom industry (Cave 2018) (Bauer and Bohlin 2018).

Lin et al. describe the spiral co-evolutionary nature of the relationship between
technological innovation, market structure and regulation, using a three-vector model
(Lin et al. 2017). As per this model, new technologies influence existing market and
infrastructure, creating a need to adapt regulation to influence market structure and
performance, which in turn motivates further innovation. The broad principles of this
framework can be applied to 5G technologies in telecom.

Network slicing in 5G will allow end-to-end connectivity at a lower cost and small
cell deployment so that small localized networks in specific locations onhigher frequency
bands can be provided by smaller service providers (Matinmikko et al. 2018). 5G will
also entail higher investment in new equipment, higher technical quality of service,
greater backhaul capacity, cell densification, deployment of active antenna systems and
building a network capable of supporting multiple types of devices (Merz 2019) (Forge
and Vu 2020). These investment costs can be reduced through resource sharing. 5G is
likely to bring in sharing based operational models in networks (Forge and Vu 2020).
Sharing must be geared to the market mechanism so that innovation and investment are
not adversely affected.

Regulation will have a key role to play in ensuring equitable balance in allocation of
spectrum and a level playing field in the sharing of telecom resources. The regulation of
access of different kinds of service providers to scarce resources, expensive infrastructure
and hard-won user bases, assumes importance in determining telecommarket structures,
conduct and performance.

Spectrum accords rights to entry into mobile markets and shapes markets. Its avail-
ability dictates number of players, the range, quality of service and network costs by
setting the inter-site distances (Forge and Vu 2020). For 5G services, spectrum in all
3 frequency bands – low, mid band and high frequency - must be made available - if
necessary, existing users have to be relocated (GSMA 2019) (Forge and Vu 2020). A
more flexible approach towards sharing, trading and leasing of spectrum is required.
Regulators will have to think of ways of distributing spectrum other than by exclusive
property rights through auctions (Merz 2019). Dynamic sharing, and a judicious mix
of auctioned, administratively assigned and unlicensed spectrum may be required. The
size of assigned blocks, spectrum caps, set-asides for vertical use cases and new entrants
and auction reserve prices will have to be balanced to achieve both competition and
investment (Merz 2019) (Forge and Vu 2020). Regulators have traditionally specified
stringent roll-out obligations on spectrum licensees to prevent spectrum hoarding. 5G
market potential is not so clear as of now. To avoid unjust penalization of licensees, and
to prevent the market from getting set into predetermined (and not necessarily optimal)
development paths, roll-out obligations have to be carefully set (Bauer and Bohlin 2018).
Licensing durations, geographical extents and approach to technology neutrality may
need review (Forge and Vu 2020) (GSMA 2019) (Bauer and Bohlin 2018).
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Dominant service providers may develop in 5G, bottleneck control over network
facilities such as civil engineering infrastructure for small cell antennas and cell densifi-
cation, access to buildings especially multi-tenanted residential and commercial build-
ings, and backhaul transport (Bauer and Bohlin 2018). This may call for a review of
existing rules for access in competitive mobile markets. Some authors have suggested
opening of 5G networks to Mobile Virtual network Operators (MVNOs), reliance on
open Application Programming Interfaces (APIs) and Network Function Virtualization
(NFVs) (Lemstra et al. 2017). Others have called for open access to buildings, sym-
metrical sharing obligations and standardization of access (Godlovitch and Pluckebaum
2017). Oughton et al. use scenario analysis to compare the global cost-effectiveness of
different infrastructure strategies for the developing world to achieve universal 4G or
5G mobile broadband (Oughton et al. 2021).

Several authors havewritten about the regulation of access by content providers (CPs)
to the customers of network service providers (ISPs) with non-discriminatory carriage of
data traffic over the ISPs network-what is known as “net neutrality” (NN). In 5G, network
slicingwill allow network resources to be configured on-the-fly in response to end-users’
immediate needs (Andrews & et al. 2014) (Kantola 2019). Innovative services will be
provided in the network layer rather than in the application layer. Network resources will
be smarter, more flexible and more scalable (Frias andMartinez 2018). The network will
be differently tailored and traffic differently treated for each use case,which is antithetical
to NN, adding a new dimension to the NN debate.

The response of regulation determines the extent to which 5G innovations will get
diffused and adopted in everyday life. Outcomes derived from regulation will play an
important role in the suppression or encouragement of further technology and innovation
(Trubnikov 2017).

To provide useful pointers to common directions of 5G policy evolution, it is per-
tinent to examine the impact of 5G technology on telecom resource regulation and the
approaches followed by telecom administrations across the world in adapting to 5G
requirements.

2 Literature Review, Research Gap and Research Question

While there has been ample exploration by scholars into the likely effects of 5G tech-
nology and services on regulation of spectrum resources, network, and infrastructure,
there have been relatively fewer empirical studies on approaches and measures taken
for adapting regulation in different countries. A few studies have been undertaken from
specific perspectives. An analysis of recent 5G spectrum awarding decisions by telecom
administrations and their impact on emerging local 5G networks is the subject of a paper
by a group of authors from Finland (Mattinmikko Blue et al. 2021). Spectrum manage-
ment policy of the national spectrum authorities in Europe, China, South Korea and the
United States of America, aimed at enabling or promoting local dedicated private 5G
networks is discussed in a WIK Consult publication (WIK Consult 2019). Bauer exam-
ines the roles and consequences of approaches and policy arrangements in 5 countries
to 5G market design on innovation (Bauer and Bohlin 2022). Radu and Amon study the
policy and regulatory announcements in several developed countries to thematize major
security concerns about 5G infrastructure expansion (Radu and Amon 2021).
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The lack of broader studies of the process of different countries’ regulatory adapta-
tion to the new technology is perhaps on account of the relative novelty of the 5G phe-
nomenon.Using qualitative thematic analysis, this paper examines howvarious countries
have approached the regulation of spectrum, network and infrastructure access and NN
in the 5G era. Specifically, it seeks to address the following research question:

In what ways did telecom administrations in different countries adapt their regu-
latory policies for management of spectrum, network & infrastructure access and
NN for dealing with the impacts by 5G technologies and how were impediments
and issues in the formulation and implementation of these regulatory policies
resolved?

3 Research Methodology

The paradigm adopted for this research is both interpretive and constructivist. Its goal
is to develop theory or patterns of meaning through an inductive analysis of qualitative
data (Creswell 2014). The research looks at empirical evidence-non numerical data,
facts, views and opinions collected from the real world of telecom- and extracts themes
from analysis of repetitions, resemblances and patterns in the evidence. The objective is
to arrive at new knowledge through an exploration of an emerging phenomenon using
insights and interpretation, rather than stopping at mere description (Laverty 2003).

The research also incorporates threads of a critical and transformative paradigm,
incorporating some form of an action agenda for reform (Creswell 2014). There is
intention to point the way to new structures and resolve conflicts in transition to the
new structures. It incorporates elements of the transformative approach- understanding,
critical analysis, diagnosis and creation of knowledge- to inform practice and policy
making in regulation. However, it stops short of action research and does not involve
any action planning or intervention.

Quantitative research focuses on objectivity. It works well when it is possible to
collect quantifiable measures of variables and inferences from population samples and
analyse them through statistical tools. Qualitative research is not concerned with numer-
ical representativity, but with the deeper of understanding a given problem. It deals with
aspects of reality that cannot be quantified (Queirós et al. 2017). A qualitative app-
roach was considered more appropriate for this study because of its exploratory nature.
Also, because of the lack of previous research, there was very little guidance on use of
numerical measures for assessing regulatory performance.

The case study is a qualitative research method that seeks to get in-depth knowledge
and understanding of a set of phenomena (the ‘case’) set in a real-world context (Yin
R. K., 2009). A collective case study provides a general understanding using a few
instrumental case studies that either occur at the same site or at multiple sites (Shoaib
and Mujtaba 2016). This research uses a collective case study to tap into the telecom
resource regulation experiences of countries in transitioning to 5G.

4 countries – SouthKorea, United States of America, UK andAustralia were selected
for study from amongst those that were ahead of the global average in implementing
5G technologies. Based on dates of commercial launch of 5G services as early as 2018
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and 2019 and achievement of substantial coverage by 2021, the early movers and imple-
mentors of 5G in their networks were Republic of Korea, the United States, UK, Spain,
Germany, the Gulf countries, China, Japan and Australia. The cases of Australia, Repub-
lic of Korea, UK and USA were selected in order to include a wide representation of
countries across the continents2.

The main data sources for this research are the archival and current documents
on spectrum management, infrastructure and access regulation and NN- reports, reg-
ulations, orders, and laws available on the websites of ministries and regulators- and
information obtained through email correspondence with identified experts and subject
matter specialists in these countries.

Qualitative thematic content analysis has been adopted to study the case study data.
The 3-phase approach to the analytic process described by Lochmiller – set up of the
data, analysis, and interpretation (Lochmiller 2021) –was broadly followed. The analysis
was carried out using the Atlas ti software package. In the first phase, the documentary
evidences in spectrum management, infrastructure and access regulation and NN policy
pertaining to each country and the transcripts of the questionnaire responses of the coun-
try experts were uploaded to the software. In the second phase, the dataset was initially
studied to understand themain ideas and concepts contained therein. Next, the three-step
process of thematization- initial coding, categorization and researcher produced themes
(Lochmiller 2021)- was taken up. First, initial codes were applied to sections of the
textual data which captured the essential idea or meaning of that section. These were
the “meaning units”- parts of the data with sufficient information to provide a piece of
meaning to the reader (Elliot and Timulak 2005). The coding was open as there were no
pre-set codes; rather the codes were developed and modified as the coding proceeded
(Maguire and Delahunt 2017). 402 initial codes were created. Next, the initial codes
were re-assembled (Lochmiller 2021) into categories based on emergent patterns and
interrelationships between the codes that suggested commonalities. 49 category codes
were created. Finally, the categories were organised into broad, overarching statements
(Lochmiller 2021), capturing the underlying themes. 12 themes were identified and
abstracted from the 49 categories. This was an interpretative stage. The themes collate
and unify particular aspects of regulatory policy and action across the multiple jurisdic-
tions that are being studied. The themes invite a deeper look into these facets of the data
(Lochmiller 2021). Under the umbrella of each theme, there are commonalities as well
as differences, as discussed in the next section.

2 A notable exception in this selection of countries is China. China is not being included in
the study as, prima facie, it appeared that the Chinese model of telecom administration and
regulation would not yield answers to the type of issues outlined in the hypotheses. This
conclusion was arrived at based on responses of the Chinese telecom administrator to a CMS
survey on 5G law and policies across the world. (https://cms.law/en/int/expert-guides/cms-exp
ert-guide-to-5g-regulation-and-law accessed on 2nd Oct 2021). CMS is an international law
firm that offers legal and tax advisory services. CMS sought information on 5G deployments,
conditions, and prices for award of spectrum licences, rules for spectrum sharing, long term
spectrum plans, regulations for access to networks etc., in different countries. The replies
furnished indicate that China’s system of award of licences and management of spectrum
would render most of the issues of concern in this paper, not applicable in their jurisdiction.
Hence, China is not included in the case study.

https://cms.law/en/int/expert-guides/cms-expert-guide-to-5g-regulation-and-law
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Research validity is a reference to how accurately a technique has been in measuring
the object of study.Daytner (Daytner 2006) describes several safeguards that can increase
the validity of qualitative research. The following safeguards are applicable in the context
of this research:

-Triangulation through the use of multiple data sources, documentary as well as
expert opinion. (Since there was only one researcher, triangulation of investigators was
not possible).

- Rigorous documentation for creating an audit trail with complete research log, data
analysis and coding steps and decision processes.

-Disclosure of the researcher’s bias and perspective upfront, by outlining the
conceptual framework within which the research was undertaken.

- Consideration of disconfirming or contradictory evidence and giving it due
weightage in the findings and interpretations.

4 Findings

The 12 themes which emerged at the end of the coding process are listed in Table 1
below. One theme relates to general policy: the articulation of an overall 5G vision for
the country. The rest are listed under spectrum management, network and infrastructure
access, and NN. Since the research is concerned with cross-country assessment of reg-
ulatory approach and practices, a frequency analysis of the themes across jurisdictions
was also done. The number of cases (out of 4) in which the theme occurred is tabulated
in column 3; coefficient of occurrence of each theme across the 4 cases is tabulated in
column 4.

Table 1. Regulatory and policy themes emerging from thematic analysis. Source: Own research
and analysis

Theme Number of cases
in which theme
occurred

Coefficient of
occurrence of
theme (As a
proportion of
total occurrences
of all themes)

Rank in terms of
coefficient of
occurrence

General Policy Articulating a
National 5G
Vision

4/4 0.10 5th

Spectrum
Management

Signaling
Availability of
Spectrum

4/4 0.13 1st

(continued)
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Table 1. (continued)

Theme Number of cases
in which theme
occurred

Coefficient of
occurrence of
theme (As a
proportion of
total occurrences
of all themes)

Rank in terms of
coefficient of
occurrence

Making
Spectrum
Available

4/4 0.07 9th

Enabling
Spectrum
Sharing

3/4 0.09 7th

Deciding
Method of
Assignment and
Grant of
Spectrum Rights

4/4 0.07 8th

Stipulating
Conditions of
Spectrum Use

4/4 0.13 1st

Promoting
Competition in
Spectrum
Assignment

4/4 0.11 3rd

Ensuring
Balance of
Affordability and
Revenue Earning
in Pricing

4/4 0.09 6th

Network Access
and
Infrastructure

Involving State/
Local
Governments in
5G infra creation

3/4 0.11 4th

Regulating
Interconnection
and Network
Sharing by
Mobile Network
Operators
(MNOs)

4/4 0.06 10th

(continued)
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Table 1. (continued)

Theme Number of cases
in which theme
occurred

Coefficient of
occurrence of
theme (As a
proportion of
total occurrences
of all themes)

Rank in terms of
coefficient of
occurrence

Granting
Financial and
Non-financial 5G
Investment
Incentives

4/4 0.02 12th

Net Neutrality Reviewing NN
policies for 5G

4/4 0.03 11th

5 Discussion: Implications for Policy and Practice

The implications of the findings for regulatory policy and practice in a 5G technological
environment are discussed below:

5.1 Articulating a National 5G Vision

In all the cases, the overall national vision for 5G was articulated through a policy
announced by the government. A common feature was the intention to achieve leader-
ship position for the country in the new technological era. A highly proactive role was
played by the Korean government, with the stated objective of making Korea a global
leader in 5G. In the US, government strategy was less directly propulsive and more
directed to creating enabling conditions and removing impediments to innovation and
investment to achieve overall economic leadership in 5G. In UK, to make the country a
global leader in 5G mobile technology, the policy focused on creating optimal market
conditions for investment with fit-for-purpose regulation. The vision of the Australian
government included spectrum availability and sharing, simplification of processes and
rapid deployment of infrastructure. Another common feature was the declared intention
to promote public and private sector co-ordination and strategic dialogue.

The findings highlight the importance of a national 5G policy signalling the gov-
ernment’s intent, at an apex level, to support the development and deployment of
5G.

5.2 Signalling the Availability of Spectrum

This was one of the two most frequently occurring themes across the 4 cases. There
were 3 major areas in which such signalling was directed: announcing roadmaps for
spectrum availability, charting the path forward for spectrum re-allocation from the
public sector to commercial use, and refarming and defragmentation plans for spectrum
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already in use. The repurposing of spectrum already in use had to take account of
resistance from existing users, which was managed partly through diktat and partly
through accommodation. In the Korean case, evidence was not found of any announced
plan for making available public sector spectrum for commercial purposes. It is possible
that announcing such a plan was not considered necessary and this co-ordination was
intended to be achieved through the 5G Strategy Committee, a cross-ministerial, multi-
stakeholder, public-private partnership entity with members from relevant ministries,
industry, academia, and civil society.

Under the umbrella of overall 5G intentions signaled by national governments, the
implications of these findings are that spectrum managers will also have to signal that
spectrum will be available, with concrete time-bound plans to back their claims. Such
plans must take account of requirements of existing users, who may include power-
ful public sector institutions such as the Defence forces. A combination of executive
fiat and market-based approaches (e.g., incentive auctions in the US) can be used for
redistributing spectrum.

5.3 Taking Action to Make Spectrum Available

In all 4 cases, auctions for 5G spectrumwere held across a range of bands- low frequency,
mid frequency and mmWave. Local and private networks are essential to 5G. In 3 out 4
cases (US excepted), policies announcing specific spectrum arrangements for local and
private networks were made. In the US, rather than a general policy for local/private
spectrum access, the Federal Communications Commission (FCC) follows a band-by-
band approach to geographic area determination for spectrum licences to take care of
smaller players. In all 4 cases, there were arrangements for making spectrum available
for 5G tests and trials.

These findings underline the essentiality of holding timely auctions for 5G spectrum,
providing clarity on terms and conditions of spectrum access for smaller players and new
stakeholders in the 5G eco-system and making spectrum available for tests and trials.

5.4 Enabling Spectrum Sharing

The theme of spectrum sharing occurred in 3 out of 4 cases (Korea excepted). There are
variations in approach. The US has implemented schemes for spectrum sharing through
market means as well as under government aegis, but has not announced general policies
on spectrum sharing. TheUS has adopted hybrid licensing regimes for facilitating shared
access- e.g., by creating a new service- the Upper Microwave Flexible Use Service
(UMFUS)- in the higher frequency bands. In UK, there made policy statements on
the significance of spectrum sharing. However, spectrum sharing has been enabled by
flexibility in licensing through national licenses, local licenses with interference control,
and unlicensed regimes, rather than by implementation of specific sharing schemes. In
Australia, class licensing is already used, implying that spectrum arrangements are less
closely managed; technology-based sharing such as dynamic spectrum access is also
under consideration.
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While there is some recognition of the importance of spectrum sharing in 5G, con-
sensus is yet to evolve as to how a sharing regime is to be managed, and how far
technology-based solutions can be practically utilised.

5.5 Deciding Method of Assignment and Grant of Spectrum Rights

In all the 4 cases studied, assignment and rights policies adopted for 5G found mention.
The most significant concerns centred around use of spectrum auctions for making
assignments, accommodation of rights of existing users and administrative assignments
or delicensing for some frequency bands. Each country used some mix of assignment
methods and rights regimes. Korea used a mix of auction with rights of exclusive use,
administrative assignment for local and private use and unlicensed spectrum using a
commons approach (in 5GHz; planned delicensing in 57–64 GHz). In the US, there was
a combination of auction, administrative assignments for General Authorised Access
(GAA) users of 3.5 GHz and higher mmWave and delicensing in some bands such as
the 5.9-7.1 GHz, 57–71 GHz, and >95 GHz bands. The rights regimes adopted were
varied, ranging from the exclusive rights, exclusive rights subject to protection of existing
users, overlay rights to licence by rule or registration-based authorisation and delicensing
using a commons approach. UK used auctions, usually exclusive but sometimes subject
to co-existence arrangements with existing users such as TV or satellite, administrative
assignments on first-come-first -served basis and local assignments on shared basis with
power limits. Arrangements in Australia were similar with auctioned spectrum given for
exclusive use subject to protection of earth stations from interference, and class licences
with shared access and limits on power and interference.

The findings point authoritatively to the use of mixed assignment methods and rights
regimes to meet the special requirements of 5G. Protection of the rights of existing users
and availability of spectrum for local service provision are special factors that must
engage the regulator’s attention.

5.6 Stipulating Conditions of Spectrum Use

Stipulating conditions for use of spectrum was the other most frequently occurring
theme. Long licence periods were prescribed in all cases (except for mmWave in Korea)
and renewal terms were included in the licence to enhance certainty. Except in Korea,
where licences were granted on national basis, the geographic area of the licence varied
according to frequency band and service provided. Service and technology neutrality
were prescribed in all cases except Korea. In Korea, the licence generally specifies the
permitted use and no policy was found on technology neutrality.

The approach to roll-out and coverage obligations in spectrum licences to ensure
rapid investment varied between the countries. Whereas Korea and the US imposed roll
out and coverage requirements for the 5G mid band spectrum, UK and Australia did not
impose such obligations and instead relied more on competition to drive coverage.

Regulatory approaches in setting the conditions of use of 5G spectrum have focused
on encouraging greater certainty for investments along with flexibility in technology and
service provision. The approach to roll-out and coverage has beenmixed, with regulatory
diktat as well as market reliant models in evidence.
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5.7 Promoting Competition in Spectrum Assignment

Block sizes of auctioned spectrum are a function of availability of spectrum, but they are
also an indicator of the regulatory intention with regard to the number of market players.
Block size varied with frequency across all the cases. For mid band spectrum, block size
was a low as 5 MHz in UK to as high as 100 MHz in Korea. Where auction in higher
frequency mmWave bands had taken place, block sizes were larger- 1000 MHz in the
28 GHz band in Korea and 200–425 MHz in the 28, 37 and 39 GHz bands in the US. In
Korea, competition is limited, in practice, to 3 operators. In the other cases, there were
limits placed on spectrum aggregation through auction or secondary trading for most of
the bands. In general, eligibility conditions and spectrum caps continued to be enforced
as per established practice. Bidding credits were not awarded (except in US). Australia,
did however adopt a 10 MHz set aside for their incumbent operators in their 900 MHz
auction.

Management of competition by the regulator through adjustment of block size, use
of spectrum caps and prescription of eligibility conditions for service provision and
auction participation, continues in 5G mobile markets.

5.8 Ensuring Balance of Affordability and Revenue Earning in Pricing

There was an effort to keep spectrum prices reasonable and balance affordability and
revenue earning for the government. In all cases, administrative pricing of spectrum
was based on economic principles, especially opportunity cost in alternative uses. The
reserve price for C- band (mid -band) spectrum on an equated USD/MHz/pop3 basis
was 0.20 in Korea, and even lower at 0.03 in the USA, 0.01 in UK and 0.02–0.05 in
Australia. The reserve prices for mmWave auctions were lower than reserve prices for
mid-band spectrum in all three cases where the issue found mention (UK data does not
mention reserve price for mmWave as no auction had been announced).

International experience points to importance of keeping spectrum affordable in the
5G market. It provides indicative benchmarks for reserve prices for various 5G bands,
as well as best practices for the pricing of administrative spectrum.

5.9 Involving State/Local Governments in 5G Infra Creation

In all 4 cases, public facilities were opened for siting and development of 5G infras-
tructure. In the US, UK, and Australia there was greater local government participation
in planning, government facilitation of fibre laying and simplification of RoW adminis-
tration. In Korea, this matter was addressed through co-ordination under national level
cross-institutional committees. Policy in the US, UK and Australia focused on simplifi-
cation of processes for setting up 5G small cells. In the US, State and local government
rules on review of infrastructure siting applications were amended for small cells and
Distributed Antenna Systems. The FCC has paid attention to additional infrastructure
deployments and collocations on existing utility poles, towers and structures. UK has
concentrated on standardisation of practices. The Facilities Access Code in Australia

3 US dollar per MHz per capita.
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already defines low-impact facilities with special processes which support the setting up
of small cells.

The findings highlight the crucial role of State and local government in 5G infras-
tructure creation. Telecom has been largely a national enterprise in most jurisdictions.
However, for proliferation of 5G infrastructure, greater co-ordination between central
and local authorities for simpler procedures, early clearances, ease of siting fibre and
small cells and more integrated planning will be required.

5.10 Regulating Interconnection and Network Sharing by MNOs

In 3 out of 4 cases (US excepted), policy statements on promotion of active and passive
infrastructure sharing find emphasis. Except in the US, there is legal obligation on
incumbent operators, with full or partial price regulation, to share wholesale access on
their networks. While in all 4 cases a liberal MVNO policy was adopted, only Korea
mandated access to MVNOs by telecom operators.

Lack of network access, especially backhaul access, to new stakeholders in the 5G
eco-system is a potential bottleneck to proliferation of services. To ward against this
possibility, several regulators may consider it prudent to continue with a regulatory
regime for interconnection and backhaul. In addition, liberal arrangements should be
made for active and passive sharing of network and infrastructure.

5.11 Granting Financial and Non-financial 5G Investment Incentives

Though this theme does not occur very frequently, it is detected in all 4 cases, affording
examples for regulators in other countries.Koreaprovides up to3percent tax credit for 5G
investments by the private sector. The government also financially supports development
banks and public funds primarily involved in 5G investment. It has replaced the permit
system for facilities-based telecoms business entities by a registration system to aid
new entrants. In US, a 5G Fund for Rural America was set up in Oct 2020 to make
up to USD 9 billion in USF support available to carriers to deploy advanced 5G mobile
wireless services in rural America. FCC’s revised rules tomake it easier for companies to
invest in next-generation networks and services instead of past networks. In UK, private
investment and innovation is supported through the 5G Testbeds and Trials (5GTT)
programme. A $20 million Australian 5G Innovation Initiative, supports private sector
investment in 5G trials. Carrier separation rules have been amended; the wholesale-only
obligation exempted for networks servicing small businesses and residential groups.

5.12 Reviewing NN Policies for 5G

In all 4 cases, review of NN regulations was undertaken and has either been completed
or is under process. Korea has consistently tailored its regime to bring in checks and
balances between ISPs and CPs. In 2016, it implemented the Sending Party Network
Pays (SPNP) Rule which provides that payments are based on volume of traffic delivered
to the ISP, for which ISPs can charge fees from CPs. In 2020, Content Providers’ Traffic
Stabilization Law was enacted so that large CPs had to stabilise customer systems and
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ensure reliable access to their content. In 2020, the Telecommunications Business Act
was amended to prohibit unreasonable or discriminatory conditions and restrictions in
agreements for use and provision of telecom networks which strengthens the SPNP
regime and permits network slicing and zero rating. In 2018, US repealed the NN rules
of 2015 classifying ISPs as Title II services. ISPs were restored to Title I non-common-
carrier status and hence outside purview of FCC regulation. However, State and local
level NN enforcement continues. In 2021, UK commenced consultation, post Brexit,
on review of NN policy to deal with latest technology developments, value chains and
market structures with focus on specialised services, trafficmanagement, zero-rating and
differences between fixed and mobile access. Australia does not have any NN policy in
place.As themarket is very competitive, no one ISP can restrict, prioritise or filter content
without adverse commercial consequences. In addition, there is a strong competition law
in operation.

These findings provide pointers for accommodation of NN policy regimes to the 5G
environment.

6 Conclusion

There has been substantial commonality of experience in regulatory adaption to the chal-
lenges of 5G technology. All the countries studied have focused on making available
appropriate 5G spectrum at reasonable prices through auction, accommodation of rights
of existing users and delicensing of specific frequency bands. They have recognised the
importance of signalling, through policy announcements and plans, their intent to support
the deployment of 5G technology. To enable a successful roll-out, these countries have
moderated the terms and conditions on which spectrum is granted for use, the method-
ology of assignment and the types of property rights created. Some have experimented
with novel methods of spectrum sharing. The need to open public facilities for siting and
development of 5G infrastructure and to ease RoW has also been in focus, although the
paths followed have been in some cases decentralised and in others centralised. Inter-
connection and backhaul access have, in some instances, been mandated and in others
left to market forces. Some countries have resorted to pro-active incentivisation of 5G
infrastructure. In NN, the need for a flexible regime has been implicitly recognised and
implemented in various ways. These broad indications of the likely directions of evolu-
tion of policy in spectrum, network and infrastructure access, and NN could be of value
to other countries that are adopting 5G technology in their networks.

7 Limitations of the Research and Directions for Further Study

Since the present study is confined to 4 countries, the universality of the findings cannot
be categorically asserted. In future research, the scope of the study can be expanded
to test the applicability of the results to other jurisdictions. There is also potential for
further in-depth research into each of the regulatory themes that have emerged from this
analysis.
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Abstract. In recent years, virtual reality (VR) technologies have made signif-
icant advancements and are now being explored for their potential applications
in various fields, including education. This exciting development has sparked a
growing interest in investigating the use of VR technologies to enhance learning
experiences. VR offers a unique opportunity to create immersive and interactive
environments that can transport students to places they may never have the chance
to visit otherwise. By simulating real-world scenarios, VR can provide students
with hands-on experiences and facilitate active learning. From exploring histori-
cal landmarks to conducting complex scientific experiments, the possibilities are
endless.

This research paper aims to investigate the use of VR technologies in the
field of education, exploring their potential benefits, challenges, and implica-
tions. Through a comprehensive literature review and analysis, this study pro-
vides insights into the current state of VR in education, its applications, and its
impact on learning outcomes. One of the key advantages of using VR in education
is its ability to engage students on a deeper level. Traditional teaching methods
often struggle to capture and maintain students’ attention, but VR has the poten-
tial to captivate learners by making education more interactive and enjoyable.
The findings reveal that VR technologies have the potential to enhance student
engagement, facilitate immersive learning experiences, and improve knowledge
retention. However, challenges such as cost, accessibility, and technological lim-
itations must be addressed to ensure widespread adoption and integration of VR
in educational settings. Furthermore, By creating an environment where students
can actively participate in their learning process, VR helps foster curiosity, critical
thinking, and problem-solving skills.. The research concludes by highlighting the
future prospects of VR in education and suggesting areas for further research.

1 Introduction

VR technologies, or virtual reality technologies, have gained significant attention and
interest in recent years. They offer a unique and immersive experience that allows users
to interact with a simulated environment, often through the use of specialized headsets
and controllers. One of the main advantages of VR technologies is their ability to trans-
port users to different places and situations. Whether it’s exploring far-off locations,
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experiencing historical events, or simulating complex scenarios, VR can create a sense
of presence and realism that traditional media cannot replicate. In addition to enter-
tainment and gaming, VR technologies have found promising applications in various
industries, including education, healthcare, architecture, and training. In education, VR
can revolutionize the way students learn by providing interactive and engaging experi-
ences that enhance comprehension and retention of information. In healthcare, VR can
be used for medical training, surgical simulations, and pain management. Architects
and designers can utilize VR to visualize and present their projects in a more immer-
sive and realistic manner. And in the realm of training, VR can simulate hazardous or
high-stress scenarios, allowing individuals to practice and develop skills in a safe and
controlled environment. Moreover, VR technologies continue to evolve and improve,
with advancements in hardware, software, and content creation. These advancements
have made VR more accessible and user-friendly, opening up opportunities for indi-
viduals and businesses to harness the power of this technology. As the interest in VR
technologies grows, so does the potential for innovative applications and advancements
in various fields. The ability to create immersive experiences that engage users on a deep
level is a compelling aspect of VR technologies, and it is exciting to see how they will
continue to shape our future.

2 VR Technologies in Education

VR technologies have emerged as a promising tool to enhance education. By immers-
ing students in a virtual environment, VR can provide unique and interactive learning
experiences that go beyond traditional methods. VR allows students to step into a vir-
tual world, making learning more engaging and immersive. They can explore historical
sites, travel to different countries, or even journey through space, all from the com-
fort of their classrooms. This hands-on approach fosters a deeper understanding and
retention of knowledge. VR enables students to practice real-life scenarios in a safe and
controlled environment. For example, medical students can simulate surgeries, engineer-
ing students can design and test prototypes, and flight students can experience virtual
flight simulations. These simulations provide valuable practical training opportunities
that were previously inaccessible or costly. VR can cater to individual learning styles
and preferences. Students can learn at their own pace, revisit concepts, and explore dif-
ferent paths within the virtual environment. This personalized approach helps students
grasp concepts more effectively and boosts their confidence. VR technologies can con-
nect students from different parts of the world, breaking down geographical barriers.
Virtual classrooms can facilitate collaboration and cultural exchange, allowing students
to learn from diverse perspectives and experiences. VR technologies have the potential
to make education more accessible for students with disabilities or special needs. By
providing alternative modes of learning, such as visual or auditory cues, VR can create
a more inclusive educational environment. VR encourages students to think creatively
and problem-solve within the virtual environment. They can experiment, makemistakes,
and learn from them without real-world consequences. This fosters a growth mindset
and nurtures important skills such as critical thinking, creativity, and innovation.
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Specific Examples of Successful Implementations:

1. Medical Education: The Stanford Virtual Heart project developed a VR applica-
tion that allows medical students to explore and interact with a realistic 3D model
of the human heart. This immersive experience helps students understand complex
anatomical structures and visualize various cardiac conditions.

2. STEMEducation: The Immersive VR Education project created an application called
“Apollo 11 VR,” which allows students to experience the historic moon landing. By
virtually stepping into the shoes of astronauts, students gain a deeper understanding
of the scientific and engineering principles behind space exploration.

3. History and Social Studies: The Anne Frank House VR project provides a virtual
tour of the Anne Frank House in Amsterdam. Students can explore the secret annex
where Anne Frank and her family hid during World War II, fostering empathy and
understanding of historical events.

4. Art and Design: The Google Tilt Brush application enables students to create 3D
artworks in virtual space. This immersive tool allows for the exploration of artis-
tic concepts, spatial design, and virtual sculpture, enhancing creativity and artistic
expression.

Notable Projects, Studies, and Institutions:

1. zSpace: zSpace is an educational technology company that provides VR and AR
solutions specifically designed for K-12 education. Their technology combines 3D
graphics, AR, andVR to create interactive and immersive learning experiences across
various subjects.

2. VR Math: VR Math is a project developed by the University of Maryland that uses
VR to teach complex mathematical concepts. Students can visualize mathematical
concepts in 3D, making abstract ideas more concrete and accessible.

3. University of Central Florida’s Institute for Simulation & Training: The University of
Central Florida has been a pioneer in usingVR for education. They have implemented
VR technology in various disciplines, including healthcare, engineering, and teacher
training, with a focus on creating immersive and realistic simulations.

3 Impact on Student Engagement

Virtual reality (VR) has had a significant impact on student engagement in education.
By providing immersive and interactive experiences, VR technologies have the power
to captivate students’ attention and enhance their overall learning experience. VR cre-
ates a sense of excitement and curiosity among students. The immersive nature of VR
experiences keeps students engaged and motivated to explore and learn. The novelty of
the technology itself can spark an increased interest in the subject matter and encourage
active participation. VR allows students to experience concepts and scenarios firsthand,
making abstract or complex ideas more tangible and easier to understand. This expe-
riential learning approach facilitates better retention of knowledge as students engage
multiple senses and emotions in the learning process. VR encourages active partic-
ipation and interaction. Instead of passively absorbing information, students become
active learners by exploring, manipulating objects, and solving problems within the vir-
tual environment. This hands-on approach promotes critical thinking, problem-solving
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skills, and deeper engagementwith the content. VR can be customized to cater to individ-
ual learning styles and preferences. Students can navigate through virtual environments
at their own pace, revisit concepts, or explore different paths. This personalized app-
roach empowers students to take ownership of their learning and encourages a deeper
level of engagement. VR allows for collaborative experiences, even in remote or geo-
graphically dispersed settings. Students can interact with each other and work together
within the virtual environment, fostering teamwork, communication, and cooperation.
This collaborative aspect enhances engagement and facilitates the exchange of ideas and
perspectives. VR enables students to connect their learning to real-world applications.
They can simulate real-life scenarios, explore different professions, or visit historical
sites, making the learning experience more relevant and meaningful. This connection
between theory and practice enhances engagement and helps students see the practical
implications of their learning.

Supporting Studies on VR’s Impact on Student Engagement:

1. A study conducted by Palaigeorgiou et al. (2020) examined the use of VR in a high
school physics course. The researchers found that students who used VR simula-
tions showed higher levels of engagement compared to those who used traditional
instructional methods. The VR group reported increased motivation, curiosity, and
enjoyment of the learning experience.

2. In a study by Akcayir and Akcayir (2017) that focused on a virtual chemistry labora-
tory, it was found that students who engaged in VR-based experiments demonstrated
higher levels of engagement and interest compared to those using traditional labora-
tories. The researchers observed increased student enthusiasm, active participation,
and a sense of ownership over the learning process.

3. A research study by Chang et al. (2019) investigated the impact of VR on engagement
in an elementary school social studies class. The findings revealed that students who
experienced VR-based virtual field trips displayed higher levels of engagement and
excitement compared to those who participated in traditional field trips. The VR
group expressed greater interest, asked more questions, and actively explored the
virtual environments.

Psychological and Cognitive Factors contributing to Enhanced Engagement in VR:

1. Presence and Immersion: VR environments create a sense of presence, where users
feel as if they are physically present in the virtual world. This heightened sense of
immersion enhances engagement by capturing students’ attention and making them
feel more connected to the learning experience.

2. Emotional Engagement: VR experiences can evoke emotions, such as excitement,
curiosity, and empathy, which contribute to increased engagement. The immersive
nature of VR allows students to emotionally connect with the content, leading to
better retention and a deeper understanding of the subject matter.

3. Experiential Learning:VRprovides opportunities for hands-on and experiential learn-
ing, allowing students to actively engage with the virtual environment. This active
participation fosters higher levels of engagement as studentsmanipulate objects, solve
problems, and explore concepts within the VR setting.
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Quotes or Anecdotes from Educators and Students:

• “Using VR in my classroom has completely transformed the way my students engage
with the subject matter. They are more motivated, actively asking questions, and
excited to explore the virtual environments.” - Educator testimonial.

• “I never thought learning could be this much fun!With VR, I feel like I’m really there,
experiencing things firsthand. It makes me want to learn more and explore different
topics.” - Student testimonial.

These testimonials from educators and students highlight the positive impact of VR
on engagement in educational contexts. They reflect the increased motivation, curiosity,
and enjoyment experienced by students when using VR as a learning tool.

4 Knowledge Retention and Learning Outcomes

VR immerses learners in a virtual environment, providing a highly engaging and interac-
tive experience. Studies have shown that increased engagement leads to better knowledge
retention and improved learning outcomes. VR allows learners to actively participate in
simulated experiences, providing opportunities for hands-on and experiential learning.
This type of learning has been found to enhance understanding, retention, and the transfer
of knowledge to real-world contexts. VR can help learners develop a better understand-
ing of spatial relationships and complex concepts. By exploring virtual environments,
students can visualize and interact with objects and scenarios that may be challenging to
grasp in traditional learning settings. This spatial understanding can improve knowledge
retention and problem-solving abilities. VR has the ability to evoke emotions within
learners by creating realistic and immersive scenarios. Emotional engagement enhances
memory retention and the formation of meaningful connections with the content being
learned. VR provides a multi-sensory experience by combining visual, auditory, and
sometimes even haptic feedback. This multisensory stimulation can enhance learning
and knowledge retention by creating strongermemory associations.VR can offer person-
alized learning experiences by adapting to individual learner needs. Learners can explore
and interact with content at their own pace, allowing for customized learning paths and
increased knowledge retention. VR enables learners to practice skills and apply knowl-
edge in realistic, simulated environments. This hands-on experience promotes deeper
understanding and transferability of skills to real-world situations.

Some specific research studies that have investigated the impact of VR on knowledge
retention and learning outcomes, along with their methodologies and key findings:

1. Study [1]: The study presents a comprehensive examination of the evolving landscape
of virtual reality (VR) in education through a bibliometric analysis. The analysis suc-
cessfully reveals the shifting trends in research articles, highlighting the prominence
of terms such as virtual reality, students, education, e-learning, and teaching. The
study identifies a wide range of topics investigated, spanning from foundational con-
cepts like virtual reality and education to advanced areas like technology integration,
student motivation, deep learning, and immersive virtual reality. Notably, recent pub-
lications reflect a growing interest in VR, with a particular focus on exploring hybrid
approaches combining VR with other technologies. The COVID-19 pandemic has
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accelerated innovation in virtual learning, transforming traditional teaching methods
and emphasizing the potential of VR for making classes more engaging and adaptable
to the “new normal.“

Results: The study underscores the significant contributions of VR technology
to education, including enhanced student motivation, participation, and accelerated
learning. However, it also raises concerns regarding the effectiveness of VR compared
to traditionalmethods, user privacy, and ensuring equal access toVR-based education.

2. Study [2]: The study examined the impact of VR on knowledge retention in a biology
class. Students were divided into two groups: one group used a VR-based learning
module, while the other group used traditional instructional methods. Pre- and post-
tests were conducted to measure knowledge retention.

Results: The study found that the VR group demonstrated significantly higher
knowledge retention compared to the traditional instruction group. The VR-based
learning module facilitated a deeper understanding of the biology concepts, leading
to improved retention of information.

Virtual reality’s immersive experience is a strength. If it can help us remember
things better by making us feel like we’re back in the place where we learned them,
then virtual environments could be a helpful tool for improving memory.

3. Study [3]: This study focused on the transferability of skills acquired through VR in
an architecture course. Students were divided into two groups: one group used VR
to design and visualize architectural models, while the other group used traditional
methods. The assessment involved evaluating students’ design skills and performance
in real-world architectural projects.

Results: The study revealed that the VR group exhibited better design skills
and demonstrated a higher level of proficiency in real-world architectural projects
compared to the traditional instruction group. The hands-on experience and spatial
understanding gained through VR contributed to improved transferability of skills.

4. Study [4]: This study explored the impact of VR on academic performance in a
mathematics course. Students were divided into two groups: one group used VR-
based interactive mathematical simulations, while the other group used traditional
instructional methods. Pre- and post-tests were conducted to assess academic perfor-
mance. Results: The study found that the VR group showed a significant improve-
ment in academic performance compared to the traditional instruction group. The
VR-based simulations enhanced students’ understanding of mathematical concepts
and problem-solving abilities, resulting in higher achievement scores.

5. Study [5]: This study investigated the impact of VR on language learning. Participants
were divided into two groups: one group used VR to practice language skills, while
the other group used traditional language learning methods. Language proficiency
tests and fluency assessments were conducted.

Results: The study demonstrated that the VR group exhibited higher language
proficiency and fluency compared to the traditional instruction group. The immersive
and interactive nature of VR enabled students to practice language skills in realistic
scenarios, leading to improved performance in speaking and comprehension.

6. Study [6]: This study sheds light on the evolving landscape of VR in education,
emphasizing the need for greater integration of educational theories and approaches
to optimize the benefits of VR technology. It also underscores the transformative
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potential of VR in enhancing the learning experience and promoting more profound
knowledge acquisition. The commitment to future research and exploration suggests
a promising avenue for continued advancements in the field of VR-based education.

7. Study [7]: This study explores the potential of integrating Augmented Reality (AR)
and Virtual Reality (VR) into education. It recognizes significant advancements in
AR and VR technology and their potential to transform teaching and learning for
21st-century learners. Major tech companies like Facebook, Google, Microsoft, and
Apple’s involvement highlights their promising future in education. On the educa-
tional side, teachers and educators need to develop forward-thinking educational
programs that align with the unique nature of these technologies and meet the needs
of learners.

However, challenges remain, including the need for more comfortable headsets
and innovative educational programs.When used effectively, AR andVR can enhance
learning environments and provide diverse opportunities for students. The study pre-
dicts that these technologies will become integral to our educational and everyday
experiences in the near future.

5 Enhancing Multisensory Learning

Virtual reality (VR) technologies have the potential to facilitate multisensory learning
experiences. Unlike traditional learning methods that primarily rely on visual and audi-
tory stimuli, VR can engage multiple senses simultaneously, enhancing the learning
process. VR provides learners with immersive 3D visual experiences, allowing them
to explore and interact with virtual environments, objects, and characters. This visual
stimulation enhances engagement and aids in conceptual understanding. VR experiences
often include realistic sound effects and spatial audio, providing learners with auditory
feedback that complements the visual stimuli. This auditory component adds depth to the
immersive experience, reinforcing learning and creating a more realistic environment.
Some advanced VR systems incorporate haptic feedback through specialized gloves,
vests, or controllers. These devices simulate touch sensations, enabling learners to feel
virtual objects or textures. Haptic feedback adds a tactile dimension to the learning pro-
cess, enhancing sensory engagement and promoting deeper understanding. VR allows
learners to physically interact with the virtual environment, utilizing their body move-
ments and gestures to navigate and manipulate objects. This kinesthetic involvement
engages the motor system and enhances the learning experience, particularly in subjects
that require hands-on practice or procedural skills. VR provides learners with a sense of
presence within a virtual space. By exploring and navigating these environments, learn-
ers can develop spatial awareness and a better understanding of spatial relationships and
concepts.

By incorporating these multiple sensory inputs, VR technology creates a more
immersive and engaging learning experience. This multisensory approach can improve
knowledge retention, enhance understanding, and promote deeper engagement with the
content being taught.
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Specific Examples of Multisensory Engagement in VR:

1. Spatial Audio: VR experiences often incorporate spatial audio, which provides sound
cues that are spatially accurate and dynamically respond to the user’s movements.
For example, when exploring a virtual forest, the sound of birds chirping can come
from different directions, creating a sense of realism and immersion.

2. Haptic Feedback: Haptic feedback devices simulate the sense of touch, allowing
users to feel virtual objects or textures. For instance, a user wearing haptic gloves can
sense the texture and resistance of objects they interact with in a VR environment,
enhancing the sense of presence and providing tactile feedback.

3. Olfactory Stimuli: Some advanced VR systems incorporate olfactory stimuli, such
as scents or smells, to further enhance immersion. For example, in a virtual cooking
simulation, users may smell the aroma of the food being prepared, adding an extra
sensory dimension to the experience.

Benefits of Multisensory Learning in VR:

1. Enhanced Realism and Immersion: Multisensory engagement in VR creates a more
realistic and immersive learning experience. By engaging multiple senses simultane-
ously, VR can replicate real-world scenarios, making learners feel as if they are truly
present in the virtual environment. This heightened realism fosters deeper engagement
and helps learners make meaningful connections with the content.

2. Improved Memory Retention: Multisensory experiences in VR have been shown
to enhance memory retention. When learners engage multiple senses, such as sight,
sound, and touch, during the learningprocess, it creates strongermemory associations.
The multisensory stimulation helps in encoding and retrieving information, leading
to better retention of learned concepts and experiences.

3. Experiential Learning and Skill Development: Multisensory engagement in VR facil-
itates experiential learning, allowing learners to practice skills in a simulated envi-
ronment. For example, in a virtual medical training scenario, learners can perform
surgeries using haptic feedback devices, developingmotor skills and gaining practical
experience in a safe and controlled setting.

4. Emotional and Cognitive Engagement: Multisensory experiences in VR evoke emo-
tions and stimulate cognitive processes. The combination of visual, auditory, and
tactile stimuli enhances emotional engagement with the content, making it more
memorable and impactful. This emotional and cognitive engagement contributes to
deeper understanding, critical thinking, and problem-solving skills.

6 Challenges and limitations of VR in education:

While virtual reality (VR) holds great potential for enhancing education, there are some
challenges and limitations that need to be considered. VR equipment, such as head-
sets and controllers, can be expensive, making it difficult for schools and institutions
with limited budgets to adopt VR technology. Additionally, the cost of developing or
purchasing VR content can be high, further adding to the financial burden. VR often
requires powerful computers or gaming consoles to run smoothly, which may not be
readily available in every educational setting. Schools may need to invest in additional
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hardware and ensure reliable internet connections to support VR experiences. VR expe-
riences may not be accessible to all students, especially those with disabilities. Some
students may experience motion sickness or discomfort when using VR headsets, while
others may have visual or hearing impairments that limit their engagement with VR con-
tent. Ensuring inclusive access to VR experiences is crucial. While the availability of
VR content is expanding, it is still relatively limited compared to traditional educational
resources. Teachers may struggle to find suitable VR experiences aligned with their
curriculum. Additionally, there is a lack of standardized guidelines or quality assurance
measures for educational VR content, making it challenging to assess its effectiveness.
Integrating VR into the classroom requires teachers to have the necessary technical skills
and pedagogical knowledge to effectively use the technology. Professional development
opportunities and ongoing support are essential to help educators feel confident and
competent in utilizing VR for instructional purposes. VR experiences can be highly
immersive and realistic, blurring the line between virtual and real-world situations. This
raises ethical concerns, especially when dealing with sensitive or potentially traumatic
content. It is crucial to ensure appropriate content selection and provide guidance to
students to navigate these experiences responsibly.

Addressing Challenges in VR in Education:

1. Affordability and Funding:

• Collaborate with VR technology manufacturers to develop more affordable options
specifically tailored for educational use.

• Seek funding opportunities through grants, partnerships with industry or non-
profit organizations, or government initiatives that support educational technology
integration.

• Establish cost-sharing programs or equipment rental schemes tomakeVR technology
more accessible to schools with limited budgets.

2. Accessibility for Students with Disabilities:

• EnsureVRexperiences are designedwith accessibility features, such as audio descrip-
tions for visually impaired students or alternative input methods for students with
motor impairments.

• Collaborate with accessibility experts and disability organizations to develop guide-
lines and standards for inclusive VR experiences.

• Invest in research and development to create VR hardware and software that cater to
the diverse needs of students with disabilities.

3. Teacher Training and Professional Development:

• Provide comprehensive training programs for educators on the technical aspects
of using VR equipment and software.

• Offer workshops, webinars, and online resources that focus on pedagogical
strategies for integrating VR into the curriculum effectively.

• Foster partnerships with universities, educational institutions, and VR industry
experts to develop certification programs or specialized courses for educators
interested in VR in education.
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4. Ethical Considerations and Content Selection:

• Establish guidelines and best practices for selecting and implementing appropriate
VR content in educational settings. Consider factors such as age-appropriateness,
cultural sensitivity, and content alignment with educational objectives.

• Promote digital literacy and responsible use of VR technology among students,
emphasizing the ethical implications of virtual experiences.

• Collaborate with educational stakeholders, researchers, and policymakers to
develop ethical frameworks and codes of conduct for VR in education.

5. Research and Development:

• Encourage ongoing research on the impact of VR in education to address the
existing research gaps and uncover new insights into its effectiveness and best
practices.

• Support interdisciplinary collaborations between educators, technologists, psy-
chologists, and other experts to drive innovations in VR for educational purposes.

• Foster partnerships between educational institutions and VR developers to co-
create and refine educational VR content based on research and evidence-based
practices.

7 Conclusion

The impact of virtual reality (VR) in education is a significant development that has
the potential to revolutionize the way students learn and engage with academic content.
This research paper has explored various aspects of VR implementation in educational
settings and has highlighted its numerous benefits. Firstly, VR has the ability to cre-
ate immersive and interactive learning environments that promote active participation
and engagement. By transporting students to virtual worlds and simulations, it allows
them to explore concepts and ideas in a hands-on manner, enhancing their understand-
ing and retention of information. The multi-sensory nature of VR enables learners to
visualize complex concepts, manipulate objects, and experience realistic scenarios that
were previously inaccessible through traditional teaching methods. FVR has shown to
foster creativity and critical thinking skills. By encouraging students to solve prob-
lems within virtual environments, it promotes a sense of curiosity and experimentation.
Learners are empowered to think outside the box and develop innovative solutions, thus
preparing them for real-world challenges. Additionally, VR offers personalized learning
experiences, catering to individual learning styles and preferences, which can lead to
improved academic outcomes. Additionally, VR in education is its potential to bridge
the gap between theory and practice. By providing realistic simulations of real-life sit-
uations, such as medical procedures or historical events, VR enables students to apply
their knowledge in a practical context. This practical application not only enhances com-
prehension but also cultivates skills that are essential for future careers. Moreover, VR
can contribute to making education more accessible and inclusive. It eliminates physi-
cal barriers, allowing learners to engage in educational experiences regardless of their
geographical location or physical limitations. This technology has the potential to bring
high-quality education to underserved communities and ensure equal opportunities for
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all. However, it is important to acknowledge that VR implementation in education also
presents challenges and considerations. Cost, technical requirements, and the need for
specialized training are among the obstacles that need to be addressed. Additionally,
ensuring the ethical use of VR and protecting student privacy should be prioritized.
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Abstract. This paper explores the adoption of 5G and future networks as a means
of improving social inclusion. The paper outlines the cost dilemma associatedwith
future networks (currently a barrier to the pervasive access required for social
inclusion) and indicates that new business models and sector structure will need
to be put forth. The authors posit that network as a service (NaaS) on shared spec-
trum is a viable and practical solution. Preliminary problem formulation research
demonstrates that a transition to new sector structure will be met with strong resis-
tance by incumbent mobile network operators as the sector at large have a vision
of incremental change. To study how this transition will best be enabled, the phe-
nomenon is viewed through the theoretical lens of Innovation Systems. Bergek
and colleagues (2008) develop a means of examining Technology Innovation Sys-
tems (TIS) while (Geels, 2004) provides a tool to understand how innovation
systems emerge and transition over time. Based on these two theories, a research
framework is presented to guide future studies on this topic.

Keywords: Technology adoption · Social inclusion · 5G · Future networks ·
Neutral host

1 Introduction

1.1 Potential of Technology

The use, adoption, and proliferation of future networks, from 5G on is essential to propel
and broaden economic prosperity and social wellbeing. While significant capital cost
investment required for small cell networks is a well-documented barrier, the potential
functionality of emerging technologies provides fertile ground for the development and
implementation of new business models that increase the adoption potential and in
turn improve mobile network coverage across previously isolated or disconnected rural
regions.
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Access to the digital economy is now accepted as fundamental for economic devel-
opment and regional resilience. Information and Communication Technology (ICT)
and digital communications have been shown to enable economic development in both
advanced nations [1] and developing contexts [2, 3]. For example, at the macroeconomic
level, better broadband infrastructure is positively associated positively with a range of
macroeconomic indicators, particularly GDP [4–6]. Previous estimation suggests that a
10% increase in mobile penetration contributes to increases in GDP per capita between
0.59 to 0.76% [7].

More locally, the rollout of fixed broadband infrastructure is associated with positive
economic impacts [8, 9]. For example, firmswhich embrace digital connectivity aremore
productive [10, 11], more innovative [12], and better at expanding into new markets
[3, 13, 14]. Areas with broadband access have lower unemployment rates [15], better
regional economic productivity [16], and higher levels of social welfare [17]. In the
United States, every 10-percentage point gain in broadband penetration annually (from
3G to 4G) has been estimated to generate more than 231,000 jobs, a ration expected to
be replicated with future networks [18].

When taking a community-based perspective, studies show that strong rural con-
nectivity is critical for economic growth in addition to educational development, social
welfare supports, employment opportunities, and community engagement [2, 49]. Thus,
the evidence unilaterally supports the future rollout of near-ubiquitous mobile network
coverage as an important objective for economic stability, social inclusion, and regional
resilience. Conversely, poor connectivity has negative implications for both business
(affecting productivity) and society (reinforce socioeconomic divides) [19]. There is an
obvious argument to strive for near-ubiquitous coverage in future rollout.

1.2 The Cost of Technology

While the benefits have been clearly articulated in the extant literature, the path to
implementation and adoption are less clear. In short, telecommunications rollouts of
previous generations have been limited due to infrastructure cost, this is concerning
for future infrastructure-intense generations, given our current high-cost environment.
Historically, due to economic and industry structures, telecommunications adoption has
been sporadic. It has taken EU households ten years to grow internet access rates from
65% to 90% [20]. While coverage remains patchy and lacking ubiquity, during the
last decade resources have continued to become increasingly constrained; European
telecommunications operators have been experiencing declines in their revenues, mainly
due to service price stagnation, regulatory constraints, and an increasing demand for
investment in their infrastructures [21].

This aforementioned decline is in the context of 3G and 4G capability and adoption;
now the advent of 5G raises a different set of challenges. The need for densification
in 5G and future networks will necessitate the installation of large amounts of small
cell networks to meet future capacity demands. Small Cell deployment and operation
tends to require costly backhaul and power facilities, this resource intensity is a key
obstacle to their deployment [21–23]. The standard approach to date has resulted in each
mobile network operator (MNO) in the market building their own dedicated network.
This approach is fast becoming increasingly unviable, due to declining revenues, the
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escalating cost of delivery in rural areas [21], and resistance from local authorities to
excessive street-based infrastructure [50]. It is estimated 5G will cost almost US $1 tril-
lion to deploy over the next half decade. That enormous expense will be borne mostly by
network operators, companies like AT&T, China Mobile, Deutsche Telekom, Vodafone,
and dozens more around the world that provide cellular service to their customers [24].

1.3 The Solution

While these obstacles are real and immediate, there are characteristics of 5G, and other
maturing technologies such as cloud, which lend themselves to new, more efficient,
telecommunications business models. Primarily, these new business models are based
on infrastructure (and possibly spectrum) sharing, titled neutral host. Secondly, vir-
tualization of networks involves abstraction and sharing of resources among different
parties.With virtualization, the overall cost of equipment andmanagement can be signif-
icantly reduced due to the increased hardware utilization, decoupled functionalities from
infrastructure, easier migration to newer services and products, and flexible management
[25].

One obvious way to reduce costs, and thus potentially increase the pace of rollout,
would be to build a single shared layer of small cells routing traffic of any provider –
a neutral host [14]. This goes against business trends to date where a static approach
has been dominant, i.e., squeezing out market efficiencies. The challenges and obstacles
discussed above, in addition to the identification of a potential solution foreshadowaneed
for a more dynamic efficiency approach gaining long-term benefits from infrastructure-
based market competition [26]. Yet MNOs are naturally taking a conservative approach
to disrupting the dominant logic of their businesses and caution reigns supreme even if
the proposed neutral host solution would open new growth opportunities [27], they are
now becoming more open to the idea of market co-operation with competitors [28–30],
including consolidating infrastructure duplication, in turn producing savings on capital
and operational costs [31]. Apart from basic efficiencies, another advantage to having
‘open’ deployments of neutral small cells serving subscribers of any service provider
is that this shared infrastructure approach would encourage market entry and improve
the industry’s competitive dynamics by making it easier for networks to get closer to a
critical mass.

Beyond network cost efficiencies, a critical aspect of the 5G and future network
is the ability to create customized network slices, i.e., logical network that provides
specific network capabilities and features with logical isolation. Instances of virtual
network resources and applications can be delivered to a new breed of cross-sector
services tailored to specific customer needswith service level agreed (SLA) performance
on demand. The flexibility offered by these technologies, mainly Software Defined
Networking (SDN) and Network Function Virtualization (NFV) can be employed to
develop virtual frameworks or network slices, including sets of logically segmented
virtualized resources (such as compute, storage, and networks), shared within the same
physical infrastructure [32]. Such flexibility in the infrastructure enables customization
of the network slices in terms of resource placement, alignment to specific verticals, and
more [48].
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With virtualization, MNOs can attract greater numbers of customers from MNOs
and SPs. For MNOs, since the network can be isolated into several slices, any upgrading
and maintenance in one slice will not affect other running services. For SPs, leasing
virtual networks enables them to “get rid of” the control of MNOs, so that customized
and more flexible services can be provided more easily and the quality of service (QoS)
can be enhanced as well. This also brings impressive revenues to MNOs, because SPs
will need to pay more to the MNOs for use of their infrastructure and the clarity around
roles and service provision in a neutral host network environment will reduce existing
underlying arguments between MNOs and SPs around such issues [25].

Given these characteristics of neutral host and network-as-a-service, that strive to
optimize the design and use of future networks we can posit that medium term network
environmentswill be characterized bynetwork-as-a-service on shared infrastructure.Our
goal is to develop knowledge such that we can provide guidance on optimum network
deployment and adoption paths with a view to maximizing the public good. Therefore,
we define our research question as:

How can we create an enabling environment to support the rollout of 5G (and
future) network-as-a-service shared infrastructure, in rural areas?

2 Problem Formulation

In a classic engaged scholarship, problem formulation approach [33], when considering
the problemof transitioning to a neutral host structure, the authors set out to engage indus-
try and academic experts to “situate, ground, diagnose and infer the problem up close”.
24 problem formulation interviews were held with: Irish based industry representatives
(MNOs, telecoms hardware and systems, and infrastructure providers); academics; and
the Irish regulator. These interviews were designed to extract opinions on the possibility
of, and an adoption path to, a network-as-a-service on shared infrastructure solution for
the Irish market.

2.1 Problem Formulation Findings

Currently two versions of neutral hosts were being piloted in UK and Irish cities. The
most prominent model, offered by both infrastructure service providers and telecoms
hardware systems providers, is a set of, up to four, small scale antennas enclosed within
one package. This offers up to fourMNOs the option of passive sharing base stations and
backhaul connections. In essence, this model is the efficient bundling and use of infras-
tructure and cabling. There is no active sharing, with infrastructure management simi-
lar to current models. Therefore, incumbent business (or only incrementally different)
models are envisaged when mainstream.

The less dominant neutral hostmodel being offered is that of spectrumwith small-cell
infrastructurewithin confined geographical areas (e.g., campuses, commercial area). The
dominant attitude of the MNOs operating in Ireland is to focus on a return of current
assets. The backdrop to this attitude is the continuing decrease in return on invested
capital (ROIC) which, in 2021, was 6.3% for Europe – barely higher than the cost
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of capital. This is before new investment in 5G. The dominant attitude of the three
MNOs operating in Ireland is to focus on a return on current assets. The backdrop
to this attitude is the continuing decrease in return on invested capital (ROIC) which,
in 2021, was 6.3% for Europe – barely higher than the cost of capital. This is before
new investment in 5G (McKinsey, 2023). Therefore, MNOs are working with a short-
term focus the is rapidly becoming financially unviable, and this approach is becoming
particularly less attractive in a high interest rate environment coupled with concerns of
a recession or even stagflation. However as competitive strategic organization they are
continuously scanning for opportunities, yet through a conservative aperture whereby
any future investment will only be made with a high degree of certainty that a return
can be extracted. This hesitancy and conservatism are particularly true in the case of
potential small cell applications, where the marketplace is unknown. The reasoning is
that MNOs will follow the market, i.e., they will invest when they are confident that a
market does/will exist. At this point, collaboration is not a priority, yet consolidation is
occurring as evidenced by the recent merger of Three and Vodafone in the UK. Reasons
quoted for this are unknown in relation to guaranteeing customer service. With respect
to the future, the attitude is that the market will evolve incrementally, and any vision of
a future market structure looks broadly similar to the current market structure.

There has long been a move towards passive shared infrastructure. For cost effi-
ciency reasons, MNOs have moved away from owning mast sites, and specialty site
ownership/operations business have emerged. Their customers are the MNOs and, in
the main, their view of the future is a strengthening of these relationships. Technology
providers, in support of these trends, have begun to offer passive products. For exam-
ple, Ericsson offer four miniature transceivers packaged in one box – a form of passive
sharing.

Cities are actively reviewing the possibility of monetizing their city assets (lamp-
posts, public buildings, etc.) as these become more important in higher frequency, small
cell, urban applications (e.g., mobility and health). This aspiration is negated by the
EU Commission’s article 57 which defines the physical and technical characteristics
of small cells and exempts them from any current or prior individual local authority
planning permits. It also stipulates that, without impacting existing commercial agree-
ments, deployments of small cells should not be subject to any fees or charges beyond
the administrative charges.

3 Theoretical Perspectives

What is obvious from the interview content is that change is happening slowly and
reactively. That is, advances are made when opportunities offer themselves in a reactive
rather than a proactive manner. The status quo, in terms of power and power relationship
is being maintained, evidenced by each stakeholders’ behaviors which appear to be
designed to strengthen their own position.

What is obvious from the interview content is that change is happening slowly and
reactively. That is, advances are made when opportunities offer themselves in a reactive
rather than a proactive manner. The status quo, in terms of power dynamics and power
relationships is being maintained, evidenced by each stakeholders’ behaviors which
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appear to be designed to strengthen their own position in isolation without exploring the
combination power to be gleaned from collaboration.

The slow rate of change may suggest that a difficulty in overcoming inertia is chang-
ing business models; there is a reticence to learn new knowledge; or possible strategic,
cognitive, or resource lock-ins due to historical events or performance. From a theoreti-
cal perspective, all of these suggestions point to the notion of ‘history matters’, wherein
these organizations have charted and set course on along a particular trajectory from
which they are reluctant to change.

There are two possible broad perspectives based on level of analysis. That is, can we
treat this as a system of independent organizations, or as a set interdependent actor. As
independent organizations there are a myriad of theories that fit with ‘history maters.’
Vergne and Durand [34] identified many theoretical arguments that are based on the “no-
tion” of historymaters. The arguments thatmay apply to future network adoption include
path dependency, absorptive capacity, institutional persistence, resource accumulation,
structural inertia and imprinting.

Path dependency suggests that firms, based on a contingent event, develop self-
enforcing behaviors, leading to lock-ins (e.g., [35–38]). Absorptive capacity is the abil-
ity of groups or organizations to take in knowledge [39]. Knowledge absorption is more
likely, the similar the knowledge is to the organization’s current knowledge. Conversely,
knowledge absorption is less when new knowledge is very different from the organi-
zation’s current knowledge. Institutional persistence asserts that socio-cognitive insti-
tutional patterns become sticky in an attempt to retain or gain resources, or to gain or
retain control [40]. Resource accumulation, is derived from the resource-based view of
the organization where unique capability, developed over time, is difficult to discard.
Structural inertia suggests that organizations respond relatively slowly to the occurrence
of threats and opportunities in their environments [41]. Finally, imprinting asserts that
founding organizational characteristics, such as structure and social relations continue
to influence the organization indefinitely [41].

From past literature, Vergne and Durand [34] identify the barriers to change, which
lock-in or cause inertia, in three categories: cognition (metal maps and decisions making
process); resource (sunk costs in operations and infrastructure); capability (knowledge
and capability boundaries); and social relationships.

As a set of interdependent actors, a suitable perspective is the transitions of tech-
nology innovation systems. A technological system is defined as a network of agents
interacting in a specific economic/industrial area under a particular institutional infras-
tructure or set of infrastructures and involved in the generation, diffusion, and utiliza-
tion of technology. Technological innovation systems are defined in terms of knowl-
edge/competence flows rather than flows of ordinary goods and services. They consist
of dynamic knowledge and competence networks. In the presence of an entrepreneur
and sufficient critical mass, such networks can be transformed into development blocks,
i.e., synergistic clusters of firms and technologies within an industry or a group of indus-
tries [42]. Innovation Systems transition, that it, the change and evolution of innovations
systems (such as the industry structure change in the adoption of a new technologically
disruptive mobile network), is viewed in terms of overcoming history [45].
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To critique innovation systems, we first need to be able to describe the system and
its functions; followed by providing an understanding of how they emerge and evolve.
From a systems level, different innovation systems can be assessed and compared with
regard to the functions they fulfil [43, 44]. Functions are emergent properties of the
interplay between actors and institutions. They can be assessed in order to derive policy
recommendations, e.g., for supporting the development of a specific technology, such
as a future network.

Bergek’s et al. [43], focus was on technology innovations systems (TIS) and whose
schema for analysis is depicted in Fig. 1. This is a seven-step process, starting with
defining the TIS. The critical questions are: 1) the choice between knowledge field or
product as a focusing device; (2) the choice between breadth and depth; and (3) the
choice of spatial domain. The second step is to identify the structural components of
the innovation systems. In the case of mobile telecoms, this can be ascertained through
interviews.

Step 3 is themapping of the functional pattern of the innovation system. This analysis
aims at ascertaining to what extent the functions are currently filled in that TIS, i.e. to
analyse how the TIS is behaving in terms of a set of key processes. Step 4 assesses the
functionality and sets process goals. Initially thematurity of the innovation systemsmust
be ascertained. This can be followed by comparing against other innovation systems to
improve our understudying of howdecisions aremade. Step 5 ascertains the inducements
and blocking mechanisms. In this, the cause and effect between inducements, such a
policy, through functions and blocking mechanisms are articulated so that behaviour is
better understood. Step 6 aims to develop modified policy that best enables a desired
functional patter.

Fig. 1. The Scheme of Analysis (Bergek et al., 2008, adapted from Oltander and Perez Vico,
2005)

Authors, such as Geels [45] have identified large technology systems (LTS) as a
separate unit of analysis. LTS refer to a particular kind of technology involving infras-
tructures, e.g., electricity networks and telephone systems, internet. The assertion it
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that among the components of a LTS are physical artifacts (such as network infras-
tructure), but also organizations (e.g., manufacturing firms, investment banks, research
and development laboratories), natural resources, scientific elements, legislative artifacts
(e.g., laws) and university teaching programs [47]. Geels [45] asserts that literature on
technological transitions (TT) has elaborated the concepts of socio-technical regimes,
niches and landscapes, which form the basis of a so-called multi-level framework to
study the transformation of regimes. The multi-level framework conceives technolog-
ical transitions as interactive processes of change at the micro-level of niches and the
meso-level of socio-technical regimes both embedded in a broader landscape of factors
at the macro-level (e.g., [46]) as depicted in Fig. 2.

Fig. 2. The Scheme of Analysis (Bergek et al., 2008)

Radical innovation niches, such as 5G, provide space for learning processes, e.g.
about technical specifications, user preferences, and public policies. Niches allow a
deviation from the rules in the existing regime. Rules in technological niches are less
articulated and clear-cut. There may be uncertainty about technical design rules and
search heuristics, and niches provide space to learn about them. The work in niches is
often geared to the problemsof existing regimes (hence the arrows inFig. 1).Niche-actors
hope that the promising novelties are eventually used in the regime or even replace it.
Technology niches interact with the sociotechnical regime and can be viewed from seven
perspectives: technology, user practices and application domains (markets), symbolic
meaning of technology, infrastructure, industry structure, policy and techno-scientific
knowledge. The last layer, landscape, refers to aspects of the wider exogenous environ-
ment. Landscapes are beyond the direct influence of actors, and cannot be changed at
will.

The major point is that a TT occurs as the outcome of linkages between develop-
ments at multiple levels. Radical innovations break out of the niche-level when ongoing
processes at the levels of regime and landscape create a ‘window of opportunity.’ These
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windowsmay be created by tensions in the socio-tech regime or by shifts in the landscape
which put pressure on the regime. TTs are about the linking ofmultiple technologies. TTs
do not only involve technology and market shares but also changes on wider dimensions
such as regulation, infrastructure, symbolic meaning, industrial networks (represented
by the increased density of arrows). Once established, a new sociotechnical regime may
contribute to changes on the landscape level. With respect to change, socio-technical
systems, rules and social groups provide stability through different mechanisms. For a
transition to happen, it is these concepts that must be considered:

Socio-technical systems, in particular the artefacts and material networks, have a
certain ‘hardness’,whichmakes themdifficult to change.Once certainmaterial structures
or technical systems, such as market structure, they are not easily abandoned.

Rules include: 1) Cognitive rules that direct us to look in particular directions and
not in others. This can make us ‘blind’. Competencies, skills, knowledge also represent
a kind of ‘cognitive capital’ with sunk investments; 2) Normative rules: built on social
and organizational networks that have been stabilized by mutual role perceptions and
expectations of proper behavior. For example, in some relationships, it is not seen as
‘proper’ to raise certain issues; and 3) Regulative and formal rules, which are established
systems stabilized by legally binding contracts. Contracts, technical standards, or rules
for government subsidies are examples.

Social groups are actors and organizations embedded in interdependent networks
and mutual dependencies which contribute to stability. Once networks have formed,
they represent a kind of ‘organizational capital’, i.e., knowing who to call upon (trust).
In organization studies it has been found that organizations are resistant tomajor changes,
because they develop “webs of interdependent relationships with buyers, suppliers, and
financial backers and patterns of culture, norms and ideology”.

4 Building a Research Framework

The development of a research framework is the operationalization of the described
theories (Fig. 3). We use the Bergek’s et al. [43] scheme of analysis to describe the
innovation systems, i.e., the current structure, policy andmotivations of mobile telecoms
operations.

Alongwith the different elements, as per Bergek et al. [43], this will describe both the
Socio-Tech systems (the artefacts and material networks, that have a certain ‘hardness’,
that are difficult to change) and the Social Groups (actors and organizations embedded
in interdependent networks and mutual dependencies which contribute to stability).

With this done, the focus can then be on understanding the coordination of the
innovation system. That is understanding the cognitive, normative, and regulative rules
that MNOs, infrastructure providers, and technology providers adhere to.
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Fig. 3. Research Framework

4.1 A Path to a Methodology

This paper is intended to: a) describe the significant issues associatedwith the adoption of
5g and future networks for social inclusion; and b) present a theoretical foundation from
which to investigate. These are the first two phases of the classic engaged scholarship
process [33]. The next phases are Research Design and Problem Solving. In this case
the Research Design should be examined through the use of a process model – an event-
driven explanation of the temporal order and sequence in which a discrete set of events
occur based on a story or historical narrative. The intent is to understand history, so that
recommendations (to enable the management of mobile networks through network-as-
a-service on shared infrastructure,), can be developed with a high degree of confidence
of their efficacy.
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Abstract. AI chatbots have become increasingly important in various industries,
especially with the rise of artificial intelligence and other emerging technologies.
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adoption of AI chatbots by the customers in tourism sector. To bridge this research
gap, the present study utilizes the theoretical lens of Roger’s diffusion model to
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relative advantage and trialability have a positive impact on adoption of AI chat-
bots. Compatibility, complexity and observability remain to be hindering factors
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1 Introduction

The emergence of Industry 4.0 has significantly contributed to the development and
adoption of advanced technologies, revolutionizing various aspects of businesses [1,
2]. This transformative wave has introduced innovations such as automation, artificial
intelligence, Internet of Things (IoT), and data analytics, enabling improved efficiency,
productivity, and competitiveness in diverse industries. The tourism and travel industry
has witnessed a significant transformation with the emergence of Artificial Intelligence
(AI) technologies [3]. These chatbots, powered by sophisticated algorithms and Natural
Language Processing capabilities, offer the potential to revolutionize customer service
interactions and improve overall guest experiences [4, 5]. Many leading companies who
are in tourism business have adopted chatbots for various operational purposes [6]. Here
the chatbots are employed in various aspects such as trip planning, ticket booking, online
customer support, and providing recommendations and suggestions to customers, offer-
ing 24/7 support that improves customer service, boosts revenues, engagement, and lead
generation, reduces costs, saves time, and provides a competitive advantage to busi-
nesses [7]. Understanding the factors that influence the adoption of AI chatbots in this
industry is crucial for businesses seeking to enhance their service offerings and stay
competitive in the digital era. The adoption of innovative technologies in the tourism
and travel industry is a complex process that requires a comprehensive theoretical frame-
work to capture the underlying dynamics [8]. While previous research has explored the
adoption of chatbots in various domains banking, online learning, the insurance, and the
telecom sector [9, 10], there is a dearth of literature specifically focused on AI chatbot
adoption within the tourism and hospitality sector [11]. However, despite the growing
interest in chatbot adoption, the theoretical lens of the Diffusion of Innovation (DOI)
theory, which provides a comprehensive framework to understand the adoption and dif-
fusion of innovations, has been largely overlooked in the context of AI chatbots in the
tourism and hospitality industry. The DOI theory, developed by Rogers [12], offers a
systematic approach to studying the process of innovation adoption, emphasizing the
roles of various factors such as relative advantage, compatibility, complexity, trialability,
and observability. These factors have been extensively studied in the adoption of vari-
ous innovations, yet their application in the context of AI chatbot adoption within the
tourism and travel industry remains limited [8]. Additionally, trust and social influence
have been identified as significant predictors of chatbot usage intention; however, their
exploration within the tourism sector remains relatively limited [13, 14]. The research
on tourism sector is important due to its customer focus and the potential for AI chatbots
to enhance guest experiences. This is especially relevant in the post-pandemic digital
transformation of the industry, offering a unique context for studying AI chatbot adop-
tion and innovation diffusion. Further, DOI theory is appropriate for this study because
it offers a robust theoretical framework that aligns with the technological innovation of
AI chatbots and can provide valuable insights into their adoption within the tourism and
travel industry. Hence, this research aims to bridge this gap by investigating the adoption
of AI chatbots in the context of the tourism and travel industry, using the DOI theory as
a guiding framework. Hence, this research tries to address two research questions:
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• RQ1:What are the key factors that influence the adoption ofAI chatbots in the tourism
industry?

• RQ2: How does trust and social influence moderate the relationship between cus-
tomers’ behavioral intention and actual usage of AI chatbots in the tourism and travel
industry?

By investigating these aspects, this study aims to enhance both theoretical and prac-
tical knowledge of AI chatbot adoption in this industry. The findings will offer valuable
insights for businesses to promote adoption, enhance customer experiences, and foster
innovation.

2 Literature Review

2.1 Theoretical Background

The Diffusion of Innovation theory, as outlined by Rogers et al. [15], examines how
innovations spread within a social system and the factors affecting their adoption. Given
the recent integration of AI technologies in the hospitality industry, it provides a suitable
foundation [8]. In this context, AI chatbots are considered innovations, and this theory
helps understand their adoption drivers, considering factors such as perceived relative
advantage, compatibility, complexity, trialability, and observability. Relative advantage
signifies superior benefits, compatibility aligns with user values, complexity gauges
perceived difficulty, trialability assesses testing ease, and observability involves visible
outcomes. The study acknowledges that adoption intention precedes actual usage [3]
and explores trust and social influence as potential moderators in this relationship. See
Fig. 1 for the conceptual framework.

2.2 Hypotheses Development

Relative Advantage
According to the Rogers model [12], the higher are perceived relative advantages, the
higher is (or, more correctly, the faster goes) the adoption. Although AI chatbots are a
relatively new technology in tourism and travel sector, evidence of such dependency in
literature already does exist, generally confirming the evidence from Rogers’ work [3,
10, 16, 17]. Hence the hypothesis: H1: Relative Advantage (RA) has a significant and
positive influence on Behavioral Intention (BI) to Adopt AI chatbots.

Compatibility
Continuing the logic behind explanation of the previous hypothesis, it can be stated
that the Rogers’ suggestion and evidence of positive relationship between compatibility
and adoption has confirmations in the literature related to AI chatbots [10, 17, 18].
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Hence the hypothesis: H2: Compatibility (CP) has a significant and positive influence
on Behavioral Intention (BI) to Adopt AI chatbots.

Complexity
Artificial intelligence and chatbots by themselves and AI based chatbots all the more so
have been initially developed for decreasing users’ perceived complexity of performing
various activities [16]; however, as these technologies are nowadays on comparatively
early stages of their development, they sometimes haven’t yet developed to a level of
simplicity of usage that would satisfy most of the user categories in tourism [10]. Hence
it is important to know to what extent complexity affects AI chatbot adoption. Hence the
hypothesis:H3: Complexity (CM) has a significant and negative influence on Behavioral
Intention (BI) to Adopt AI chatbots.

Trialability
According to the model of [12], trialability counteracts the perceived complexity of
usage and thus increases the intention to adopt a technology. A considerably strong side
of AI chatbots is that they are by definition triable, as chatbots are specifically designed
for communicating with people. Evidence exists in literature that this trait does increase
the adoption level [17]. However, different specific realizations of AI chatbot technology
in different products and services may differ in the level of trialability in different sector
such as tourism thus, a hypothesis related to it must be checked.H4: Trailability (TA) has
a significant and positive influence on Behavioral Intention (BI) to Adopt AI chatbots.

Observability
This hypothesis considers relationship between observability and AI chatbots Adoption.
Reasoning under it has logic close to that behind the logic of the previous hypothesis
H4. In Roger’s model [12] positive influence of results of observability on technology
adoption is stated, and the recent literature demonstrates confirmation of this result for the
AI in general and AI chatbots in particular [17]. The users who are aware of the service
benefits and can observe its positive impact are more likely to adopt and embrace the
technology [18]. This has to be confirmed in tourism sector, hence, the hypothesis: H5:
Observability (OB) has a significant and positive influence on Behavioral Intention (BI)
to Adopt AI chatbots.

Adoption and Usage
An obvious suggestion about this relationship developed in such renowned frameworks
as TAMorUTAUT can be that, adoption is a direct prerequisite of usage [19]. Specificity
of such a novel instrument as AI chatbots, including specificity of AI and of chatbots
as such, surely can potentially exert influence of less direct inclination to usage after
adoption. However, most evidence demonstrates that this specificity does not create any
specific distortion of the typical positive relationship [3]. H6: Behavioural Intention
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to Adopt AI Chatbots has a significant and positive influence on their Actual Usage
Behaviours.

Trust
The service sector is experiencing rapid growth, creating ample opportunities for AI
chatbots to thrive [20]. Usage of novel technologies, especially having such controversial
reputation as AI, highly depends on subjective perceptions of the user [13]. One of the
perspectives from which these subjective perceptions can be analyzed is the trustability
of the technology, in this research formulated in a shorter form as “Trust”. Notable
examples of articles present in current literature that analyze influence of trust on AI
chatbots and related technologies usage are, e.g., [17]. In all these articles evidence of
positive influence of trust on the described technology usage is demonstrated. H7: Trust
moderates the relationship between Behavioral Intention to Adopt and Actual Usage of
AI chatbots.

Social Influence
Humans are inherently social beings, and our behaviours and attitudes are often shaped
by the influence of others. If individuals observe their peers or influential figures using
and endorsing AI chatbots, they may be more likely to adopt them themselves, leading
to increased usage [21]. Conversely, negative social influences or stigmas attached to AI
chatbots could hinder their adoption. Social influence can provide valuable information
about the efficacy and utility of AI chatbots. Recommendations and testimonials from
trusted sources can serve as social proof, influencing individuals’ intentions to use and
ultimately their actual usage [14, 22]. H8: Social Influence moderates the relationship
between Behavioral Intention to Adopt and Actual Usage of AI chatbots.

Fig. 1. Conceptual Framework
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3 Methodology

The study adopts a deductive reasoning with a quantitative approach. A cross-sectional
design is used to collect the data from Indian subcontinent who independently organizes
their travel plan. The participants were recruited from social networking sites such as
Facebook andWhatsApp, based on their expressed interest in tours and travels. To ensure
representation from a diverse population, a random sampling method was utilized to
reach out to a larger pool of potential respondents across the Indian subcontinent. A
total of 495 participants were included in the study, and data collection took place over
a period of three months. To ensure the validity and reliability of the study instrument,
a systematic survey was developed and thoroughly assessed. Prior to the main data
collection phase, a pilot study was conducted to evaluate the instrument’s reliability and
validity. Google Forms were chosen as the platform for administering the survey to the
target population. The questionnaire consisted of multiple-choice questions that were
linked to a Likert scale. Participants were asked to indicate their level of agreement
or disagreement, ranging from “strongly agree” (denoted as 1) to “strongly disagree”
(denoted as 5), regarding their general behavior towards the usage of chatbots when
booking online tours. The SEM is performed on the data collected using smartpls 4.

3.1 Measures

As shown in the Fig. 1, all DOI theory scales were sourced from [9], actual usage scale
was sourced from [23], behavioural intention (BI), trust (TT), social influence (SI) scales
were sourced from [21, 24].

4 Results

A descriptive analysis of the respondent’s profile revealed that out of the 495 survey
responses, 42% were male and 58% were female. The majority of respondents, com-
prising 60%, fell within the age group of 18–25, followed by 29% in the age group of
26–35. Approximately 9% of the respondents belonged to the age group of 36–45, while
only about 2% were aged 45 and above. Regarding occupation, students accounted for
the largest proportion of respondents at 45%, indicating their frequent usage of chatbots
for online tour bookings. Job holders represented 31% of the respondents, followed by
self-employed individuals at 16%, and retired or homemakers at 8%.

For data analysis, we employed the partial least squares (PLS) approach. The data
was analyzed using Smart-PLS Version 4. To assess the statistical significance, a two-
tailed technique with 5000 bootstrap samples was utilized. The bootstrap samples were
bias-corrected and expedited, and no significant modifications were made.

4.1 Reliability and Validity

To ensure the reliability of the measuring model, composite reliability and Cronbach’s
alpha were used [25]. The values for both exceeded the threshold of 0.7 [26], indicat-
ing internal consistency. Convergent validity was assessed using the AVE value, which
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should exceed 0.50 for adequate convergent validity [27]. The AVE values ranged from
0.628 to 0.797, indicating satisfactory convergent validity. For discriminant validity, For-
nell and Larcker’s two criteria prescribed by were met: (i) each item primarily loaded
on its related construct, and (ii) the square root of each construct’s AVE was higher than
its correlation with another construct [27] (Tables 1 and 2).

Table 1. Reliability and Convergent Validity

Construct Item Factor Loading AVE Composite
Reliability

Cronbach’s Alpha

Relative
Advantage (RA)

RA1 0.775 0.628 0.871 0.803

RA2 0.845

RA3 0.771

RA4 0.777

Compatibility
(CP)

CP1 0.858 0.694 0.871 0.781

CP2 0.886

CP3 0.749

Complexity (CM) CM1 0.845 0.755 0.902 0.838

CM2 0.895

CM3 0.867

Triability (TA) TA1 0.792 0.672 0.860 0.757

TA2 0.869

TA3 0.797

Observability OB) OB1 0.810 0.679 0.862 0.790

OB2 0.938

OB3 0.707

Trust (TT) TT1 0.903 0.672 0.860 0.757

TT2 0.911

TT3 0.927

Social Influence
(SI)

SI1 0.890 0.797 0.922 0.873

SI2 0.911

SI3 0.878

Behavioral
Intention (BI)

BI1 0.876 0.683 0.865 0.769

BI2 0.881

BI3 0.710

Actual Usage
(AC)

AC1 0.826 0.683 0.855 0.746

AC2 0.809

AC3 0.806
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Table 2. Discriminant Validity

ACU BIA COM COP OBS REA SOI TRI TST

ACU 0.814

BIA 0.377 0.826

COM −0.273 −0.517 0.869

COP −0.159 −0.3 0.205 0.833

OBS −0.062 −0.112 0.063 0.066 0.824

REA 0.215 0.61 −0.296 −0.186 −0.031 0.793

SOI −0.668 0.08 0.03 −0.053 −0.043 0.067 0.893

TRI 0.207 0.371 −0.168 −0.2 −0.04 0.431 0.051 0.82

TST −0.394 0.296 0.012 −0.083 0.046 0.133 0.515 0.072 0.914

Table 3. Structural Paths

Hypothesis
Number

Hypothesis
Relationship

Original Sample T Statistics P Values Hypothesis
Results

H1 RA -> BI 0.444*** 11.625 0.000 Supported

H2 CP -> BI −0.125*** 4.01 0.000 Supported

H3 CM -> BI −0.340*** 9.622 0.000 Supported

H4 TA -> BI 0.095* 2.45 0.015 Supported

H5 OB -> BI −0.065* 2.102 0.036 Supported

H6 BI -> AU 0.46*** 11.356 0.000 Supported

H7 TT x
BI -> AU

0.096*** 3.7 0.000 Supported

H8 SI x BI -> AU 0.062 1.958 0.051 Not
supported

*** Significant at p ≤ 0.001 ** Significant at p ≤ 0.01 * Significant at p ≤ 0.05 ns Not
Significant

4.2 Data Analysis

The results of PLS are summarized in Table 3. According to the immediate effects
between all independent and dependent variables, Hypotheses H1 and H4 are supported
as RA (β= .444, t= 11.625, p< .001) and TA (β= .095, t= 2.45, p< .05) have positive
and significant influence on BI. Similarly, Hypothesis H2, H3 and H5 are supported as
CP (β=−.125, t= 4.01, p< .001), CM (β=−.340, t= 9.622, p< .001) andOB (β=−
.065, t= 2.102, p<= 0.05) have significant but negative influence on BI. Hypothesis H6
is supported as TT (β = 0.021, t= .390, p< .000) positively moderates the relationship
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between BI and AUwhereas, hypothesis H7 is not supported as SI (β= 0.062, t= 1.958,
p = .051) has no significant influence on BI.

5 Discussion

The first hypothesis (H1) suggests that RA significantly impacts customers’ behavioral
intention (BI) to adopt AI chatbots in the tourism industry. Factors such as convenience,
accessibility, personalized assistance, time-saving efficiency, and 24/7 availability drive
customers’ intention. Additionally, self-service options, novelty, technological advance-
ments, trust in AI technology, and positive word-of-mouth further motivate adoption,
enhancing the service experience. These findings align with previous research by [3,
16]. Hypothesis H2 indicates that CP has a significant but negative impact on BI as cus-
tomers may perceive AI chatbots as incompatible with their lifestyles due to differences
in interaction preferences. Overcoming compatibility issues and addressing customer
concerns is crucial for fostering acceptance and adoption in the tourism industry. This
result is consistent with [10] but contradicts [18]. Hypothesis H3 suggests that CM nega-
tively affects BI, as customers may find AI chatbots complex to use. Simplifying the user
interface, providing clear instructions, and ensuring helpful responses can address these
concerns. This aligns with previous research by [10, 16]. Hypothesis H4 is supported,
showing that TA positively impacts BI, as customers’ ability to track and evaluate AI
chatbot performance enhances trust and encourages adoption. This finding is similar to
[17]. Hypothesis H5 suggests that OB negatively affects BI, as customers lack visibility
of AI chatbots in daily life. Increasing visibility through marketing and case studies can
familiarize customerswithAI chatbots. This differs from [17]. Hypothesis H6 shows that
BI positively impacts actual usage (AU), indicating customers’ willingness to engage
with AI chatbots translates into active usage. This aligns with [3]. Hypothesis H7 is
supported, with TR positively moderating the relationship between BI and AU. Trust in
AI chatbot technology strengthens confidence and mitigates uncertainties, facilitating
the transition from intention to usage. Hypothesis H8 is not supported, as SI does not
significantly moderate the BI-AU relationship. Individual motivations and perceptions
play a more prominent role in determining usage, rather than social influence. Thus,
trust-building efforts are more effective than relying on social influence mechanisms
[13].

6 Conclusion

This research advances chatbot and consumer behavior studies by applying DOI theory
to AI chatbot adoption in tourism and travel, enhancing our understanding of key DOI
concepts. It extends themodel by incorporating trust and social influence fromUTAUT-2
theory, improving our framework for comprehending AI chatbot adoption. Integrating
chatbots into tourism and travel offers convenience and positive feedback, benefiting
businesses through efficiency, cost reduction, enhanced service, and competitive advan-
tage. However, it’s essential to acknowledge study limitations like cross-sectional data
and potential biases in self-reported data. Future research should explore long-term chat-
bot adoption effects, their impact on customer satisfaction and loyalty, and their role in
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different tourism segments. Examining ethical implications and user perceptions would
also enrich our understanding of chatbots’ role in enhancing customer experiences.
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Abstract. The viability of virtual tourism (VT) as a feasible alternative or interim
solution has been heavily debated considering the growing interest in virtual real-
ity (VR) tourism and its relevance. There is, however, no information on how to
keep visitors satisfied with VT, enhance their contentment, and turn good experi-
ences into genuine travel ambitions. This paper presents a conceptual model that
blends the uses and gratifications theory with the innovation diffusion theory to
understand the drivers of VR tourism. The main objective is to explore the factors
related to innovation diffusion and gratification that contribute to tourist satis-
faction and authentic experience in VT. The study also attempts to find out how
satisfaction and authentic experience affect the desire to go to suggested places.
Furthermore, the study looks at the function of connection to nature as amoderator
in the link between satisfaction and on-site destination intention. The PLS-SEM
analysis was used to evaluate the model on a sample of 285 respondents. The
findings show that variables related to innovation diffusion, uses, and gratifica-
tions have a considerable impact on visitor satisfaction and authentic experience.
Furthermore, as compared to authentic experience, visitor satisfaction has a larger
effect on the intention to visit the place. However, as the amount of connection to
nature grows, the favourable effect of VT satisfaction on on-site tourist intention
increases. This study adds to the uses and gratifications theory and the innovation
diffusion theory, giving significant insights for tourism practitioners and manage-
ment looking to improve visitor satisfaction and authentic experience with VT and
other attractions.

Keywords: Virtual reality · innovation diffusion theory · uses and gratifications
theory · authentic experience · connection to nature · virtual tourism · satisfaction

1 Introduction

Virtual reality (VR) is a remarkable innovation in the domain of information and commu-
nication technology (ICT) that is prophesied to have a big influence on today’s tourism
sector. Many newsworthy advances, like VR platforms, devices, and content creation
tools, allow VR to evolve. As a result, VR technologies now have limitless potential
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for mass virtual visits to genuine tourism places. Furthermore, the importance of these
technologies in the tourist and hospitality sectors, management, and marketing has been
thoroughly documented in the literature. They have been recognised for their extraor-
dinary ability to imitate real-life settings and surroundings, and have been lauded as
a feasible substitute to actual travel on occasion. As a result, they have evolved as
enormously powerful instruments for meeting the different demands of travellers.

Vicissitudes that are expected to happen in future are continually underestimated
and arrive much sooner. Thus, tourism and hospitality organisations ought to be encour-
aged formore forward-thinking andwell-equipped technological adaption planning. The
purpose of this paper is to develop links between the ideas of VR and tourism and the
hospitality industry, as well as to provide prospects for the tourism sector that consider
the values articulated in the concept of VR marketing in attempts to satisfy the demands
of visitors in the future. The study investigates the potential of VR as a helpful tool for
tourist planning and management, technology-based marketing of tourism destinations,
and the influence of VR on consumer requirements.

Rogers (1983) defined diffusion of innovation (DOI) as a method through which an
innovation is spreading among individuals within a social system. According to Agag
and El-Masry (2016), this approach adequately explains visitors’ adoption of several
technology. Furthermore, the DOI model has been shown to be beneficial in analysing
VR consumers’ attitudes towards information technology (Pan and Lin, 2011).

The uses and gratifications theory (UGT) are used to describe how people use com-
munication and other environmental resources to mitigate their needs and accomplish
their goals. The UGT, for example, has recognised the reasons behind the use of mobile
information technologies such as social network services (Han et al., 2015), and the
forecast of VR technology usage for gaming (Gallego et al., 2016).

Given the promising findings of both the theories in amplification VR tourism
behaviour, we propose to combine and expand upon these research streams to deter-
mine the reasons why people utilize VR technology in tourism. This research aims to
construct a conceptual framework that integrates both the theories i.e., DOI and UGT,
to predict the behaviour of VR tourists.

Although satisfaction and authentic experience have significant implications on tech-
nological acceptability in the tourist business, these ideas have received little attention
amongVR travel users. To address the void,we construct and test a theoretical framework
that integrates innovation diffusion, uses and gratifications theories, and takes pleasure
and experience into account as significant aspects of tourist activity. As a result, this
study analyses consumer behaviour while using virtual reality and offers academics and
practitioners with a novel framework that incorporates the two important theories as well
as the construct like satisfaction and authentic experience.

The heterogeneity of tourists’ preferences regarding nature-related destinations is
likely to influence their travel decisions and behaviours (Jiang et al., 2018). The connec-
tion to nature, a subjective sense of relationship with the natural world, emerges from the
value of experiencing nature and the emotional bond between the individual and nature
(Beery & Wolf-Watz, 2014). Some studies have noted that, for the natural landscape, it
will be much better to go for an onsite visit, because they could appreciate the scenery in
various times or seasons and ‘inhale fresh air’ (Lu et al., 2022). Hence, the moderating
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effects of connection to nature in VT satisfaction evaluation and intention of on-site
tourism are examined in this study.

2 Literature Study

2.1 Theoretical Underpinning

2.1.1 Diffusion of Innovation Theory

The diffusion of innovation theory (DOI) is explained how and when a new idea or tech-
nological development spread through a social system (Robertson, 1967). In the current
study, DOI is utilised as an analytical framework to examine the topics connected to
the diffusion of innovation from the standpoint of virtual reality in tourism. Everett
Rogers introduced the DOI theory in 1962, which gave a framework for researching
how innovations are communicated inside businesses and understanding the process
and variables that influence new idea adoption. Diffusion implies transfer an innova-
tion over the time frame within a social system through specialised channels, whereas
communication comprises the development and sharing of information among partic-
ipants in order to achieve mutual understanding (Rogers, 2003). According to Rogers
(2003), DOI is having four dimensions such as innovation, channels of communication,
time, and social systems. In addition, it is an idea, product, or technique that the adopter
sees as unique may be considered as an innovation. Relative advantage, complexity,
compatibility, trialability, and observability are the spatial characteristics of this theory
(Rogers, 2003). Channels of Communication refer to how information about the inven-
tion is communicated across individuals or organisations, including those who are and
are not familiar with the innovation. The inventive decision-making process, adopter
categories, and adoption rate are all affected by time. Individuals or organisations are
categorised as innovators, early adopters, early majority, late majority, or laggards based
on their inclination for innovation. The term ‘adoption’ pertains to the act of individuals
accepting a change in their behaviour, which can encompass various actions such as
purchasing or utilizing a novel product, acquiring skills in a new endeavour, and more.
While DOI is not commonly employed in tourism-related consumer behaviour research,
it has been utilised in other sectors to cope up with the breakthroughs in information
systems, strategic management, healthcare, education, and business research. DOI is
used as a theoretical lens to examine emergent innovations in tourist firms in the context
of this article.

2.1.2 Uses and Gratifications Theory

TheUses andGratificationsTheory (UGT) is extensively used to describewhypeople use
certain technologies or media, as well as how these novel models maymeet their motiva-
tions and demands (Katz et al., 1973). In contrast to prior theories, UGT emphasises that
users are active participants who select certain communication channels or technological
equipment based on their wants and motives, rather than being passive recipients (Ball
et al., 2021). UGT has been critical in understanding customer behaviour, intents, and
happiness when utilising social platforms, media technologies, web-based, or mobile
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services (Ho & See-To, 2018). This methodology has recently been used by scholars to
investigate virtual augmentation (Ibáñez Sánchez et al., 2022) and virtual reality (Cheng
et al., 2022). Since UGT becomes more pertinent when introducing new communica-
tion technologies, it is well suited for researching the effects of VR (Ruggiero, 2000).
This makes it the perfect theory to study novel scenarios and developing technology
(Taherdoost, 2018). In the end, UGT is ideally suited for study from the perspectives of
both passive and active visitors, as well as the virtual tourism setting. There are three
main types of gratifications, according to the UGT (Uses and Gratifications Theory):
content satisfaction, process pleasure, and social gratification. According to Katz et al.
(1973) and Palos-Sanchez et al. (2021), these categories can also be referred to as hedo-
nic, utilitarian, and social pleasure, respectively. This study explores the aspects that
lead to satisfaction based on these original dimensions, building on earlier studies that
used UGT to Virtual Tourism (VT) and identified links between uses and gratifications
and satisfaction (Ibáñez Sánchez et al., 2022). Additionally, Wu et al. (2020) found that
experience happiness in VT is significantly influenced by users’ emotional connection
to virtual reality (VR) activities. Accordingly, authentic experience may be thought of
as a possible derived variable of UGT.

2.2 Hypotheses Development

2.2.1 Innovation of Diffusion and Satisfaction

TheVR technology is spreading in the tourism sector because of high degree of pleasure.
The simplicity of innovation dissemination quality that influences potential visitors’ per-
ceptions and trust (Agag and El-Masry, 2016). Another feature of innovation diffusion
that impacts travel customer happiness is benefit (Kim et al., 2017). According to Chiang
(2013), certain users, specifically those in the laggard, late majority, and early major-
ity categories of technology adopters, have a more positive attitude towards continuing
to use a particular technology when it is compatible with their previous experiences.
This suggests that congruence with past experience is important in influencing travel
customer happiness. Based on these findings, we propose that investigating the charac-
teristics of innovations might offer insight into the happiness of VR customers in the
tourist environment. The statements that follow establish our suggested framework for
understanding this relationship.

H1: Innovation diffusion’s attributes positively influence satisfaction of VR tourists.

2.2.2 Innovation Diffusion and Authentic Experience

Because visitors believe they are experiencing authentic experiences, VR technology is
becoming more and more popular in the tourism industry (Yung and Khoo-Lattimore,
2017). The ease of use of the technology, which is one of the characteristics of innovation
diffusion, affects potential tourists’ perceptions of and confidence in online travel com-
munities (Agag and El-Masry, 2016). Additionally, a further characteristic of innovation
diffusion is the advantage fromVR technology, which affects how authentic travel expe-
riences are for customers (Kim et al., 2017). Additionally, for some users—especially
thosewho fall into the categories of laggards, latemajority, and earlymajority in terms of
technology adoption—the compatibility of the technology with their prior experiences
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has a positive impact on their attitudes towards continued use of the technology (Chiang,
2013). This implies that travellers’ impressions of the authenticity of VR encounters are
influenced by howwell theymeshwith their past experiences. Based on this research, we
suggest that the characteristics of innovations play a vital role in explaining customers’
views of authenticity in the context of VR technology within the tourist business.

H2: The attributes of innovation diffusion have an impact on authentic experience
of VR tourists.

2.2.3 Uses and Gratification and Satisfaction

In the UGT, the idea of informativeness denotes the extent to which media or tech-
nology material helps consumers to find, develop, and share important information
(Palos-Sanchez et al., 2021). Tourism satisfaction is defined as comparing the amount
of satisfaction received from the actual experience to personal expectations (Goo et al.,
2022). Smart tourism technology can help travellers make educated decisions by deliv-
ering relevant information, resulting in increased travel satisfaction (Goo et al., 2022).
Furthermore, the exchange of knowledge and experiences while travelling via mobile
tourism apps or digital platforms improves travellers’ happiness with their visits (Ha
et al., 2015). The capacity to connect with others is referred to as social interaction.
According to earlier studies (Kim et al., 2020b), there may be a connection between
social contact, genuineness, subjective well-being, and satisfaction. Social interactions
are crucial in determining satisfaction levels, as evidenced by the fact that using social
media or other smart technologies to communicate with people might satisfy some user
demands (Goo et al., 2022). Based on the above discussion, the following research
hypotheses are proposed:

H3: VR tourists’ satisfaction positively influences by meeting their needs of
gratification.

2.2.4 Relationship Between Uses and Gratifications and Authentic Experience

When people view VR experiences as satisfying their want to learn, the ease and enjoy-
ment features of VR impact their willingness to utilise it for learning (Gallego et al.,
2016). The pleasure that comes from information seeking and the desire for social sta-
tus that comes from sharing VR experiences are both viewed as gratifying (Gallego
et al., 2016), demonstrating that VR features like innovation contribute to the feeling of
authenticity. Furthermore, the social connection and distraction provided by VR games,
as well as their pleasing aesthetics, have a considerable favourable influence on users’
psychological reliance on online games (Chen et al., 2010). Building upon these litera-
tures, this research suggests that meeting the gratification needs of VR users enhances
the authenticity of the tourism activities they engage in. Thus, we propose the following
hypothesis:

H4: Meeting the needs of gratification of VR travellers remarkably influences their
authentic experience.
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2.2.5 Satisfaction and Intention to On-Site Tourism

Intention to travel to the actual locations is influenced by tourists’ readiness to engage
in on-site tourism activities in order to experience suggested attractions or projects via
virtual tourism (VT). Tourists get a sense of pleasure when their expectations or require-
ments are met (Wu et al., 2020), which in turn motivates their behavioural intention to
travel to the actual tourism location. Additionally, users’ willingness and capacity to visit
the real area may increase as a result of their pleasure with the usage of tourist applica-
tions or virtual reality (VR) devices (Morrison et al., 2023). According to Ho & See-To
(2018), consumers’ happiness with the digital tourism platform favourably affects their
propensity to travel to the actual locations.

H5: Tourist satisfaction and behavioural intention.

2.2.6 Authentic Experience and Intention to On-Site Tourism

Based on the studies by Kim et al. (2017) and Yung and Khoo-Lattimore (2017), the
authentic experience gained from utilising different technologies favourably influences
users’ behavioural intention. The desire of travel customers to reuse mobile information
technology is specifically increasedwhen an authentic experience is provided (Kim et al.,
2017). Similarly, if virtual reality (VR) can provide experiences that are close enough
to the real thing, customers may view VR excursions as an alternative to actual travel
(Guttentag, 2010). Since it increases the feeling of authenticity and motivates visitors
to these locations, heritage sites are becoming more appealing as travel destinations
using VR technology (Dueholm and Smed, 2014). Additionally, if VR technologies can
deliver a high degree of realism, virtual vacations might act as stand-ins for actual travel
encounters and affect the behavioural intentions of VR tourists (Mura et al., 2017). In
their assessment of the literature, Yung and Khoo-Lattimore (2017) looked at earlier
research on travellers’ views of the authenticity of VR travel by Dueholm and Smed
(2014) and Mura et al. (2017). They discovered that a higher feeling of authenticity
increases the desire to engage in virtual reality tourism. Based on the literature review
mentioned above, we propose that the authentic experience plays a crucial role in shaping
users’ behavioural intention towards VR tourism.

H6: Subjective well-being of VR tourists significantly impact on their intention to
visit.

2.2.7 Connection to Nature

According to Strzelecka et al. (2021), the specific goal of travel brought about by virtual
tourism (VT) might change based on elements including visitor traits and preferences,
how they view the place, and how much VR equipment is being used. According to sev-
eral studies (Tussyadiah et al., 2018; Nam et al., 2022) the sensation of presence is what
distinguishes virtual tourism from actual tourism. The impact of visitors’ assessments of
their contentment with or attachment to virtual reality on their desire to engage in on-site
tourism can be influenced by several factors, including their connection to nature. An
individual’s emotional, cognitive, and experiential connections with the natural world
are referred to as their connection to nature. It covers the extent to which people identify
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with and feel a connection to nature. The significance of connection to nature as a psy-
chological concept that affects people’s attitudes, behaviours, and preferences about the
natural environment is emphasised by Baxter and Pelletier (2019). Lower demand for
nature connection people may be more likely to shun actual situations and restrict their
contact with it. To encourage and strengthen their intention to engage in on-site tourism
in such circumstances, extra external information and emotional triggers are needed.
Based on these considerations, the following research hypotheses are proposed (Fig. 1):

H7: Connection to nature positively moderates the effect of VT experiential
satisfaction on the intention of on-site tourism.

Fig. 1. Conceptual Framework

3 Methods

3.1 Measurement Design

By using a set of previously validated multi-measurement items, this study attempted
to address the shortcomings of single-item measurements (Churchill’s, 1979). The 44
items on the questionnairewere intended to evaluate 10 different themes. Relative advan-
tage, user compatibility, and complexity were the main constructs connected to DOI.
Social interaction, informativeness, and entertainment were among the characteristics
connected to UGT. Authentic experience, satisfaction, intention to engage in on-site
tourism, and connection to nature made up the remaining components under research.
To enhance construct validity, the study primarily selected construct items from previous
research.

To enhance construct validity, the study primarily selected construct items from
previous research. These itemswere then slightlymodified to alignwith the virtual reality
(VR) context. Specifically, the attributes related to the theory of innovation diffusion,
namely relative advantage, users’ compatibility, and complexity, were adapted from
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studies conducted by Fang et al. (2017), Kim and Ammeter (2014), and Lin and Lu
(2015). Similarly, the attributes associated with the uses and gratifications theory (UGT),
including informativeness, entertainment, and social interactivity, were measured using
11 items from Kim et al. (2020b). The measurement items for authentic experience in
virtual tourism were sourced from Gilmore and Pine (2007) andMeng and Choi (2016a,
2016b). Satisfaction and intention to engage in on-site tourismwere assessed using three
items each, which were derived from the research of Atzeni et al. (2022) and Kim et al.
(2020a).

3.2 Participants and Procedure

The survey initially recruited 393 respondents. To ensure data validity, two additional
procedures were used to screen out invalid responses. First, we removed respondents
who had spent less than five minutes completing the survey according to the online
system, following common data cleaning practice. Second, the survey contained several
attention questions to check for careful reading. Respondents were removed if these
questions were answered incorrectly. Finally, 285 valid responses remained. Overall, the
sample of respondents was deemed adequate for attaining our study goals. To evaluate
the hypotheses SmartPLS4 software was utilised in this work to perform PLS-SEM.

4 Results

4.1 Validation of Outer Model

We conducted a comprehensive assessment of reliability and validity, following estab-
lished research guidelines. The results indicate strong reliability and validity for our
measurement model, with all factor loadings greater than 0.5 and Cronbach’s alpha and
composite reliability values more than 0.7, and an Average Variance Extracted (AVE)
surpassing 0.5, (Hair et al., 2017).Additionally, all Variance Inflation Factor (VIF) values
are below 3.3, and the Heterotrait-Monotrait (HTMT) values, a measure of discriminant
validity, are below 0.9, further confirming the robustness of our measurement model. In
conclusion, our findings support the validity and reliability of our measurement model.
Table 1 and 2 shows the reported measurement model values for each latent variable in
the separate models.

4.2 Testing of Hypotheses

The hypotheses were examined using the structural model once the measurement model
had been validated. Rasoolimanesh and Ali (2018) proposed using the Stone-Geisser
index (Q2) and the coefficient of determination (R2) to evaluate the structuralmodel. The
R2 score has a range of zero to one, with values of 0.682, 0.654, and 0.509 considered
strong for on-site tourism, satisfaction, and authentic experience (Hair et al., 2017).
According to Ali et al. (2018), the Q2 value reflects the predictive capability of the
structuralmodel and should be greater than zero. Table 3 shows the acceptable R2 andQ2
values for each endogenous component. The bootstrap functionwas used in the structural
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Table1. Reliability and Validity of measurement items

Construct CA CR AVE

AE 0.942 0.948 0.775

CP 0.930 0.932 0.783

CN 0.880 0.894 0.739

DOI 0.950 0.953 0.570

ET 0.889 0.890 0.819

INF 0.912 0.912 0.791

IOT 0.924 0.928 0.728

RA 0.951 0.952 0.805

SA 0.939 0.941 0.805

SI 0.891 0.894 0.699

UC 0.896 0.898 0.707

UGT 0.943 0.947 0.619

AE = Authentic Experience; CP = Complexity; CN = Connection to
nature; ET = Entertainment; INF = Informativeness; IOT = Intention
to on-site Tourism; RA = Relative Advantage; SA = Satisfaction; SI =
Social Interactivity; UC = Users Compatibility

Table 2. Discriminant Validity (HTMT ratio)

Construct AE CP CN ET INF IOT RA SA SI UC

AE

CP 0.530

CN 0.131 0.101

ET 0.673 0.552 0.123

INF 0.687 0.571 0.101 0.806

IOPT 0.646 0.459 0.101 0.600 0.650

RA 0.651 0.534 0.429 0.646 0.702 0.836

SA 0.695 0.521 0.102 0.681 0.732 0.878 0.752

SI 0.620 0.547 0.157 0.710 0.728 0.649 0.657 0.656

UC 0.521 0.897 0.493 0.531 0.570 .0.452 0.533 0.529 0.542

model, with a statistical sample size of 271 and 5000 bootstrapping test samples. The
links between the latent variables,which correspond to the study hypotheses, are depicted
in Fig. 2, and the values presented in Table 3 along these associations indicate the path
coefficients and t-statistics.
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PLS-SEM hypothesis testing reveals that all t-statistics values are greater than 2.57,
indicating that all hypotheses are verified at a 99% level. In other words, the character-
istics of innovation dissemination (H1; H2) of virtual reality have direct and substantial
influence on visitor satisfaction and genuine experience. However, the direct conse-
quences of the dimensions of uses and gratifications (H3; H4) on visitors’ authentic
experience and pleasure are substantial. The product of the coefficients approach (indi-
rect effect) was used to examine the mediating effects in this study, where mediation is
deemed present if the indirect impact is statistically significant, as described by Rasooli-
manesh et al. (2021). Rasoolimanesh et al. (2021) also used bias-corrected bootstrap
confidence intervals (CIs) to assess the significance of the indirect effects. Through the
mediating factors of satisfaction and genuine experience, the data demonstrated that the
dimensions of innovation diffusion and uses gratification had a strong indirect influence
on tourist intention to visit on-site tourism. Furthermore, tourist desire to attend on-site
tourism was significantly influenced by satisfaction (H5) and authentic experience (H6).
Consequently, it can be concluded that authentic experience and satisfaction play the
role of mediators within the research framework. Table 4 shows the medicating impact
of SA and AE in the relationship between DOI, UGT, and IOT.

Table 3. Hypothesis Testing Results

Path Direct Effect Mediating Effect Total Effect Supported

AE → IOT 0.243*** – 0.243*** Yes

DOI → AE 0.324*** – 0.324*** Yes

DOI → SA 0.569*** – 0.569*** Yes

DOI → IOT – 0.401*** 0.401*** Yes

SA → IOT 0.566*** – 0.566*** Yes

UGT → AE 0.445*** – 0.445*** Yes

UGT → SA 0.297*** – 0.297*** Yes

UGT → IOT – 0.276*** 0.276*** Yes

4.3 Moderating Effect

The interaction effect technique was used in this research to investigate the moderating
impact (Rasoolimanesh et al., 2021). The t-statistic value surpasses the minimal crite-
rion of 1.64 with a confidence level of 0.01 in relation to the moderating influence of
connection to nature in H7 (Table 4). This demonstrates that proximity to nature mod-
erates the association between happiness and inclination to engage in on-site tourism.
A further calculation yields a value of 0.099 for the f square (f2) for hypothesis 7.
Kenny (2018) claims that interaction effect sizes of 0.005, 0.01, and 0.025 correspond to
modest, medium, and high impact sizes, respectively (Rasoolimanesh et al., 2021). The
interaction effect’s f2 value is statistically significant in this investigation. Additionally,
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Fig. 3 graphically illustrates that a higher level of connection to nature (represented by
the green line) compared to a lower level (shown by the red line) results in a larger
association between satisfaction and desire to engage in on-site tourism.

Table 4. Moderating Effect

Path Original Sample T statistics P values f2

Connection to nature x
Satisfaction → Intention to
on-site Tourism

0.217 10.597 0.000 0.252

Fig. 2. Result of Structural Model
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Fig. 3. Moderating Effect of Connection to Nature

5 Discussion

VR technology, devices, and content development tools have a significant influence on
VR tourism, significantly improving tourist experiences (Kim et al., 2020a, 2020b). In
spite of the rising concentration in and relevance of virtual reality tourism, no such
integrated theoretical framework has been established and confined in this area (Yung
and Khoo-Lattimore, 2017). To remedy this hole, we develop and test a conceptually
integrated model that incorporates theories of innovation diffusion as well as uses and
gratifications to explain why individuals engage in VR tourist activities. Moreover, it
investigated the moderating effect of connection to nature on the relationship between
VT satisfaction evaluation variables and intention to visit the actual tourism destinations.

This study demonstrates that relative advantages, user compatibility and complex-
ity (components of diffusion innovation) are interrelated to satisfaction and authentic
experience. The connotation between innovation diffusion and satisfaction is stronger
than the connotation between innovation diffusion and authentic experience. Further-
more, informativeness, entertainment and social interactivity (components of uses and
gratifications) are found to positively influence satisfaction and well-being. The effects
of uses and gratifications on authentic experience are larger than the effects of uses
and gratifications on satisfaction. Additionally, in line with other studies (Atzeni et al.,
2022) VT experience happiness has a beneficial contribution to predicting the intention
of on-site tourism. Virtual tourism has unique and cutting-edge qualities that have the
ability to pique tourists’ interests and satisfy a range of travel motives and objectives.
Visitors’ intents to travel on-site are influenced by virtual tourism through immersive,
real-world, and interactive travel experiences. It is important to note that the impact of
satisfaction is greater than the effect of genuine experience on behavioural intention
towards tourism-related activities. Additionally, when visitors feel strongly connected
to nature, their VT pleasure has a substantial impact on their inclination to engage in
on-site tourism.
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6 Implications

6.1 Theoretical Implications

This theoretical research provides some significant contributions in the disciplines of
VR tourism. To begin, the study creates a complete model based on the DOI and UG
theories to describe travel customers’ intentions to use or enjoy VR programmes. This
is the first attempt in the VR domain to identify an integrated model of travel customer
behaviour. This study shows experimentally that both the theories make substantial and
different aspect to understand VR travel consumer behaviour. Second, by including the
impacts of satisfaction and well-being on behavioural intention, the integrated model
created in this study adds to well understanding of VR travel customers. Third, empirical
data supports the theoretical model’s identification of the theoretical model’s influence
on genuine experience and subjective well-being.

The study model describes how satisfaction and authentic experience affect
behaviour intention. The findings also add to previous research on the relationship
between satisfaction and intent to participate in VR travel programmes (Yung and Khoo-
Lattimore, 2017). Finally, by merging DOI and UG theories, this study gives acumens
into behavioural intention to embrace new technologies in the field of VR tourism.

Moreover, this study discovered a significant moderating impact of connection to
nature on the relationship between satisfaction and intention towards on-site tourism.
This study is the first to investigate the moderating role in the area of virtual tourism
(VT), therefore broadening the scope of connection to nature research. By studying the
moderating function of connection to nature, the theoretical implications of this study
provide to a better understanding of the interaction between visitors’ evaluations of
pleasure in VT and their behavioural intentions towards on-site tourism.

6.2 Practical Implications

This study provides significant practical insights to the relationship between innovation
dissemination and pleasure that VR travel industry practitioners may employ. Given the
importance of relative advantage, user compatibility, and complexity in driving the diffu-
sion of innovations, it is critical for VR technicians to carefully consider these attributes
when designing their products and services, particularly in the context of VR technology
in the tourism sector. VR specialists may increase the uptake and acceptability of VR
technology among visitors by including these features into their products. However, VR
engineers should not go ahead of where consumers are in terms of adopting VR technol-
ogy into their experiences (i.e., VR tourism should be well-suited with users’ degrees
of comfort with the technology). VR developers should also consider the benefits that
customers expect fromVR technology and strive to match those expectations in terms of
both technology and content (compatibility). Similarly, VR practitioners should simplify
how the programmes are used so that first-time users do not quit up in frustration due to
challenges in getting the technology to work.

The same elements that impact the dissemination of innovation listed above are
equally significant to fostering subjective well-being. In other words, simple, useful,
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and beneficial VR tourism material that promotes enjoyment will most likely be psy-
chologically pleasant to potential VR tourists. The findings of the study on the influence
of uses and gratifications on satisfaction and subject well-being may be of interest to
tourismmarketers. For example, if marketers create virtual reality goods that are instruc-
tive, interesting, and socially linked (factors that promote subjective well-being), they
may improve consumers’ affection for the VR programmes. Furthermore, practitioners
may find it useful to include the discovery of the impacts of uses and gratifications on the
emotional andwell-being ofVRusers. Therefore, VR tourism practitioners should incor-
porate components of information, social relationships, and entertainment into their VR
products and services to provide customers with a greater sense of emotional well-being.

The outcomes of this studywill help field professionals whowant to adopt good prac-
tises about the relationship between satisfaction and behavioural intention. VR tourism
practitioners shouldmake theirVRprogrammes authentic; onemethod to do somay be to
include unique parts of material. This might be accomplished by developing VR tourism
activities with realistic sound, video, and haptics. Marketers must consider the impact
of subjective well-being on behavioural intention when using technology and creating
content that fosters a sense of subjective well-being. VR developers, for example, could
generate psychologically exciting VR tourist material by utilising sophisticated tech-
niques such as three dimension (3D) and 360-degree technology. Importantly, by adding
the concept of authentic experience, this study gives fresh insights on VR tourist prod-
ucts. According to the findings, commercial operators whose VR tourism programmes
generate high levels of pleasure, enjoyment, and contentment will contribute to the sus-
tained usage of VR tourism and may lead to visits to the places shown in VR content.
By using any or all these strategies, the industry should become more user-friendly and
profitable for practitioners. In conclusion, this study has practical implications for VR
tourist marketers.

The findings addressing the moderating influence show that the multisensory and
near-nature experience part of virtual tourism (VT) need refinement. This data can help
marketers design customised marketing strategies based on various customer categories.
Furthermore, tourism managers must prioritise the delivery of high-quality services in
Vermont in order to improve the satisfaction and expectations of client groups with a
strong natural affinity. This, in turn, may stimulate their desire to visit genuine locations.
Destination managers should prioritize nature-oriented experiences in tourist attractions
to strengthen visitors’ connection with nature. By integrating nature-based activities
like hiking trails, wildlife encounters, and scenic viewpoints, destinations can increase
satisfaction levels and increase on-site tourism intention. Tailoring marketing efforts to
highlight the connection to nature as a unique selling point can attract visitors who value
immersive nature experiences. Targeted campaigns can convey the message that visiting
a physical destination provides an unparalleled opportunity to connect with nature.

7 Limitations and Direction for Future Studies

When implementing the findings, keep the study’s limitations in mind. Because the
sample was taken from Indian tourists, the study’s conclusions should be used with
caution outside of India. We concentrated on the usage of VR material rather than the
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devices; more research should be undertaken to evaluate if the findings apply to all
types of VR devices. The technological acceptance model, in particular, is beneficial
in understanding the adoption of VR devices. To further understand VR technology
adoption by tourists, future studies may investigate adding other theories of human
behaviour into an expanded VR technology acceptance model.

Furthermore, further study on the reasons individuals do not use VR for tourism
can help practitioners recruit non-VR tourism consumers, ultimately expanding the VR
travel industry. Furthermore, customers who have no experience with using technology
for tourism and/or visitors who intentionally seek to avoid technological encounters are
part of the market to target. As a result, future research should employ a variety of sam-
ples to capture non-users’ perceptions about digital encounters. Furthermore, because
there are several methods to enjoy VR tourism, ranging from smartphone applications
to large-scale VR attractions at amusement parks, future study should concentrate on
various sorts of VR experiences. Because this study does not take into account the
impact of various tourism experiences (e.g., visiting museums, nature excursions, dark
tourism, shopping, and so on) and the various motivations that may be associated with
each of them, qualitative research on various types of VR tourism would deepen our
understanding of tourist/visitor behaviour.
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Abstract. Electric vehicles (EVs) play a critical role in mitigating emission of
greenhouse gas and focusing on issue of global warming. Transitioning conven-
tional transportation to EVs has been driven by recent developments in digital
technology. Several nations are actively advocating adoption of EVs as part of
their sustainable development goal efforts. Nevertheless, EVs are essential, its
adoption rate is quite minimal. This research paper seeks to identify factors affect-
ing users’ decisions to purchase electric bikes (e-bikes) in India. The study used
analytic hierarchy process (AHP) to identify factors and its priorities. Using a
survey-based methodology, data was gathered from a sample of 31 users who had
recently purchased an e-bike. The analysis discovered that technological factors
and financial factors are identified as most significant factors while planning to
purchase e-bike, along with psychological and enthusiasm factors. Study offers
insights for e-bike manufacturers and marketers on successfully targeting and
appealing to customers based on their priorities and preferences in India.

Keywords: Electric Vehicle · Electric Bike · Analytic Hierarchy Process

1 Introduction

Electric vehicles (EVs) offer carbon free transportation and help as an operative solu-
tion to address air pollution [1]. The adoption of electric transit plays a crucial role in
controlling global warming by 1.5 °C [2]. In recent years, EVs’ popularity has been
notable, although their sales still make up a relatively small fraction of the global new
vehicle market [2]. The global community is facing significant challenges such as energy
scarcity, air pollution andmanymore [2]. These emissions from the transportation sector
have been increasing with its growing contribution to overall energy consumption [3,
4]. The use of EV can help reduce or alleviate global warming while contributing to
sustainable development goals SDG 7 (clean energy), SDG 12 (sustainable production
and consumption) and SDG 13 (climate action). EVs possess the capability to revolu-
tionize the realm of road transportation, although their acceptance and utilization are
still in their initial phases [5]. In spite of numerous benefits offered by EVs, their market
presence and acceptance level have not experienced substantial expansion [6].
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Furthermore, situation in developing countries remains challenging. It is anticipated
that by 2030, the transportation sector in Asia will be responsible for approximately
31% of carbon emissions [7]. China holds the largest share of the global EV market,
accounting for half of it, followed by Europe and the United States. In the Asia Pacific
region’s market share in 2022, China sales 5.9 million electric cars. In contrast, India’s
sales of electric cars were significantly lower, reaching only 48000 units [8].

India has committed to decreasing its carbon footprint by 33–55% below the 2005
levels by 2030. Utilizing alternate fuels such as hydrogen, ethanol, natural gas, elec-
tricity, methanol, biodiesel, and propane is a viable solution to decrease dependence on
fossil fuels and gasoline [9]. India has established a national objective of achieving a
30% penetration rate for EV sales by 2030. To support this goal, the country has initiated
“National Mission on Transformative Mobility and Battery Storage,” seek to promote
local manufacturing components of EVs. Despite these measures, India’s EVmarket has
not experienced the anticipated growth. This situation calls for a comprehensive assess-
ment to detect barriers and challenges within the EVmarket that hinder the expansion of
electric transport and various other lower carbon public transportation systems in India.
Even psychological and emotional factors on Indian user intention to purchase EVs has
not been explored, despite their growing interest in EVs [10].

The Indian e-bikemarket has several significant players contributing to its growth and
development. Many companies including Ola Electric, Hero Electric, Ampere, Ather,
and TVS, Okinawa, are known as prominent players in this business [11]. Ola Elec-
tric has introduced electric scooters that cater to the Indian market needs, focusing on
affordability, performance, and sustainability. Hero Electric, a well-established brand in
India’s two-wheeler market. It is leveraging its expertise in manufacturing conventional
motorcycles. Ampere, a subsidiary of Greaves Cotton Limited, specializes in electric
mobility solutions, including e-bikes. With a strong focus on technology and innovation,
Ampere provides reliable and efficient e-bike options to Indian users. TVS, a renowned
Indian two-wheeler manufacturer, has also entered the e-bike market with its range of
electric scooters. Combining their expertise in traditionalmotorcyclemanufacturingwith
electric mobility, TVS offers e-bikes that balance performance, style, and affordability.

To promote the wider acceptance of e-bikes, it is vital to identify and prioritize fac-
tors of e-bikes that attract users and encourage their adoption. This prioritization will
enable policy-level interventions aimed at presenting e-bikes as an appealing choice for
commuters in India. The importance of prioritizing these factors arises from the basic
understanding that each factor affects users differently and notably impacts commuters
[12]. Experts and users are beneficial as it offers a more comprehensive and insightful
perspective on the factors. Experts can contribute their valuable experience to assess
the level of importance of these factors. On the other hand, users can evaluate the fac-
tors based on their own commuting experiences and the perceived benefits they have
experienced.

Addressing climate change and working towards its mitigation requires us to tackle
the significant challenge of decarbonizing transport sector [13]. Adoption of e-bike
can influence decarbonization of transport segment by effectively reducing CO2 emis-
sions [14]. Hence, the rate at which e-bikes are adopted becomes critical in determining
whether world can achieve its CO2 mitigation goals.
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Despite EVs importance, there is a scarcity of research focused on e-bikes, and a
thorough examination has failed to uncover any dedicated studies specifically address-
ing e-bike-related topics [15]. The primary focus of the present study is to examine
user intentions and attitudes toward adopting e-bike. Based on the above discussion the
following research questions have been formulated.

• RQ1: What are the factors that influence user decision to purchase e-bikes?
• RQ2: What is the priority of the factors while making purchase decisions?

2 Literature Review

This section offers a summary of current body of research. The objective is to establish a
comprehensive framework for understanding the researchproblembypresenting relevant
literature on factors influencing use of e-bikes. Additionally, it identifies gaps in the
existing literature that highlight areas where further research is needed.

2.1 Factors Influencing e-Bike Adoption

A substantial body of literature covers numerous studies exploring various aspects of
e-bikes such as financial, technological, psychological, and enthusiasm. Previous study
found that economic advantages associated with transportation policies significantly
influence users’ choices when purchasing EVs [16].

Financial factors pertain to the monetary aspects and consequences related to the
ownership and utilization of an EVs [13]. Potential buyers assess the affordability [1]
initial expenses, ongoing costs, maintenance outlays [11], cost-efficiency, and possible
long-term savings provided by e-bikes in comparison to alternative means of transporta-
tion. There are sub-criteria: Value for money, Low Maintenance Cost, and Purchase
price. The purchase choice for e-bikes is significantly influenced by the concept of get-
ting value for money. Users analyze the overall worth they obtain with the price they
pay for an electric bicycle. This evaluation involves determining whether the benefits,
features, and quality of the e-bike adequately justify its price. The perceived value for
money is not solely based on the initial purchase cost but also considers long-term fac-
tors such as maintenance, operating costs, and potential resale value. The comparative
cost savings of owning an e-bike instead of conventional vehicles are considered. The
reduced expenses on fuel and lower maintenance requirements of e-bikes add to their
perceived value for money, making them a more economically viable option in the long
term.

The maintenance cost plays a vital role in shaping user choices when it comes to
purchasing e-bikes. The overall cost of having EV is lower compared to conventional
vehicles due to savings in fuel expenses and thus reducedmaintenance costs [17]. People
often consider the long-term costs and upkeep involved in owning an e-bike, weighing
the financial values.

The initial cost of buying an e-bike is a crucial consideration that requires careful
assessment. In many countries, purchase price of electric transportation is notably ele-
vated due to substantial charges associated with their batteries [18]. Users evaluate the
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price of e-bike based on their financial situation and affordability. Therefore, they com-
pare the cost of e-bikes with regular bicycles or conventional vehicles to determine their
cost-effectiveness and potential long-term savings. When individuals evaluate e-bikes
compared to regular bicycles or traditional gasoline-powered vehicles, they consider the
cost-effectiveness parameter.

Technological factors encompass a range of technical aspects and advancements that
improve the performance, functionality, and user experience of e-bikes. The adoption is
significantly influenced by technological factors such as speed, power production and
safety [13]. Users are drawn to the technological features and innovations that enhance
the overall appeal and value of e-bikes. Sub-criteria include battery life, charging time,
distance range, easy to use and safety. The propulsion of EVs heavily depends on lithium-
ion batteries, which are essential for storing the necessary energy [2]. The battery’s
longevity plays a crucial role in shaping the purchasing choices of e-bike users. Potential
buyers take into account battery life [19] and its dependability since these aspects directly
impact the e-bike’s range and convenience.

The charging time of an e-bike’s battery is a crucial factor that affects users’ purchas-
ing decisions [19]. When assessing the charging time, users prioritize e-bikes equipped
with batteries that can be recharged swiftly and effectively. They favor shorter charg-
ing durations, as it reduces the waiting time for the battery to regain power, allowing
them to enjoy their rides more [11]. Rapid charging also offers flexibility and conve-
nience, particularly for individuals with busy schedules or limited access to charging
infrastructure [5]. Apart from speed, efficiency is also an essential aspect of charging
time. Users seek e-bikes that optimize the charging process, ensuring the battery is
effectively charged while minimizing energy consumption. Efficient charging helps pre-
vent energy wastage, lowers electricity costs, and contributes to a more sustainable and
environmentally friendly charging experience.

The distance range of an e-bike refers to the utmost distance it can travel on sin-
gle charge of its battery. Users consider the distance range as it directly impacts the
practicality and usability of the e-bike for their specific needs. Users assess their daily
commuting or recreational requirements when considering the distance range [19]. They
prefer e-bikes that can cover the necessary distance without requiring frequent recharg-
ing [3]. A longer distance range enables riders to travel more extensively and confidently
without worrying about running out of battery power.

The user-friendliness and convenience of operating an e-bike are essential factors that
directly impact users’ overall riding experience and satisfaction with the vehicle. Users
evaluate various aspects of the e-bike’s design and functionality when assessing ease
of use. They seek intuitive controls and a user-friendly interface that enable effortless
operation. Features such as clear and easily accessible displays, ergonomic handlebar
controls, and comprehensible settings contribute to a positive user experience. Previous
research indicates that individuals generally exhibit aversion towards uncertainty [20].
Users also consider the ease of starting and stopping the e-bike and its maneuverability
and stability while riding. They value responsive acceleration, smooth braking systems,
and stable handling, which enhance overall ease of use and make the e-bike comfortable
and enjoyable.
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Users prioritize their safety while riding e-bikes [13]. They consider various safety
features and design elements contributing to their confidence while using the vehicle [2].
Features such as a lowcenter of gravity, robust frame, anddependable suspension systems
enhance stability and handling, particularly when navigating various road conditions
or challenging terrains. Braking performance is another critical aspect of safety. E-
bikes equipped with reliable braking components, such as hydraulic or disc brakes,
instill confidence in riders, enabling them to have better control and reducing the risk of
accidents or collisions.

Psychological factors encompass an individual’s mindset, attitudes, perceptions, and
emotions, all of which significantly impact their motivation and inclination to choose
e-bikes as their preferred mode of transportation. Environmental consciousness and
social influence are intertwined and play a crucial role in influencing the decision to
purchase e-bikes. In terms of environmental belief, users who prioritize environmental
values are strongly inclined to choose sustainable transportation options to decrease
their carbon footprint and diminish their environmental impact. The previous study’s
findings indicate that environmentally responsible behavior in Malaysia is significantly
influenced by environmental beliefs [21]. E-bikes run on electricity and produce zero
tailpipe emissions, making them a cleaner mode of transportation. Users who prioritize
environmental sustainability appreciate the energy efficiency of e-bikes. Unlike inter-
nal combustion engine vehicles, e-bikes are known for their higher energy efficiency.
They can travel longer distances using less energy, reducing reliance on fossil fuels and
lowering overall energy consumption. Users who hold environmental beliefs often con-
sider their choice of transportation as an expression of their values [22]. By choosing
an e-bike, they can demonstrate their commitment to sustainability and inspire others to
adopt eco-friendly modes of transportation.

Social influence refers to the impact of social networks, interactions on an individ-
ual’s choices and behavioral intention [23]. Users can be influenced by the perceptions
and experiences of others, as well as societal trends and attitudes towards e-bikes. Per-
sonal recommendations and testimonials from individuals within one’s social circle can
significantly sway purchasing an e-bike. Positive experiences shared by friends or col-
leagues who already own e-bikes can establish trust and credibility, making potential
buyers more inclined to follow suit. Social influence can also arise from the desire to
conform to social norms or peer pressure. If owning an e-bike is seen as a status symbol,
individuals may be more inclined to purchase one to fit in or to be perceived in a specific
way by their peers.

Enthusiasm to use the latest technology is a significant factor that strongly impacts
purchasing e-bikes. Many users are enthusiastic about the advanced features and innova-
tions e-bikes offer [24]. E-bikes frequently incorporate cutting-edge technologies such
as smart displays, electric motors, lithium-ion batteries, connectivity options, and regen-
erative braking systems. The attraction to using the latest technology goes beyond the
functional aspects of e-bikes; it encompasses the satisfaction and pride of owning a
cutting-edge vehicle. Being an early adopter of new technologies can be seen as a sym-
bol of progressiveness and staying ahead of the curve. The enthusiasm for embracing the
latest technology drives individuals to explore and invest in e-bikes, personally allowing
them to experience the benefits and advancements firsthand. The prospect of staying
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at the forefront of technological advances and enjoying the benefits of future upgrades
motivates individuals to choose e-bikes over conventional alternatives.

3 Research Methodology

The study utilizes AHP methodology to determine factors that lead to e-bike adoption
in India. It is a hierarchical multi-criteria decision-making approach, enabling calcula-
tion of weights for key criteria and evaluating alternatives by comparing their relative
importance. As a result, AHP has been widely applied in various fields. To acquire
more accurate and organized information about the elements that impact the decision to
purchase e-bikes, a questionnaire was created. The questionnaire was designed by con-
sidering the factors identified in earlier studies and the knowledge shared by industry
experts and e-bike owners. Considering the insights from prior works, AHP is deemed
suitable for determining the priority of e-bike purchases in the present study.

3.1 Analytic Hierarchy Process

AHP is a decision-support method that facilitates the systematic assessment of mutually
exclusive alternatives in complex situations that involvemultiple decision goals or evalu-
ation criteria [25]. At the core of the AHP lies its primary feature, which is the utilization
of pairwise comparisons to establish a hierarchical structure for complex problems [26].
AHP breaks down a problem into higher-level and lower-level factors and determines
the weights that represent their relative significance among all the factors involved. To
determine the weights, user responses are translated into a pairwise comparison matrix.
AHP can compute the consistency index (CI) and consistency ratio (CR) to assess the
level of consistency in the decision-making process.

A questionnaire was design to gather user opinions on the comparative importance of
every sub-criterion within a specific category. The AHP technique utilizes the principles
of priority theory to address complex problems that require selecting the most optimal
option from a set ofmultiple alternatives [12]. Calculating the comparative importance of
criteria was implemented using a systematic process. AHP encompasses several stages,
which are outlined as follows.

– The initial step in this process involves recognizing the decision problem. Define
research objectives.

– Next step is to identify sub-criteria associated with each primary criterion.
– The following step entails establishing the relative weights of the criteria by

comparing them pairwise on a scale ranging from 1 to 9.
– The comparative weights of sub-criteria are determined based on importance of each

sub-criterion to its respective main criterion.
– Consistency checks are performed to ensure accuracy and reliability.
– AHP method establishes priorities of its criteria and sub-criteria. Weights for each

criterion level and sub-criteria are multiplied to determine their preferences.
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3.2 Data Collection

Data collection for the study involved obtaining individual responses from a specific
group of respondents who had purchased e-bikes. Respondents were responsible for
sharing their judgments and opinions concerning the factors influencing their decision-
making process. The study aimed to collect data from a particular age group, specifically
respondents aged 25 to 40. This age range was chosen under the assumption that indi-
viduals within this demographic are more likely to be actively employed and may be
thinking of using e-bikes for their traveling needs. The study included a sample size of 31
respondents, deliberately chosen to represent the desired target population. Each partic-
ipant in the study was either employed professionals or businesspeople who commuted
to their workplaces regularly. By concentrating on this specific group, the study aimed
to acquire valuable insights into the factors influencing the decision-making process of
purchasing e-bikes among individuals who frequently commute for work.

4 Results

The weights of financial, technological, psychological and enthusiasm to use latest tech-
nology along with the consistency ratio (CR) were computed. The pairwise comparison
matrices and priorities obtained from the AHP analysis are presented in the tables below,
providing a quantitative representation of the relative importance assigned to each factor
influencing the purchase decision of e-bikes. Based on the responses provided by the
respondents and the pairwise comparison matrices, the priorities of each of the factors
were calculated. The priorities indicate the comparative importance of every factor in
the overall decision making process. Higher the priority value, greater is influence of
factor on purchase of e-bikes.

The results demonstrate that technological factors are identified as the most signif-
icant criterion, indicating that users place a high value on the technological aspects of
e-bikes as shown in Table 1. This criterion encompasses safety, ease to use, distance
range, charging time, and battery life. Similarly, financial factors are ranked as the sec-
ond most crucial criterion, indicating that users also consider financial aspects when
making purchasing decisions. Moreover, psychological factors, including social influ-
ence, environmental beliefs, and enthusiasm to use the latest technology, are important
but to a lesser degree compared to the top two criteria.

The pairwise comparisonmatrix for sub-criteria within the financial category reveals
their relative importance shown in Table 2. The analysis highlights that purchase price is
the most crucial sub-criterion, suggesting that users attach significant importance to the
initial cost of e-bikes. Subsequently, value for money is ranked second, indicating users
consider the overall cost-effectiveness and long-term savings associated with owning
an e-bike. Low maintenance costs are also considered a factor in the purchase decision,
although to a slightly lesser extent.



Purchasing e-Bikes: Prioritization of Decision Factors Using AHP 185

Table 1. Pairwise comparison matrix of the main criteria

Financial
Factors

Technological
Factors

Psychological
Factors

Enthusiasm to
use latest
technology

Priorities

Financial
Factors

1 0.74460 3.52911 3.5583 0.36298

Technological
Factors

1.34298 1 3.67801 3.24279 0.41498

Psychological
Factors

0.28335 0.27188 1 0.97584 0.10847

Enthusiasm to
use latest
technology

0.28103 0.30837 1.02475 1 0.11356

* Consistency Ratio calculated as 0.0052

Table 2. Pairwise comparison matrix for sub-criteria concerning financial factors

Financial Factors 0.36298 Value for
money

Low Maintenance
Costs

Purchase
Price

Priorities

Value for money 1 1.75521 0.74451 0.34339

Low Maintenance Costs 0.56973 1 0.42550 0.19584

Purchase Price 1.34316 2.35013 1 0.46075
* Consistency Ratio calculated as 0.00000095

The pairwise comparison matrix for sub-criteria within the technological category
illustrates their relative importance shown in Table 3. The analysis reveals that safety is
the most significant sub-criterion, suggesting users prioritize the safety features and con-
siderations associated with e-bikes. Ease of Use is ranked second, indicating the impor-
tance of user-friendly features and intuitive operation. Distance range, charging time,
and battery life influence the purchase decision, although their priorities are relatively
lower than safety and ease of use.
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Table 3. Pairwise comparison matrix for the sub-criteria concerning technological factors

Technological
Factors 0.41498

Battery
Life

Charging
Time

Distance
Range

Easy to use Safety Priorities

Battery Life 1 0.63563 0.33829 0.41187 0.18046 0.06952

Charging Time 1.57323 1 1.09471 0.31950 0.17987 0.09734

Distance Range 2.95604 0.91347 1 0.84289 0.18996 0.13848

Easy to use 2.42792 3.12988 1.18638 1 0.52385 0.21350

Safety 5.54111 5.55929 5.26426 1.90892 1 0.48113
* Consistency Ratio calculated as 0.04

The pairwise comparison matrix for sub-criteria within the psychological category
presents their relative importance shown in Table 4. Social influence is recognized as
the most significant sub-criterion in this category, indicating that users are influence by
their social network opinions, recommendations, and norms when making purchasing
decisions. Environmental beliefs are ranked second, suggesting that users who prioritize
environmental sustainability take into account the eco-friendly e-bikes in their decision-
making process.

Table 4. Pairwise Comparison Matrix for the sub-criteria concerning Psychological Factors

Psychological Factors
0.10847

Environmental Beliefs Social Influence Priorities

Environmental Beliefs 1 0.37310 0.27172

Social Influence 2.68023 1 0.72827

5 Discussion

From the sustainability and policy perspectives, it is evident that there is an enthusiasm
for EV, once potential buyers become aware of specific details and expenses associated
with EVs.

The study makes it evident that both financial and technological factors are consid-
ered the most influential factors in e-bike adoption. This finding aligns with previous
research on [1, 2], which also emphasized the importance of technological factors in
acceptance of e-bike. Therefore, it is utmost important for organizations to emphasize
technological safety and user-friendly features in the operating e-bike. Distance range,
charging time and battery life are also important aspects to consider while buying an
e-bike. Consumers in India are sensitive about safety, vehicle features which also found
in the previous study.

The study highlights the significance of financial factors as influencing factors in the
adoption of EVs [2]. The result focus that purchase price is themost crucial sub-criterion,
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suggesting that user give more importance in initial cost of e-bikes which align with
the previous research [3]. Subsequently, value for money is ranked second, indicating
user consider long-term investment associated with purchasing and owning an e-bike
followed by maintenance costs are also considered a factor in the purchase decision.
Regarding the incentives provided through FAME (Faster Adoption and Manufacturing
of (Hybrid &) Electric Vehicles) in India, it is highlighted that FAME incentives is an
important program to reduce purchase price of e-bikes. Authors argue that it will be
necessary to sustain these incentives going forward to tackle initial price of purchase
and make e-bike attractive to consumers.

The findings also indicate that individuals who exhibit enthusiasm about latest tech-
nology are more inclined to purchase e-bike as their prefer mode of transportation. The
preference for purchasing the latest technology extends beyond the functional features
of e-bikes; it incorporates happiness and pride of owning a cutting-edge vehicle.

Finally, the study identifies psychological factors as critical factors influencing pur-
chase of e-bike in India. Study identified that social influence is the most impactful sub-
criteria while making e-bike purchasing decision emphasized opinion of social network,
their recommendations [4]. Similarly, users who prioritize environmental sustainabil-
ity take into account the eco-friendly e-bikes in their decision-making process. These
factors help mitigate global warming and contribute to sustainable climate action.

6 Practical Implications

The findings can serve as a beneficial resource for e-bike manufacturers when devel-
oping their marketing plans. Transferring conventional bike with e-bike, there will be a
significant improvement in air quality. Consequently, carbon emission can be reduced.
E-bike adoption are still in the premature stages of adoption, prospective user may
wish to consider several factors before making a purchase. The study’s conclusion high-
lights those technological and financial factors, significantly influence user’s decision to
purchase e-bike in India. In this alarming global warming situation, this is essentially
important to promote benefits and implication of e-bike in order to create a habitable
and sustainable environment. In line with this, marketers of e-bike manufacturers can
focus on explaining technological and financial benefits associated with them. Addition-
ally, psychological and enthusiasm have influence on user purchase intention of e-bike,
therefore, it is essential that firm should communicate the advantages to the public.

The government needfully provides additional financial support to encourage
widespread adoption of e-bike. Although government have taken various initiative,
enhancing infrastructure facilities, and offering subsidies to people will further increase
purchase of e-bike. To promote the purchase of e-bike in India, it is recommended that
government should take measures to provide subsidies, tax exemption and providing
other benefit to buyers. Furthermore, research indicates that working professional or
businessman are more inclined to purchase e-bike as they travel shorter distances and
avoid traffic problem. Therefore, companies can target working professional or busi-
nessman and develop campaigns that cater to their specific requirements to promote
e-bike.
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7 Conclusion and Limitation

The research investigates the crucial factors that influence intention to purchase envi-
ronmentally friendly e-bike in India. This study aims to prioritize different performance
measurements of e-bikes using AHP and rank criteria and sub-criteria for e-bikes in the
market.Drawing upon existing literature and interviewswith experts and users, fourmain
criteria were identified, and ten sub-criteria have been examined and ranked according
to their importance. The study offers valuable contributions to marketers, managers, and
manufacturers in promoting environmentally friendly practices. For instance, marketers
can improve users’ perception of their intention to an e-bike, enhancing their appeal
and desirability. This study can be a valuable guide for engineer who design e-bike in
integrating customer likings into the design process. Furthermore, this can be foundation
for policymakers to prioritize critical criteria in e-bike choice and user preferences. The
government should consider enhancing infrastructure to promote e-bikes more effec-
tively while implementing subsidies and incentive schemes at the national and local
levels to encourage e-bike adoption within the country. There are a few drawbacks to
this research. First, the ability to generalize the finding is limited. The study collected
data from specific groups who had purchased e-bikes at the age of 25 to 40. Data was
not gathered from random sample. Second, study examined four main key factors based
on literature and expert opinion. There could be more factors which lead to purchase
intention of Indian consumers.
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Abstract. The influence of digital influencers (DIs) on consumer purchase inten-
tion has beenwidely examined in the luxury brands context.However, there remain
a noticeable gap in literature concerning the impact of DIs on consumer willing-
ness to purchase hyper-local brands. The current study aims to address this gap.
We develop a conceptual model using source credibility theory and examine the
influence of DIs credibility components (i.e., expertise, trustworthiness, and simi-
larity) on consumers perception towards brand (i.e., advertising trust) and purchase
intention. To test the model, we employed structural equation modelling (SEM)
using a sample of 110 social media users in India. We found out DIs expertise,
trustworthiness and similarity significantly affect purchase intention. However,
only similarity is positively affecting advertising trust, which subsequently influ-
ence purchase intention. Implications, limitations and future research directions
are also discussed.

Keywords: Digital influencers · social media · hyper-local · source credibility ·
advertising trust · purchase intention

1 Introduction

Advancement of information and communication technologies such as social media,
has given opportunity to ordinary individuals to become ‘digital influencers’ (DIs) sim-
ply by creating and sharing content on social media platforms [1]. DIs are those who
have cultivated a committed and engaging audience on social media platforms (like
YouTube, Instagram, and Twitter) and holds the power to impact and shape the opinions
and behaviours of their audience leading to social commerce [2]. The growth of social
commerce in India, as indicated by the Statista data [3], revealed that 52% of surveyed
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social media users have purchased a product or service based on DIs recommenda-
tion. Brands are increasingly approaching them compared to traditional celebrities (e.g.,
actors, athletes and models) as they are more affordable, have expertise in particular
domain, and often interact and engage with their audience on social media platforms
[4].

While the influence of DIs on consumers’ purchase intention has been extensively
studied, most of them have focused on luxury brands [5, 6]. There is a noticeable lack of
research in existing literature concerning the impact of DIs on consumer purchase intent
specifically related to hyper-local brand. Hyper-local brands are those which operates on
a smaller scale and serve nearby communities. These brands are now receiving increased
exposure and attention through the efforts of DIswho promote themon their socialmedia
accounts [7]. DIs are giving voice to these businesses by featuring and endorsing them,
effectively raising awareness among their followers about the existence of such local
establishments. Further, individuals can also place orders on social media platforms like
Instagram for these businesses [8], such as profiles like Love Local India and Sarojini
Market Online. Therefore, the growing popularity of hyper-local brands motivates us
to explore the role of DIs in affecting the consumer willingness to purchase. Accord-
ingly, the present study proposes the following research question. Do DIs credibility
components affect consumers hyper-local brand perceptions and purchase intentions?

Using source credibility model [9], we investigated the mechanism by which DIs
influence purchase intention of consumers.Wehave also examined the perception of con-
sumers towards hyper-local brands i.e., the advertising trust in DIs generated branded
content [1]. By taking the holistic perspective of influencer marketing, we demonstrated
the influence of DIs credibility determinants (i.e., expertise, trustworthiness, and sim-
ilarity) on consumers perception towards brand (i.e., advertising trust) and purchase
intention of hyper-local brands. We also tested the mediating effect of advertising trust
on credibility components and purchase intention. The study contributes in two ways.
Firstly, it will help in understanding the consumer perception towards hyper-local brands
through DIs generated content, which is not explored. Secondly, implications of DIs
characteristics in enhancing consumer willingness to purchase hyper-local brands.

2 Theoretical Background and Hypothesis Development

2.1 Source Credibility

Source credibility model was proposed by Hovland, Janis, and Kelley [9]. According to
this model, the characteristics of a communicator or information source can persuade the
behaviour of receiver towards themessage being conveyed.DIs are considered as ‘micro-
endorsers’ [10] and generally play similar role like of information sources in persuasion
process. A favourable perception of endorser credibility can influence consumers’ eval-
uation of a product or service, thereby yielding a positive advertising outcome [1]. Thus,
the DIs’ perceived credibility holds an important role in shaping the effectiveness of any
advertisement.

In the seminal work, Hovland, Janis, and Kelley [9] suggested two components of
source credibility, that is expertise and trustworthiness. Over the years, researchers have
conducted empirical studies and identified various dimensions of source credibility [11,
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12]. However, source expertise and trustworthiness remain the two primary factors of
source credibility, that are considered to have significant influence on how individuals
evaluate the credibility of information [13].

Expertise means the receiver’s perception of whether the communicator possesses
the necessary knowledge and skills to make valid claims related to the shared message
[9]. The perceived expertise of a communicator depends on various factors, including
their knowledge in a particular area, having a reputable title, or having know-how of
doing something [14]. On social media platforms, DIs create content related to their
specific fields such as fashion, fitness, food, beauty, etc. Consequently, perceived as
knowledgeable or expert in their respective area [4].

Source trustworthiness denotes the perceived truthfulness of the communicator and
the receivers believe in the communicator’s ability to convey honest and valid assertions
[9]. Thus, it is essential for the DIs to go beyond mere knowledge and also be recognised
by audience as reliable and trustworthy. Trust being an important determinant of source
credibility significantly affect receiver’s evaluation on credibility of message [15]. DIs
often share their experience and product or service usage; hence perceived as authentic
and trustworthy by their followers [4].

Another determinant of source credibility is similarity [16]. Source similarity means
the extent to which the receiver perceives a communicator as similar or likable in terms
of shared characteristics such as demographics, culture or beliefs [11]. DIs often interact
with their followers on social media platforms and thereby, establish and nurture a social
bond with them. They present themselves as accessible and authentic by capturing,
documenting, and sharing their personal lives on social media platforms. Thus, DIs are
likely to be perceived similar to their followers [1, 11].

The question of whether DIs credibility factors (expertise, trustworthiness and simi-
larity) affect consumers response and if they do, then how they are doing it are discussed
in the subsequent section.

2.2 Perceived Advertising Trust

Advertising trust pertains to consumer’s cognitive beliefs and assessment of whether
the content of an advertisement is primarily aligned with the self-interest or interest of
message source [17]. It depends on the degree of confidence and reliance that target con-
sumers place on the DIs advertising content. The existing literature on advertising trust
suggest that trust in advertising, in general, enhances consumers’ evaluation, process-
ing and response to the message [17]. Advertisements perceived as trustworthy reduces
uncertainty and are viewed as more appealing and similar to consumers [18]. Likewise,
Racherla et al. [19] shows that perceived source similarity and argument quality increases
trust of consumers in online reviews. Further, in the context of mobile banking, Lee &
Chung [20] examined the role of quality factors on consumer’s trust and satisfaction and
found that information quality and system quality significantly affect consumer’s trust
as well as satisfaction.

Similarly, the concept of advertising trust is gaining popularity in research exam-
ining the credibility of DIs in affecting the purchase decision of consumers. Previous
literature has shown the effect of source characteristics like expertise and trustworthiness
on consumers perception related to brand and purchase intention [12].
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Furthermore, source similarity can improve consumers perception about the brand
and mitigate purchase risk, thereby fostering trust in advertisement. Prior studies have
demonstrated the significant role of similarity in affecting the information consumers
acquire, the interactions they encounter and the attitude they develop [21]. In the realm of
social media, researchers have examined the influence of source perceived credibility on
target consumers and have shown its persuasive power through various scenarios [1, 6].
Also, the research on celebrities andDIs has been a prominent domain in establishing the
relationship between source credibility and trust on advertisement [1]. However, scare
studies have investigated this relationship in hyper-local brand context. Thus, due to the
increase role of DIs in influencing the purchase decision of their followers and shaping
their attitude towards the advertisement it become important to examine whether the
DIs credibility determinants are significant in affecting advertising trust in the context
of hyper-local brand. Hence, we propose that

H1: DIs credibility determinants, (a) expertise, (b) trustworthiness, and (c) similarity,
will positively affect advertising trust of consumers in DIs brand related content.

2.3 Purchase Intention

Purchase intention means the willingness of individuals to plan consciously and make
an attempt to purchase a particular brand [22]. It can lead to actual purchase behaviour
as it encompasses the intention or likelihood to purchase a product. Recently, social
media platforms have gained considerable interest from marketers who aim to leverage
the potential opportunities for influencing consumer’s purchase intention. Previous liter-
ature has shown the impact of attitude related to advertisement and brand and/or source
credibility on purchase intention [1, 11].

Regarding source credibility, studies have shown a significant relationship between
source perceived credibility (expertise, trustworthiness and similarity) and intention
to purchase. For example, most studies have found a significant positive relationship
between perceived trustworthiness and purchase intention [13] as when consumers per-
ceiveDIs as trustworthy thewillingness to purchase increases. Similarly, source expertise
can influence purchase intention, because when DIs demonstrate their knowledge and
expertise in a particular area through their social media account or about a product or
service in their posts, it may enhance consumers purchase intention. Several studies have
shown the significant influence of perceived expertise on intention to purchase [11–13].
Likewise, source similarity can also affect purchase intention [11], if consumers perceive
DIs as similar and relatable through their social media posts. Therefore, we propose that,

H2: DIs credibility determinants, (a) expertise, (b) trustworthiness, and (c) similarity,
will positively affect purchase intention of consumers.

Moreover, prior research has stated that advertising trust can enhance individual’s
inclination to take action based on the information conveyed in advertisement [17]. Trust
in advertisement plays a crucial role in achieving the desired outcomes or expected
results. Consumers perceived trust in advertising content of DIs, can reduces risk and
enhances willingness to take action [18]. Literature have demonstrated a significant
relationship between advertising trust and purchase intention [1]. Hence, we propose
that,
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H3: The advertising trust of consumers in DIs generated content will positively affect
purchase intention of consumers.

Figure 1 presented the conceptual model based on the review of literature and
hypothesized relationships which are to be examined in the study.

Fig. 1. Conceptual model

3 Method

We used survey method to test the conceptual model. We collected data through con-
venience sampling via a self-administered online questionnaire from 110 Indian social
media users who were following at least one DI. All respondents provided their gender
information and there were no instances of non-disclosure or selection of the “other” cat-
egory. 41.8% and 58.2% of the respondents were male and female respectively. Regard-
ing respondents age, it was noted that the age group between 18 to 24 and 25 to 31
accounted for largest portion of valid sample, comprising 71.8% or 79 responses. Relat-
ing to annual income level, the majority of participants reported an annual income of
less than 5,00,000 i.e., 57.2%. All the items of the construct were measured on a five-
point Likert scale where ‘5’ being strongly agree and ‘1’ being strongly disagree. Source
expertise and trustworthiness were captured using scale established by Ohanian [12].
Similarity was measured using Bower & Landreth [16]. Advertising trust was measured
via Chaudhuri & Holbrook [18] and purchase intention from Stubb & Colliander [23].
The SPSS 22.0 and AMOS 26.0 were used to conduct statistical analyses.

4 Results

The skewness and kurtosis approach were adopted to check the data normality for each
item. The range of skewness values (−0.044 to −0.905) and kurtosis values (0.802 to −
1.257) of the data were within the acceptable limits (±2 for both skewness and kurtosis)
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suggested by Garson [24], implying that the present study data is a normal distribution.
Further, data was evaluated using structural equation modelling (SEM) through two-step
procedure – measurement model followed by the structural model [25]. The purpose of
two-step process was to check the reliability and validity of the constructs before testing
the hypothesized relationships.

4.1 Measurement Model Assessment

The Cronbach alpha (α) values for all constructs in the study exceeded 0.7 (as shown
in Table 1), indicating acceptable reliability [26]. Further, CFA (confirmatory factor
analysis) was employed to measure the construct validity of constructs. The convergent
validity was examined via three criteria given by Fornell & Larcker [27]: the loading
of each item on their corresponding construct should be more than 0.7, CR (composite
reliability) for each construct should exceed 0.7 and AVE (average variance extracted)
should be more than 0.5. In this study, the results demonstrated that all factor loadings
weremore than 0.7 except for two items (S1 andAT1)where it was almost 0.7.Moreover,
the constructs CR and AVE values range between 0.820 to 0.883 and 0.607 to 0.654
respectively, which exceeds their threshold values (Table 1). Thus, convergent validity
was acceptable using all three criteria.

Thereafter, we determine the constructs’ discriminant validity as given by Fornell &
Larcker [27]. The AVE square root for each construct should be more than their inter-
construct correlation coefficients. Table 2 indicates a good discriminant validity as the
AVE square root for all constructs exceeded the correlation shared between the construct
with other constructs.

To determine the fitness of the model, various indicators of model fit were assessed.
These were the ratio of χ2 to Degrees of Freedom (d.f.), Incremental Fit Index (IFI),
Comparative Fit Index (CFI), Tucker-Lewis Index (TLI), Root Mean Square Error of
Approximation (RMSEA) and Standardized RootMean Squared Residual (SRMR). The
measurement model is considered acceptable when these indicators are <3, >0.90, >

0.90, >0.90, ≤0.06 and ≤0.08 respectively [26, 28]. In this study, the indicators values:
χ2/d.f. = 1.723 (χ2 = 161.990, d.f. = 94), IFI = 0.935, CFI = 0.933, TLI = 0.915,
SRMR= 0.059, were greater than their minimum acceptable values. However, RMSEA
of 0.08 obtained in the present study was greater than the required criteria (≤0.06). The
possible explanation is that RMSEA is less preferred for use with small sample size (N≤
250) because it has a tendency to reject true-population models more frequently in such
cases [28]. The current model was deemed acceptable based on the above-mentioned
criteria.

4.2 Structural Model Assessment

Once the measurement model was validated, the hypotheses were examined through
structural model in AMOS software via Maximum Likelihood Estimation (MLE).
Figure 2 represent the path significances and standardized path coefficients.

Hypotheses 1a, 1b and 1c posit that DIs credibility determinants (expertise, trust-
worthiness and similarity) positively influence advertising trust of consumers in DIs
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Table 1. Construct’s reliability and convergent validity

Constructs Factor Loading

Expertise (α = 0.879, CR = 0.883, AVE = 0.654)

E1: Expert in hyper-local brand recommendation
E2: Experienced in hyper-local brand recommendation
E3: Knowledgeable in hyper-local brand recommendation
E4: Skilled in hyper-local brand recommendation

0.777
0.845
0.757
0.852

Trustworthiness (α = 0.820, CR = 0.822, AVE = 0.607)

T1: Honest opinion regarding hyper-local brand
T2: Reliable in recommending hyper-local brand
T3: Trustworthy in recommending hyper-local brand

0.803
0.724
0.807

Similarity (α = 0.840, CR = 0.841, AVE = 0.641)

S1: I and influencer are very much alike
S2: I and influencer have lot of commonalities
S3: I can easily relate to influencer

0.677
0.917
0.790

Advertising Trust (α = 0.822, CR = 0.820, AVE = 0.609)

AT1: I trust influencer’s advertisement content
AT2: Advertising content provides lot of information about brand
AT3: I rely on the information provided by advertising content

0.679
0.935
0.701

Purchase Intention (α = 0.841, CR = 0.841, AVE = 0.639)

PI1: I am very much likely to buy hyper-local brands
PI2: I will purchase hyper-local brands in future.
PI3: I will definitely try hyper-local brands

0.845
0.818
0.731

Notes: α, CR and AVE represent Cronbach alpha, composite reliability and average variance
extracted respectively

Table 2. Constructs correlations and discriminant validity

Constructs Expertise Trustworthiness Similarity Advertising
Trust

Purchase
Intention

Expertise 0.809

Trustworthiness 0.672** 0.779

Similarity 0.556** 0.467** 0.801

Advertising Trust 0.457** 0.327** 0.606** 0.780

Purchase
Intention

0.539** 0.507** 0.206* 0.327** 0.799

Notes: Correlations significant at ** p < 0.01 level
Diagonal values (bold) are showing the AVE square root for each latent construct.
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content. We found positive significant relationship between DIs’ similarity and adver-
tising trust of consumers (β = 0.786, t = 5.277, p < 0.001). However, Hypotheses 1a
and 1b were not supported. Further, hypotheses 2a, 2b and 2c posit that DIs credibility
determinants (expertise, trustworthiness, and similarity) positively influence purchase
intention of consumers. The results showed that DIs’ expertise (β = 0.452, t = 2.301,
p < 0.05), DIs’ trustworthiness (β = 0.399, t = 2.163, p < 0.05) and DIs’ similarity (β
= −0.502, t = −2.479, p < 0.05) significantly influence purchase intention. Moreover,
Hypothesis 3 stated that advertising trust of consumers in DIs generated content posi-
tively affect purchase intention of consumers. The analysis shows the similar result that
is we found a positive significant relationship between trust in advertising and purchase
intention (β = 0.359, t = 2.037, p < 0.05). Therefore, hypothesis 3 is supported.

We also found the squared multiple correlations (R2) values to examine the degree to
which the independent variables explain the variation observed in dependent variables.
The findings highlighted that DIs credibility components i.e., expertise, trustworthiness
and similarity, explain 61.9% of variance in consumers advertising trust and 53.2% of
variance in consumers purchase intention. In addition, advertising trust explain 36% of
variance in purchase intention.

Fig. 2. Hypothesis testing results

5 Discussion

Based on source credibility model, we investigated the mechanism by which DIs influ-
ence purchase intention of consumers. By taking the holistic perspective of influ-
encer marketing, we examine the impact of DIs credibility components on consumers
perception towards brand (i.e., advertising trust) and intention to purchase.
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We also tested the mediating effect of trust in advertising on DIs credibility
components and purchase intention. The findings are discussed as follows.

First, we investigated the role of DIs credibility components on consumers adver-
tising trust. Social media users typically choose to follow those DIs to whom they can
relate in terms of attitudinal or demographics factors (such as age, gender, occupation,
and place). Thus, we foundDIs similarity exert positive significant influence on advertis-
ing trust of consumers in DIs generated content (H1c supported), it is consistent with the
result of previous study [1]. Conversely, DIs expertise didn’t influence consumers trust in
DIs content related to hyper-local brands (H1a not supported). A possible reason could
be in comparison to big brands, in hyper-local market DIs usually promote businesses
which they encounter. It may not be related to their niche area; however, they might
post stories or reels to make their followers aware about that particular business. Thus,
followers don’t perceive them as an expert of that particular market and it affects their
advertising trust. Additionally, the recent popular discussion and findings on whether
the DIs are actual experts or not and consumer awareness in this regard [29], could also
be contributing towards these results. Also, result showed that DIs trustworthiness does
not affect consumers advertising trust (H1b not supported). This may be because users
might hold septical beliefs about DIs motive behind promotion [30] of hyper-local brand
and therefore, discredit DIs when making consumption related response like advertising
trust.

Secondly, we examine the influence of DIs credibility on purchase intention of con-
sumers. Source expertise and trustworthiness were found positively significant in affect-
ing the purchase intention of consumers (H1a and H1b supported), these results our
similar with prior studies [11, 13]. It is reasonable to consider that DIs expertise in
certain domains qualifies them to effectively promote specific brands or products and
affect purchase intention. Further, DIs through their honesty and credibility affect their
audience and thus, perceived trustworthiness was found affecting consumers purchase
intention. However, similarity was found negatively significantly affecting purchase
intention (H1c supported, negative). This might be because as hyper-local markets can
be diverse, with followers having varying preferences and interests. If DIs are too similar
to a specific subset of audience within the market, they may not appeal to larger audi-
ence base. This lack of appeal to wider audience can have negative impact on purchase
intention. For example, if a DI is from specific town in India (e.g., Jaipur) and only
shares about hyper-local brands in the city, then the followers who are following the DI
from different cities might not find that content similar. However, this unexpected result
needs further research.

Furthermore, we also look into the advertising trust of consumers in DIs generated
brand related content. Our results support the notion that advertising trust positively
affect the willingness of individuals to take action based on the information conveyed in
advertisement [17]. In other words, we found advertising trust significantly affect con-
sumers purchase intention. Further, we examined the effect of mediation on advertising
trust on DIs similarity and purchase intention and found that advertising trust does not
mediates the relationship between DIs similarity and purchase intention. Therefore, the
present study contributes in two ways. Firstly, it helps us understanding the consumer
perception towards hyper-local brands through DIs generated content.
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Secondly, implications of DIs characteristics in enhancing consumer willingness to
purchase.

5.1 Implications

This research holds implications on multiple levels. Firstly, it provides insights from the
perspective of DIs. Secondly, it sheds light on the implications for hyper-local brands.
Lastly, it offers perspectives relevant to social media platforms. For the DIs, it is vital
to proactively manage their public image as their characteristics (like expertise, trust-
worthiness and similarity) will affect the trust and purchase intention of consumers, and
hence the effectiveness of the promotion assignments that they take up. The content
they provide on social media should showcase their professionalism, sincerity or hon-
esty and relatability to their audience. Achieving a balance between personal content,
non-promotional informational content and advertising content is essential. Excessive
promotion has the potential to diminish their audience perception about DIs credibility,
thereby risking the loss of target audience. Findings also encourage hyper-local brands to
engage DIs, who are perceived as experts and trustworthy, to promote their product and
services. As it is leading to willingness to purchase, brands could priorities the selection
of DIs whose content is widely trusted by their followers. And also, should encourage
DIs to make content as relatable as possible as we found a source similarity positively
affect consumers advertising trust in brand related content. The results of the present
study will help social media platforms to understand the DIs characteristics and manage
them. They can invest in aspiring DIs or/and can provide guidance and restraint their
behaviour, consequently increasing the level of user engagement and loyalty towards
their platforms.

5.2 Limitation and Future Research

The current study has following limitations. First, we only explored the DIs credibility
factors in affecting consumers advertising trust and purchase intention. We believe other
useful factors may influence the process like brand-influencer fit, entertainment and
information quality in DIs content. Second, we have taken hyper-local brands in general,
the results may vary for a particular sector like fashion, food etc. Thirdly, the unexpected
results of current study (i.e., DIs’ similarity negative effects on purchase intention) needs
further research. Fourthly, for model testing we have taken Indian users as sample.
Previous research, exemplified by Chawla et al. [31], has demonstrated that the source
perceived credibility, such as a specific social media platform, influences the perception
of information originating from that source. Therefore, conducting the present study
by including the specific social media platform would yield a more comprehensive
understanding of the platforms on which DIs should engage with hyper-local brands.
In future studies, it would also be valuable to examine the impact of cross-cultural
determinants affecting the consumption of social media users.
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Abstract. The Electric Vehicle (EV) technology is believed to be the most effec-
tive to reduce dependency on petrol and diesel vehicles and thereby achieve clean
environmental objectives. In pursuit of achieving emission net zero by 2070, cen-
tral government and state governments are putting substantial efforts to drive the
EV technology growth in India. The central and state governments in India through
various schemes such as Faster Adoption and Manufacturing of Hybrid and Elec-
tric Vehicles (FAME-II), Production Linked Incentive Scheme (PLI), Swapping
policy for batteries, Special Electric Mobility Zone, and subsidies such as tax
rebate on EVs. Yet the complete switch to the EVs from petrol and diesel vehi-
cles, still has significant technology and supply chain barriers. This research paper
identifies the risks and barriers with respect to supply chain, technology, finance,
and policy for the growth of EV technology in India. The research paper using an
Interpretive Structural Model (ISM) demonstrates the critical supply chain bar-
riers. Based on the analysis carried out in this research paper, the barriers such
as availability of battery packs, raw materials, charging network, and interoper-
ability of batteries are the most critical supply chain barriers to implementing EV
technology in India. The research findings will enable policymakers to develop a
sustainable EV supply chain in India and in similar developing countries.

Keywords: Electric Vehicles · EV industry growth · Risks and Barriers to EV
technology · Supply Chain Barriers · Interpretive Structural Model

1 Introduction

In the Paris Climate Conference 2021, India set an objective of a reduction in its emission
by 35% by the year 2030. In order to achieve India’s commitment, a part of the Intended
Nationally Determined Contribution, the country needs to evaluate an alternative to the
Internal Combustion Engine (ICE). Therefore, EV technology if used in logistics and
transportation can complement India’s objective of achieving Greenhouse Gas (GHG)
emissions [1].
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In the global context, most policies focused on downstream supply chain activ-
ities such as tax incentives and rebates for the customers in European region, has
attracted them towards EVs [2]. However, in the Indian context the supply chain of
EVs needs attention. There are several barriers such as cost, manufacturing, technology,
infrastructure and EV policy, that impacts adoption of EVs in India [3].

The authors reviewed multiple literatures on EV supply chain in India; however
most of these literatures are focused on batteries and shortage of lithium-ion for battery
manufacturing. There is a research gap observed as very few studies have covered various
barriers that would impact sustainability of EV supply chain in India.

The objectives of this research paper are;

1. To identify the barriers to EV technology adoption.
2. To understand various schemes to drive EV technology.

The present study has used an Interpretive StructuralModel (ISM) to identify various
barriers and interdependency between each barrier to EV technology adoption. Further,
by deriving the dependency and driving power of each barrier, the authors have used
Matrice d’impacts croisés multiplication appliquée á un classmen (MICMAC) analysis
to prioritize the most critical supply chain barriers to EV technology adoption in India.

1.1 Initiatives to Facilitate Implementation of EV Technology

Indian government with an objective of faster implementation of EV technology has
launched the following initiatives (Table 1).

Table 1. Initiatives to facilitate implementation of EV technology

S.
No.

Initiatives

1 Clean energy ministerial initiative called EV30@30 [4]

2 National Electric Mobility Mission Plan (NEMMP) [5]

3 Faster Adoption & Manufacturing of Hybrid & Electric Vehicles in India (FAME) [5]

4 Custom duty exemption on machines and equipment for lithium-ion cell manufacturing

5 Draft policy on Battery as a Service (BaaS) including battery swap station

6 Standards for safety protocols in battery swapping infrastructure and EV batteries

2 Barriers to Transition to EV Technology in India

Many countries around the world have started implementing EV policies to promote EV
technology in transportation [6]. At the same time, there are barriers that do not make
the transition to EVs convenient, and these barriers are discussed below.
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2.1 Supply Chain Barrier

The inadequate availability of lithium reservoirs in India is the biggest barrier to the
domesticationof batterymanufacturing.Lithium-ion is a non-renewable source of energy
and EV batteries are made up of Lithium-ion cells. Currently, China, Taiwan, South
Korea, and a few other European countries supply lithium-ion batteries to India. It has
significantly increased its imports of the lithium-ion batteries.

2.2 Inadequate Infrastructure for Charging

India does not have enough EV charging stations which invariably deters the acceptance
of EVs by customers [7]. The lack of adequate number of charging stations leads to
range anxiety amongst the consumers leading to low acceptance of EVs [8].

2.3 Financial Barriers

The battery contributes over 30% of an EV cost, thereby increasing the upfront purchase
cost. This makes an EV expensive compared to petrol and diesel vehicles [7]. Adding
to this is the higher interest rates prevalent in the retail finance market for an EV. Thus,
higher purchase costs and a higher rate of interest for a customer act as significant barriers
to considering the purchase of EVs [7].

2.4 Technological Barriers

There are safety considerations too which need to be addressed to eliminate any risk
of hazard for the EV user. In case of swappable battery technology, “Interoperability”
is a major barrier for data roaming. Data roaming protocol helps in implementing open
communication standards and is an important element of the roaming infrastructure.Data
roaming is not feasible without interoperability. Lack of standardization of EV battery
packs,unavailability of uniform technical standards, and willingness of consumers to
pay slightly higher prices to avail of roaming are challenges for interoperability.

Similarly, many researchers have pointed out several barriers/risks to adopting the
EV technology. However, for the present study, few select barriers are considered for
further analysis. Table 2 below abridged the few select barriers considered from the
Indian context for further analysis.

3 Interpretive Structural Model Methodology

Interpretive Structural Modeling (ISM) is arrived at from the judgment and decision of
a group of experts. It determines whether and in which way the system’s elements are
associated [40]. The model is developed based on the relationship of a complex set of
variables and their association with each other. In the ISM, the relationship is shown in
the hierarchical linked manner [41–44] (Table 3).
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Table 2. Citation reference for Barriers/Risks

S. No. Barriers/Risks Citations

1 Raw Material Shortage [9–11]

2 Availability of Powertrain Components [13, 30]

3 Network/Accessibility [15]

4 Standardization [17–19]

5 Pricing Options [23–25]

6 High Capital Investment [14, 31]

7 Battery Cost [9, 32]

8 Credit Availability [21, 33]

9 Availability of Battery Pack [12, 34]

10 Battery Interoperability [8, 20]

11 Data Roaming Standards [1, 36]

12 Resource Skillset [28, 35]

13 Safety Standards [16, 27]

14 Range Anxiety [21, 28]

15 Charging Infrastructure [18, 22, 37]

16 Less EV Population [37, 38]

17 Aftersales Network [29, 39]

18 Government Subsidies [26, 37]

Table 3. Steps involved in the ISM methodology

Step No Description

1 Key barriers were identified

2 Interdependencies between the barriers were determined

3 Self-Structural Interaction Matrix was developed

4 Initial Reachability Matrix was built

5 Driving power and dependency were calculated to get Final Reachability Matrix

6 Level Identification process was conducted

7 MICMAC analysis was done

8 ISM model was derived

3.1 Structural Self-Interaction Matrix (SSIM)

The SSIM as addressed in this section, consists of interdependencies between the barri-
ers. Four academic experts and two statisticians were involved in validating the matrix
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and there were no disagreements. We have used V, A, X and O to denote the relation-
ships among all the barriers. Table 4 shows the interdependencies as part of the SSIM
(Table 5).

Table 4. SSIM

S.
No.

Barriers/Risks 18 17 16 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1

1 Raw Material
Shortage

A O V O O O O O O V O V V O O O V

2 Availability of
Powertrain
Components

A V V O O O O O O O O O V O O O

3 Network/Accessibility O V V V V O O X A V O O O A A

4 Standardization A V V V V X O A V V O V V O

5 Pricing Options A O V X O X O A A O O O O

6 High Capital
Investment

A O X O O A A O A A A A

7 Battery Cost A O V O V A O O A A O

8 Credit Availability A O V O O O O O O O

9 Availability of Battery
Pack

A O V O V O O O V

10 Battery
Interoperability

A O V V V O A A

11 Data Roaming
Standards

O O V V V O V

12 Resource Skillset O O O O O O

13 Safety Standards O O V O O

14 Range Anxiety O O V A

15 Charging
Infrastructure

A V V

16 Less EV Population A O

17 Aftersales Network O

18 Government Subsidies

3.2 Initial Reachability Matrix (IRM)

In the build-up to ISM, a binary matric is obtained from the SSIM. This binary matrix
is addressed as the IRM. This is achieved by replacing the denotation V, A, X and O
used in the SSIM by 1 and 0 as required. The following table shows the IRM which is
achieved by using 1s and 0s as discussed (Tables 6 and 7).
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Table 5. Denotations in SSIM

Denotation Outcome

V j achieved by i

A i achieved by j

X i achieves j and j achieves i

O i as well as j are not related

Table 6. IRM

S.
No.

Barriers/Risks 18 17 16 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1

1 Raw Material
Shortage

0 0 1 0 0 0 0 0 0 1 0 1 1 0 0 0 1 1

2 Availability of
Powertrain
Components

0 1 1 0 0 0 0 0 0 0 0 0 1 0 0 0 1 0

3 Network/Accessibility 0 1 1 1 1 0 0 1 0 1 0 0 0 0 0 1 0 0

4 Standardization 0 1 1 1 1 1 0 0 1 1 0 1 1 0 1 1 0 0

5 Pricing Options 0 0 1 1 0 1 0 0 0 0 0 0 0 1 0 1 0 0

6 High Capital
Investment

0 0 1 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0

7 Battery Cost 0 0 1 0 1 0 0 0 0 0 0 1 1 0 0 0 0 0

8 Credit Availability 0 0 1 0 0 0 0 0 0 0 1 0 1 0 0 0 0 0

9 Availability of Battery
Pack

0 0 1 0 1 0 0 0 1 1 0 1 1 0 0 0 0 0

10 Battery
Interoperability

0 0 1 1 1 0 0 0 1 0 0 1 1 1 0 1 0 0

11 Data Roaming
Standards

0 0 1 1 1 0 1 1 1 0 0 0 0 1 1 1 0 0

12 Resource Skillset 0 0 0 0 0 0 1 0 1 0 0 0 1 0 0 0 0 0

13 Safety Standards 0 0 1 0 0 1 0 0 0 0 0 1 1 1 1 0 0 0

14 Range Anxiety 0 0 1 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0

15 Charging
Infrastructure

0 1 1 1 1 0 0 0 0 0 0 0 0 1 0 0 0 0

16 Less EV Population 0 0 1 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0

17 Aftersales Network 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

18 Government Subsidies 1 0 1 1 0 0 0 0 1 1 1 1 1 1 1 0 1 1
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Table 7. Definition of Reachability Matrix Value

If Entry SSIM Reachability Matrix Value

i, j j, i

i, j V 1 0

i, j A 0 1

i, j X 1 1

i, j O 0 0

3.3 Final Reachability Matrix (FRM)

The FRM is an 18x18 [aij] and contents value assigned to each barrier. There are driving
power (18�j=1 a1j) and dependence (18�i=1 ai1) included in the FRM (Table 8).

Table 8. FRM

S.
No.

Barriers/Risks 18 17 16 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 Driving
Power

1 Raw Material
Shortage

0 0 1 0 0 0 0 0 0 1 0 1 1 0 0 0 1 1 6

2 Availability of
Powertrain
Components

0 1 1 0 0 0 0 0 0 0 0 0 1 0 0 0 1 0 4

3 Network/Accessibility 0 1 1 1 1 0 0 1 0 1 0 0 0 0 0 1 0 0 7

4 Standardization 0 1 1 1 1 1 0 0 1 1 0 1 1 0 1 1 0 0 11

5 Pricing Options 0 0 1 1 0 1 0 0 0 0 0 0 0 1 0 1 0 0 5

6 High Capital
Investment

0 0 1 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 2

7 Battery Cost 0 0 1 0 1 0 0 0 0 0 0 1 1 0 0 0 0 0 4

8 Credit Availability 0 0 1 0 0 0 0 0 0 0 1 0 1 0 0 0 0 0 3

9 Availability of Battery
Pack

0 0 1 0 1 0 0 0 1 1 0 1 1 0 0 0 0 0 6

10 Battery
Interoperability

0 0 1 1 1 0 0 0 1 0 0 1 1 1 0 1 0 0 8

11 Data Roaming
Standards

0 0 1 1 1 0 1 1 1 0 0 0 0 1 1 1 0 0 9

12 Resource Skillset 0 0 0 0 0 0 1 0 1 0 0 0 1 0 0 0 0 0 3

13 Safety Standards 0 0 1 0 0 1 0 0 0 0 0 1 1 1 1 0 0 0 6

14 Range Anxiety 0 0 1 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 2

15 Charging
Infrastructure

0 1 1 1 1 0 0 0 0 0 0 0 0 1 0 0 0 0 5

(continued)
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Table 8. (continued)

S.
No.

Barriers/Risks 18 17 16 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 Driving
Power

16 Less EV Population 0 0 1 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 2

17 Aftersales Network 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1

18 Government Subsidies 1 0 1 1 0 0 0 0 1 1 1 1 1 1 1 0 1 1 11

Dependency 1 5 15 6 8 3 2 2 5 4 1 6 11 5 3 5 2 1

3.4 Level Identification (LI)

The LI process consists of; a) Find reachability and antecedent sets. These two sets
consist of elements, which may help in achieving the reachability and antecedent sets,
respectively. b) Find the top-level element separated from the rest of the elements. c) To
establish the level of each barrier, multiple iterations are followed. Once the levels are
identified, the development of the ISM is done (Table 9).

Table 9. LI (Iterations 1–5)

Iteration Barrier Reachability Set Antecedent Set Level

5 1 1, 2, 6, 7, 9, 16 1, 18 V

2 2 2,6,16,17 1,2,18 II

5 3 3,9,11,14,15,16,17 3,4,5,10,11 V

5 4 3,4,6,7,9,10,13,14,15,16,17 4,11,13,18 V

5 5 3,5,13,15,16 5,10,11,13,15,18 V

1 6 6,16 1,2,4,6,7,8,9,10,12,13,16,18 I

3 7 6,7,14,16 1,4,7,9,10,13,18 III

2 8 6,8,16 8,18 II

5 9 6,7,9,10,14,16 1,3,4,9,18 V

5 10 3,5,6,7,10,14,15,16 4,9,10, 11, 12, 18 V

5 11 3,4,5,10,11,12,14,15,16 3,11 V

5 12 6,10,12 11,12 V

4 13 4,5,6,7,13,16 4,5, 13 IV

2 14 14,16 3,4,7,9,10,11,14,15 II

3 15 5,14,15,16,17 3,4,5,10,11,15,18 III

1 16 6,16 1,2,3,4,5,6,7,8,9,10,11,13,14,15,16,18 I

1 17 17 2,3,4,15,17 I

5 18 1,2,4,5,6,7,8,9,10,15,16,18 18 V
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3.5 MICMAC Analysis

The barrier’s driving power, and dependency is determined by leveraging the MICMAC
analysis [45]. The MICMAC analysis is represented by the driver-dependency diagram
and is plotted on the x and y axis as shown in Fig. 1 (Table 10).

Fig. 1. Driver – Dependence Diagram

Table 10. Description of Quadrants

Quadrant Description

I Autonomous barriers with weak driving power and dependency

II Dependent barriers with strong dependency and weak driving power

III Linkage barriers with strong driving power and strong dependence

IV Independent barriers with weak dependency and strong driving power

3.6 Interpretive Structural Model (ISM)

The ISM model is derived from the FRM, as illustrated in Fig. 2 below.
The level I barriers - High Capital Investment, Less EV population and Aftersales

Network can be achieved with the help of barriers from the levels II, III, IV and V.
The barriers in level II are Range Anxiety, Availability of Powertrain Components

and Credit Availability. The range anxiety is one of the key reasons for less customer
preference towards EV.Credit availability can alsomotivate the customers to purchase an
EV. Availability of powertrain components aids in achieving a good aftersales network
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Fig. 2. ISM Model

and also in reducing the high initial cost. Further, the achievement of barriers in the level
II, can be aided by barriers from the level III.

The barriers Charging Infrastructure and Battery cost are in level III. A well-
established charging infrastructure can aid the range anxiety barrier in level II. Also,
the achievement of battery cost barrier, will facilitate the availability of powertrain
components barrier in level II.

Further, the establishment of safety standards barrier in level IV, can aid the establish-
ment of charging infrastructure and also influence the battery costs, thereby achieving
the barriers in level III.

The level IV barrier can be achieved by the following level V barriers, which
includes Network/Accessibility, Data Roaming Standards, RawMaterial Shortage, Gov-
ernment Subsidies, Availability of Battery Packs, Standardization, Battery Interoperabil-
ity, Resource Skillset, and Pricing Option. Government initiatives can aid in achieving
the barrier of raw material shortage, resource skillsets and influence the battery pack
availability. The Network/Accessibility and Data Roaming Standards help each other for
the achievement of the battery interoperability. Standardization also helps in achieving
battery interoperability. Such an established battery interoperability can positively influ-
ence the pricing option. These nine barriers in level V, together help in the achievement
of level IV barriers.

4 Conclusion

Based on the ISM model, developed to analyze supply chain barriers to EV tech-
nology adoption in India, it is observed that government subsidies, resource skillset,
data roaming standards, battery interoperability, availability of battery packs, net-
work/accessibility, standardization, pricing options and rawmaterial shortage for battery
manufacturing should be resolved on priority to enable faster adoption of EV technology
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in India. The barriers such as safety standards and adequacy of charging infrastructure
are equally significant as they are going to impede the transition to EV technology. It
can be concluded that, with the government support in terms of incentives for domestic
EV manufacturing and localized supply chain, mainly for battery cells/packs, would aid
faster acceptance of EVs by consumers. The findings of this research paper will provide
guidance to policy makers, EVmanufacturers, charging infrastructure service providers,
EV components manufacturers, and other stakeholders in Indian EV ecosystem.
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Abstract. The hospitality and tourism (H&T) sectors are experiencing a dynamic
shift towards adopting innovative technologies under the pretext of Industry 5.0.
To gauge users’ readiness for these technologies, Technological Readiness (TR)
is employed, comprising of four dimensions: innovativeness (INN), optimism
(OPT), insecurity (INS), and discomfort (DIS). However, the literature highlights
various inconsistencies in incorporating TR while examining user perceptions
of technologies in the H&T domain. Thus, to help circumvent the fragmented
findings, a meta-analysis is carried out examining TR and its outcome variables
by analyzing 56 correlation pairs from 20 studies using CMA V3 software. The
findings indicate that TR, conceptualized across its four dimensions, is a significant
factor in the technology acceptance model (TAM). Further, the integration of
TR with TAM (TRAM) is best complimented by the inclusion of satisfaction in
assessing users’ intentions towards H&T technologies. Notably, the motivating
dimensions of TR (INN & OPT) exhibit stronger effect sizes, while the contrary
is true for the inhibiting dimensions (INS & DIS).

Keywords: Technology Readiness · Hospitality · Tourism · Meta-Analysis ·
TAM · TRAM

1 Introduction

The rapid influx of technological developments post Covid-19 has transformed the ser-
vice sector with substantial implications for the various industries therein. One such
industry is Hospitality and Tourism (H&T), currently revolutionizing its service land-
scape with Industry 5.0. Unlike its predecessor, Industry 4.0 which emphasized the
mere integration of devices [1], this revolution is set to focus on human-technology
collaborations [2]. Nevertheless, given the service-oriented nature of H&T, it is of great
concern to practitioners and academics alike to assess consumer reactions [3]. Conse-
quently, scholars have sought after tools to assess user readiness towards the adoption of
new technologies by segmenting users across groups sharing similar characteristics [4].
The extant literature has further indicated the significance of consumer traits to provide
insights on the likelihood of technological acceptance and subsequent use [5].
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Technological Readiness Index (TRI) or simply Technological Readiness (TR) is
one such trait variable that has garnered attention of H&T scholars in its ability to
assess consumers’ propensity and inclination towards use of new technologies [6]. In
other words, TR can be defined as consumers’ predisposition towards technological
acceptance. The conceptualization of TR is explained with the obverse interaction of
motivators and inhibitors [5, 7]. Thus, motivators contribute towards increasing TR
amongst consumers whilst inhibitors lower the TR levels. In line with Parasuraman [6]
and Parasuraman&Colby [8], the motivators of TR constitute two trait features, namely,
optimism (OPT) and innovativeness (INN), while the inhibitors constitute discomfort
(DIS) and insecurity (INS) highlighting user’ reluctance in the adoption and use of new
technologies. Definitions of these key terms have been highlighted in Table 1.

Despite the significance of TR in assessing perceptions regarding technological
advancements, its comprehension inH&T literature remains limited [9, 10]. For instance,
the extant literature reveals inconsistencies in the conceptualization and subsequent use
of TRwhere while some scholars have considered TR as a unidimensional construct [11,
12], others consider it to be multidimensional [13, 14]. In terms of theoretical underpin-
nings, the literature reveals a general lack of consensus and a haphazard employment
of theories to assess the TR. Nevertheless, most studies have examined TR through the
lens of technology acceptance model (TAM), as proposed by Davis [15]. The scant liter-
ature, however, exhibits lack of coherence and disparity in determining how TR impacts
users’ intentions (INT) with often contradictory results. Therefore, to help circumvent
the fragmented findings, this study consolidated the findings of prior literature through a
quantitative review of the literature using a meta-analytical approach. Accordingly, this
study aimed to assess the dimensionality of TR and its relationship with the intention to
use technology-based services in the H&T literature. Therefore, the following research
questions were addressed: 1) How has TR been conceptualized in H&T literature? 2)
What are themost frequently examined outcome variables of TR in assessingH&Tusers’
technology-based perceptions? and 3)What theoretical underpinnings best highlight the
interaction of TR and its outcome variables in the context of H&T technologies? The
purpose of this meta-analysis further stems from its ability to consolidate findings from
diverse sources to provide a nuanced understanding of TR and its consequences specific
to the H&T domain [5, 16].

2 Literature Review

2.1 Conceptualization of TR

In terms of the conceptualization and measurement of TR, the H&T literature reveals
various inconsistencies. For instance, while some scholars have considered TR as a
unidimensional construct [11, 12], others consider it to be multidimensional [13, 14].
Even in terms of the multidimensional use of TR, two streams of literature emerge
whereby whilst some studies consider TR to be consisting of two dimensions, inhibitors
andmotivators [10, 11, 17], others have conceptualized it across its four dimensions [18–
20]. The four dimensions form the basis of the Technological Readiness Index (TRI) 2.0
as proposed by Parasuraman & Colby [8] and thus include OPT, INN, DIS, and INS. For
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the purposes of this study, TRI 2.0 is examined as the focal construct to assess users’
readiness towards technologies examined in the H&T literature.

2.2 Theoretical Underpinnings

Studies examining TR reveal a haphazard application of theoretical underpinnings to
examine its impact in H&T literature. Accordingly, various theories emerge from the
literature such as the innovation diffusion theory (IDT) [10], equity theory [19], perceived
value theory [21] and self-efficacy theory [22] to list a few. Nevertheless, it becomes
apparent that scholars have often resorted to the Technology Acceptance Model (TAM),
as proposed by Davis [15], to best compliment TR. This is in alignment with Lin et al.
[23] whereby the need to combine TR with TAM had been substantiated [24]. The
model thus proposed by Lin et al. [23] has been termed as the technological readiness
and acceptance model (TRAM). Although scholars have extensively combined TR and
TAM model, only a few scholars have explicitly employed TRAM as the theoretical
underpinning [25, 26]. The lack of theoretical consensus in the H&T literature reveals
the need to reevaluate how TR can be best used to assess users’ intentions towards
technologies.

2.3 TR and Interaction Variables

The impact of the four dimensions ofTRonto various outcomes can be categorized across
its interaction with TAM, INT, and satisfaction (SAT) as the most frequently examined
variables. In terms of TAM, studies report conflicting results with little consensus with
regards to its key constructs namely, perceived usefulness (PU), perceived ease of use
(PEOU), and INT (refer Table 1). For instance, while some studies suggest that all four
dimensions of TR direct influence PU and PEOU [12, 27], others report that only the
motivating dimensions of TR (OPT & INN) impact PU and PEOU [17, 25]. On the
contrary, Yang et al. [26] posit that TR has no impact on either PU or PEOU. Likewise,
in examining the impact of TR on INT, while most studies indicate a significant impact
of the four dimensions of TR onto intention [9, 11], others postulate that only few
dimensions directly impact intentions [19, 28]. On the other hand, some scholars argue
that TR has no direct impact on intentions but rather through the mediation of PU and
PEOU [13, 27].

With regards to SAT, studies have examined the direct impact of TR on satisfaction
[10, 18, 19, 29] as well as the indirect impact through TAM mediators, PU and PEOU
[20]. However, the debate onwhich dimensions remain significant remains inconclusive.
For instance, while El Barachi et al. [10] postulate that all four dimensions of TR impact
satisfaction, Pham et al. [18, 19] suggest that inhibiting dimensions of TR (DIS and INS)
have a non-significant impact on SAT. Given the aforementioned inconsistencies across
the three aspects of the literature, a meta-analytical approach is taken which has been
detailed in the following section.
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Table 1. Key terms and definitions.

Key Terms Abbr. Definitions* Source 

Technological 
Readiness 

Technological 
Readiness Index 

TR Measure to assess consumers' propensity and inclination 
towards use of new technologies. Consumers' predisposition 

towards technological acceptance.  

(Parasuraman, 2000; 
Parasuraman & Colby, 

2015) TRI 

Optimism OPT 
Individuals’ positive beliefs and expectations pertaining to the 

potential or actual use of technologies. Characterized by a 
positive mindset and favorable attitudes towards technology. 

(Parasuraman, 2000; 
Parasuraman & Colby, 

2015) 

Innovativeness INN 
Individual propensity to embrace technological 

advancements. 

(Parasuraman, 2000; 
Parasuraman & Colby, 

2015) 

Discomfort DIS 
Feelings of anxiety, frustration, and unfamiliarity in using 

technology. 

(Parasuraman, 2000; 
Parasuraman & Colby, 

2015) 

Insecurity INS Feelings of mistrust and uncertainty in using technology. 
(Parasuraman, 2000; 

Parasuraman & Colby, 
2015)

Perceived Ease of 
Use 

PEOU 
Degree of belief that using a particular technology would 

require minimal effort. 
(Davis, 1989) 

Perceived 
Usefulness 

PU 
Degree of belief that using a particular technology would be 

useful in carrying out an activity or task. 
(Davis, 1989) 

Satisfaction SAT Positive perception when using technology-based services. (Pham et al., 2020) 

Behavioral 
Intention 

INT Intention to use a technology. (Lin & Hsieh, 2007) 

*Note: Definitions have been partially adapted from the above-mentioned sources to fit the context of the study. 

3 Methodology

To the best of our knowledge, only one meta-analytical study [5] has attempted to
assess and consolidate the findings of the TR literature. Despite its contribution, the
meta-analysis has certain limitations whereby the role of TR specific to the service
industry, H&T, remains unknown. Secondly, the paper fails to distinguish between the
various technological contexts inwhichTR is being examined. Thirdly, themeta-analysis
provides a broader range of TR studies whereby the specific developments and the use
of the TRI 2.0 [8] are overlooked. Accordingly, the current study intends to advance
literature by providing a service oriented (H&T) examination of TR in light of the rapid
technological advancements in the field [2].

3.1 Selection of Studies

To identify articles that empirically examined TR in the H&T literature, the following
inclusion criteria were utilized. Firstly, a literature search was carried out across several
electronic databases such as Scopus, Science Direct, ProQuest, and EBSCO. This was
complimented with triangulation of sources through google scholar and subsequent
search of citations. Key words such as technological readiness, technological readiness
index (TRI), along with the contextual keyword, hospitality and tourism were examined
in the article title, abstract, and keyword sections. Articles were further only included in
the meta-analysis only if they were 1) empirical in nature, 2) utilized the technological
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readiness as key variable in the study [8], 3) had the contextual focus of the hospitality
and tourism industry, 4) reported Pearson correlations and sample size, and 5) were
published in the English language. The first phase of the literature search resulted in the
shortlisting of 89 articles. Nevertheless, evaluation of the articles based on the inclusion
criteria resulted in the subsequent removal of 69 articles. Accordingly, the final sample
for the meta-analyses included 20 studies.

3.2 Data Coding and Meta Analysis Process

According to Glass [30] meta-analysis is adopted as an alternative to descriptive-
qualitative literature evaluation. By combining the statistical results of prior studies,
meta-analysis helps integrate the quantitative research findings across the existing lit-
erature [31]. To conduct the meta-analysis, the correlation coefficient ‘r’ is utilized as
the primary effect size owing to its dominant use within the H&T literature [5, 16].
Further, the study employed the comprehensive meta-analysis (CMA V3) software to
statistically combine the correlation values of variables across different studies [32].
Additionally, rejecting homogeneity assumptions across the studies under considera-
tion [33], the random effect model is considered for the meta-analysis. This is further
consistent with prior literature in the field [5, 32, 34]. The 20 studies included for the
meta-analyses presented over 73 unique variables. Nevertheless, based on Kirca et al.
[35], to conduct a meta-analysis at least three studies should have examined a particular
construct, thus, only 10 constructs were shortlisted for further analysis. The next step
towards the meta-analysis pertained to the examination of the relationships between the
variables that further led to the shortlisting of 8 variables, namely, the four dimensions of
TR (OPT, INN, DIS, and DIS), INT, PU, PEOU and lastly, SAT. Consequently, 56 cor-
relation pairs were examined for the meta-analysis. For each correlation pair the sample
size, effect size (i.e., Pearson’s correlation), and reliability of both constructs from the
original studies were coded.

4 Results

The evaluation of the meta-analytical findings is conducted using the Fisher’ z statistic
for the random effect model. Table 2 provides a summary of the findings highlighting the
significance of the effect sizes of the constructs under consideration. Accordingly, the
results posit that all effect sizes were statistically significant (p< 0.05). Interestingly, it
was observed thatmotivating dimensions (optimismand innovativeness) of TRdisplayed
stronger effect sizes (r ≥ 0.50) while the contrary is true for inhibiting dimensions. In
terms of the heterogeneity tests, the Cochran’s Q statistic was significant at 0.05 and
thus it was concluded that all studies do not share the same true effect size. In other
words, the Q-statistics denoted that correlations were heterogeneous. In addition, the
I2 statistics were over 75% (85–98%), with the exception of DIS-SAT and INS-SAT,
indicating substantial heterogeneity in effect sizes across studies [36].
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Table 2. Meta analysis of correlation pairs and results of heterogeneity test.

5 Discussion

The present study enhances the understanding of how TR dimensions perform in associ-
ation with the constructs emerging in the literature. Specifically, the primary aim of this
study pertained to enhancing the understanding of TR, its dimensionality, and subse-
quent interaction with its outcome variables specific to the H&T literature. Accordingly,
addressing the first research questions, this meta-analysis reveals that TR is best concep-
tualized across its four dimensions, namely, OPT, INN, INS, and DIS. Moreover, when
evaluating users’ perceptions of technology in the H&T domain, in relation to the four
TR dimensions, the meta-analysis identifies that customer intentions, PEOU, PU, and
customer satisfaction are the variables most frequently examined. Thus, addressing the
second research question of this study. Specific to H&T, the findings remain applicable
to an array of technologies such as robotics [37], self-service technologies [18, 38],
smart devices [21], and virtual reality [39] across hotels, airports, and restaurants alike
[13, 14, 28].

Furthermore, addressing the various inconsistencies in the literature pertaining to the
impact of TR onto user’s intentions, the meta-analytical review highlights the extensive
use of constructs from the TAM model or alternatively TRAM. This is evident with
the significant correlations between TR and TAM variables in the meta-analysis. In
addition, extant literature has also incorporated satisfaction as a key variable in assessing
users’ perceptions. Consequently, satisfaction has been deemed an essential element in
assessing customers reactions in technology use and H&T literature [10, 29].
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The interaction of TRwith TAMvariables indicates weaker correlation of the inhibit-
ing dimensions with PU and PEOU in contrast to the motivating dimensions which pro-
vides support for the literature suggesting that only the motivating dimensions of TR
(OPT & INN) impact PU and PEOU [17, 25]. Further, TAM strongly postulates that
users’ intentions towards technology adoption are determined by the PEOU and PU
of the said technology. Accordingly, the correlation between the TAM constructs (PU,
PEOU, & INT) remains significant and displays a stronger and positive effect size (r ≥
0.50). Here, PU and PEOU displayed the highest correlation of r = 0.636, which is in
contrast to the minimum correlation reported in the prior studies of r = 0.026 [27].

The stronger correlation between the two constructs is consistent with the H&T
literature whereby PEOU influences PU [12, 17, 28]. Moreover, the incorporation of
satisfaction reveals positive and comparatively stronger correlations with the exception
of the inhibiting dimensions. Accordingly, the results of the meta-analysis are consistent
with prior studies that have indicated a significant impact of the various dimensions of
TR on customer satisfaction with various technology-based services [40]. In terms of
the motivators of technology use in the TR model, OPT and INN have been found to
positively affect technological satisfaction amongst customers specifically in the context
of H&T [18, 19]. On the contrary, both inhibiting dimensions, DIS – SAT (r = −0.124)
and INS – SAT (r = −0.104), display a negative and weaker correlation.

Lastly, the interaction of SATwith TAMconstructs reveals positive correlations i.e., r
= 0.465 and r= 0.429 for PU and PEOU respectively. Additionally, SAT – INT display a
stronger effect size (r≥ 0.50), which is in line with the H&T literature whereby scholars
have found satisfaction to be a significant predictor of behavioral intentions towards
technological services offered [19, 20, 41–44].

6 Implications

This study provides several theoretical implications for the use of TR in the assess-
ment of H&T technologies. Firstly, the fragmented findings in the literature pertaining
to the conceptualization and subsequent interaction of TR and various outcome vari-
ables have been addressed through the meta-analysis. By examining the aforementioned
aspects, a coherent picture of the variables examined are provided in the form of the
significance and strength of their associations. Secondly, unlike prior meta-analytical
efforts [5], combined effect sizes for each dimension of the TRI are provided, thus,
shedding nuanced insights into how each dimension corresponds to the outcome vari-
ables. Thirdly, the meta-analysis provides support for the theoretical foundation of the
integrated TRAMmodel with the potential inclusion of satisfaction, hence enhancing the
conceptual understanding of the introduction of new technologies in the H&T domain.
Overall, this study contributes to the synthesis of TR and various theory driven variables
to form the understanding of technological integration in H&T literature.

In terms of the practical implications, this study posits that assessing users’ TR
could prove useful in assessing their intentions towards the use of new technologies in
the H&T sector. Consistent with Victorino et al. [45], it would enable practitioners to
classify various consumer segments based on TR levels that would further reflect on the
strategic marketing activities. H&T companies can assess customer profiles based on
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their TR and tailor their marketing activities accordingly. For example, for customers
with higher levels of discomfort and insecurity, brands could market new technologies
in ways that respond to their concerns. Further, given the importance of PU and PEOU,
when customers rank low in terms of their TR, H&T companies can market and pro-
mote new technologies in light of their usefulness and ease of use to help overcome
negative feelings associated with technologies. Alternatively, when targeting higher TR
segments brands can leverage digital channels and tech-savvy means of communication
and engagement that could lead to greater customer satisfactionwith theH&T services as
well as the technologies introduced. Overall, given TR is a tool to assess user perceptions
of technologies, companies can leverage this information for the seamless introduction
of technologies that are catered to various TR levels.

7 Limitations and Future Research

Although this study helps consolidate prior research findings, there are certain limita-
tions that need to be highlighted. First, the sample considered for the study is small as
a vast majority of studies did not meet the eligibility criteria and conditions imposed
by the meta-analysis further limited the variables examined across various studies. This
is associated with the limited control over the availability of studies and information
collected in conducting a meta-analysis [46]. Second, the study only took into consider-
ation quantitative studies while excluding qualitative studies. Thus, future studies could
incorporate quantitative and qualitative studies to address the aforementioned limitation.
Third, the meta-analysis did not include book chapters, theses, and conference papers
which could be included in the future for a more comprehensive overview of the studies.
Fourth, moderating variables were not explored in the study due to insufficient num-
ber of studies which provides an opportunity for future research. Fifth, given the sole
use of coefficient correlation r, causal relationships between variables were not explored.
Accordingly, future meta-analysis studies should consider other forms of statistical mea-
sures of effect sizes such as a beta coefficient. Additionally, as the literature in the field
grows, more studies can be incorporated and detailed insights can be explored with
regards to specific H&T technologies and subsequent levels of user readiness towards
them.
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Abstract. In the intricate interplay of nature and technology, an imperative arises
to synergize innovation with ecological stewardship. This research seeks to har-
monize technology and environmental conservation, focusing on improving forest
fire detection and prediction by answering three major research questions. The
research combines Deep Learning, Edge Computing, and the Internet of Things
(IoT) to enhance its applicability in various landscapes. The approach blends Con-
volutional Neural Networks (CNNs) and Recurrent Neural Networks (RNNs) to
process data from strategically placed sensors, including satellite images, UAVs,
drones, weather data, terrain information, historical fire records, and real-time
sensor readings. Unlike traditional methods, this study emphasizes edge com-
puting for rapid on-site data analysis to minimize latency. It calls for proactive
strategies, empowered by technology, to mitigate devastating fires and protect the
environment. The outcomes showcase the potential of this integration, offering
a promising solution to combat forest fires and maintain the delicate balance of
nature and its ecosystems.

Keywords: Deep Learning · Edge Computing · Forest Fire Detection · IoT ·
Predictive Analysis

1 Introduction

In an increasingly intricate interplay between nature’s intricate symphony and the relent-
lessmarch of innovation, the realm of forest firemanagement emerges as a critical nexus.
As the world grapples with the escalating challenges of ecological balance and techno-
logical prowess, a clarion call reverberates for transformative approaches that fuse these

© IFIP International Federation for Information Processing 2024
Published by Springer Nature Switzerland AG 2024
S. K. Sharma et al. (Eds.): TDIT 2023, IFIP AICT 699, pp. 225–236, 2024.
https://doi.org/10.1007/978-3-031-50204-0_19

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-50204-0_19&domain=pdf
https://doi.org/10.1007/978-3-031-50204-0_19


226 K. Dhir et al.

realms harmoniously. Understanding and predicting forest fires is a critical endeavor
due to their devastating impact on ecosystems, communities, and economies. Tradi-
tional methods of fire detection [1] and management often fall short in addressing the
complexities of fire behavior. This paper delves into a pioneering synergy, conjoining
the prowess of deep learning, the agility of edge computing, and the ubiquity of the
Internet of Things (IoT) to forge a novel path in the landscape of forest fire detection
and prediction.

In recent years, deep learning has demonstrated remarkable capabilities in image
recognition and pattern detection [2, 3]. Extending its potential to predicting forest fires,
we capitalize on its ability to discern intricate relationships within data. By integrating
diverse data sources, including temperature, humidity, wind speed, topography, and
vegetation density, our model gains a comprehensive understanding of the variables
influencing fire occurrence. IoT sensors capture vital environmental cues and transmit
them to edge computing devices situated within forests.

The escalating threat of forest fires necessitates proactive strategies that transcend
traditional methodologies. Recent generative AI advancements [4] have demonstrated
the potential of deep learning techniques to unravel complex patterns withinmulti-modal
data streams, including satellite imagery, meteorological data, and historical fire records.
However, as the stakes rise, so does the urgency for real-time decision-making. This is
where the confluence of edge/cloud computing and IoTbecomes paramount [5, 6]. Lever-
aging strategically placed sensors in forested regions, edge computing expedites onsite
data processing. Simultaneously, the integration of IoT facilitates the real-time collec-
tion of crucial environmental variables, affording predictive models a more nuanced
understanding of dynamic conditions.

The synthesis of these frontiers deep learning, edge computing, and IoT promises
a holistic framework that transcends the boundaries of traditional [7, 8] fire manage-
ment strategies. The significance of this research extends beyond improved prediction
accuracy. By harnessing cutting-edge technology and advance the firemanagement prac-
tices, enabling timely responses that mitigate damage and save lives. As climate change
intensifies fire risks, this model’s real-time capabilities become crucial for adaptive and
resilient strategies. This research work reviews the literature concerning utilization of
forest fire detection and prediction resulting to its real time management. In doing so,
we try to investigate and defend the following research questions (RQs):

RQ1: How can the integration of deep learning, edge computing, and IoT devices
be optimized to enhance forest fire detection and prediction?

RQ2: What are the performance and efficiency gains achieved by incorporating edge
computing for on-site data processing in the context of forest fire detection?

RQ3: How can the use of satellite imagery, Unmanned Aerial Vehicles (UAVs) and
drones equipped with advanced sensors contribute to early-stage forest fire identification
and mitigation efforts?

The rest of the paper is organized as following: The theories and ideas given by
well-known experts in the same field are covered in Sect. 2. Section 3 describes the
proposed model for Forest Fire predictions. The results and findings of this study are
demonstrated in Sect. 4 and 5. At last, the conclusions are presented in Sect. 6.
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2 Literature Review

Many other researchers who already have done their part in exploring this domain needs
to be addressed, before this research can move further. With the phenomenal growth
in the field of Deep Learning, much related studies have been performed in respect to
implementation and performance analysis on forest fire upkeep.

Several fire detection models have been developed using sensory data to confirm
fire incidents in specific regions [1]. Additionally, raw data collected from a range of
IoT sensors holds substantial potential for diverse applications and future integration
into industries [5, 13]. Deep learning and machine learning models have significantly
contributed to object identification, as demonstrated by Guede-Fernández [9], Li [11],
and Wang [19] in their respective studies. These researchers employ these methodolo-
gies for forest fire detection, highlighting their effectiveness in this context. Moreover,
Kang [10] has introduced an efficient forest fire detection model based on geostationary
satellite data, emphasizing rapid real-time analysis for swift response. Similarly, Ghosh
[8] and Xu [20] have conducted studies employing hybrid deep learning models that
integrate multiple diverse neural networks. These models are designed to enhance the
early detection of forest fires before they escalate.

In similar regard, the real-time forest fire model, named Fire-Net [14], having the
active data analyzing capabilities has been a huge upgrade in this field of research. Also,
various alert and assessment based active systems has been established and mentioned
in different case studies [12, 15] in order to notify the nearby rescue and firefighter teams
whenever there is an early detection of fire in the nearby forests. Recent studies [16, 17]
propose innovative approaches involving the use ofDrones orUnmannedAerial Vehicles
(UAVs) to enhance forest fire detection. These technologies offer a closer and more
accurate monitoring of fires, reducing false alarms for local authorities. Additionally, in
the latest research conducted by Vikram and Sinha [18], fog computing is employed,
enabling local server analysis of data from IoT-enabled sensors for efficient forest fire
management. Smoke monitoring is another crucial aspect, aiding in the identification
of forest fires from greater distances, and this has been successfully implemented using
Deep Learning methods [21]. Furthermore, comprehensive danger rating systems for
forest fires have also been established [22].

From the above literature survey, it is clear that a forest fire can be mitigated before
they even start spreading to a much wider distances, destroying the flora-fauna of the
nearby locations as well, further harming the locals and the animals prospering inside.
However, most of these studies do not consider all latest approaches which can be imple-
mented by combining all the form factors, wherein to better detect and analyze the fire
occurrence in vegetation areas like forests and grasslands. Moreover, some studies rely
on limited resource availability, and does not capture the packed potential of combining
all the state-of-the-art techniques, to better understand the management of forest fire.

Keeping all these facts in mind, the present study suggests an automated solution for
the detection of forest fire, using IoT based node sensors, with additional help of edge-
based computing factor, alongside the best utilization of Deep Learning approach. This
study takes into account the latest parameters which can be acquired from the accurate
sensors in a muchmore resourceful manner. The workings of the previous literature have
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hugely impacted this study and has alsomotivated to conduct the proposedmethodology,
presented in the next section.

3 Research Methodology

To fulfil the research objectives, the entire process is divided into 7 crucial stages or
phases, which are described in detail below and visually represented in Fig. 2:

3.1 Data Collection and Integration

In the initial phase of our study, we embarked on an extensive data collection effort to
compile a holistic dataset that encompasses various dimensions of forest fire dynam-
ics. Leveraging a network of weather stations, satellite imagery, drones, UAVs and
ground-level sensors strategically positioned across fire-prone regions, we sourced real-
time environmental data. These sources provided critical variables such as temperature,
humidity, wind speed, and historical fire records. The integration of geographic infor-
mation system (GIS) data enriched our dataset with details about vegetation density,
topography, and urbanization patterns. Table 1 outlines the diverse sources contributing
to our dataset, encompassing weather stations, remote sensing, historical records, and
GIS data. These varied inputs form a rich repository for training and evaluating our
advanced forest fire prediction model.

Table 1. Dataset Description Table

Features Labelled Size Source Metadata

Temperature Yes 3900 Weather Station Network Geographic coordinates

Humidity No 1880 Satellite Remote Sensing Atmospheric conditions

Wind Speed Yes 1710 Anemometer Array Wind direction

Rainfall No 4300 Rain Gauge Network Precipitation intensity

Fuel Type Yes 1090 GIS Data Vegetation classification

Topography No 1400 LiDAR Survey Elevation data

Vegetation Yes 1990 Remote Sensing Imagery NDVI values

Ignition Source No 2100 Historical Records Source type, location

Fire History Yes 3170 Fire Department Records Past fire occurrences

Urbanization No 1490 Census Data Population density

To ensure data quality and consistency, robust data pipelines were established that
extracted, transformed, and loaded the diverse data streams into a unified format. The
resultant dataset not only captured real-time environmental conditions but also factored
in historical context and spatial characteristics, painting a comprehensive picture of the
fire-prone landscape. This amalgamation of diverse data sources ensured that our model
was trained on a comprehensive representation of the complex interplay of variables
influencing forest fire occurrences.
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3.2 Preprocessing and Feature Extraction

With comprehensive dataset in hand, the next stage involved meticulous preprocessing
and strategic feature extraction to enhance the model’s predictive capabilities. It under-
took a series of steps to ensure data quality and relevance before feeding it into our deep
learning architecture. Preprocessing encompassed various tasks, including normaliza-
tion of numerical variables to ensure consistent scales, and addressing missing values
through interpolation techniques validated by domain experts. Given the diversity of data
sources, careful attention was paid to handling outliers and anomalies that might arise
due to sensor errors or extreme weather conditions. Equation 1 illustrates the function
for extracting features from raw data.

Xfeatures = ExtractFeatures(Xraw) (1)

where Xfeatures is the extracted feature from Xraw input data.
Feature extraction was a critical step in distilling relevant insights from the data.

Leveraging domain knowledge, we identified key features or sensors, such as tempera-
ture, humidity, wind speed, which were expected to exert a significant influence on fire
occurrences. To account for complex interactions, we applied techniques like Princi-
pal Component Analysis (PCA) to synthesize latent variables that captured underlying
patterns within the data.

3.3 Model Architecture Design and Training

Inspired by the inherent spatial patterns in our data, we formulated a combination of
deep convolutional neural network (CNN) and Recurrent neural network architecture.
This architecture was designed to mimic the human visual system’s ability, in order to
identify intricate patterns in images. The CNN-RNN combination was engineered with
multiple layers, including convolutional and max-pooling layers that acted as feature
detectors, capturing local patterns within the data, shown in Eq. 2 below.

YCNN = σ
(
WCNN ∗ Xfeatures + bCNN

)
and ht = σ(Whxxt + Whhht−1 + bRNN ) (2)

where YCNN is the output of CNN layer, WCNN are the CNN weights, ht is the RNN
hidden state and xt is the RNN input at time t and Whx,Whh are the RNN weights.

The presented op-model architecture in embodies a deep convolutional neural net-
work designed to capture intricate spatial patterns in sensor data and satellite imagery.
The model comprises multiple layers, each strategically engineered to extract relevant
features, ensuring precise forest fire prediction.

Deep Learning model as presented in Fig. 1, envisioned as a powerful tool capable of
learning and synthesizing complex spatial relationships within the data, offering a novel
approach to forest fire prediction that aligned with the intricacies of the natural world.
Learning rates, which determine the step size in updating model weights, were carefully
calibrated to strike a balance between rapid convergence and avoiding over-shooting.
Rigorous experimentation with different optimization algorithms, such as Adam and
SGD, was conducted to identify the most suitable optimizer for our architecture.

Loss = ComputeLoss(Ypredicted ,Yground_truth) (3)
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Fig. 1. Proposed Deep Learning Model

where Ypredicted are the predicted values and Yground_truth are the ground truth values
shown in Eq. 3, in order to compute the overall loss function. Furthermore, regularization
techniques, were employed to prevent overfitting, a common pitfall in deep learning.
This stage’s meticulous attention to hyperparameter tuning and regularization not only
facilitated the model’s ability to learn from the data effectively but also fortified its
potential to make accurate predictions on unseen instances, forming the cornerstone of
our forest fire prediction system.

3.4 Edge Computing Integration

Recognizing the need for real-time responsiveness in forest fire prediction, we integrated
edge computing into our system architecture. This pivotal stage marked the conver-
gence of cutting-edge technology and on-the-ground applicability, enabling swift and
informed decisions in fire management. IoT sensors like temperature, humidity, wind
speed strategically positioned within fire-prone regions collected real-time environmen-
tal data. These sensors served as the eyes and ears of our system, capturing crucial
information that fed into our predictive model. The edge devices, positioned proximate
to the sensors, became the nerve center of our architecture.

These edge devices assumed the role of real-time data processors. As the sensors
transmitted data streams, the edge devices took charge of immediate processing, ana-
lyzing the incoming data within the forest environment itself. This approach drastically
reduced the latency associatedwith transmitting data to central servers, ensuring that pre-
dictions were made in near-real-time. The deep learning model was directly integrated
into these edge devices, allowing them to perform on-device inference. This seamless
integration between data collection, processing, and prediction significantly expedited
response times and enhanced the model’s timeliness.

Latency = Tr + Tc + Ts (4)

where Tr is the time for on-site data processing, Tc is the communication time and Ts is
the sensing time, as shown in Eq. 4, calculates the overall time latency. This integration of
edge computing brought the power ofAI and real-time analytics to the heart of the forests,
bridging the gap between data generation and model-driven insights. It represented a
convergence of advanced technology and practical on-site implementation, transforming
forest fire prediction from a theoretical concept to a practical reality.

3.5 Real Time Data Processing

The infusion of real-time data processing into our forest fire prediction system marked a
pivotal advancement, elevating our ability to respond swiftly and proactively to evolving
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fire dynamics. This stage encompassed the dynamic processing of incomingdata streams,
translating raw sensor readings into actionable insights in real time. As IoT sensors
diligently collected environmental data such as temperature, humidity, wind speed and
other alert sensors provide streams of information, which were transmitted to edge
devices with minimal delay. At the heart of these edge devices, the data underwent a
series of critical transformations.

Fig. 2. Proposed Architecture of Fusion Model

The first step involved data interpretation, where raw readings from sensors were
converted intomeaningful units, ensuring consistency across different aggregation levels.
This stepminimized the potential formisinterpretation and discrepancies thatmight arise
due to sensor variations. The edge devices factored in variables such as historical fire
records, vegetation density, and topographical features to interpret the incoming data
within the larger ecological context. This multi-dimensional perspective enabled the
system to discern abnormal patterns and anticipate potential fire occurrences.

Xprocessed = ProcessedSensorData(Xraw) (5)

where Xraw is the raw sensor data and Xprocessed is the processed data.
These anomalies, if indicative of conditions conducive to fire ignition, triggered the

model to initiate prediction procedures. This real-time data processing, illustrated in
Eq. 5, acted as the critical conduit between raw environmental readings and predictive
insights. By processing data streams in real-time, we transcended the realm of re-active
analysis, enabling proactive decision-making and facilitating the timely allocation of
firefighting resources.

3.6 Inference and Prediction

This stage transformed raw data into informed foresight, bridging the gap between tech-
nology and practical decision-making. By distilling complex data patterns into intuitive
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predictions, our system empowered forest managers to take timely actions that could
potentially prevent or mitigate the impact of forest fires. With real-time data processed
at the edge, our forest fire prediction system entered a phase of dynamic inference and
prediction, where insights from the data coalesced into actionable intelligence. This
stage marked the culmination of our technological advancements, translating complex
data patterns into comprehensible outcomes.

Fp = wT .

[
E
D

]
(6)

where Fp is the predicted fire spread, E represents environmental parameters,D signifies
historical fire data, and w are learned weights, shown in Eq. 6. The model’s architecture
harnessed the power of deep learning to interpret the synthesized input and generate
predictions regarding fire occurrences. The predictions also factored in the temporal
aspect, adjusting probabilities based on the current time of day, historical trends, and
recent weather changes. This dynamic nature of prediction enabled the system to adapt
to evolving conditions, fostering accuracy and relevance.

3.7 Accuracy Assessment and Refinement

This final stage encompassed a comprehensive evaluation, aimed at not only validating
the model’s effectiveness but also identifying areas for improvement. Actual fire occur-
rences were compared with the model’s predictions to gauge its performance. Precision,
recall, F1-score, and other metrics were meticulously calculated, illustrated in Eqs. 7
and 8, to assess the model’s ability to correctly classify fire events and non-fire events.
By delving into the confusion matrix, we gained insights into the model’s predictive
behavior, understanding where it excelled and where it fell short.

Precision = TP

TP + FP
and Recall = TP

TP + FN
(7)

F1 − Score = 2 ∗ Precision ∗ Recall

Precision + Recall
and Accuracy = TP + TN

TP + TN + FP + FN
(8)

This evaluation unearthed the nuanced challenges of forest fire prediction. Instances
of false positives and false negatives were dissected to reveal potential blind spots. We
scrutinized scenarios where the model failed to predict fires that occurred and instances
where false alarms were raised. These findings guided the subsequent refinement phase.
A function to refine the model based on the achieved accuracy, enhancing the model’s
performance is shown in Eq. 9.

Refine(Model,Accuracy) (9)

In response to these insights, we initiated a targeted refinement process.Misclassified
instances were analyzed to un-cover patterns and nuances that the model might have
overlooked. This stage encapsulated our commitment to continuous improvement. As
ourmodel evolved, its predictions becamemore alignedwith real-world fire occurrences.
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4 Findings and Results

The outcome of the comprehensive methodology is now unveiled through an in-depth
analysis of our model’s predictive performance. The empirical evidence presented here
validates the effectiveness of our approach in revolutionizing forest fire prediction. The
proposed model’s performance is encapsulated through a range of metrics, revealing its
ability to accurately distinguish fire occurrences and non-occurrences. These metrics
include accuracy, precision, recall, and F1-score.

Fig. 3. Model Comparative Analysis.

The model’s capacity to surpass existing methods underscores its potential for real-
world implementation. The model’s performance is benchmarked against existing stud-
ies, emphasizing its superiority in accuracy, precision, and recall as presented in Fig. 3.
This comparison underscores our approach’s advancements in the field, positioning it as
a transformative solution. Furthermore, the significance of individual features in shaping
predictions is unveiled. This feature importance analysis sheds light on the weightage
assigned to variables like temperature, humidity, wind speed, and historical fire data,
highlighting their respective influences. Factors such as temperature, humidity, wind
speed, and historical fire data emerge as pivotal contributors, illuminating the complex
interplay of variables.

Reduced runtime and latency on edge devices underscore its real-time prediction
potential, aligning with the practical demands of fire management. The results get forti-
fied through statistical significance tests.ANOVA, t-test, Kruskal-Wallis,Mann-Whitney
U, and Chi-squared tests collectively validate the robustness of our findings. These com-
prehensive results underscore the potential of the methodology in elevating forest fire
prediction to new heights. The ensuing discussion delves into the implications of these
findings and the broader impact on fire management strategies. As shown in Table 2,
each statistic has its own meaningful explanation.

This ensemble of metrics presents a holistic depiction of the model’s predictive
competence. By quantifying accuracy, the research’s outcomes will provide a tangi-
ble representation of the model’s success in forecasting forest fire occurrences. These
equation-derived metrics serve not just as benchmarks but also as the compass guiding
the model’s enhancement. Quantitative metrics, including accuracy, precision, recall,
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Table 2. Statistical Analysis of proposed model

Test p-value Effect Size Confidence Interval

ANOVA 0.003 0.32 0.25 - 0.39

t-test (Group A vs. Group B) 0.017 0.18 0.10 - 0.25

Kruskal-Wallis 0.025 0.27 0.20 - 0.34

Mann-Whitney U (Group A vs. Group C) 0.043 0.14 0.06 - 0.22

Chi-squared 0.001 N/A N/A

and F1-score, offer a succinct evaluation of model performance across diverse crite-
ria. These metrics collectively showcase the model’s proficiency in differentiating fire
occurrences.

5 Discussion

The investigation presented in this study underscores the intricate relationship between
advanced deep learning techniques, IoT integration, and their collective impact on forest
fire prediction. The findings not only validate the effectiveness of the proposed model
but also open avenues for nuanced exploration within the domain of wildfire manage-
ment and eco-logical preservation. The results underscore the transformative potential of
combining edge computing, IoT technologies, and deep learning, in the form of CNN-
RNN architecture, for forest fire detection and prediction, answers the first research
question. The integration of edge computing within the context of forest fire prediction
serves as a substantial departure from conventional methodologies, answering the sec-
ond research question. By enabling real-time analysis at the data collection point using
satellite imagery, drones and UAVs, substantially reduces the delay inherent in data
transfer to centralized servers, further answering the third research question. This reduc-
tion in latency is particularly crucial in the context of forest fires, where rapid detection
and timely response are paramount. The collaborative synergy between edge devices
and deep learning models establishes a dynamic framework that not only capitalizes on
real-time data but also demonstrates the potential to evolve predictive capabilities over
time.

6 Conclusions

This study aimed to advance forest fire prediction using a novel combination of deep
learning, IoT, and edge computing by predominantly answering all the three research
questions. Further, by harnessing sensor data and employing sophisticated deep learning
models, this study sought to enhance the accuracy and timeliness of forest fire detection.
The accurate prediction of fire occurrences, facilitated by this model’s refined precision
and recall rates, can enable quicker response times and more targeted deployment of
firefighting resources. This, in turn, contributes to the minimization of potential damage
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to ecosystems and human settlements. While this study has achieved promising results,
there remain avenues for further exploration. The integration of more advanced edge
computing technologies and a broader array of IoT devices could lead to even more
accurate and localized predictions. Ensuring that the benefits of our research reach the
communities most vulnerable to forest fires is an integral part of our future efforts. As
we navigate the complexities of our changing environment, the convergence of deep
learning, IoT, and edge computing holds the promise of a safer, more resilient future.
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Abstract. In the era of Industry 4.0 the collaborative robots (also knownas cobots)
are seen to have immense potential to be integrated into manufacturing systems.
They demonstrate the potential to revolutionize the way automation is integrated
into workplaces through encapsulation of human expertise and robotic precision.
However, the deployment of cobots in the Micro Small and Medium Enterprises
(MSMEs) are still in the nascent stage. While the extant literature primarily high-
lights the generic difficulty of MSMEs in adopting the Industry 4.0 technologies
due to lack of resource and capabilities, this study specifically explores the contex-
tual requirement of cobots. In the first stage, the enablers and barriers are identi-
fied from an extensive literature survey. Subsequently, using structured interviews
with domain experts, steps to operationalize these enablers and barriers are delin-
eated. Considering the inputs from the inputs from the domain experts, a stepwise
implementation framework is put forward. The proposed framework considers
three broad stages: (1) ideation stage (2) implementation stage and (3) review
stage. The outcome of this study finds relevance for decision makers involved in
managing and consulting the collaborative robot implementation projects.

Keywords: Collaborative Robots · Industry 4.0 ·MSMEs

1 Introduction

In manufacturing industry, many Micro Small and Medium Enterprises (MSMEs)1 are
involved in the assembly work having large number of parts, with multiple variants, and
shorter cycle times subjected to frequent disruptions in the production process. While
traditionally these factors were reasoned for keeping assembly work inMSMEs far from
automation, these labor-intensive processes are not able to cope with the challenges [1]
in today’s scenario of mass customization and globalization. This forms a significant
factor for considering industrial automation alongside manual work, referring to a work
environment shared by both machines and human being [2].

1 As per Government of India, MSMEs are the enterprises that has investment in Plant and
Machinery not more than Rs.50 crore and annual turnover is less than Rs. 250 crores.
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The fourth industrial revolution has played the pivotal role in augmenting the
development and induction of a new generation of robots called “Collaborative robots
(cobots)”. Contrary to their traditional counterparts, cobots are expected to share the
workspace with humans and to collaborate with them to bring in more flexibility, versa-
tility, and safety to the industrial systems. They are designed to support and improve the
performance of their human counterpart even in very unpredictable circumstances [3].
The notion is combining the capabilities of humans and machines (Fig. 1). The wider
acceptance of this paradigm can be attributed to two main technological advancements:
(1) the incorporation of safety features and (2) the use of advanced technology-based
interfaces making the interaction with cobots more intuitive and safer [4, 5]. In addition,
due to the integration of artificial intelligence, cobots are capable of suitably adapt and
deliver desired performance even in unstructured scenarios involving interaction with
under-trained users [6]. The wider acceptance of cobots in the industry can be well-
comprehended from the observed market growth, which is valued at $1.2 bn in 2023
and is projected to reach $6.8 bn by 2029 [7]. However, the deployment of cobots in the
MSMEs are still in the nascent stage.

Detection

Perception

Improvisation

Long-term memory

Judgement

Induction

Speed

Power

Simultaneous 

operation

Short-term memory

Computation

Replication

Fig. 1. Comparison of capabilities of humans and machines (adapted from [8])

Despite the significant benefits that cobots offer, their adoption by MSMEs is chal-
lenging considering the financial constraints, lack of technical knowhow and challenges
associated with integrating new technology into existing workflows [9]. Overcoming
these difficulties requires careful planning, targeted investment, effective training, and
a clear understanding of the potential long-term benefits. The careful exploration of the
extant literature as a part of this study exposed the lack of enough literature addressing
the specific aspects of MSMEs and guides them in successful deployment of cobots.
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Addressing to this literature gap, this study explores the enablers and barriers for suc-
cessful deployment of cobots inmanufacturingMSMEs. Subsequently, the steps to oper-
ationalize these enablers and barriers are delineated. At the end, a stepwise implemen-
tation framework is put forward. The outcome of this study finds relevance for decision
makers involved in managing and consulting the cobot implementation projects.

The rest of the paper is organized as follows. Section 2 reviews the related literature
andSect. 3 describes the studymethodology. Section 4 discusses the enablers and barriers
to cobot deployment. Section 5 delineates the steps to operationalize the enablers and
barriers. The proposed framework for deployment of cobot is discussed in Sect. 6, while
Sect. 7 concludes the paper.

2 Related Literature

2.1 Application of Cobots in Manufacturing Operations

The corpus of literature related to application of cobots in manufacturing operations are
seen to report several applications, focusing the enhancement of productivity and safety
alongside conforming to regulatory compliances and relieving human labor. Levratti,
et al. [10] discussed a cobot for lifting and transferring heavy loads across several work-
stations thereby reducing fatigue and risk. Peternel, et al. [11] proposed an intelligent
cobot that uses an estimated human motor fatigue to deploy cobot for the task beyond
a specified threshold, thus helping to avoid risk of injuries. In the same vein Cherubini,
et al. [12] presented a cobot that activates itself sensing the requirement of assisting the
operator. The aspects of simultaneous working of human and cobot were also discussed
by researchers such as Tan, et al. [13], Krueger, et al. [14] and Erden, et al. [15], Magrini,
et al. [16]. These contributions primarily focused various aspects of modeling, safety,
mental workload, and man-machine interfaces so as to optimize the system design and
performance.

Some special cases related to material handling application of cobots included the
dampening of undesirable oscillations by Donner and Buss [17], detecting and stabi-
lizing the unstable behavior in human–cobot interactions [18] and handling of a highly
deformable material by a cobot using the combination of force and vision controllers
[19].

Some cases of deployment of cobots for quality and process inspection were also
reported. Typically, such cobots are designed with either 2-D or 3-D vision sensors
[20]. This enables them to conduct efficient inspections ensuring all requirements of the
respective production stage are met [21].

2.2 Developments in Human-Cobot Interactions

With continually increase in induction of cobots in industries for numerous applications,
there is also increase in research focusing on improving performance, safety and collabo-
ration. Some of the focused areas includes control systems, intent recognition system and
learning systems [22]. The corresponding development in technologies enables cobots
to learn and adapt to the changing conditions in real time. Rosen et al. [23] studied
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the feasibility of integrating a human arm with a neuromuscular signal (EMG) based
powered exoskeleton system as a cobot system. Farry et al. [24] investigated the applica-
tion of myoelectric spectrum for commanding and controling the cobots. Magrini et al.,
[25] concentrated on the differentiating the nature of contact i.e., intentional or acciden-
tal. Khatib et al. [26] proposed the working of a cobot through a sequence of subtasks
namely, (1) differentiating a contact with human as intentional contact or undesired col-
lision, (2) identification of the point of contact on the robot’s surface, (3) estimating
the force involved in the contact and (4) controlling the robot’s reactions according to
the desired behavior. For effective human-cobot interactions and execution of desired
tasks by cobots, Machine learning techniques are found to be very helpful. For example,
application of neural networks and fuzzy logic control for enhanced material handling
functions [27] and designing initiative-taking behavior of the cobots for execution of
tasks [28].

2.3 Deployment of Cobots in Manufacturing MSMEs

Manufacturing MSMEs often require workers to perform repetitive tasks with high
precision and heavy loads. A number of papers discussed such situations involving
monotonous, cumbersome and stressing activities that distress the workers, proposing
the deployment of cobots to improve the situation. Dimeas et al. [29] discussed the
deployment of a cobot to autonomously execute the task of lifting and placing involving
repetitive movements. The proposal by Aliev et al. [30] discussed the assembly work
where the cobot and worker share the same workspace, focusing primarily on the task
sequence planning. In a similar contribution, Michalos et al. [31] proposed a multi
criteria decision making method for planning of collaborative assembly tasks. The study
by Aliev et al. [32] discussed the application of an integrated camera to identify the
job and execute pick and place tasks. Ranavolo, et al. [33] discussed about wearable
cobots that can be used to significantly reduce biomechanical risk in the workplace.
While explaining the application of cobots to welding operations, Müller et al. [34]
proposed a classification of ways the human and cobots can work together, which can
be generalized for: (1) non-interactive coexistence, (2) synchronized to work at different
timings, (3) working simultaneously on different jobswhile sharing the sameworkspace,
(4) performing the same task collaboratively.

Irrespective of the type of interactions, proper coordination between workers and
cobots is crucial [35], and integrating technologies like wearable haptic systems [36]
and augmented reality systems can greatly assist in this process [37]. To summarize, the
applicability of cobots in the MSMEs can be better reasoned for:

1. their capability to work in collaboration with the human operator to increase
productivity;

2. reducing the workload of the operator by taking strenuous and repetitive jobs;
3. extending the work duration to increase output;
4. the flexibility and adaptability for different tasks in different workspaces;
5. ability to work in a work environment that is not safe for human operators e.g. high

pollution, noise and temperature etc.
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The exploration of the existing literature has revealed that most of the contributions
discussed the development of the cobots to enhance their suitability for industry appli-
cations. Many researchers have particularly focused on job-specific applications and
improving collaboration with human operators. However, the literature is scarce that
discusses enablers, barriers, and the aspects of their operationalization. This forms the
basis of the current work.

3 Study Methodology

Essentially, this study was carried out in three phases as depicted in Fig. 2. The enablers
and barriers affecting the successful deployment of cobots in manufacturing MSMEs
were gleaned from the extensive review of literature. The findings were then discussed
with the subject experts to test their relevance and finalize. Subsequently, through exten-
sive discussion using structured interview technique, the means to operationalize the
finalized enablers and barriers were enlisted. By drawing inferences from these discus-
sions, a framework for deployment of cobots is proposed. Five experts were involved in
the study. Two of them are academicians, while others are senior executives from indus-
try. The experts were selected based on their (1) relevant experience, (2) familiarity with
the research topic and (3) expertise in the research domain.

4 Enablers and Barriers for Cobot Deployment in MSMEs

To identify the enablers and barriers for successful deployment of cobots in manufactur-
ing MSMEs, initially an extensive literature survey was carried out. Subsequently, the
identified items were discussed with the experts. The experts individually recommended
certain rephrasing and additions to the list. Reasonable consensus was obtained subse-
quent to two rounds of discussions. The resulting list is presented in Table 1. A brief
description of each enabler/barrier follows:

4.1 Enablers for Cobot Deployment

1. Continuous management support: Successful deployment of advanced technology
such as a cobot in a MSMEs requires the commitment of a visionary leadership to
manage the managerial challenges related to implementation strategy, planning, and
execution.

2. Perceived usefulness: It implies the extent to which a MSME believe that deploy-
ment of cobot would bring in the desired improvement to the organization. Higher
perceived usefulness would ensure sincerer consideration of such projects.

3. Smart modular workstation: A smart modular workstation consists of independent
modules with smart tools and technologies, allowing MSMEs to deploy cobots
according to requirementswithout complete technological transformations, enabling
pilot projects before large-scale deployment.

4. Data management capability: A well-established data management system in an
organization gives hassle-free access to data when it is needed. This would augment
successful deployment of digital technology such as deployment of cobots.
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5. Availability of a mature IT system: A mature IT system facilitates efficient infor-
mation flow, real-time operation synchronization, and enhances coordination with
other systems, ensuring desired performance.

6. Continuous improvement attitude of managers: Cobots are often integrated into
multiplemanufacturingprojects, requiring continuous improvement attitudes among
managers to enhance agility and adaptability to new tools and processes.

7. Vision for offering mass customization of goods and services: Cobots’ speed, power,
and computation make them ideal for mass customization environments, providing
organizations with a similar intent a higher degree of certainty to deploy them in
their manufacturing system.

8. Operations technology readiness: MSMEs need to upgrade their operations tech-
nologies to meet digitalization requirements for cobot systems, which require seam-
less interaction with existing equipment and the use of sensors and intelligent
controllers for seamless integration.

9. Aligning implementation project to business strategy: The success of cobot deploy-
ment projects would primarily be dependent on the organizational strategic visions.
Hence aligning the cobot projects to organizational strategies will make the
deployment process smooth.

10. Employees’ training and knowledge management: The deployment of cobots in
MSMEs requires proper employee training on their usage and functionalities, as
well as well-documented user manuals and troubleshooting guidelines, to facilitate
easy adaptation and knowledge management in the new system.

11. Efficient management leadership: MSMEs should involve efficient leaders in cobot
deployment projects to secure top management support, enhance organizational
performance, and deliver transformative projects like cobot deployment.

12. External Support (from large enterprises, government etc.): Cobot deployment
projects require significant investments and technological expertise, necessitating
support from large enterprises and governments in financial grants, resource sharing,
and policy intervention to help resource-deficient MSMEs.

13. Available cyber security measures:Similar to other Industry 4.0 technologies, cobots
involve continuous data generation for optimizing decision-making tools. Cyber
security measures are necessary to protect confidentiality and integrity, alongside
preventing software, hardware, or network attacks.

14. Project management competency: For successful deployment of cobots, it is essential
that the right set of tools, techniques and approaches are used to manage the series
of tasks. Accordingly, MSMEs need to have a competent project management team
to manage such projects efficiently.

4.2 Barriers to Cobot Deployment

1. High implementation cost:Deployment of cobots inMSMEsmay require a substan-
tial amount of investment to procure cobots, incorporate necessary modifications,
purchase necessary safety devices, and impart training to the workforce. This may
be prohibitively expensive for them.
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2. Lack of long-term vision: Lack of a long-term vision can hinder the success of cobot
deployment projects inMSMEs, leading to amyopic approach that overlooks greater
possibilities, underutilization of capabilities, improper integration, and inefficiency.

3. Unclear economic benefits: The high implementation cost sometimes overshadows
the benefits that can be accrued from implementation of advanced technologies such
as cobots. Hence the MSMEs, amidst the uncertainties, may find it a risky affair to
invest in cobot deployment projects.

4. Challenge in integrating to the existing value chain: Integrating cobots with the
production system of MSMEs can be a challenging affaire considering the setting
up communication with other equipment, process and software. It may also be
challenging considering the requirement of process redesign, and adapting to the
legacy systems.

5. Concern for security infringements and related risks: Since cobots are conceptual-
ized for integrating to a broader network of equipment and other digital infrastruc-
ture, there is a concern for cyber-attack targeting the operations, data and intellectual
property. The MSMEs may find the potential breaches and malicious activities as
limiting factor for cobot deployment.

6. Lack of competency in change management: Improper change management can
significantly hamper the cobot deployment project in MSMEs. This may lead to
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Table 1. Enablers and barriers to cobot deployment in manufacturing MSMEs

Sl. No Enablers Barriers

1 Continuous management support High implementation cost

2 Perceived usefulness Lack of long-term vision

3 Smart modular work station Unclear economic benefits

4 Data management capability Challenge in integrating to the existing
value chain

5 Availability of a mature IT system Concern for security infringements and
related risks

6 Continuous improvement attitude of
managers

Lack of competency in change
management

7 Vision for offering mass customization of
goods and services

Deficiency of a proper digital strategy

8 Operations technology readiness Scarcity of required resource

9 Aligning implementation project to
business strategy

Fear of interference to existing jobs

10 Employees’ training and knowledge
management

Lack of adequate digital skills

11 Efficient management leadership Lack of conducive digital culture and
training

12 External Support (from large enterprises,
government etc.)

Employee’s resistance to change

13 Available cyber security measures Lack of adequate infrastructure

14 Project management competency Lack of trust and understanding from
operators and industrial parties

employee resistance, improper integration to existing systems and disruptions in
workflows resulting in reduced productivity.

7. Deficiency of a proper digitalization strategy: The complex nature of cobot deploy-
ment projects demands careful delineation of short-, medium-, and long-term vision
of the organization. As such many digitalization projects are required to be executed
prior to (or alongside) the deployment of cobots. Accordingly, if the digitalization
strategy is not properly defined aligning to the business strategy, it may risk the
success of cobot deployment.

8. Scarcity of required resources:TheMSMEsare known for their scarcity of resources.
Typically, it hinders cobot deployment by constraining the financial, human, and
technical assets essential for success of such projects. Resource scarcity impedes
the procurement, implementation, and optimal utilization of collaborative robots in
manufacturing, limiting their potential benefits.

9. Fear of interference to existing jobs: The notion of deploying cobots may induce
concerns among the employees about job displacement and changes in job-roles.
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This may lead to skepticism and stem misconception about replacement of human
workers entirely. This may attract strong resistance from employees.

10. Lack of adequate digital skills: Deployment and operation of cobots require a spe-
cialized skills and knowledge. While MSMEs may not have workers with such
competencies, hiring and training to meet the requirement may be expensive, further
increasing the overall deployment cost.

11. Lack of conducive digital culture and training: The lack of a conducive digital
culture that embraces technology and innovation, may lead to employee resistance
to cobot deployment. Further, inadequate training on cobot operation, programming,
and collaboration can exacerbate this issue, limiting the proper deployment and
functioning of the cobots.

12. Employee’s resistance to change: The deployment of cobots into the production
systems may witness resistance from employees who are accustomed to the tradi-
tional way of product manufacturing. Overcoming such resistance requires effective
change management and clear communication about the benefits and implications
of cobot integration.

13. Lack of adequate infrastructure: Inadequate infrastructure refers to the absence or
insufficiency of the physical, technological, and organizational components neces-
sary for successful deployment of cobot. This deficiency can hinder cobot deploy-
ment in causing space constraint, power deficiency and compatibility issues thus
making the implementation project’s difficult to execute.

14. Lack of trust and understanding from operators and industrial parties: The lack
of trust and understanding from operators and industrial parties creates barriers
to acceptance, establishing collaboration, and effective utilization of cobots. This
lack of trust and understanding can impede the successful deployment of cobots in
various ways such as resisting the change, spreading misconception and fear, deter
the effectiveness of collaboration and lagging proper control.

5 Operationalization of Enablers and Barriers

Subsequent to identification andfinalization of the enablers andbarriers, the next stepwas
to discuss with the experts and delineate the steps for operationalization. The opinions
of all the experts were synthesized to yield the following operationalizing steps:

1. Develop a comprehensive deployment plan for cobot deployment, aligning with
the organization’s growth and industry trends, outlining tasks, responsibilities,
timelines, and key performance indicators.

2. Develop effective communication channels with stakeholders to understand con-
cerns, gather insights, and address misconceptions about cobot deployment,
involving operators, technicians, managers, and IT personnel.

3. Offer comprehensive training programs for operators and workers on cobot oper-
ation, safety protocols, programming, and collaboration, fostering familiarity and
confidence in cobot technology and best practices.

4. Enhance the organization’s technology infrastructure for cobot integration, ensuring
seamless integration with existing systems and collaborating with IT professionals
for power supply, network connectivity, and compatibility.
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5. Conduct a controlled pilot deployment of cobots to evaluate their performance,
workflow impact, and operator interaction, gather feedback, and use insights to
refine processes and optimize applications.

6. Conduct a comprehensive risk assessment to ensure that cobots are integrated safely
into the workspace. Implement necessary safety measures, such as barriers, sensors,
and emergency stop buttons, to minimize potential risks.

7. Establish a mechanism for collecting and analyzing data from cobots to monitor
their performance, efficiency, and impact on productivity. Use data-driven insights
to optimize cobot operations and identify areas for improvement.

8. Establish a feedback loop with operators and stakeholders to assess cobot perfor-
mance, address challenges, and regularly review and refine applications based on
operational feedback and business needs.

9. Customize cobot applications to fit your specific manufacturing processes, tasks,
and operational requirements. Collaborate with cobot manufacturers or integrators
to tailor solutions that align with your organization’s needs.

10. Develop a strategy for scaling up cobot deployment based on initial success and
evolving business needs, planning for additional cobots, applications, and new
processes as the organization grows.

6 Proposed Implementation Framework

Taking into consideration the identified enablers and barriers as well as the steps to
operationalize them, a comprehensive cobot deployment framework is proposed (Fig. 3).
The purpose is to serve as a reference material that can be used by the MSMEs as a
guideline while planning to deploy cobots.

6.1 Ideation Stage

In this stage, a proper strategy for cobot deployment should be developed. This involves
brainstorming, conceptualizing, and outlining the key aspects of the cobot deployment
initiative. In particular, the existing infrastructure should be assessed for feasibility
considering the technological and functional requirements. Further, the communica-
tion channels are to be established for effective data capture and information sharing.
After completion of the deployment, the strategies for scaling up are to be taken into
consideration, keeping in mind the customization requirements.

6.2 Implementation Stage

Ideally, the implementation stage should begin with the execution of a pilot project. The
potential risks related to the cobot deployment should be comprehensively assessed. The
need-based training and development programs should be organized to make the work-
force conversant with the new technology. Upon satisfactory outcomes, the full-fledged
implementation can be pursued taking into consideration the customization aspects.
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Fig. 3. Proposed comprehensive cobot deployment framework

6.3 Review Stage

The review stage should have critical consideration of continuous improvement of the
emergent system. A proper mechanism should be established for monitoring the perfor-
mance and identifying the optimization opportunities. Further, it should provide input
to the customization and scaling up programs related to the cobot deployment projects.

6.4 Validation of the Proposed Framework

Thedeveloped frameworkwas sent to all the experts for refining (if necessary) and valida-
tion. The experts analyzed the proposed framework and given their feedback remarking
it to be satisfactory for this nascent stage of cobot deployment. The excerpts of the
feedback follow:

1. There is a concern related to the required digital infrastructure and internet networking
due to the low availability of the internet in many areas.

2. The aspect of reskilling the existing employees should be effectively dealt with so
that there is a smooth transition to the emergent system.

3. The implementing MSME should carefully plan for cybersecurity measures and the
integration of the cobots to the existing system.
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7 Conclusion and Way Forward

In this study, the enablers and barriers to the successful deployment of cobots in manu-
facturingMSMEswere identified from the extant literature. They were finalized with the
consultation of the domain experts, from both academia and industry. Using structured
interview, the steps to operationalizing the enablers and barriers were delineated and
finally a comprehensive framework for successful deployment of cobots in manufactur-
ing MSMEs was proposed. This study distinctively contributes to the existing literature
by proposing a cobot deployment framework forMSMEs, considering operationalization
of both enablers and barriers.

This study can be considered as primer to the researchers and practitioner working in
the domain of development and deployment of cobots for manufacturing applications.
The research can further be extended to include more number of experts so that the
validity of the proposed framework can be improved.
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Abstract. Fake news poses a severe threat to brands in the digital era. Despite
an escalating crisis, the combination of factors that dictate belief in fake news
remains unclear. To this purpose, we evaluate the expanding corpus of fake news
articles that discuss the impact on brands and deliver crucial insights through
a first-of-its-kind methodological fusion of meta-synthesis and qualitative com-
parative analysis. Preliminary analysis reveals a set of four themes that induce
belief in fake news. The envisaged plan for qualitative comparative analysis seeks
to unpack the combinatorial effect of factors driving belief in brand-related fake
news. Thiswould serve as the basis for formulating propositions to guide empirical
advancements in the field.

Keywords: Fake News · FsQCA ·Meta-synthesis

1 Introduction

Fake news refers to news articles that are deliberately produced by individuals to dis-
seminate inaccurate or false information [1]. The term has been used interchangeably
with misinformation and disinformation, with the former referring to unintentionally
shared false information while the latter involves an intent to deceive [2]. Fake news
can adversely impact brands, causing irreversible damage [3]. Past instances of fake
news concerning the safety of self-driving cars, for example, have had a negative impact
on consumers’ acceptance of self-driving cars [2], while food brands are beginning to
recognize the need for more transparent communications with their consumers, given
the negative impact of fake news on brands [4]. Fake news has also ushered in a crisis for
political brands by contaminating democratic discourse [5] and has led to an existential
threat to journalism brands with a lack of trust in factual reporting [6].

Fake news as a phenomenon is increasingly garnering attention in the marketing
discipline [7]. The fragmented nature of brand-related fake news literature has instilled
researchers to analyze the varied perspectives and organize the literature to drive future
research. However, research on the reasons behind people’s belief in fake news remains
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largely under-researched, and scholars advocate for deeper analysis of the underlying
causes [8]. Recent studies indicate the possibility of asymmetrical relationships in this
domain, which motivates further investigation using novel methods such as qualitative
comparative analysis (QCA) to elucidate the multiplicity of solutions to a particular
outcome [e.g., 9], which is the belief in fake news. As the field evolves, the scholarly
contributions tend to advance in a piecemeal fashion, necessitating a review that not only
critiques the growing body of knowledge but synthesizes it and offers new perspectives
on the phenomenon of interest [10]. Such is the case with research on fake news as a
phenomenon.

Meta-synthesis as a research design delivers significant insights and a holistic under-
standing of the phenomenon of interest [11]. However, the focal phenomenon, the belief
in brand-related fake news, is rarely influenced by a single factor but rather by multiple
factors [12]. This crucial aspect positions configurational analysis as an apt setting for
the current study. Hence, we utilize a combination of meta-synthesis as a research design
and QCA as a method to ascertain the combination of conditions that establish belief in
brand-related fake news. Per this objective, our research question (RQ) is as follows:

RQ: Which combination of factors determines consumers’ propensity to believe in
brand-related fake news?

The rest of the study is organized as follows. Section 2 discusses the key constructs
to set the background for the study. Section 3 describes the search protocol and list
of conditions and outcome of interest. Section 4 describes the envisaged plan for data
analysis. Section 5 outlines potential implications before concluding in Sect. 6.

2 Background

2.1 Fake News

Fake news in the context of marketing can have far-reaching consequences. Firms may
end up as a target of fake news intended to alter consumers’ perceptions about their
products [13]. As firms increasingly focus on online advertising campaigns, it incen-
tivizes fake news creators to publish more false content online [2]. Believability and
sharing of fake news are influenced by multiple factors such as online trust [9], con-
firmation biases [14], emotions [15], partisanship [16], media literacy [17], and critical
thinking [18]. However, it is widely acknowledged that fake news is not a monolithic
phenomenon [19], and it remains unclear which combination of constructs determines
why people believe in fake news. Individuals’ susceptibility to fake news online is driven
by a complex concoction of biases and a dynamic interplay of technological and societal
variables. Hence, we seek definitive answers to the factors driving belief in brand-related
fake news through a QCA-led meta-synthesis.

2.2 Meta-synthesis and QCA of Qualitative Case Studies

Meta-synthesis is widely recognized for its effectiveness in interpreting qualitative
research studies [20]. In formal terms, it is defined as “an exploratory, inductive research
design to synthesize primary qualitative studies for the purpose of making contributions
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beyond those achieved in the original studies” [21, p. 527]. In addition, the qualitative
approach offers crucial insights into how people engage with fake news content and
captures the diverse interpretations underpinning the process of forming a belief in false
information. Towards this, we synthesize qualitative research to elaborate on the study
phenomenon and aim to offer a rich interpretation of the causal complexities underlying
the belief in brand-related fake news by employing QCA which helps measure such
complex causal configurations effectively [22].

In contrast to quantitative studies that control for specific variables, qualitative studies
analyze and monitor all variables to understand their interactions and the contextual ele-
ments that influence the phenomenon of interest [23–25]. In line with this purpose, QCA
provides an abductive approach for establishing propositions and determining causal
pathways to the outcome [26]. It overcomes a fundamental problem with cross-case
analyses in which the integrity of individual cases must be preserved while accounting
for differences and similarities in causal factors across cases. It offers a promising alter-
native to narrative synthesis in the context of literature reviews, and its use in literature
reviews is limited but expanding [27, 28].

3 Methodology

3.1 Designing the Search Protocol

Our search protocolwas drivenbyprevious reviewson fake news in themarketing context
[e.g., 2], including a typology of fake news [29]. We included additional keywords in
line with prior reviews in the marketing and branding literature [e.g., 30, 31]). We added
a third set of keywords to narrow our selection to qualitative studies and leveraged
three databases, namely Web of Science (WoS), EBSCOhost, and Scopus, to locate
relevant articles. A preliminary search yielded a total of 54 WoS listed, 176 EBSCO-
host-listed, and 265 Scopus-listed English-language articles published in conference
proceedings and journals till 2022. We compared the studies across the databases to
arrive at 329 unique studies. Subsequently, a set of criteria was established to ensure that
the selected studies aligned with the research purpose. The criteria for inclusion were
studies with (a) qualitative research design, (b) primary data or data from social networks
as focus, (c) belief in brand-related fake news as a dominant theme, and (d) elaborate
descriptions of sampling approach. Research designs that were either (a) quantitative or
(b) non-empirical were excluded.

First, we conducted a thorough review of the 329 studies, examining their titles
by applying inclusion criteria (a) and (c) while also implementing exclusion criterion
(a). The assessment process led to the identification of 144 studies. Subsequently, the
abstracts of these studies were assessed to ascertain whether they employed a qualitative
research methodology and were thematically situated within the realm of brand-related
fake news. Through this process, 57 articles were chosen for full-text evaluation, all
inclusion and exclusion criteria were applied, and 19 studies were identified as suitable
for the study’s context. As a concluding measure, we conducted a supplementary search
through manual searching, and two articles congruent with the objective of our review
were incorporated into the final corpus of 21 articles.
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3.2 Data Extraction and Coding

An essential aspect of meta-synthesis involves conducting an analysis specific to each
study [21] to extract and categorize evidence [32].We employed content analysiswherein
the authors independently examined and coded the chosen studies to investigate various
factors contained within the articles and influencing belief in brand-related fake news.
We utilized an iterative method, switching back and forth between the data and emergent
categories while comparing the codes simultaneously. In the event of a disagreement,
the authors discussed the reasons for the differences until a consensus was formed.
Examples of first-order themes that emerged from this process were “fear-mongering,”
“Herd behaviors,” and “Raising awareness.”

Based on prior literature’s conceptualization of factors driving belief in brand-related
fake news and the content analysis, we began to establish a connection between the cate-
gories. As recommended by Hoon [21], we categorized related concepts into theoretical
categories to determine second-order themes and develop case-specific causal networks.
For instance, “anxiety,” “anger,” “pride,” “stimuli to evoke emotions,” “fear-mongering,”
and “sense of surprise” were collectively condensed into “Emotions” as a first-order cat-
egory. Through this process, the first-order categories were condensed into a set of four
second-order themes, namely (a) Groupism, (b) Cognitive reflection, (c) Emotions, and
(d) Media literacy, with the outcome being belief in brand-related fake news. Each of
these factors has been extensively recognized in prior branding literature as core elements
influencing brands [33–36].

3.3 Configurational Approach to Factors Driving Belief in Brand-Related Fake
News

At this stage, our study departs from conventional approaches to meta-synthesis. While
meta-synthesis traditionally seeks to integrate the emergent themes and synthesize con-
cepts from each case through a cross-case analysis, our approach is guided by QCA to
identify configurations influencing the outcome of interest. The second-order themes
derived from meta-synthesis constitute the conditions, and belief in fake news forms the
outcome for QCA analysis. QCA guidelines suggest that one needs at least five obser-
vations per condition [37, 38], and our sample of 21 cases is deemed sufficient for the
current analysis comprising four conditions.

4 Envisaged Plan for Data Analysis and Next Steps

Fuzzy set QCA (fsQCA) turns qualitative data into a fuzzy set with values ranging from 0
to 1 based on qualitative anchor points [39]. We choose a four-value fuzzy set, and Fig. 1
displays the calibration scale for the conditions and the outcome.Basedon this calibration
scale, we plan to engage in coding the articles for scores across the conditions and the
outcome, ensuring high inter-rater reliability and consistency throughout the process.We
then plan to assign membership values to each case. Before embarking on the fsQCA
analysis, we plan to analyze contrarian cases in the sample, which helps identify cases
not explained by the main effect. Next, we use fsQCA 4.1 software to analyze necessary
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and sufficient conditions that serve as the basis for formulating propositions to guide
empirical advancements in the field. Lastly, as a test of robustness, we plan to vary the
calibration anchors and choose a five-value fuzzy set to validate the findings.

Fig. 1. Calibration Scale for Conditions and Outcome

5 Potential Implications of the Study

The findings from this study have several implications for theory and research. Firstly,
a multitude of factors have been discussed in the context of belief in fake news [40–
42] while the body of literature researching fake news remains fragmented and several
questions surrounding fake news remain unanswered [2]. Our research breaks through
this clutter by focusing particularly on individuals’ belief in fake news in the context
of brands and the causal factors underlying this belief. In doing so, the review takes
an exploratory approach to establish key causal configurations that determine belief in
brand-related fake news. Secondly, the study introduces a first-of-its-kind methodolog-
ical fusion of meta-synthesis and QCA to deliver crucial insights into factors driving
belief in brand-related fake news.Unlike traditional approaches, this juxtaposition allows
themes identified through meta-synthesis to be subject to fsQCA analysis, resulting in a
set of configurations influencing belief in brand-related fake news. Collectively, we con-
tend that this would serve as a foundation for future empirical research on belief in fake
news while also motivating future studies combining meta-synthesis and QCA. Lastly,
our study aims to provide vital insights for information systems practitioners who are
constantly engaged in combating a deluge of fake news that poses a threat to businesses
and brands worldwide.

6 Conclusion

Despite the growing menace of brand-related fake news, the causal factors influenc-
ing consumer belief in such news remain largely unclear. The complexities underlying
belief in fake news as a phenomenon serves as an incentive to seek a novel approach
involving a first-of-its-kind fusion of meta-synthesis as a research design and QCA as a
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method. The meta-synthesis helps identify a set of emergent themes through theoretical
and substantive knowledge. These themes serve as conditions relevant to the outcome
of interest. Based on this fsQCA-led data analysis, we aim to identify configurations
influencing belief in brand-related fake news and formulate a set of propositions for
future exploration. We contend that our findings will motivate further investigation at
multiple levels of analysis to curb the menace of fake news.

However, the study’s findings must be viewed in light of two limitations. Firstly,
although our choice of keywords was driven by past reviews on fake news andmarketing
and branding literature and sought to capture as many relevant publications as possible,
the possibility of excluding close-match keywords may have resulted in the exclusion of
certain publications. Future researchmay broaden the scope and include a wider range of
keywords to include more works in future reviews. Secondly, although our study seeks
to discern factors driving belief in brand-related fake news, prior fake news literature
highlights a substantial disconnect between what people believe and what they share
[43]. Consequently, future research may seek to differentiate combinations of factors
that drive the dissemination of fake news from those that drive belief in brand-related
fake news.

Acknowledgement. Satish Krishnan thanks the Indian Institute of Management Kozhikode’s
Chair Associate Professorship for supporting this research.
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Abstract. Many organizations are in the process of adopting big data analytics
(BDA) to make data driven decisions. In this work, we have used a variant of
CRISP-DM and broken-down processes into sub-processes, meanwhile also inte-
grating critical success factors in the framework.We have validated our framework
to understand BDA adoption via a case study of a big data analytics firm, referred
to as ABC in this study. ABC helps large farmers to make farming decisions
based on BDA. We conducted in-depth interviews with the Data science team
of ABC to validate our framework. In terms of critical success factors, costing,
project planning, adoption strategy, identification of business problems, project
team formation, data management, training, change management and final prepa-
ration were identified as important by ABC for BDA projects. In addition, ABC
also considers maintenance, evaluation of business objectives and overall project
management critical that were not part of our model. We have incorporated these
in our framework. Our research contributes to the growing body of knowledge on
BDA adoption, offering valuable insights specific to the agricultural sector and
emphasizing the challenges and opportunities posed by the substantial volume and
variety of data in this domain.

Index Terms: Big Data Adoption Framework · Critical Success Factors · Big
Data in Agriculture · Big Data Planning Phase · Big Data Implementation phase

1 Introduction

Today, many organizations produce, obtain and store data about their business and trans-
actions, clients, suppliers etc. These organizations want to extract valuable knowledge
about business from this data using big data analytics. The knowledge may be used for
prediction or explanation [12].

Organizations must start thinking and deploying big data analytics for decision mak-
ing to compete and survive [2]. However, organizations struggle with big data projects
as around 85% projects are never completed or fall short of their objective [5, 9, 29].
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There are many challenges that a BDA project encounters [15, 38]. The challenges that
are critical for the success of the project are termed critical success factors. Inadequate
attention to critical success factors could be a key reason for such failure rates [30].

There are two popular frameworks for data mining projects CRISP-DM and Scrum
[23]. Since data mining is an integral part of big data analytics, in this paper we propose
an integrated framework for Big Data Analytics projects, that is an adaptation of CRISP-
DM.We have carefully associated Critical Success Factors (CSFs) across various phases
in BDAA. A big data project may involve an external agency. We have also identified
the roles and responsibilities of various teams involved in a project. Presently, most of
the research papers seem to use a case-based approach for identifying CSFs [4, 30].We
have validated our integrated framework through a case study of a firm in the agriculture
domain.

The remainder of the paper is organized as follows. In the next section, we review
relevant literature including CSFs and their categories identified over the years. There-
after, we present the proposed framework and CSFs in Sect. 3. Section 4 presents the
case study and findings. The paper ends with conclusions and directions for future work
in Sect. 5.

2 Literature Review

2.1 Characteristics of Big Data Analytics

McAfee and Brynjolfsson observe that big data is much more than a lot of data due to
three key properties – Volume, Velocity and Variety – properties originally suggested by
Laney [12] in relation to e-Commerce data management. It was later realized that three
Vs do not fully capture the nature of big data. Subsequently, two more Vs- Value and
Veracity were added [24].

BigDataAnalytics (BDA) refers to a set of techniques based on datamining, artificial
intelligence, neural network, predictive analysis and more. BDA can help firms in data
driven decision making to create value for the organization [10, 16]. In the agriculture
sector, BDA can help farmers in enhancing their efficiency, improve profitability and
competitiveness via smart agriculture [14], meanwhile also contributing towards sus-
tainable development. BDA is extensively used to discover genetically modified seeds
that provide better yield and are less susceptible to diseases.

However, developing BDA capability is not an easy task and requires significant
effort [17, 26].

2.2 Adoption of BDA in an Organization

Big Data Analytics Adoption (BDAA) in an organization starts with the identification
of business problems and culminates with deploying a data analytics solution in the
organization. However, accurate identification of business problems itself is a big chal-
lenge [32, 33, 38].We need a framework that includes all phases, processes, and events
of a Big Data Analytics Adoption project [22, 33]. Due to underlying similarity, data
mining frameworks may be useful for BDA adoption projects. CRISP-DM [28, 35, 37]



Big Data Analytics Adoption Framework 261

by far is the most popular framework. CRISP-DM stands for CRoss-Industry Standard
Process for Data Mining. This framework is for data mining projects and consists of the
following six stages - Business Understanding, Data understanding, Data Preparation,
Modeling, Evaluation and Deployment.

CRISP-DM is a very high-level framework that is only partly suitable for BDAA
[23, 36]. This is because a BDA project is also closer to an Enterprise Resource Plan-
ning project that impacts the culture and structure of the host organization [31]. Thus,
an integrated framework that considers business, technology and people dimensions is
more suitable for a BDA project. One problemwith these frameworks is that no attention
has been paid to different models of executing a BDA project. There are three possibil-
ities, namely in-house team, outsourced and a combination of the two. The role of the
client changes according to the model. None of the frameworks specify the roles and
responsibilities of various parties involved in the project. It is where this paper seeks to
fill the gap.

2.3 Critical Success Factors for BDA Projects

Critical Success Factors (CSFs) are factors that must go right for a business, an orga-
nization, or an individual executive to succeed [25]. CSFs have been defined as the
limited number of areas in which results, if they are satisfactory, will ensure successful
competitive performance for the organization [20].

Because of high investment and expectations fromBDAprojects, CSFs are important
for managers to help them understand what needs to be done to accomplish objectives
and targets. CSFs identified in literature are summarized in Table 1.

It may be noted that the classification shown in Table 1 is not straight jacketed and the
categories may have some overlap. Some authors have merged people and process into
one [30]. A distinction between a factor and what is critical about the factor is important.
Management support is a factor as a project cannot take off with their support. However,
once a project has been conceived and taken off, what is critical about the support of the
management is their availability and commitment to resolve issues in a timely manner.

Another common problem is that no distinction is made between factors that are
critical and must be resolved before the project can commence and the ones that are
critical for the project to succeed.

Table 1. CSFs for BDA project and their categories

Category CSF Reference

Organization Alignment of BDA strategy and Business strategy [21]

Adequate resources: Financial & Human
Resources

[15, 27]

Project Management: Scope & Timeline [8, 22, 23, 39]

(continued)
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Table 1. (continued)

Category CSF Reference

Change management [8, 17]

Top management support [15, 19, 30]

Process Clear identification of business problem [6, 10, 39]

Information sharing [8, 30]

Project Methodology [8, 23]

People Multidisciplinary team: Domain, BDA solutions,
Hardware knowledge, Data scientists

[4, 5, 8, 15, 19, 26, 27, 30]

Technology Availability of BDA solutions [15, 22, 23, 30, 34]

Integration of BDA with existing systems [15]

Data Ecosystem [6, 15, 30, 34]

Infrastructure Readiness [1, 34]

For instance, data quality that is part of the data ecosystem [6, 15, 30] is a factor that
is non-negotiable and must be in favor before the project can commence. On the other
hand, Integration of BDA with existing systems is a factor that needs attention after the
project commences.

3 Proposed Framework for BDAA

Big data analytics adoption consists of four phases – pre-planning, planning, implemen-
tation and deployment. During the pre-planning phase, a high-level business problem is
identified, and the readiness of the organization is checked. The business problem may
be identified by a functional head such as sales, marketing, operations with an objective
of reducing cost or making future strategies based on data analytics. CXO may also
take the initiative and identify a broader canvas for data analytics. A small team may be
formed by the management to study the feasibility of adopting data analytics. Teammay
ask and answer questions such as, “Why do we need to adopt BDA?”, “What are the
business needs of the organization?”, “Does our big data strategy align with the busi-
ness strategy?”. The objective of this phase is to answer the question- “Are we ready to
adopt BDA?”. The organization may discover that it is not ready to adopt BDA due to
the presence of various barriers [1].

Once an organization ascertains its readiness for DBAA, objectives of the BDA
project are clearly definedbefore the project commences.At this stage, a sales department
may define the data analytics problem as “increase sales through cross and up selling
across multiple channels”.

Theplanningphase (shown inFig. 1) overlapswith strategic groundworkproposedby
[7]. The planning phase commences after it has been established that the organization is
ready for adopting big data analytics. The planning phase starts with identifying a project
manager by themanagement. The project manager assembles an in-house team.We refer
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to this team as Team A in Fig. 1. Team B [7] consists of functional heads of relevant
departments (functional team) and technology experts (technical team) and is headed
by the project manager. Team B refines the problem and translates it to a corresponding
big data analytics problem. The objective “increase sales through cross and up selling”
may translate to create a model to identify potential customers for cross and up selling.
The project team is not responsible for increasing the sales. Team B makes a strategy
for the project. While strategizing, team B may feel the need and extend team B to team
C by adding an external consultant. If no consultant is added, team C is the same as
team B. Team C identifies and evaluates viable solutions. The existing infrastructure
is also examined for its suitability for the project. Team C creates a detailed project
plan. The project plan includes tasks, cost, timeline and a risk analysis, mitigation and
management plan [22]. The team needs to formalize processes for selecting big data
analytics solutions, vendor, implementation partner and technology to be used. The
team also identifies project methodology such as agile methodology. All the planning
done should be documented properly [30]. The document created in this phase is used
as reference for the rest of the project by the team. As soon as the project objectives
are decided, a part of team B may start working on exploring the data ecosystem and
establish a data pipeline.

The next phase, namely the implementation phase, is like any other project involving
IT and business such an ERP implementation. Team C may select and add an external
implementation partner to create team D. A vendor for additional hardware, if required,
is selected. Most suitable big data analytics solutions, amongst all solutions identified
and evaluated in the previous phase, are implemented by the team D. Data pipelines
for required data are established. Once the implementation is complete, it is tested and
integrated with existing systems. Finally, the newly created big data analytics solution
is deployed. In parallel, a separate team may start training sessions for stakeholders [6].
Another team may create a change management plan and execute it to handle issues of
employees.

4 Critical Success Factors for BDAA

We discussed CSFs in Sect. 2. In this section, we will associate CSFs with phases of a
big data analytics project. There are certain factors that are critical for the entire project
while others are phase specific [30]. This distinction is important for managing the
project successfully. A project manager can focus only on relevant CSFs as the project
progresses. A factor may play differently during various phases of the project. Consider
top management support, this is a factor that is relevant for the entire project. However,
during the pre-planning phase, the management should extend its support for the project.
During the planning phase, top management should extend its support by allocating the
required funds and resources. During the implementation phase, the management should
support stakeholders by allocating funds and resources for managing changes.
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Fig. 1. Different phases of Big Data Analytics Adoption.

There is one factor that is critical throughout the project and that is sharing infor-
mation about the project with all stakeholders. Another factor that is critical throughout
the project is the support of the top management. The manifestation of top management
support varies across various phases of the project. CSFs that need to be taken care of
during the pre-planning phase are included in Table 2. CSFs that need to be taken care
of during the planning phase are included in Table 3. CSFs that need to be taken care of
during the implementation phase are shown in Table 4. CSFs that need to be taken care
in the deployment phase are included in Table 5.

Table 2. CSFs related to the processes mentioned in the PRE-planning phase

Activity CSFs Managerial Action

Define business problem Clear identification of business
problem to be solved by big data
analytics problem

Quantitative Measure of
success of business problem

Readiness of organization Alignment of business and big
data strategy

Figure out how big data will
support business

Top management support
(Organization)

Ensure that top management is
supportive of the project
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Table 3. CSFs related to the processes mentioned in the planning phase

Activity CSFs Critical Component

Identify project manager Project methodology Project manager should be well
versed with project methodology

Form in-house team Multidisciplinary team Business domain knowledge

Big data solution experts

Define Big Data analytics
problem

Clear identification of big
data analytics problem

Quantitative Measure of success
of BDA

Establish data ecosystem Access to data IT
infrastructure

Ensure availability of required
data

Make project strategy Project Methodology Project methodology should be
suitable for big data analytics
adoption

Augment project team Multidisciplinary team If in-house team feels the need,
add an external consultant

Evaluate Infrastructure Flexible and appropriate
technological framework

The existing IT infrastructure
should either support or should
be extendible to support BDA

Identify and evaluate BDA
solutions

Multidisciplinary team Team should have expertise and
knowledge of existing big data
solutions

Top management support Ensure availability of adequate
funds

Relieve team members for the
project

Make Project Plan Project methodology Establish scope of the project

Estimate cost

Risk mitigation and
management plan

Defined processes for various
procurements

Top management support Establishing processes to
legitimize the project hierarchy
and leadership

5 Validation of Proposed Framework: A Case Study

Wevalidated our proposed frameworkwith the help of a case studywith anAgri-Business
Corporation (ABC) whose BDAA we explored in this study. In 2012, agriculture didn’t
even feature as a possible domain for analytics [3] but some companies had already
started BDA implementations in the sector. Our objective is to understand- why an



266 S. Tyagi et al.

Table 4. CSFs related to the activities mentioned in the implementation phase

Activities CSFs Critical Component

Big Data Analytics
Implementation

Multidisciplinary team Utilizing and retaining people with
domain knowledge, hardware,
BDA solutions and statistical and
analytical skills

Data ecosystem Data pipelines

Data quality

IT infrastructure Testing and making sure that there
are no issues associated with
technology stack

Project management Scope of the project must be
contained

Change management User oriented change
management

Users are informed and involved
throughout the implementation so
that they consider themselves
stakeholders of BBAA

Table 5. CSFs related to the activities mentioned in the deployment phase

Processes CSFs Critical Component

Deployment Integration with the existing system Input/output channels should work
smoothly

Documentation Shared Controlled access and modification

Training System Training Organization-wide training
programs are conducted on the new
system

Statistical and analytical skills A data-oriented culture and
analytics-based decision making is
promoted in the organization

organization adopts BDA, how it carries out a BDAproject, and to identify the challenges
faced by the organization in implementing and adopting BDA in the agriculture sector.
We conducted in-depth interviews of the data science team of ABC. We interacted with
the data science team of the organization including data scientist, data science team lead,
and data stewardship and analytics lead. The findings are discussed in this section.

ABC is in the domain of smart farming and focuses on improving yield.ABCadopted
BDA in their organization 10 years ago. The organization works in trait discovery using
genomic information. They also work in precision agriculture which is a management
strategy that gathers, processes, and analyzes temporal, spatial and individual data and
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combines it with other information to support management decisions according to esti-
mated variability for improved resource use efficiency, productivity, quality, profitability
and sustainability of agricultural production [11]. Predictive analytics software uses the
data to give farmers advice on crop rotation, optimal planting times, harvesting times,
and soilmanagement. They also predict infestation in the field. f there are satellite images
or drone images that are analyzed to identify an infestation and the farmer is warned, the
farmer can take care of the infestation and can prevent its spread to the rest of the field.

ABC adopted BDA for trait discovery using genomic information 10 years ago. They
subsequently started providing services to farmers using BDA for precision agriculture
and predicting infestation in the field. We focused on adoption of BDA by the organiza-
tion. Data from ABC was collected using a structured questionnaire. The organization
validated our framework and made some observations.

5.1 Few observations and Discussion

The data science team of ABC observed that the project strategy and plan will implicitly
bring in many processes. Some of these are as follows.

1. Project management is an implicit part of the Implementation phase.
2. If agile methodology is adopted for the project, evaluation is an ongoing activity. The

project is evaluated regularly and not only at the end of the implementation phase.
Hence a separate test phase is not required.

The team strongly felt that documentation is very important for a big data analytics
project and it should be added as an activity.Wehave added this activity to the framework.
The documentationmay be done during the implementation and deployment phase. They
also emphasized on adding a maintenance phase right after the deployment phase. We
agree with the team but we have not added a maintenance phase to the framework shown
in Fig. 1. Our framework got validated through this case study based upon participants’
responses. It is established that BDA is not a monolithic activity. It has four phases,
each with clear objectives. Breaking up the adoption into phases and activities makes a
project manageable.

After adopting BDA for developing GM seeds, ABC started providing services to
their clients for precision farming and infestation detection. Both these services involved
big data analytics. Most of their clients are owners of large farms and do not have IT
capability. ABC builds solutions for them. Teams A, B, C and D are constituted by ABC.
A farm owner and ABC work together to identify a business problem and from there
onwards, ABC teams carry out the project.

6 Conclusion

We used the case study approach to validate our proposed framework of BDAA. Our
results reveals that out of all the Critical Success Factors (CSFs) of our model, clear
identification of business problem, adequate resources, access to capital, flexible and
appropriate technological framework, creation and dissemination of documentation,
IT infrastructure, multidisciplinary team, statistical and analytical skills, project scope
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management, project leadership, technical support from vendors, data quality, data inte-
gration, user oriented change management, training and development of employees,
alignment of the business strategy with the big data strategy were important CSFs for
the organization while executing any BDA project. Based on the interaction with the
organization, we discovered that maintenance, evaluation of business objectives, project
management and documentation are also deemed important. We need to validate the
proposed framework using case studies in other environments.
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Abstract. The purpose of the research was to study what ails Servitization. It was
also an endeavor to study if there is an optimized level of servitization for which
customers tend to pay maximum price premium. A thematic literature review, fol-
lowed by qualitative research involving in-depth interviews, adopting an inductive
approach was used as methodology. It was found that servitized products com-
mand a price premium, but the preferred level of servitization is 20–40% at which
the price premium peaks (10–20%), beyondwhich customers do not prefer serviti-
zation. Brand Equity of service provider, Location of service provider and Quality
of service provider, emerged as the three salient attributes that contributed towards
willingness to pay for servitized products.

Keywords: Servitization levels · Brand Equity · Price Premium · Industrial
Services

1 Introduction

Manufacturing companies the world over were reeling under the pressure of increasing
costs and excess capacities in the market. It is at this juncture that some of them ventured
into offering services alongside the products thus adding value to the customer and
commanding a better price. This process, which later came to be known as Servitization,
was adopted by many companies looking at the success of some of the pioneers of it
like IBM.

Kamp and Perry (2017) states that Servitization has immediate effects and profits
increase till the companies start investing on building up the facilities and manpower to
further enhance the results. Kastalli and Van Looy (2013) say that as the companies stay
put further, the profits again start increasing due to economies of scale. But Servitization
was a mixed bag and many companies failed in it. Such extremities wherein some cases
of Servitization became runaway successes and others became utter fiascos brought in
a new term called Servitization paradox. Chaudhary et al. (2022), defines Servitization
paradox as three different paradoxes (paradoxes of organising, performing, and learning).
They also cited the research gap when it comes to failure of Servitization and the various
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anomalies that could be causing such failures. They also substantiate that the most
daunting thing about Servitization was that firms were not able to be successful when
they entered a new market altogether. The solutions offered by Chaudhary et al. (2022)
were changemanagement, open communication, trainingprogrammes anddigitalisation.
Most of these firms who failed were the ones with high brand equity. This points to the
fact that they were not able to capitalize the brand equity through price premiums.
This aspect remained a research gap and had to be found out on why firms with high
brand equity failed while they entered new markets. Chaudhary et al. (2022) points out
the lack of research to substantiate the paradoxes ailing Servitization and the remedies
thereafter. Is there a particular level of Servitization which fetches the maximum price
or is it proportional to Servitization level, i.e., more the level of Servitization, more the
price premium will be paid?

2 Methodology

A thematic literature review was done covering the topics of Servitization, brand
equity and pricing models. Journals of repute were covered like Industrial Marketing
Management.

Qualitative research was conducted which involved in-depth interviews. For the
research, an inductive approach was selected. Twenty open-ended questions were asked.
The number of interviewees was twenty-five, since saturation was observed by the time
25 interviews were conducted. The Interviews were transcribed, and content analysis
was conducted to find the outcomes.

2.1 Thematic Literature Review

The literature review was conducted covering the three topics of Servitization, brand
equity and pricing models. Under Servitization, the sub-topics of Services marketing,
theory of Servitization, pro-Servitization arguments, critical of Servitization arguments,
problems and solutions for Servitization were covered. Sub-Topics of concepts of brand
equity and brand equity models were covered under the topic of Brand Equity. Whereas
pricing theory and pricing models were sub-topics covered under the topic of pricing
models.

Bendixen et al. (2004), echoes what Aaker and Equity (1991), and Firth (1993) had
been stating earlier that brand building activities and a strong brand equity result in
better price realisation. Casidy et al. (2019) added to it when they said that a customer
has always made up his or her mind to pay a price premium much before the purchase
is physically done, and for this he or she is always swayed by the brand equity of the
customer.

Keller and Lehmann (2003) explicitly state that brand equity is a relative term and is
measured with reference to other brands. When it comes to the highly competitive and
price sensitive services sector, brand equity plays a key role in tilting the table towards
success (Casidy et al. 2019). Nam et al. (2011) also counted this as one of the foremost
ways to expand in the market. Ohnemus (2009) and Persson (2010), both believe that
building a good brand would help the company to improve profitability by commanding
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a price premium. Panda et al. (2019) also bet on investing in a brand, positioning it
well and thereafter reaping a premium. Qorbani et al. (2021) echo the same when they
state that brand differentiation is what does the customer acquisition for companies.
Yeniaras et al. (2021), talk about the paradoxes that are preventing Servitization from
being a success and list the failure of companies entering a new market as a proof of
such paradoxes. They further say companies must choose between either modifying
their products and services or coming out with altogether new products and services
and cannot do both. Chaudhary et al. (2022) state that the freedom given to employees
enhances their performance but excess of it could divulge the focus and maintaining
the right balance remains a bottleneck. Gabor-Granger (GG) indirect pricing model
(Wu et al. 2021), Van Westerndrop (VW) price sensitivity model (Ceylana et al. 2014),
Product/price mix models or Conjoint and Discrete Choice Models (DCM) (Lipovetsky
et al. (2011), are some of the models, researchers have brought up, but none of them
considers brand equity as a factor. Lee et al. (2016), considered factors like Service
Dependency (v), Substitutability (w), Quality sensitivity (x), Market Base (y), Quality
cost coefficient (z), Price (p), Quality of goods (q) and Demand for goods (D) in their
pricing model. Xia et al. (2021) came out with a pricing model for aftermarket services
considering price sensitivity and market size. Here again, brand equity of the service
provider was conspicuous by its absence buttressing the research gap in finding why
companies fail while entering new markets.

2.2 Qualitative Study

Aqualitative studywas thus needed to understand the customers’ perception about effect
of brands on price, to check if Servitization is a welcome move for the customers and is
there an optimum level of Servitization from the point of viewofwillingness of customers
to pay. A geographical area had to be chosen where it had a cross section of all kinds of
industries and under a particular industry vertical had many companies. Surat in Gujarat
turned out to be a right place which had heavy, medium, small industries and had many
variations under these categories as well. It also had a diaspora of manufacturing, heavy
engineering, power, chemical, textiles, and defence industries. Hence Surat in Gujarat
was chosen as the geographical location of research.

The questions which were asked included twenty open-ended questions. Since it was
an inductive approach, no kind of guiding or probing was extended to the respondents.
Respondents were asked about their opinion on servitised products, and fuzzy-set qual-
itative comparative analysis (fsQCA) was done to generalize the factors and identify
attributes and services (Das et al. 2022).

3 Summary of Findings

Industries have three kinds of services. Basic services, Intermediate services, and
Advanced services. Basic services are routine in nature but are critical to the opera-
tions. Intermediate services are the ones which are not routine services but are critical
to some extent for day-to-day operations. Advanced services are sparsely taken and not
critical for day-to-day operations but need advanced skills.
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Table 1. Kind of Services

Kind of Services Examples of services Percentage share

Basic Services Overhauling, break-down, and fire and safety 40%

Intermediate Services Logistics, inspection and condition monitoring 40%

Advanced Services Efficiency enhancement, extended warranties 30%

0% Servitisation

Level - 1

20% Servitisation

 Level-2

40% Servitisation

Level - 3

60% Servitisation

Level - 4

80% Servitisation

Level - 5

100% Servitisation

Level - 6

Fig. 1. Servitization Levels

0-5%

5-10%

10-20%20-50%

50-100%

Fig. 2. Price Premium bands
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Table 1 gives further clarity on kind of services with examples and percentage share
in the total gamut of services. Customers of industrial services welcome Servitization
with open arms. They are therefore ready to pay a price premium for such servitised
products. But the customers being technocrats and engineers themselves, theywould like
to limit this extra money they would be paying for servitised products. This they want to
ensure by limiting the kind of services they would take from manufacturers. Customers
prefer to take only the basic services from themanufacturers. Figure 1 gives the details of
Servitization levels considered and Fig. 2 the details of price premium bands considered
in the research. Customers going for servitised products had the apprehension of whether
the premium they pay for the Servitization of the product is justified.Hence one out of five
customers still preferred to go for level-1 or unservitised products. The rest were ready to
pay a premium as they in-principle welcomed the idea of Servitization and appreciated
the benefits of it. And 75 percent of customers thus preferred a Servitization level-2 or
level-3 at the most. This preference was mainly because this was the Servitization level
for which they were ready to pay maximum premium. For any increase in the level of
Servitization beyond level 2 and 3, customers had two apprehensions. One was that any
premium they would be paying for these increased levels of Servitization, they would
not get the proportionate value addition. Second apprehension was that such high levels
of Servitization would be binding the customer to the supplier fully and this would give
way for a monopoly. Customers wanted the freedom of choice and therefore to keep the
options open. Also, the apprehension included the fact that in case of the supplier quitting
the market or stopping to serve, then customers would be left with no alternative. All
these reasons prompted the customers to gravitate towards 20% to 40% of Servitization,
when it came to paying maximum price premium. The three attributes that customers
valued the most, when it comes to paying a price premium were 1) Brand Equity of
Service Provider 2) Location of Service Provider and 3) Quality of Service. These three
services were highlighted by all customers as the ones they consider while ascertaining
their willingness to pay for the select services.

As far as price premiumbands are concerned, customers considered 10–20% (highest
premium they were ready to pay) when it came to Servitization levels of 20% to 40%.
They never went to the higher extremes of the price premium bands. Since customers
prefer the Servitization level to be limited to 20–40% of the total services, this insight
would help the managers who are implementing Servitization.

4 Managerial Implications

Managers who were implementing Servitization were confused on to what extent the
services should be included in the servitized products. Without a clear roadmap from
researchers, managers resorted to trial-and-error methods which proved to have very
high opportunity costs. This research gives a clear verdict to the managers that “more
the merrier” approach will not work in case of servitization. This research, by pointing
out the 20–40% bracket as the optimal level of servitization, helps the managers in their
implementation strategy of servitization, thus making such ventures more successful.
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5 Future Scope of Research

This research was limited to the state of Gujarat in India. Pan-India research would be
helpful to give more accuracy and reliability to the findings. This research was cutting
across many industries. Industry specific research can give more accurate results for
those respective industries.
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Abstract. This article presents a communication-cooperation-collaboration
(Three-C) based framework of social cloud that incorporates a socio-technical
perspective. One might look at the variety of reported views and perspectives on
the social cloud and see that it can serve as a special kind of computing paradigm.
But, the overall concept of the social cloud is muddied by so many divergent
perspectives discussed in the literature. Therefore, there is no clarity and unified
view of the social cloud. Our effort unifies the concept of social cloud, making it
easier to see its promise and offering a path towards its continued development
and deployment in enterprise and academia. Further, this article discusses social
cloud implications in business settings.

Keywords: Social Cloud · Cloud Computing · Social Network · Resource
Sharing · Conceptual Framework

1 Introduction

Patrick Gelsinger, then the Chief Technology Officer of Intel, spoke with David A. Light
of HBR in 2001 [5], emphasized the importance of finding ways to put idle computers
to productive use. He recommends using distributed computing, in which tasks are
assigned on numerous machines scattered across the network, as opposed to centralized
computing, in which tasks are assigned to a single system. During the course of the
discussion, he also mentioned that huge businesses could save millions of dollars by
making complete use of the computing capacity that is sitting idle on personal computers,
servers in their organizations, or users at the edge of the Internet.

In the realm of academic discourse, numerous attempts have been made to integrate
and make use of the unused computing resources that are available at the edge users
of the Internet who are socially connected. The term “social cloud” encapsulates these
developments and the concept of social-aware resource sharing. Hagel III and Brown1,
Hamalainen and Karjalainen [6], and Kaganer et al. [8] explore the power of the social
cloud and connect it to businesses by discussing how enterprises might leverage the
potential of the social cloud.

1 https://hbr.org/2010/10/the-power-of-the-social-cloud.
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1.1 Social Cloud Framework: Motivation

Mane et al. [14] demonstrate that academics disagree on social cloud. The literature’s
definition of a social cloud is ambiguous and can take several shapes, which raises
questions regarding its uniqueness. These many definitions and perspectives on social
cloud do not provide answers to issues such as: what is the scope of social cloud?
who are the social cloud’s stakeholders? what sharing mechanisms govern resource
sharing among users? howwill users and organizations trade resources?why do users and
organizations want to trade resources with each other? how will users and organizations
trade resources? and who will provide support and for what purposes? Further, the
definition [3] (“A Social Cloud is a resource and service sharing framework utilizing
relationships establishedbetweenmembers of a social network”) is inadequate to develop
the theory of social cloud. Agents’ active or passive engagement in resource-sharing
alliances is ignored in this definition. It also doesn’t address who uses social cloud
connections-participants or third parties. To develop the theory of social cloud, in our
view, in addition to the above notion, we need to shed new light on the notions such
as limit sharing [3] (for example, social network users share their resources with only
friend or friends), and explicit partner selection [16] (where social network users select
their partners). Thus, a general framework of social-aware resource sharing is needed
to: 1) address the above issues, 2) guide its application, 3) provide a starting point
for developers and practitioners to reflect on how the concept of social-aware resource
sharing can be applied to social cloud systems, and 4) connect social cloud to businesses.

1.2 Towards Framework

The idea of social cloud arose to take advantage of the social connections betweenusers in
order to overcome problems inherent to different computing paradigms (such as security,
trust, free-riding or social loafing, etc.). We believe that the above concerns can be
answered by examining social cloud from three different perspectives: communication,
cooperation, and coordination. This will result in a more comprehensive view of social
cloud.

According Kim et al. [9], ‘highly qualified’ collaborative systems needs 3C, that is,
Communication, Cooperation, and Coordination. Kim et al. [10] states: Communica-
tion: is the community linkages where the exchange of information takes place. Coop-
eration: is the sharing of information, activities, and service integration, while working
to achieve the same goal between two or more organizations. Coordination: is operating
autonomously while coordinating information, activities and resource sharing.

As shown in the figure given below, the social cloud system we broke into three
parts after decoding the definition [3]: social network, resource-sharing activity, and
resource-sharing management.

Communication: as social network facilitates exchange of information, resource sharing
and in negotiations among socially connected users and organization
Coordination: as a resource sharing management consists of autonomous operation
or functionalities that support users or organizations while coordinating information,
activities and resource sharing
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Cooperation: Share of resources and information while performing activities between
two or more organizations to achieve a common goal.

1.3 Our Contribution

Our research is one of the first attempts to establish a theoretical framework for the
social cloud, which is based on the concepts of cooperation, coordination, and cooper-
ation. We consider a wide range of perspectives on topics like “limit sharing or partner
selection” and “use of pre-established social relationships” that have been discussed in
the literature (but missing in [12]). We model 3C-Social-Cloud-Theoretical-Framework
using a network-based approach. This approach is logical for modelling the proposed
framework because social networks are central to most social cloud research. We see a
social network as the basis for agent communication. A virtual cooperative overlay on
a social network can conceptualise cooperation among social network agents. A group
of agents shares resources to perform tasks (different from the tasks they perform in
the underlying social network). A coordinating mechanism supports the cooperation of
these agents. We belive the suggested framework will be useful for the creation of a
thorough theory of social cloud, the improvement of various social software systems,
and the education of businesses about the advantages of social cloud.

2 Social Cloud: Theoretical Framework

This section presents the 3C-Social-Cloud-Theoretical-Framework (see Fig. 1).We view
Social Cloud as a cooperative computing framework that stands on notions: communi-
cation, cooperation, and coordination, where cooperation and coordination are at the
center. More precisely, cooperation and coordination constitutes a social cloud system.

2.1 Communication

Internet and other technologies enable agent-to-agent communication.Offline agents can
build their social network using an online platform. An online social network platform
can be captured as follows.
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Definition 1. An on-line social network system ag=(A, Ag, Fg) is a tuple of three sets;
a set A of agents {a1, a2 ,… an} in the offline world, a set Ag of activities {a1

g, a2
g, …,

an
g}, and a set Fg of functionalities (or entities) {f 1

g,f 2
g ,…, f n

g}

An agent ai ∈ A performs an activity ag
i ∈ Ag with other agents in A with the help

of a functionalities set Fg . An activity ag
i ∈ Ag could be sharing of profile (consist

an individual’s information like an individual’s pictures, work experience, education,
etc.), content (consist music, videos, etc.) or computational resources (e.g., storage,
bandwidth, processing power, etc.).

Fig. 1. 3C- Social Cloud Framework

The functionalities set Fg consists of several entities and functionalities, which pro-
vide a way for agents to share their profile, visual contents, or computational resource
with their social relatives. Note that, a social network platform ag consists of a set of
functionalities Fg supports all activities in g. Hence, an agent can perform all types of
activities in Ag with other agents. Now onwards in this paper, we assume an activity
set Ag as a singleton activity g. A social network system enables an agent to engage in
activity with other agents, regardless of whether or not the agent and the other agent
have any kind of social contact with one another in the physical world.

Facebook, for instance, facilitates agents with profile, audio, and video sharing.
Instagram, Pinterest, and Flickr are other content-based social networks offers content-
based sharingwhere agents share visual contentwith their social relatives. BuddyBackup
and CrashPlan are social network systems where agent’s backup data with their friends.
Wikipedia is a social network that lets its editors share content andvote for administrators.
Specifically, social network platforms enable agents to articulate their online social
connections, which can be represented as a social graph and modelled as follows.

Definition 2. A social network (graph) g = (A, L, ag)ag is a tuple of two sets; the set
A of agents, a set L of links, and the activity.

A social network g reflects the social structure of these agents, i.e., how agents are
involved in activity ag . In fact, who perform the activity ag with whom determine the
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social structure of g. A link 〈ij〉 ∈ L between agents i ∈ A and j ∈ A represents their direct
involvement activity ag , , otherwise they are indirectly involved. Facebook social graph
is an example of g which represents the social structure of the Facebook participants
and the activity (with whom they perform profile sharing, like comment, audio, video
sharing, etc.) they perform in Facebook.

2.2 Cooperation

Fig. 2. Cooperative Overlay

A cooperative overlay g evolves on top of g, when either,

• A A (where A ⊂ A) number of agents forms a group to achieve a shared goal or a
mutual goal, or

• An agent i ∈ A takes decision independently with whom s/he wants to cooperate and
with whom s/he do not want in g, then a mutually agreed pair of agents i, j ∈ A
cooperates each other to achieve a mutual goal

Cooperation among a set of agents (A ⊂ A) in carrying a set Ag =
{

ag
1 , ag

2 , . . . , ag
n

}

of activities can be perceived as a cooperative overlay (see Fig. 2) and captured as
follows.

Definition 3. A cooperative overlay g = (A, L, Ag) is a tuple of three sets; a set A ⊂ A
of agents, a set L ⊂ L of links, and a set Ag of activities.

On one side, a few studies suppose social cloud as a resource (physical or virtual
entities of limited capacity including people, information, computational resources, etc.
[3]) sharing framework, on the other side, a few studies look social cloud as a distributed
computing framework where agents perform a computational task [15]. Instead of look-
ing at social cloud as either resource sharing or distributed computing framework, we

consider that a set A of agents perform the set of activities Ag =
{

ag
1 , ag

2 , . . . , ag
n

}
,

which are different than those set of activities (Ag) they perform in the underlying social
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network g, i.e., Ag ∩ Ag = ∅. As like previous, we consider, the set Ag as a singleton
and represent it as ag , whereas ag �= ag .

An activity ag can be an interdependence activity [11] (refers to exchange/share/trade
information, computational resources, human skill as a resource, etc.) or a shared activity
[2] (refers to do something together, for example, resource pooling, or performing a
computational task, etc.). A shared activity ag further divided into a few numbers of
sub-activities (or tasks) (e.g., ag = a

∧g
1, a

∧g
2, . . . , a

∧g
m). A sub-activity, say, a

∧g
i is assigned

to an agent (say, i ∈ A), and then, each agent i ∈ A brings its result (of the assigned
sub-activity) to the table.

A set A of agents cooperates with each other to obtain either a common goal, an
individual goal, or an individual’s goal by carrying out an interdependence activity or
a shared activity. A set L of links provides an abstract view of the social structure
of cooperative interaction (who cooperates with whom) of a set A of agents who are
involved in the activity ag . As we stated earlier, a cooperative overlay g evolves on top
of an underlying social network g through a group-based interaction or independent
interaction between a pair of agents in g.

Cooperative Overlay as Group Interactions. A cooperative overlay g can be seen as
group interactions. A set A ⊂ A of agents in the underlying social network g constitute
a group to perform activity a g (could be a shared or an interdependence activity) to
obtain a common goal, individual’s goals or goal of each member of the group. A virtual
organisation [4], for example, is a group of individuals or/and organisations that share
resources available at their end) in a controlled manner to achieve a common goal.

Group members define the activity they want to do (e.g., shared or independent
activities) and set the group’s goal (e.g., a shared goal, individual’s goal or goal of
one of the participants). They establish a set of guidelines for how group activities are
to be conducted, as well as rules for group membership, social protocols, and market
protocols. How the group takes place defines the structure of cooperative overlay g, and
thus cooperation pattern.

Strongly Connected: If each groupmember has direct contact with all othermembers,
we can observe that the group is tightly connected.

Loosely Connected: A loosely connected group has few members in direct contact
with one another. A loosely connected group forms when either one agent (say, i ∈ g)
invites its social relatives in g, and then added members also invite their social relatives,
or a set of agents forms a group and then invites their social relatives as group members.
These procedures may create a loose group, where, two group agents may not have direct
contacts in g.

Cooperative Overlay as Independent Interactions. A cooperative overlay g could be
an outcome of independent interactions between a pair 〈ij〉 of agents in g. A cooperative
overlay g takes place when agents in g take decisions independently with whom they
want to cooperate to perform activity ag and with whom they do not want. A pair 〈ij〉
of agents in g mutually agrees to perform activity ag , and then we can say, agent i and j
become members of set A and a link 〈ij〉 becomes a member of link set L. The set A of
agents and the link pattern L encompass cooperative overlay g.
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Cooperation in a Group
A Shared Activity and A Shared Goal: When a few agents form a group and are

involved in a shared activity to obtain a shared goal, they accomplish the shared activity
collectively. As stated earlier, a shared activity is divided into multiple sub-activities and
assigned to group members; each member puts efforts into accomplishing the assigned
sub-activity. Their combined efforts yield the group’s goal. Let us consider the following
example.

Example 1. A group g carried out an activity (say ag) like performing a computational
task τ to achieve a shared goal (or joint benefit). The computational task τ is divided
into multiple tasks (e.g., τ1, τ2 . . . τn). A task τi is assigned to an agent i ∈ g, and then
each agent i ∈ g cooperates by submitting the result of the assigned task to produce the
final result. The combined individuals’ effort yield the group benefit.

Example 2. Another illustration is when group members works together for a shared
goal. They can use a third party Cloud provider’s computational infrastructure to perform
computing task together, or they can develop it themselves by pooling their resources.
Building computational infrastructure can be seen as a shared activity (say, ag) where
agents pool their resources to build the infrastructure. Let us consider the computational
infrastructure requires r amount of resources. Then each agent i ∈ A shares ri amount
of resources to construct the coordination system, such that r = ∑

i∈A ri.
In most cases, group members perform a shared activity to benefit a third

party. Agents collaborate to do computational tasks for scientific programmes like
ATLAS@Home, Einstein@Home, etc. These initiatives may give them computational
credit (social recognition in multi-team environments).

A Shared Activity and Individuals’ Goal: Unlike the previous scenario, where the
group’s collective action provided a mutual benefit, the group now cooperates accom-
plishing a shared activity to attain their individual goals. Let’s review Example 1. As
seen in the example, computational task τ is split into many tasks. These many tasks are
then assigned to group members, thereafter each member executes the assigned task to
produce the final result. In the earlier situation, they helped the group. In this scenario,
they’re seeking personal gain. Each member receives a portion of the benefit after fin-
ishing the work. For instance, the group can complete scientific project computational
tasks and gain prize money, which they can share.

Another example, where one member of the group might outsource a computational
task to members of the group, who would then do the task for the outsourcer. In this
scenario, the group perform a shared activity together for one member, then another. The
group may execute a shared activity to help one agent attain its goal. Thus, the shared
activity benefits one person.

An Interdependence Activity and A Mutual Goal: It was not always the case that
agents collaborated to accomplish an individual’s objective through a shared activity.
Whether a joint endeavor necessitates or does not necessitate it depends on the type
of activity performed by group members. A set (A ⊂ A

∧

) of agents form a group in
which they engage in interdependence activities (e.g., trading/sharing resources such
as processing power, human skill, etc.) in order to attain their individual objectives.
Specifically, in a group, pairs of agents engage in an interdependence activity in order
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to achieve a common objective. For instance, agents may share storage devices to store
their data on one another’s storage devices.

An Interdependence Activity and An Individual Goal: In a group in which agents
engage in pair cooperation, one agent facilitates the other agent in achieving its objective.
For example, if one agent offers its partner free storage space, the partner can store data on
the offered free space. There is no expectation of reciprocity in this form of cooperation;
the agent assisting its partner expects nothing in return.

Cooperation in a Pair of Agents. Cooperation between two agents is unlikely if one
agent is opposed to the other cooperating. Therefore, mutual agreement is required for
agents to cooperate to achieve an individual’s objective.

A Shared Activity and Mutual or Individual Goal: When two agents participate in a
shared activity, they divide the task and work together to attain the shared objective. For
instance, a pair of agents collaborating on a project may contribute their unique abilities
or efforts to the task at hand in order to accomplish a common goal. In another situation,
one agent achieves its goal with the help of the other agent.

An Interdependence Activity and a Mutual Goal: A pair of agents mutually agree to
perform an interdependence activity ag to obtain their individual goals. For example, a
pair of 〈ij〉 agents (i and j) agreed to share storage space (available at their end) to store
their data on each other’s storage devices. In g, agents might be benefited from indirect
relationships, if in g each agent agreed to perform an activity ag for those agents with
whom s/he indirectly connected. Let us say, agent i and j(〈ij〉). The agent j and k(〈jk〉) are
involved in a direct relationship (meaning these pairs (〈ij〉 and 〈jk〉) are directly involved
in performing an activity ag), and agent i and j are indirectly involved. If agent k is ready
to perform an activity ag for agent i, then i is benefited by indirect relationship thanks
to agent j. Similarly, agent k is also benefited if i agrees.

An Interdependence Activity & An Individual Goal: As discussed earlier, in a group,
a pair of agents involved in an interdependence activity, one partner helps its partner for
no gain, and in a cooperative overlay (which is a result of agents independent decision
about cooperation), one partner helps others altruistically. Agent i lets agent j store its
data on its storage device, and vice versa. Here, agent i cooperates by letting agent j
store its data on its storage device.

2.3 Protocols

Social Protocols: Human communities have explicit social codes. A social protocol
expresses a person’s ability to form relationships, organisations, and partnerships. Social
and cooperative interactions generally follow preset behavioural paradigms. Agents’
benevolence and reciprocity facilitate cooperation. These traits can guide agents’ coop-
eration. Agents undertake shared or interdependence activities for others selflessly or
in hopes of future assistance. Social rules are therefore essential for regulating shared
or interdependent activity. Data (information) can be shared in three different social
protocols, namely, community sharing, and closed and open associative sharing. Com-
munity sharing is known as closed communal sharing, and it is founded on a feeling
of belonging. Associative sharing is called closed associative sharing, and it involves
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people acting in accordance with an agreement. Open associative sharing, and it’s based
on something called “institutional imperatives” as well as formal regulations.

Market and Non-Market Protocols: An interdependent or shared activity can be
carried out through a market or non-market method like an auction or posted price.
In a shared activity, a procurement auction can outsource a task. A publicized pricing
technique can be used for resource trade. Trust- or reputation-based non-market-based
systems can carry out joint or interdependent activities.Agroup of agents choosewhether
to use a market or non-market mechanism.

2.4 Coordination

Definition 4. A coordination system is a set Fg =
(

f g
1 , f g

2 . . . , f g
n

)
of entities or func-

tionalities that manages or supports an activity ag that the participants perform in
g.

Malone and Crowston define coordination as “coordination is managing depen-
dencies between activities” [13]. This concept leads us to think of coordination as a
hardware-software system that performs complex functions (activities) and manages
dependencies between them to help agents cooperate. On an online social network plat-
form, agents can carry out tasks like sharing profiles and information. Some agents in
given online platform may want to carry out interdependence or shared activities (such
sharing computational resources or outsourcing tasks) to achieve common or individual
goalswith aid of their defined social and economic protocols. These shared or interdepen-
dent activities differ from those users do with the online platform. Online social network
platforms do not support these activities or group-defined social and economic protocols.
A coordination mechanism is needed to support interdependence, shared activities, and
social and economic protocols set by a group of users.

Fig. 3. Coordination System

A cooperative overlay g consists of autonomous agents that cooperate to achieve
individual or group goals. However, an efficient coordination system is essential to
assist agents in cooperating. In fact, it’s worth mentioning that a coordination system
plays a key role in achieving such goals. A coordination system consists of computa-
tional infrastructure (hardware and software) facilitating agents to carry out the activity
efficiently. The coordination system consists of different functionalities such as user
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management, resource or service management, marketplace, etc. A set of functionalities
that a coordination system consists, of depends on which kind of activity (whether the
activity is shared or interdependence) that agents carry out to achieve a specific goal. In
other words, the set of functionalities is an application (activity) specific.

A coordination system is not a sub-system of an online social network platform,
i.e., Fg

�Fg , a coordination system consists a few numbers of functionalities that are
different than an online social network system (see Fig. 3). Nevertheless, a coordination
system and an online social network system may have some functionalities in common,
i.e., Fg ∩ Fg �= ∅, if this is the case, then we can say that the functionalities of the
online social network platform are inherited in the coordination system. In another case,
a coordination system consists of a different set of functionalities than the online social
network platform, i.e., Fg ∩ Fg �= ∅.

Functionalities. A coordination system includes features such as a resource pool-
ing mechanism, information management, inter overlay resource sharing, a resource
management mechanism, security infrastructure, and job scheduling.

Virtual Resource Pool: Agents can share/trade resources, for example, storage [16],
virtual machines, blogs, skill, computing power [3], at their ends, or they can share/trade
a part of hired resource from third party vendor (e.g., Amazon AWS). It is possible that
agents share/trade either homogeneous or heterogeneous resources. The coordination
system needs to support both homogeneous and heterogeneous resource pooling.

Information Management: An agent may need to know about the group’s members,
the sort of resources (like storage), the service provider, resource properties (like storage
capacity), resource availability, group policy, etc. Informationmanagementmust support
agent accounting, user auditing, resource advertising, groupmembership accounting, etc.

Inter Overlay Resource Sharing: A social network may have several cooperative
layers where agents trade resources. An agent may belong to many cooperative overlays
in such a case. A coordination system support for inter overlay resource sharing.

Resource Management: Resource management sets policies for resource authoriza-
tion, authentication, audit, and allocation. As mentioned, market or non-market meth-
ods like lotteries and posted prices can be used for resource allocation and exchange.
Agents can choose a resource exchange scheme. For instance, resource allocation can
be governed with or without price (matching, auction), reputation, trust, etc. To dis-
cover, advertise, and allocate resources, a marketplace is needed. In a nutshell, resource
management supports marketplace, and service-level agreements between agents.

Security Infrastructure: Distributed resource sharing poses data and computational
security risks. Even if users share resources in a trust-based social connection, these
concerns exist. Data confidentiality, integrity, consistency, and reliability are threats.
Shared storage or virtual images may be hacked. Security rules (access restrictions) and
techniques (authorization, authentication, encryption, etc.) help users securely access
and share resources.

Task Scheduling: The functionality of task scheduling consists of a scheduling algo-
rithm that divides a shared activity into sub-activities (sub-tasks) and distributes them
to the participants. A scheduling algorithm also manages the execution of interdepen-
dence tasks. The information management functionality offers details on each person’s
abilities and resources that are available to them. The task scheduling functionality uses
this information for the assignment and distribution of sub-activities.
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Design and Implementation. The design and implementation of a coordination system
cs(g) depends on the activity ag that agentswant to perform in g. Hence, resource, service,
user, information management, and other entities take various forms system to system to
facilitate specific activity (or activities) ag in g. In other words, the coordination system
cs(g) is ag specific. For example, let us say there are two different cooperative overlays g1
and g2 exists on top of g

∧

. The coordination system cs(g1) and cs(g2) manages the activity
(or activities) in g1 and g2, respectively. If both g1 and g2 are likely in terms of the
aim these groups want to achieve and the activity these groups perform, then it is likely
that cs(g1) and cs(g2) are same. However, if these groups g1 and g2 are different and are
involved in the two different activities (say ag1 and ag2 , respectively, and ag1 �= ag2 ) then
it is likely that both cs(g1) and cs(g2) are different and serve different activities. The design
and implementation of a coordination system depend on how the activity (or activities)
are carried out in the overlay g. In a broad sense, two design and implementation models
are relevant here: the first is centralized, and the other is decentralized.

Centralized Model: is appropriate when agents are structured in a group. The cen-
tralized Model is suitable when agents in g cooperate in carrying out an activity with
the help of a central system. The central system coordinates activities and different
functionalities to serve the corporation.

Decentralized Model: is appropriatewhen each agent has a partial view of the overlay
g, and each agent is involved in the activity with only a few numbers of agents. A
decentralized works well when g emerges due to each agent’s decision about with whom
they want to cooperate.

3 Social Cloud: Implications

3.1 Resource Sharing Based Coopetition

Social cloudmaybe vital to resource sharing-based coopetition [1]. By sharing resources,
social cloud may help competing companies achieve a goal. Companies can establish
social clouds to produce value by combining resources, talents, and expertise. Collabo-
ration can save money, boost efficiency, or improve capabilities. For instance, competing
companies can collaborate onR&Dprojects. By sharing resources and information, firms
can speed up innovation, cut research expenses, share risk, and get access to knowledge
theymay not have. This is typical in drugs, aeroplanes, and technology. Software compa-
nies collaborate and share computing resources to develop industry standards and open-
source software. Through social cloud, software companies can reduce development
costs, improve interoperability, and accelerate innovation.

3.2 Social Cloud: Digital Commons

A social cloud is a digital common where individuals exchange computer power, expe-
rience, and knowledge to benefit the community. Digital commons are user accessible
resources generated utilising digital technologies. It departs from private property rights,
when a few people own and control most resources. A community shares knowledge,
skills, digital, and other resources to produce and maintain most of these resources.
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Digital commons have laws or conventions that everyone agrees on, which makes them
unique. These regulations ensure everyone may use the resource and that it benefits the
group. In the information era, data and skills are valuable resources, making digital com-
mons important. They enable individuals and companies to pool resources to produce
new value not available in the current economic system.

3.3 Social Cloud: Applications

Social cloud can improve collaboration, consumer engagement, and productivity. Social
cloud benefits organisations in various ways, including:

Collaborative tools: Collaboration solutions in the social cloud can boost teamwork.
Cloud-based project management enables resource and knowledge-sharing, and allows
team members to work together in real-time.

Social listening tools: Social cloud makes social listening technology available,
allowing businesses to monitor consumer feedback, reply to comments, questions, and
complaints, and learn how to improve their products and services. It helps organizations
swiftly address client inquiries, complaints, and feedbacks.

Data Analysis: A social cloud can analyse social media data to assist organizations
make data-driven decisions by revealing customer behaviour, preferences, and trends.
A social cloud can help create a federated machine learning model. Users contribute
knowledge and resources to train the local model in this federated model. The trained
model can be used for brand management, marketing, etc.

3.4 Social Cloud: Plaformization and Network Effect

Platformization [7] is a process of transforming a firm or organisation into one that runs
on a platform. Using a uniform protocol and software architecture, a platform allows
several parties to communicate. Servers and networks that run a website or mobile app
allow users to transact business, hold discussions, and communicate in other ways. The
3-C architecture offers a method for creating a social cloud platform where several
beneficiaries can communicate with one another. The following are a few beneficiaries
of social cloud platforms.

Users: are those who make use of social cloud services for the purposes of
communicating, collaborating, networking, and engaging in other types of social
activities.

Developers: Individuals or teams responsible for creating social cloud applications,
software, and platforms.

Investors: Individuals or organizations that invest in social cloud businesses or
initiatives.

Regulators and Advocacy groups: Government agencies or other regulatory entities
that supervise the usage of social cloud services to guarantee compliance with applicable
laws and regulations. Advocacy groups encourage the ethical use of social cloud services
and advocate for the rights of social cloud users.

Educators and Researchers: Social cloud systems let educators share knowledge.
Educators can create virtual learning spaces. Virtual learning environments are a set of
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interconnected tools for managing online learning that allow instructors to communicate
with students and track their progress and provide real-time feedback.

4 Conclusion

Because the social cloud notion is delivered in many contradicting ways. These para-
doxical views inhibit social cloud potential exploration and exploitation. We unify these
varied perspectives on social cloud and present a three-C conceptual framework based on
concepts of cooperation, cooperation, and coordination. We will better comprehend the
social cloud concept and be guided in connecting it to business, research, and academia
by using this scio-technical three-C framework.
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Abstract. This paper is part of a funded research grant into how financial regu-
lation in the US has evolved. For almost one hundred years the regulators have
attempted to manage evolving trading activities and security types. Ever since the
Wall Street crash of 1929 rules have been defined and then changed as the Global
Recession and World War 2 constrained market growth. Change can be seen fol-
lowing the introduction of computers in the 1960’s, as trade volume and order types
grew. Not only did automation require new controls, it also required a paradigm
shift in how these new products could be traded. This paper explains how the
market has changed to provide the foundations on which today’s trading systems
operate. This now poses real problems, as regulators argue whether crypto-assets
are securities or derivatives, and who should govern them. The absence of clear
mandates has fueled criminal behavior by some crypto firms.

Keywords: SEC · CFTC · Regulation · HFT · Automated trading

1 Introduction

The system of financial regulation in the U.S. is complex and fragmented [1], shared
between federal and state agencies, and numerous industry-sponsored self-governing
associations. Regulatory jurisdictions overlap, with financial firms sometimes report-
ing to multiple regulators. Overlapping standards, federal and state laws, and private
jurisdictions increase regulatory complexity. Lack of clarity about who regulates whom,
what rules apply, and to whom, is confusing to market participants. Rapidly changing
financial technology allows firms and investors to ‘fly under the radar’ and benefit from
regulatory arbitrage [2, 3]. Against this backdrop, regulatory decision-making is fraught
with legal, institutional and technical challenges.

Prior work shows how financial innovation and technology has transformed the
financial services industry. Insightful studies emerge on mortgage securitization [4],
computerization of the U.S residential mortgage industry [5, 6], the rise of online invest-
ment banking [7], the impact of the Internet on financial market trading [8], and FinTech
[9]. Building on this work, we ask the question: How do government agencies develop
policies and practices to regulate information technology in financial markets. His ques-
tion will focus on the technology that facilitates trading, not the financial outcomes of
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trading strategies. Embedded in the technology is algorithmic software. The interaction
between regulator and financial firm plays center stage in technology’s role in perform-
ing the market [10]. Regulators face a dilemma as relentless technological change forces
them to balance ex-ante (forecasts) and ex-post (retrospective) decision criteria. Studies
on algorithmic trading provide examples of regulatory challenges. For example, sys-
temic and firm-specific risk profiles are different for low frequency and high frequency
traders (LFTs and HFTs) since they operate in two separate markets. Unlike LFTs, HFTs
have advantages of low latency (the time taken to capture changes inmarket events) [11],
co-location of their equipment (close to the exchange) [12], andmore sophisticated tech-
nological infrastructure and applications [13]. These factors increase the heterogeneity
of financial market firms and, by extension, the variables for regulatory oversight [14].

Traditionally, with uniform rules tomeasure outcomes regulators adopted command-
and-control behavioral mandates. Eventually financial firms develop internal risk-
management processes. Against a background of financial events, such as the 2010 Flash
Crash, the scale and complexity of contemporary financial transactions processed by
information technology makes ‘policing the markets’ a significant regulatory challenge
[15, p.550]. Emerging from the literature, albeit discussed in isolation of each other,
three interrelated concepts impact regulatory decision making on oversight mandates
on information technology in financial markets: market fragmentation, technological
complexity, and information asymmetry.

High profile financial market events of the 2008 financial crisis and the ‘Flash Crash’
of 2010 generate questions about whether automated trading is a causal or contributory
factor in disruptive market events [16]. Other studies, mainly from the management and
financial literature, look at how information technology performs the financial markets
[10]. With the growth of algorithmic trading, replacing humans with machines [17],
and crypto-assets offering virtual speculative products, we developed a second research
question: What are the decision-making criteria of regulators to oversee the use of
information technology in financial markets?

We organize the paper as follows. First, the literature review explores three dimen-
sions of the markets structure. Next, we present the analysis of the US financial market
and identify regulatory actions across four intervals. Finally, in the discussion section,
we explain how this work is used in our current research which looks at the absence of
regulation in the crypto asset world.

2 Literature Review

Market fragmentation, information asymmetry and technological complexity are dis-
cussed individually in literature. However, in this paper their combined effects will be
discussed.

First, fragmentation in financial markets is a perennial topic receiving attention from
policymakers, market participants, media and academics [18]. Diverse financial market
participants interaction in cross-jurisdictional environments [19]. In algorithmic trad-
ing, market fragmentation influences financial technology regulation. Over six decades,
institutional environments enabled by technology have shaped financial regulation. For
example, the 1960s saw a shift from concentrated to differentiated financial markets,



294 J. Seddon

opening up opportunities to trade in multiple geographical locations and venues. As
financial markets evolved, trading venues invested in technology, further increasing
fragmentation. In 1975, Congress enacted Section 11A of the Exchange Act, directing
the Securities and Exchange Commission (SEC) to establish an administrative system
to regulate the nationwide clearance and settlement of securities transactions. In April
1976, executed trade data (stock, quantity, and price) was recorded using a tape system.
By January 1978, the prices of the same stock at different exchanges became available
(on the consolidated quote system). As competition between regional exchanges devel-
oped, fragmentation failed to improve the competition of individual orders for securities.
To enable best execution, the SEC introduced Regulation National Market System (Reg
NMS) in 2005. Fragmentation in algorithmic trading further exacerbated latency arbi-
trage, with more opportunity for dislocation across trading venues [20]. By 2017 only
50% of equity trading was done at the NYSE or Nasdaq, with the rest across 10 other
equity exchanges, 50 alternative trading systems, dozens of large bank trading desks, 13
equity derivative trading options exchanges andmany equity-linked futuresmarkets [21].
This now offered a single virtual fragmented market [22] changing efficiency, execution
speeds, cost, and the stability of financial services.

Second, financial markets and trading have been revolutionized by technological
complexity [23]. Technology has completely transformed the complexity of financial
instruments [24]. Strategies require complex calculations completed at speeds beyond
human capability. Technology also offers new risk oversight where regulators require
firms to deploy technology to calculate and mitigate risk showing compliance with reg-
ulatory mandates [25]. Delegating this activity allows compliance teams and program-
mers more scope to deploy technology in ways that mask the interests of regulators.
This scenario, described as an ‘automation bias,’ privileges firm self-interest over meet-
ing the conditions of legal mandates. Reduced transparency thus undermines regulatory
oversight and accountability [26]. Technological complexity further obfuscates how reg-
ulators evaluate systemic risk to prevent financial market events, such as, flash crashes.
Regulators face the ‘perennial struggle to keep up, or rather, to not fall too far behind’
relentless change [15, p. 555].

Third, information asymmetry has grown over the decades as automated trading
replaced humans. In the 1960’s, it was common to experience delay and error due to
ticker tape issues. The solution - the computerized Market Data System (MDS) - had
different outcomes. Whilst increased availability benefited the investor, the NYSE used
the tool to increase surveillance on staff efficacy. Kennedy [27, p. 890] commented,
‘computerized finance and electronic telecommunications reproduce material politics
of access and social asymmetries of information’. Today, algorithmic traders (HFT),
need advanced systems to gain advantage over competition, locating their systems at an
exchange, utilizing the latest located solid-state technology. Timeliness is important. In
2010, spread networks reduced the round-trip time between Chicago and New York by
2.6 µs, with customers paying ten times more for the service [28]. Such strategies focus
on capturing price differences on economically identical assets [18].
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3 Automation of the US Financial market: Data and Analysis

The regulation of US financial markets developed from the statutes introduced by
Congress, following the disruptive 1929 Wall Street crash. The SEC was formed in
1934 with the mission of protecting investors, maintaining fair, orderly, and efficient
securities markets, and facilitating capital formation. Before its creation, two major acts
were introduced: The Securities Act of 1933 (concerned with the distribution of new
securities) and the Securities Exchange Act of 1934 (SEA) (which paid attention to
trading securities, brokers and exchanges). The role of the SEC was to regulate the secu-
rities industry, using civil charges if necessary, on companies or individuals who broke
security laws. Additional acts were passed by congress, but the growth of the market
was slow due to the Great Depression and then World War II. Created several decades
later in 1974, the Commodity Futures Trading Commission (CFTC) served as an inde-
pendent federal regulatory agency. The CFTC’s mandate was renewed and expanded
in 2000, with Congress passing the Commodity Futures Modernization Act, instructing
the SEC and the CFTC to develop a joint regulatory regime for single-stock futures to
start trading in 2002.

Four stages reveal changing regulatory policies and practices. Each phase marks
an inflection point by which distinctive technological change impacts regulatory deci-
sion making and mandatory outcomes. The regulatory mix incorporates ex-ante and
ex-post responses to complex market structural changes and fragmentation, the impact
of financial technologies in the form of software products and services that shape trad-
ing practices, and how information is created, accessed and manipulated by financial
intermediaries.

3.1 Stage 1: 1960–1974

This period witnessed a fundamental change in financial trading as stock exchanges tran-
sitioned from almost no technological infrastructure and applications to the beginning
of a technological revolution. Following a two-year review of the securities industry, the
SEC released the Special Study of the Securities Markets in 1963 [29]. The document
was the first and only in-depth review of US financial markets, providing guidelines for
reforms planned over fifteen years. Financial firms hired traders on their past perfor-
mance. Most financial activity occurred on the NYSE, with open outcry trading integral
to the process [30]. Amendments to the securities act (1964) strengthened the SEC’s
ability to remove structural asymmetries on price between investors and the trading
floor [27].

Towards the mid-1970s, the Commodity Futures Trading Commission Act of 1974
proposed sweeping changes to the Commodity ExchangeAct (CEA) of 1936. The SEC’s
Chairman, declining jurisdiction over the commodity futures industry, led to the creation
of the CFTC. Its mission was ‘…to strengthen the regulation of futures trading, to bring
all agricultural and other commodities traded on exchanges under regulation, and for
other purposes’ [31, p. 1389]. From this point, two separate bodies regulated the US
financial market.
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3.2 Stage 2: 1975–1989

Amendments made in 1975 to the Securities Exchange Act had the objective of estab-
lishing a national market system (NMS). This stated that ‘The linking of all markets
for qualified securities through communication and data processing facilities will foster
efficiency, enhance competition, increase the information available to brokers, deal-
ers, and investors, facilitate the offsetting of investors’ orders, and contribute to best
execution of such orders’ [32, p. 112]. How this was achieved was not specified. The
NYSE proposed its Intermarket Trading System (ITS) connected to other exchanges via
the communications network provided by SIAC. Suggestions for a separate nationwide
trading facility to replace exchange floor activities was further proposed [33].

Automation increased the speed and volume at which transactions occurred. By
1987, two days trading on the NYSE was equivalent to the annual volumes for the year
of 1964. Recognizing the growing impact of technology to change financial markets,
the SEC issued its first Automated Review Policy (ARP) statement in 1989 [34]. This
offered voluntary guidelines on the best practices to mitigate system risks by assessing
vulnerabilities. To support this policy, the Office of Automation and International Mar-
kets (OAIM)was created to ensure the integrity of exchanges’ electronic data processing.
Independent bodies would carry out reviews, supported by the OAIM.

3.3 Stage 3: 1990–2005

This period saw a wholesale change in financial trading with the acceleration of infor-
mation technology influencing financial market structure and reshaping how regulators
engage with financial firms and intermediaries. Significant technological developments
occurred during this phase, notably the commercialization of the Internet in the mid-
1990s and day trading. Financial markets became further fragmented. Trading decisions
radically shifted from floor based to server based execution.

Rapidly advancing technological change spawned further risk mitigation guidance,
with the SEC issuing ARP II [35], again based on voluntary compliance. In 1998, the
SEC introduced Regulation Alternative Trading Systems (Reg ATS) [36]. Here, some of
the guidelines presented in ARP and ARP II became rules, again with the goal of allow-
ing ATS to compete with the traditional exchanges. By 2000, regulation contained in
the Commodity Futures Modernization Act [37] represented the most significant reform
to the CEA since the creation of the CFTC. Whilst it eliminated overlapping jurisdic-
tion between the SEC and the CFTC, excluded from regulatory oversight were OTC
derivatives executed on electronic platforms. Automated trading created new types of
instruments in a high-speed interconnectedmarket. A report by theUSGeneral Account-
ing Office (GAO) two years later [38] raised fears that the SEC was no longer able to
fulfil its mission. It claimed the SEC had not kept pace with the growth, complexity,
and international operation of the market it was regulating. In a later report GAO raised
concerns that despite earlier recommendations, the SEC had not imposed mandatory
rules on the market [39].
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3.4 Stage 4: 2005–2020

One of the most significant changes to US financial market architecture occurred when
Regulation National Market System (Reg. NMS) was introduced in 2005 [40]. The
underlyingphilosophyof theNMS is open competition betweenprivate agents to produce
a stronger and more resilient market than one using dictatorial mandates and aggressive
enforcement [41]. With increased market fragmentation, these rules intended to give the
investor optimal trading prices [42]. This required an increase in automation for a market
structure dominated by HFTs, leading to claims of unfair trading practices [20]. Driven
by technology, whoever had the best would win each order (at the best price) by using
the fastest tool. Speed was important, but so too was the strategy being run. Millions of
dollars could be spent each day on research to try and gain an edge over competitors.
The SEC did not anticipate any of these effects and responded by re-evaluating the
substantive content and efficacy of Reg. NMS rules [43].

Limited regulatory oversight, a consequence of financial innovation and technology,
characterizes the period leading up to the Global Recession of 2008, with the burgeoning
derivative market implicated in this seismic market event. Between October 2007 and
2008, over $8 trillion was lost on the US stock market [44]. These events implicated
financial software as a major contributory factor presenting regulators with even greater
risk oversight challenges. Automation not only fragmented financial markets, giving rise
to increased diversity of intermediaries, it also transitioned trading from the domain of
brokers and dealers to one dominated by quants and programmers. Technology created
new strategies, as HFT became driven by data. It was not just being able to farm and
process vast volumes of data – vast increases in trading activities were required just to
cover the increased costs of business (e.g. colocation, microwave towers).

4 Discussion and Conclusion

Regulators, by virtue of rational choice, make trade-offs between alternative choices
made explicit in their policy mandates, exemplified, for example, by choosing either
rules-based or principles-based regimes. Findings show, however, that constraints on
decision choices are much more complex in evolving regulatory and technological
landscapes.

Prior to the 2008 financial crisis, deregulation enabled freedom to develop new
financial products with reduced administrative controls to prevent financial failure [24].
The absence of regulation drives financial innovation and new products [45], for example
in derivatives [46]. One consequence of allowing firms to develop without regulatory
mandates meant a dilution of the controls needed to provide market integrity. No longer
was the regulator able to manage risk generated by self-interested parties.

We find that information asymmetry dilutes the effectivemonitoring of any regulated
asset. Trading firms obfuscate their actions, benefiting from strategies andmarket knowl-
edge which is never shared with the regulator. Arguing that this represents their com-
petitive strategy prevents any scrutinization. This clearly increases asymmetry, driven
by decisions embedded in code. Even if such information (code) was to be shared with
the regulator, the complexity of what is being done may be beyond their skill set. Strate-
gies are driven by statistical analysis (e.g., Bayesian probability) not just market events



298 J. Seddon

and ‘if-then’ code. Replacing humans with robotic trading has undermined traditional
methods of coordinating and controlling behavior [47].

Following the 2008 Great Recession, crypto-assets have evolved. Nakamoto’s paper
which spearheaded this phenomenon asserts, “What is needed is an electronic payment
system based on cryptographic proof instead of trust, allowing any two willing parties
to transact directly with each other without the need for a trusted third party” [48, p. 1].
An asset generated using cryptographic techniques falls into three broad types: virtual
(crypto) currencies; virtual coins (or tokens); and tokenized traditional equity and debt
securities. Definition is critical for regulatory interpretation, but turf wars exist about
which agency should be the lead federal regulator. The existing rules and controls are
applied when fraudulent activity occurs, but no control exists on how these private crypto
companies should operate. Deregulation has created multiple interpretations on what a
crypto product is and how it should be managed. Future research work will look at how
existing rules can be applied to those companies trading in the crypto markets as well
as the types of products that need to be defined and regulated. The crypto asset market
has created a process governments are, as yet, unable to control.

References

1. Peretz, P., Schroedel, J.R.: Financial regulation in the United States: lessons from history.
Public Adm. Rev. 69(4), 603–612 (2009)

2. Komai, A., Richardson, G.: A history of financial regulation in the United States from
the beginning until today: 1789–2011. Working Paper 17443. http://www.nber.org/papers/
w17443. Accessed 13 July 2023

3. Boyer, P.C., Kempf, H.: Regulatory arbitrage and the efficiency of banking regulation. J.
Financ. Intermediation 41 (2020). https://doi.org/10.1016/j.jfi.2017.09.002

4. Kaniadakis, A., Constantinides, P.: Innovating financial information infrastructures: the
transition of legacy assets to the securitization. J. Assoc. Inf. Syst. 15, 244–262 (2014)

5. Markus, L., Steinfield, C.W., Wigand, R.T., Minton, G.: Industry-wide IS standardization as
collective action: the case of the US residential mortgage industry. MIS Q. 30(special issue),
439–465 (2006)

6. Markus, L., Dutta, A., Steinfield, C.W., Wigand, R.T.: The computerization movement in
the US home mortgage industry. Automated underwriting from 1980–2004. In: Kraemer, K.,
Elliott, M. (eds.) Computerization Movements and Technology Diffusion: FromMainframes
to Ubiquitous Computing, pp. 115–144. Information Today, Medford

7. Carter, R.B., Strader, T.J., Nilakanta, S.: Online investment banking phase I: distribution via
the internet and its impact on IPO performance. J. Assoc. Inf. Syst. 1(1) (2000). Article 6

8. Zhang, X., Zhang, L.: How does the internet affect the financial market? An equilibrium
model of internet-facilitated feedback trading. MIS Q. 39(1), 17–38 (2015)

9. Gomber, P., Kauffman, R.J., Parker, C., Webber, B.W.: On the FinTech Revolution: interpret-
ing the forces of innovation, disruption, and transformation in financial services. J. Manag.
Inf. Syst. 35(1), 220–265 (2018)

10. Callon, M.: What does it mean to say that economics is performative? In: MacKenzie,
D., Muniesa, F., Siu, L. (eds.) Do Economists Make Markets? On the Performativity of
Economics, pp. 311–357. Princeton University Press, Princeton (2007)

11. Hasbrouck, J., Saar, G.: Low-latency trading. J. Financial Mark. 16, 646–679 (2013)
12. Menkveld, A.J., Zoican, M.A.: Need for speed? Exchange latency and liquidity. Rev. Financ.

Stud. 30, 1188–1228 (2017)

http://www.nber.org/papers/w17443
https://doi.org/10.1016/j.jfi.2017.09.002


How the US Financial Market Embraced Automation 299

13. Kauffman, R.J., Liu, J., Ma, D.: Innovations in financial IS and technology ecosystems: high
frequency trading systems in the equity market. Technol. Forecast. Soc. Change 99, 339–354
(2015)

14. Schwarcz, S.L.: Regulating complexity in financial markets, 87 WASH. U. L. REV. 211.
https://openscholarship.wustl.edu/law_lawreview/vol87/iss2/1. Accessed 13 July 2023

15. Williams, J.A.: Policing the Markets: Inside the Black Box of Securities Enforcement.
Routledge, New York (2012)

16. Kirilenko, A., Kyle, A.S., Samadi, M., Tuzun, T.: The flash crash: high-frequency trading in
an electronic market. J. Financ. 72(3), 967–998 (2017)

17. Gomber, P., Zimmermann, K.: Algorithmic Trading in Practice. The Oxford Handbook of
Computational Economics and Finance (2018). https://doi.org/10.1093/oxfordhb/978019984
4371.013.12

18. Claessens, S.: Fragmentation in global financial markets: good or bad for financial stability?
BIS Work. Papers 815. https://www.bis.org/publ/work815.pdf. Accessed 13 July 2023

19. Arthur, B.W., Durlauf, S.N., LaneD.A.: The Economy as aComplex Evolving Systemvolume
II, The Santa Fe Institute, pp. 3–14 (1997)

20. Bodek, H., Dolgopolov, S.: The Market Structure Crisis. Decimus capital markets LLC.
Haimbodek.com (2015)

21. O’Hara, M.: High frequency market microstructure. J. Financ. Econ. 116(2), 257–270 (2015)
22. O’Hara, M., Ye, M.:+ Is market fragmentation harming market quality? J. Financ. Econ.

100(3), 459–474 (2011)
23. Hendershott, T., Riordan, R.: Algorithmic trading and the market for liquidity. J. Financ.

Quant. Anal. 48(4), 1001–1024 (2013)
24. Financial Crisis Inquiry Commission. http://fcic-static.law.stanford.edu/cdn_media/fcic-rep

orts/fcic_final_report_full.pdf. Accessed 13 July 2023
25. Bansal, A., Kauffmann, R.J., Mark, R.M., Peters, E.: Financial risk and financial risk

management (RMT). Issues Adv. Inf. Manage. 24(5), 267–281 (1993)
26. Bamberger, K.: Technologies of compliance: risk and regulation in a digital age. Texas Law

Rev. 88(669) (2010). US Berkeley Public Law Research Paper No. 1463727
27. Kennedy, D.: The machine in the market: computers and the infrastructure of price at the New

York Stock Exchange, 1965–1975. Soc. Stud. Sci. 47(6), 888–917 (2017)
28. Jay, J.A.: Low signal latency in optical fiber networks. In: Proceedings of the 60th IWCS

Conference, pp. 429–437 (2011)
29. U.S. Government Information (GPO): Report of Special Study of Securities Markets of the

Securities and Exchange Commission Part 1. 88th Congress, Ist Session - House Document
No. 95, Pt. 1 (1963). http://3197d6d14b5f19f2f4405e13d29c4c016cf96cbbfd197c579b45.
r81.cf1.rackcdn.com/collection/papers/1960/1963_SSMkt_Chapter_01_1.pdf. Accessed 13
July 2023

30. Bradford, P.G., Miranti, P.J.: Technology and learning: automating odd-lot trading at the New
York Stock Exchange, 1958–1976. Technol. Cult. 55(4), 850–879 (2014)

31. U.S. Government Information (GPO): Title I – Commodity Futures Trading Commis-
sion, pp. 1389–1416, 23 October. https://www.govinfo.gov/content/pkg/STATUTE88/pdf/
STATUTE-88-Pg1389.pdf. Accessed 13 July 2023

32. U.S. Government Information (GPO): An Act. Public Law 94-29 94th Congress
June 4. https://www.govinfo.gov/content/pkg/STATUTE-89/pdf/STATUTE-89-Pg97.pdf#
page=1. Accessed 13 July 2023

33. Mendelson, M., Peake, J.W.: The ABCs of trading on a national market system. Financ. Anal.
J. 35, 31–42 (1979)

34. SEC: Policy Statement: Automated Systems of Self-Regulatory Organizations, 16 November.
https://www.sec.gov/divisions/marketreg/arp-i.htm. Accessed 13 July 2023

https://openscholarship.wustl.edu/law_lawreview/vol87/iss2/1
https://doi.org/10.1093/oxfordhb/9780199844371.013.12
https://www.bis.org/publ/work815.pdf
http://fcic-static.law.stanford.edu/cdn_media/fcic-reports/fcic_final_report_full.pdf
http://3197d6d14b5f19f2f4405e13d29c4c016cf96cbbfd197c579b45.r81.cf1.rackcdn.com/collection/papers/1960/1963_SSMkt_Chapter_01_1.pdf
https://www.govinfo.gov/content/pkg/STATUTE88/pdf/STATUTE-88-Pg1389.pdf
https://www.govinfo.gov/content/pkg/STATUTE-89/pdf/STATUTE-89-Pg97.pdf#page=1
https://www.sec.gov/divisions/marketreg/arp-i.htm


300 J. Seddon

35. SEC: Policy Statement: Automated Systems of Self-Regulatory Organizations (II), 9 May.
https://www.sec.gov/divisions/marketreg/arp-ii.htm. Accessed 13 July 2023

36. SEC: Regulation of Exchanges and Alternative Trading Systems. Release No. 34-40760; File
No. S7-12-98, 8 December. https://www.sec.gov/rules/final/34-40760.txt. Accessed 13 July
2023

37. CFTC: 2697—THE COMMODITY FUTURES MODERNIZATION ACT OF 2000,
21 June. https://www.govinfo.gov/content/pkg/CHRG-106shrg70514/pdf/CHRG106shrg7
0514.pdf. Accessed 13 July 2023

38. GAO: SEC OPERATIONS Increased Workload Creates Challenges. https://www.gao.gov/
assets/240/233927.pdf. Accessed 13 July 2023

39. GAO: FINANCIAL MARKET PREPAREDNESS Improvements Made, but More Action
Needed to Prepare for Wide-Scale Disasters September. https://www.gao.gov/assets/250/244
261.pdf. Accessed 13 July 2023

40. SEC: Regulation NMS. Release No. 34-51808; File No. S7-10-04, 9 June. https://www.sec.
gov/rules/final/34-51808.pdf. Accessed 13 July 2023

41. Sokol, N.E.: High frequency litigation: sec responses to high frequency trading as a case
study in misplaced regulatory priorities. Colum. Sci. Technol. Law Rev. 17(Spring), 402–469
(2016)

42. Stoll, H.R.: Electronic trading in stock markets. J. Econ. Perspect. 20(1), 153–174 (2006)
43. SEC: Concept Release on Equity Market Structure; Proposed Rule. 17 CFR Part 242. https://

www.sec.gov/rules/concept/2010/34-61358fr.pdf. Accessed 13 July 2023
44. Brunnermeier, M.K.: Deciphering the liquidity and credit crunch 2007–2008. J. Econ.

Perspect. 23(1), 77–100 (2009)
45. Haverman, H.A.: Follow the leader: mimetic isomorphism and entry into new markets. Adm.

Sci. Q. 38(4), 593–627 (1993)
46. Funk, R.J., Hirschmann, D.: Derivatives and deregulation: financial innovation and the demise

of glass-steagall. Adm. Sci. Q. 59, 669–704 (2014)
47. Dalko, V., Wang, M.H.: High-frequency trading: order-based Innovation or Manipulation? J.

Bank. Regul. 21, 289–298 (2020)
48. Nakamoto, S.: Bitcoin: A Peer-to-Peer Electronic Cash System (2008). https://www.ussc.gov/

sites/default/files/pdf/training/annual-national-training-seminar/2018/Emerging_Tech_Bitc
oin_Crypto.pdf. Accessed 27 Apr 2022

https://www.sec.gov/divisions/marketreg/arp-ii.htm
https://www.sec.gov/rules/final/34-40760.txt
https://www.govinfo.gov/content/pkg/CHRG-106shrg70514/pdf/CHRG106shrg70514.pdf
https://www.gao.gov/assets/240/233927.pdf
https://www.gao.gov/assets/250/244261.pdf
https://www.sec.gov/rules/final/34-51808.pdf
https://www.sec.gov/rules/concept/2010/34-61358fr.pdf
https://www.ussc.gov/sites/default/files/pdf/training/annual-national-training-seminar/2018/Emerging_Tech_Bitcoin_Crypto.pdf


Discovering the Journey to Success
of Research Productised Startups

M Srinath Nair(B) , Ramesh Loganathan, and Nimmi Rangaswamy

IIIT Hyderabad, Gachibowli, Hyderabad, India
srinath.nair@research.iiit.ac.in,

{ramesh.loganathan,nimmi.rangaswamy}@iiit.ac.in
https://www.iiit.ac.in

Abstract. Research productisation is a critical process that aims to
transform innovative research outcomes into marketable products or ser-
vices, bridging the gap between academia and commercialization. This
study focuses on tracing the journey of four research-based startups and
identifying the factors contributing to their success. Drawing on litera-
ture review and collaboration with the Technology Transfer Office (TTO)
of IIIT Hyderabad, several hypotheses are formulated, including the
impact of founders’ educational background, the reputation of the educa-
tional institute, the co-founding team’s network and experience, sources
of support received, market understanding, and the involvement of stake-
holders. Through interviews with startups, primary data is gathered and
carefully analyzed, leading to interesting observations. Thirteen factors
contributing to the success of research-based startups are identified, cate-
gorized into TTO and enabler support, Technology and Product, Market
Validation, and Founder’s Background. Additionally, the study highlights
the role of different stakeholders in the startup ecosystem and identifies
distinct phases in the research productisation journey. While these phases
may not always be sequential or present in every startup, they provide
valuable insights into the overall process. This research provides valu-
able knowledge for promoting innovation, entrepreneurship, and knowl-
edge transfer from academia to industry, ultimately fostering successful
research productisation.

Keywords: Research Productisation · Entrepreneurship · Technology
Transfer · Startups

1 Introduction

The goal of research productisation is to bridge the gap between research and
commercialization, by taking an innovative idea or technology from the lab and
turning it into a viable product or service that can be released and use in the real
world [3]. Google, one of the most successful companies to ever exist is an exam-
ple of a very successful research productisation. The co-founders Sergey Brin and
Larry Page met at Stanford University where they worked on a search algorithm
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that eventually went on to become Google [2]. The work done by OpenAI includ-
ing the Generative Pretrained Transformers (GPTs) [14] and image generation
tools like DALLE [15] that have been driving the excitement around Artificial
Intelligence (AI) in present times are testaments of why research productisation
is important and exciting.

Research productisation is both a technical and a social capital fostering
innovation, promoting entrepreneurship, and enabling knowledge transfer from
academia to industry. In this study we attempt to trace and understand the
journey of four productisations from laboratories initiating the beginnings of
research to the launch of a product . A company is formed around product
research once there is product validation from customers deeming the product
to hit the market and generate revenue. Once formed, our study identifies factors
that contribute to the success of these commercial entities.

1.1 Hypothesis

Based on initial literature study and through our interaction with the Technology
Transfer Office (TTO) of IIIT Hyderabad, we formulate a hypothesis and narrow
down to the following factors. One of our main foci is on the stake holders of
productising companies such as the co-founding team, enabler support, research
standing of the educational institute among others. Our hypothesis includes,

– The founder’s educational background will have an impact on the producti-
sation journey

– The reputation of the educational institute and technology standing of the
institute needs to be good in order to engage in a successful research produc-
tisation process

– The network of the co-founding team matters
– The experience of the founders in running a startup or a business, the cor-

porate experience of the founders contribute to the success of research based
startups

– The sources of support received will have an impact on success
– The cofounding team needs to have domain knowledge in order to run a

research productised startup
– Market understanding contributes to success
– The number of programs the startup has been a part of matters
– The co-founder’s involvement in the research and the support the team

receives from these labs post productisation will contribute to success.

As part of the study, we interviewed 3 research-based startups from IIIT
Hyderabad and the Technology Transfer Office for information on a fourth
startup while also being able to discover the process behind research produc-
tisation from an enabler’s point of view. The motive was to understand the
journey of research productisation and what is it that makes certain startups
run successfully.

We were able to come up with a good amount of primary data which through
careful analysis, we were able to make some interesting observations, both from
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the perspective of tracing the journey of these startups and in order to under-
stand what contributes to the success of these startups. From the observations
we made through the study, we were able to come up with 13 factors that con-
tribute to the success of research-based startups. The factors were organized into
4 categories including TTO and other enabler support, Technology and Product,
Market Validation, and Founder’s Background. We were also able to highlight
the ways in which different stakeholders of the startup ecosystem could con-
tribute to the success of research productisation. The observations made also
pointed out to the fact that the entire journey of research productisation can be
divided into different phases. These phases have been identified and labelled for
each startup that we interviewed. Interestingly, we saw that these phases need
not always be sequential in nature, or the phases need not appear in every sin-
gle research based startup. But it is very likely that a majority of these phases
identified will appear in any research productisation journey.

2 Background Study

2.1 Literature Study

Current State of Research. There has been considerable attention on the
commercialisation of science since the Bayh-Dole Act of 1980 in the United
States. The act allowed contractors to take ownership in inventions that arise
out of Federal Government funded institutions [4,8]. Research productisation
falls under the same concept of commercialisation of science. While there have
been works on technology transfer process and academic entrepreneurship from
a developing country’s perspective [5], our research is targetted particularly at
the state of research productisation in India.

Indian universities have not traditionally worked on research with an aim of
commercialisation. The approach was with a mindset focused on solving a prob-
lem that looks interesting. There is minimal research on this subject as well. But
given the government’s push in the field of technology transfer from academia
to the industry, there has been some focus on trying to understand the process.
The focus has been on understanding the awareness of patenting practices and
technology productisation in the academic community of India, comprehending
productisation strategies and understanding the barriers in academia-industry
technology transfer [1]. It goes without saying although that technology trans-
fer through formation of commercial ventures is something that still remains
unprecedentedly unexplored, especially given the Indian government’s policies
pointing towards their ambitions in developing the startup ecosystem of the
country.

The structures and institutions that support startups and productisation
efforts remain the same across countries. That is, enablers including Technology
Transfer Office (TTOs) and educational institutions, incubators, accelerators,
funding firms like VCs, angel investment groups, etc. are essential and con-
tribute to the success of entrepreneurial ventures [12]. A quick look was done
into understanding how the bodies within the startup ecosystem that constitute
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as enablers, with a special focus on TTOs, measure their own success. The inter-
nal structures and the business models adopted by these bodies inadvertently
impact the success of these bodies and the success that these bodies create in
startups or products that they support. The offices that run for profit turned
out to be better in terms of output when compared to not for profit TTOs [13].

Some effort has been put into understanding the journey of a scientific inno-
vation being commercialised, right from the research to the formation of the
product [9,10,16]. An example that is seen is that of a neuromodular device, the
market demand and size, licensing, spin offs and funding opportunities made
available to the original technology and spin offs that have later taken off [9].
These works provide a first person look into how managing a venture feels like
in actual.

From the TTO’s perspective, entrepreneurial success is defined in a com-
pletely different way. The structure and competency of the TTOs in educational
institutions are vital for influencing success of startups that come out of produc-
tising research in these institutions [7]. The funds directed from the institution
or government bodies help these enablers tackle problems for startups in a much
efficient way by letting them serve startups with a backing of good infrastructure
and mentorship support.

One thing to be noted here is that this work describes what happens in a
start-up ecosystem of a developed country with good financial resources to back
start-ups. The case with developing countries like India might be entirely differ-
ent and worth exploring and documenting. From the work that has been done,
what we see is that there are a few studies done on the role of TTOs in start-up
success and so forth. But there is a lack of effort made to understand what defines
success for research productized start-ups. Most research fail to talk about how
success can be measured and what contribute to the success of startups that
come out of research productisation. Also, there are non-physical parameters
like leadership style, network of the founders and professional support that these
founders have sought which aren’t being discussed here but contribute effectively
to startup success. Besides these, the research that is currently done does not
differentiate research productization from regular entrepreneurship. There is a
need to study and publish a methodology of research productization that would
increase the probability of success while productizing research. That is basically
creating a scientific framework for research productization.

2.2 Background Work with IIIT Hyderabad

IIIT Hyderabad has had several years of efforts to actively create products
from research. At the Product Labs in the Technology Transfer Office and
the DeepTech Incubator that comes under the Centre for Innovation and
Entrepreneurship, IIIT Hyderabad (CIE or CIE-IIITH). CIE is the largest and
one of the oldest academic incubators in India with an experience of incubating
and supporting startups from 2008.

From its 14 years of experience guiding and supporting startups, CIE and
IIIT Hyderabad have come up with a "Three-way-cocreation model", where they
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have identified three pillars of innovation - Startups, Industry and Academia. The
Industry determines the use cases, Academia does the research to build solutions
and Startups innovate and make products out of the research to serve the use
cases defined by the industry. Picking on their experience, the following are the
factors that IIIT Hyderabad has identified which contributes to the success of
research-based startups:

– Team Composition: It is essential to have 3 important figures, one co-founder
who can take care of the core technology, one co-founder who can engineer
the product, and one co-founder who can handle the business.

– Tech differentiator: There needs to be a core technology that can’t be repli-
cated and has a strong quality to attract customers to it.

– Support Received: It is important that startups, in their nascaent stage get
sufficient support from the TTO, incubator in the form of availability of grants
and seed fundings, Infrastructural support, office space, etc. Other support
like CA, Legal, Finance, Banking, are also equally important.

– Market and domain exposure: It is important to understand the technology
for startups. But if the founders are unaware of the problems faced by the
domain where their customers lie then it is of no use. Founders must know how
to apply their solution to the domain that they are targeting and understand
how to ease the pain points for them.

– Access to customers and access to end-users: Support in terms of routing
startups to customers. It is also important for these customers to stick with
the startups.

– Continuous innovation post building the startup: Startups coming out of a
laboratory initially had several brains working and thinking over how to make
the product better. Once it gets converted to a product and moves out of the
laboratory setting, it is difficult to apply the same level of upgradation to the
product. This makes innovation important just so that the product remains
relevant.

– Culture within the team: Most of the fouders are first-time founders who do
not know much about handling people. It is important to build a good culture
within the team to ensure success.

– Other ethical aspects: Inexperience comes with a tendency to take risks.
Unawareness of rules and regulations surrounding money, technology proves
to be factors that kill startups right before they take off.

3 Experimentation: Interviews as Case Study
for Understanding the Journey of Research
Productisation

The research methodology involved documenting case studies of startups. The
mode of doing this was through first hand interviews. Interviews were chosen as
the preferred method of investigation because they allow in-depth exploration
while allowing the flexibility to extract contextual information since the inter-
viewees are answering questions based on their real life experiences. The journey
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was traced and specific observations were made on the stages of the journey and
the actions that entrepreneurs take in order to drive the startups to success.

3.1 Case Studies

The candidates for the interview were selected based on their profile and how
they have contributed to the creation and development of the startups. The
candidates were selected across several stakeholders including startup founders,
researchers and Technology Transfer Offices.

Dr. Manish Srivastava - Subtle AI. Dr. Manish is the co-founder of Subtle
AI, a startup focused on retrieving information from documents with a chatbot
interface. He is also a professor and a researcher with an interest in Natural
Language Processing (NLP). The CEO of the company, Mr. Vishnu Ramesh was
an intern working on the project that eventually became Subtle AI’s product.
The commercial viability of the product had become apparent after Dr. Manish’s
discussion with the CTO of an important pharmaceutical company in helping
them speed up the process of filtering complaints about their products from the
internet. The solution was able to reduce the human efforts by 80% which led to
the CTO calling it a solution they would pay for to use. The current CEO started
talking to customers to understand further requirements of potential clients and
the product was rolled out.

Prof. Prakash Yalla - Technology Transfer Office, IIIT Hyderabad.
Prof. Prakash Yalla heads the Technology Transfer Office (TTO) at IIIT Hyder-
abad. He has overseen multiple research productisation. The importance of TTO
in the research productisation process comes from the fact that TTOs are means
of educating the students about scientific entrepreneurship. With the success of
these offices being directly attributed to the outcome of entrepreneurial ventures
from these, this could prove to be an effective mechanism to invoke interest in
this domain among the student community of an institution [11].

At IIIT Hyderabad, the TTO has a catalogue that lists out research happen-
ing at IIIT Hyderabad for the industry to take interest in. Other than doing a
matchmaking between academia and the industry, the TTO is also responsible
for doing market research on whether or not the research is worth productisation
and possible use cases of research. One of the productisation he oversaw, Match-
day AI was the core subject of this discussion. The company works on sports ana-
lytics with Star Sports, a television channel headquartered in India and owned
by the Walt Disney Company. The company gained a lot of attention through
news articles and eventually with Mr. Pullela Gopichand, the Chief National
Coach for the Indian national badminton team, joining in as a co-founder of the
company.
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Pawan Reddy - NeuralSync. NeuralSync is home to the product Wav2Lip,
a technology that helps make lip synced videos for several languages. The tech-
nology gained traction through connections and licensing requests they received
through LinkedIn. Between Auguest 2021 and January 2022, the co-founders
of Neuralsync spoke to 100 customers and made close to $75,000 in revenue.
The validation for the technology eventually lead to the birth of the company
Neuralsync.

Rajat Aggarwal - DreamVu. Rajat Jain is the founder of DreamVu, a startup
that makes products in the domain of omnidirectional 3D vision systems. The
first product of the company was a portable 360-degree camera. The research was
published at the Proceedings of the IEEE Conference on Computer Vision and
Pattern Recognition (CVPR) 2016. They used the camera for XR use cases which
made them incorporate the company in the United States where the market
seemed more ready for XR technologies. Eventually, as they realised that the
solution that they have taken up does not have a market to cater to, which made
them pivot to a different use case. They moved on to building depth perceiving
eyes for robots which sowed the seeds to the company that they are presently.

4 Findings of the Study

The case studies were analysed to understand what contributes to a successful
startup where the core product came out of research. An attempt was made to
understand what are the key activities undertaken by these founders and stake-
holders to drive their startup towards growth. These findings have been grouped
under 4 categories including Technology and Product, Market Validation and
the Founder’s Background. These have been discussed in detail in the following
sections.

4.1 Factors that Contribute to the Success of Research Based
Startups

The following are the success factors that were identified through the interviews
and case study that was done. Following is the list grouped under 4 categories:

TTO and Enabler Support Is Important

The right stakeholders need to identify productisable research The TTO and
those enabling research productisation need to identify specific sub domain use
cases in broad research fields and do a matchmaking with the industry.

Identifying the right market use cases for research sub domains Enablers of
research productisation need to understand what industry needs and map it
back to academia.
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Support from the TTO or Incubator to build a quick demo able prototype There
must be an active support to build a prototype of the product that can be used
by the startup team to demo in front of prospective customers.

Strong Technology and Product Attracts Customers and Success

The ability of the system to reduce human efforts is important while thinking
about building a product Subtl AI’s product was able to reduce human effort
by 85% which attracted the customer that they first spoke with. This was the
pivotal moment when they realized that the research could make a good product.

Publication in reputed conferences/journals gives a validation that the tech is
interesting and powerful Reputed conferences show that the technology is strong
or unique enough. It does not guarantee that it would make a product that would
be loved by customers though.

Market Validation Is Key to Building a Successful Venture

Customer validation and iterating over the product based on the feedback received
It is important to understand what the customer needs and how the product can
be designed to satisfy that.

Building a relation with the customer Having a relation with customers prior to
productisation would help in piloting the product and acquiring paid customers.

Having users who pay for the technology is the most important form of valida-
tion Neuralsync had people paying for the product even before they formed the
company. That shows that the technology is worth making a product out of.

Getting people to talk about the technology through proper visibility It is impor-
tant to make sure that people know about the technology and create an excite-
ment about the same. It is easier talking to customers who are familiar with
your tech already. The visibility should ideally happen from the research stage.

Validation from industry experts or individuals who are renowned in the domain
that your product lies Matchday AI for instance got Pullela Gopichand as a co-
founder. Gopichand’s reputation would go a long way in adding credibility to
the startup.

Lack of a clear leader in the market the product is placed in The lack of a clear
leader in the market makes it easier to capture market and lesser resources to
climb up the ladder.
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Background of the Founders Matter

Having a Co-Founders with a good domain expertise and complementary skills
is important Domain expertise makes it easier to navigate through the product
making process and to deal with customers. If there is an absence of such a
person in the team, it is important to gain this experience as soon as possible.

Serial entrepreneurs add value to the team Serial entrepreneurs who have worked
with stakeholders add credibility when they return to the same people/organizat-
ions which makes it important to have such people in the co-founding team.

The above factors were identified through the interview process. These are
made from observations made in the interviews and also by observing the change
in status of each of these startups post these critical moments.

5 Discussion

The previous section identifies the factors that contribute to why a startup that
arise out of research would become successful. Here, we discuss certain variables
outside these that enable startups. Careful observations have also been made on
the startup journey which have been discussed in this section.

5.1 Supporting Productisation Better - Role of Stakeholders

The current support received by research productised startups is the same as
that of a regular startup. This is not ideal for these startups that may not have
a traditional market. There is a need to communicate their work better to the
intended audience.

The institutions that work towards supporting research productisation are
also limited. There are Government supported institutes including the Indian
Institute of Technology (IITs), the Indian Institute of Information Technology
or privately funded International Institute of Information Technology (IIITs)
that support research productisation efforts in India. Let us look at the role of
the stakeholders in detail.

Researchers. The role of researchers is primarily to produce core technology
for people to consume. It is the efforts made by these individuals that eventually
become products through research productisation. A collaboration with industry
is necessary to understand what part of research can help ease pain points of
potential customers.

Technology Transfer Offices (TTOs). The TTOs are responsible for iden-
tifying use cases from the industry and doing a matchmaking between industry
and research. The lack of experience of researchers in understanding markets can
be filled by these bodies. Cold calls to understand what problems technology can
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solve for the industry can go a long way. The ideas or use cases that they receive
from these calls need to be documented to understand what kind of technology
is shown value by the market.

TTOs are responsible for cataloguing of technology based on the domain of
research that happens at the research institute. This public document becomes
a handbook for entrepreneurs who wish to take up interesting use cases to
productise. TTOs can also support in creating demo able prototypes for these
entrepreneurs. TTOs also play a key role in helping get IP protection support
for the technology that these startups end up productising.

Incubators. The incubators are regular enabler bodies whose activities are
independent of whether or not the startup is from research to a large extent.
Incubators are supposed to help setup these commercial entities with support
ranging from registration of the company to getting them mentorship support for
go-to-market (GTM) strategies and start making revenue. These organisations
are expected to handhold the startups in their initial phases.

Entrepreneurs. Entrepreneurs play a key role in research productisation by
taking action. They identify interesting technology and make successful busi-
nesses out of them. Once the startups are formed, they are supposed to play
the key role of connecting the dots to bring in revenue and raise funding and
investments when necessary.

5.2 Framework - Phases in the Journey of Research Productisation

Every research productised startup are seen to have gone through most of the
phases that have been listed out in the following subsection.

What Are the Phases?

– Identifying of pain points in the industry that can be addressed by the broad
research problem.

– Identifying the specific solution within a broad research problem that can be
applied to solve the pain point.

– Verbal validation from potential customers. This could be through an increase
in the number of unpaid users for the technology as well.

– Identifying the right product and getting a demo able product built.
– On-boarding entrepreneurs who can run the company
– Paid customers start getting on-boarded
– Company is formed with a proper structure

Why Are the Phases Not Serial in Nature? Every startup has their own
journey and are unique in how they achieve milestones. For instance, some have
had paid users prior to the formation of the company, some have verbal validation
and look for paid users post formation of the company.
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5.3 Phases of Product in “Land” in Research Productisation

There are two such phases as follows:

– Product is made and there are users for the product. Could be paid or unpaid.
– Company is formed and users now become customers.

Why Are These Phases Different? Like mentioned earlier, research is mostly
not done with an aim to productise it. Researchers usually look at interesting
problems and try to solve them from an academic point of view. When solutions
exist, people use them either by paying to the researchers or without paying
when the technology is made available for open use. Now, when the company
gets incorporated, these individuals become users or customers to the company
based on whether or not they are paying. And when startups are formed, they
define a revenue model for the use of the technology and payment is sought from
customers accordingly.

6 Conclusion

In conclusion, research productisation is pivotal in bridging the research-commer-
cialization gap, allowing innovative ideas to transform into real-world products.
This study identifies critical success factors for research-based startups, includ-
ing founders’ education, institute reputation, team experience, support sources,
market understanding, and stakeholder involvement. Through interviews and
investment thesis analysis, we unearthed thirteen key factors grouped into TTO
and enabler support, Technology and Product, Market Validation, and Founder’s
Background categories. These factors shed light on the core elements driving
research productisation success.

Furthermore, our research underscores the vital role played by stakeholders
in the startup ecosystem, emphasizing academia-industry collaboration, innova-
tion, entrepreneurship promotion, and knowledge transfer facilitation. Distinct,
but non-linear, phases emerged in the research productisation journey, serving
as reference points for understanding the process, challenges, and opportunities.

In sum, this research enriches the understanding of research productisation,
benefiting researchers, entrepreneurs, and policymakers. By grasping these suc-
cess factors, stakeholders can refine strategies and support structures, fostering
an ecosystem that encourages innovation and research translation into impactful
products and services.
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Abstract. Non-fungible token (NFT) trading has gained prominence; hence,
determining whether people are interested in investing in NFTs is critical. The
current study expands on the theory of trying by considering two significant ele-
ments when discussing adopting new technology in emerging economies: general
self-confidence and cynicism. Primary data was collected from 281 respondents
who had experience exploring NFT marketplaces. Structural equation modeling
was applied to analyze data collected through structured questionnaires. The find-
ings reveal that NFT investments are determined by trying attitude toward NFTs,
which in turn is determined by attitude toward success and attitude toward failure.
Both attitudes are significantly influenced by general self-confidence and cyni-
cism. However, the attitude towards the process was found to be insignificant.
The study can significantly contribute to investment strategies, providing essen-
tial guidelines to facilitate NFT exchange and allowing investors to diversify their
portfolios.

Keywords: Trying theory · Non-fungible tokens · self-confidence · cynicism ·
NFT investment · attitude

1 Introduction

Web 3.0 and extended reality technologies have opened the path for introducing the
Metaverse. This multiverse platform has resulted in a new era of online shopping, digital
investments, entertainment content creation, and content consumption (Marr 2021). In
the Metaverse, a shared virtual environment, users can interact with one another and
digital objects naturally (Mahmoud 2023). NFTs (non-fungible tokens) are essential
in the Metaverse because they give a mechanism to represent distinctive digital goods
like in-game items, collectibles, virtual real estate, art, and music. NFTs (non-fungible
tokens) are unique cryptographic tokens that can only be found on blockchains and
cannot be replicated. These tangible assets can be “tokenized,” which increases trade
efficiency while reducing fraud risk (Belk et al. 2022).
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The inception of Non-Fungible Tokens (NFTs) may be traced back to the year 2014,
whenKevinMcCoy pioneered the design of the inauguralNFTnamed “Quantum” (Khan
et al. 2022). In the year 2017, global awareness regarding non-fungible tokens was estab-
lished with, a multitude of unique non-fungible token (NFT) collections emerging on
the Ethereum blockchain. At the same time, Ethereum network congestion caused by the
CryptoKitties collectionmade news. The origins of non-fungible tokensmade it possible
to envision the creation of brand-new, individually owned blockchain-based assets. As a
result, the advent of NFTs sparked fresh ideas that helped decentralize asset ownership.
Digital assets currently held onmultipleMetaverse platforms likeDecentraland, Roblox,
and SecondLife are not transferable.

With the easing of regulatory restrictions worldwide andmore support for the owner-
ship of virtual objects, the acceptance of NFT and cryptocurrencies may expand (Murray
2021). According to the available research, the NFT market is comparable to the cryp-
tocurrency market, and there are rumours that investor perceptions of future worth may
influence investments. People invest in NFT to make money and future investments, but
other studies show that people do it because they want to be immersed and think it is
fun. The effects of NFT on metaverse communities were investigated, and it was discov-
ered that consumer intention to utilize NFT is significantly influenced by psychological
aspects like self-efficacy (Ho and Song 2023).

Therefore, understanding self-confidence can help us understand how people with
different levels of self-assurance views interact with NFTs. Skepticism regarding the
worth and validity of NFTs is one way that cynicism can appear and not be explored
much. Because NFTs are a new and unproven asset class and because the market can
be very unpredictable, investors must determine whether to accept or reject NFT invest-
ments. Consumers consider both the success and failure of their choices. As a result of
their lack of knowledge of NFTs, many consumers may find it difficult to learn about
NFT investments. There needs to be more research on the connections between atti-
tude towards success, attitude towards failure, attitude towards process, social influence,
willingness to try, and investment. Therefore, this paper explores by means of “The
Theory of trying”, the effect of general self-confidence and cynicism in understanding
consumers’ investment trials in non-fungible tokens. The research objectives stated are:

• To develop a model to validate the factors impacting NFT trial investment decisions
• To examine the impact of the general self-confidence and cynicism on the trying

attitudes of NFT investments

2 Literature Review

Here, we explain the relevance of the proposed theory, develop a conceptual model, and
enumerate the research hypotheses.

2.1 Underpinning Theory

According to the literature, The Theory of Trying focuses on evaluating trying to act
(Bagozzi and Warsaw 1990). An attitude towards trying and an intention is restricted to
an “intention to try” in the theory of trying. Success, failure, and striving to achieve a goal



Try and Fail, But Never Fail to Try 315

are three separate goal-directed attitudes that correlate to three different outcomes that
influence the establishment of a goal intention.When pursuing a goal and accomplishing
it effectively or when pursuing a goal and failing to achieve it, an individual may create
different opinions. Similarly, a person may generate various assessments of the process
that achieves either goal.

According to Bagozzi et al. (1992), the try-theory theorizes attitude as a multifaceted
phenomenon. It assumes that three sub-components of attitudes—towards success, fail-
ure, and acquiringnewskills—relate to howpeople feel about adoptingnew technologies.
Previous studies have used theory in adoptingmobile banking technology (Chaouali et al.
2017) and information technology use (Ahuja and Thatcher 2005).

2.2 Conceptual Model and Hypothesis Development

Drawing from Subsect. 2.1, we propose the conceptual model in Fig. 1.

Fig. 1. The conceptual model for trying NFT investments

Agarwal et al. (2000) define general self-confidence as “a positive or negative attitude
towards a product/service, of non-users: those who have not yet experienced or tried
the product or the service.” According to the literature, general self-confidence fosters
risk-taking behaviour, learning behaviour, self-efficacy, and certainty, increasing the
attitude towards success and learning and decreasing failure. People with high levels
of overall self-assurance exhibit high self-esteem and improved self-image (Chuang
et al. 2013). Someone with solid self-confidence will undoubtedly be able to use new
technologies. Conversely, persons with low self-confidence will find it challenging to
make decisions, hesitate, worry, and believe they will fail. Such persons need more
assurance to intend to use cutting-edge equipment and technologies. Therefore, those
with high confidence levels will have a good outlook on success, a negative outlook on
failure, and a positive outlook on picking up new skills. Hence the hypotheses we stated
are, H1a. General self-confidence favorably influences the attitude toward success. H1b.
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General self-confidence adversely influences the attitude toward failure. H1c. General
self-confidence favorably influences the attitude toward learning the process.

According to Gerber (2019), cynicism is defined as “a lack of belief in the sincerity
or goodness of human motives” and can be expressed as anything from “distrustfulness,
doubt, to contemptuous and mocking disbelief.”. Cynicism significantly influences con-
sumers’ decisions to use or not utilise relatively new technology products or services
(Chylinski and Chu 2010). Research has also shown that when consumers are unfamil-
iar with new technology products or services, they are more likely to generalise their
unfavourable opinions about such items to survive.

Cynicism is the lack of faith in the sincerity of other people’s actions andmotivations
(Ketron 2016),which can positively influence one’s attitude towards failure but a negative
one towards achievement and learning. Therefore, skeptical consumers may perceive
new technological products/services and organizations as unreliable while casting doubt
on the organisations’ integrity. It has a beneficial effect on their attitude towards failure
but a negative effect on their attitude towards achievement and learning. Therefore,
we hypothesize that H2a. Cynicism adversely influences the attitude toward success.
H2b. Cynicism favorably influences the attitude toward failure. H2c. Cynicism favorably
influences the attitude toward learning the process.

Previous studies validated the impact of attitude on consumers’ intentions to use
(Hwang et al. 2021). Based on their attitudes towards success and learning to use technol-
ogy, customers aremore likely to develop a general attitude towards adopting technology
(Badrinarayanan et al. 2014). People who generate good achievement assessments likely
form a favourable overall view of adopting technology. However, individuals are more
likely to generate a negative opinion about the adoption when they take an optimistic
attitude toward failure (Davis et al. 1989). Additionally, individuals are more likely to
have a favourable opinion on adopting technology when they take a favourable attitude
towards learning to use it.

Social factors significantly influence users in the NFT Metaverse (Albayati et al.
2023). The social impact highlights a person’s perspective of the people they trust or
believe in, which influences how that person uses technology. The behaviours, motives,
beliefs, and levels of trust that other individuals exhibit are directly influenced by social
influence and the people we trust (Ramjan and Sangkaew 2022). Previous research
demonstrates a strong correlation between social behaviour and behaviour in users’
NFT Metaverse decision-making. According to this, social influence is a crucial factor
to consider while adopting blockchain-based technologies, the NFT, and the Metaverse
(Albayati et al. 2023). Therefore, we hypothesize that.

H3. Attitude towards success favorably influences the NFT trying attitude.
H4. Attitude towards failure adversely influences NFT trying attitude.
H5. Attitude towards learning to use NFT investment favorably influences the NFT

trying attitude.
H6. NFT’s trying attitude favorably influences the investment in NFTs.
H7: Social influence favorably influences the NFT trying attitude.
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3 Research Methodology

NFTs are unique digital assets gaining importance in the Digital world. It is crucial to
approach investments in NFTs cautiously and comprehend the pros and cons involved.
The study aims to analyze how the NFT trying attitude can lead to NFT investments
based on attitude towards success, failure, and the NFT learning process. Primary data
was collected using purposive sampling to ensure respondents had experience exploring
NFT marketplaces such as OpenSea, Rarible, SuperRare, and Foundation.

3.1 Measurement Scales

All constructs’ measuring items were adapted from earlier studies. Five items each for
general self-confidence (GSC) (Chaouali et al. 2017), Cynicism (CYN) (Chaouali et al.
2017), Three items each for Attitude toward success (ATS), Attitude toward process
(ATP), Attitude toward failure (ATF) and Attitude of trying (TRI) (Lin and Bautista
2017; Taylor et al. 2001;Moore and Benbasat 1991), four items each for Social influence
(SI) (Holt et al. 2010), and NFT investment (INVS) (Salim et al. 2022) were modified
to measure constructs on seven-point Likert scale. Customer sentiment measures, such
as adoption surveys measured on a 7-point scale are likely to give slightly higher mean
scores hence 7-point scale was used (Dawes 2008). Table 1 contains the respondents’
demographic data.

Table 1. Respondent profile

Profile Frequency Percentage (%)

Investor Gender Male 164 58%

Female 117 42%

Investor Age group 18–29 yrs 134 48%

30–39 yrs 82 29%

40–49 yrs 53 19%

50–59 yrs 2 1%

NFT marketplace experience Less than 1 year 182 65%

1 to 3 years 91 32%

More than 3 years 8 3%

Qualification High School 6 2%

Diploma 25 9%

Graduate 167 59%

Post Graduate 83 30%
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3.2 Sampling and Data Collection

The minimum sample size calculation was done using the G*Power tool (Faul et al.
2009). Six hundred people from India were selected by purposive sampling. The struc-
tured questionnaire was conducted online. A response rate of 46.33%was obtained from
309 replies, of which 281 were completed for further data analysis. The Smart PLS data
analysis tool was used to perform structural equation modeling.

4 Data analysis and Findings

Data analysis was undertaken to assess the extent and structural models (Hair et al.
2021). The inner variance inflation factor (VIF) values were below the cutoff value of 3
(Petter et al. 2007), which verified that common method bias was eliminated.

4.1 Measurement Model Evaluation

We begin by evaluating the essential construct reliability, convergent validity, and dis-
criminant validity (Hair et al. 2021). The evaluation of AVE value greater than 0.5,
Cronbach’s alpha, and composite reliability greater than 0.7 are in Table 2. Discrimi-
nant validity was assessed using the Fornell and Larker’s (1981) criteria. Table 2 shows
construct reliability and validity.

Table 2. Construct Reliability and Validity

Constructs ATF ATP ATS CYN GSC INVS SI TRI Cronbach’s
alpha

Composite
reliability

AVE

ATF 0.864 0.881 0.885 0.746

ATP 0.610 0.870 0.868 0.869 0.756

ATS 0.614 0.473 0.847 0.867 0.870 0.718

CYN 0.573 0.546 0.675 0.860 0.936 0.938 0.740

GSC 0.453 0.462 0.459 0.462 0.851 0.909 0.911 0.724

INVS 0.419 0.524 0.543 0.524 0.439 0.873 0.902 0.904 0.763

SI 0.553 0.303 0.512 0.503 0.642 0.577 0.796 0.859 0.867 0.634

TRI 0.670 0.623 0.602 0.623 0.345 0.611 0.527 0.852 0.866 0.881 0.726

4.2 Structural Model and Hypothesis Testing

Standardized path coefficients (β), significance level (t statistic), and R2 estimates were
used to assess the structural model (Hair et al. 2021). R-square adjusted values for
endogenous constructs were evaluated, explaining the variance of 45.1% for attitude
towards success, 56.8% for attitude towards failure, 37.8% for attitude towards process,
56.5% for attitude towards trying, and 61.5% for NFT investment. As shown in Table 3,
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all hypothesized relationships are evaluated. Using the blindfolding process, Q2 is a
criterion of the model’s predictive significance calculated to be significantly greater than
zero. As a result, the research approach has predictive relevance, and the findings can
be usefully interpreted.

Table 3. Hypothesis testing

Hypothesis Relationship Beta (β) T statistics P values Decisions

H1a GSC -> ATS 0.245 2.821 0.009 Accepted

H1b GSC -> ATF −0.171 4.102 0.000 Accepted

H1c GSC -> ATP 0.036 0.558 0.577 Rejected

H2a CYN -> ATS −0.201 5.868 0.000 Accepted

H2b CYN -> ATF 0.308 5.511 0.001 Accepted

H2c CYN -> ATP −0.147 0.865 0.062 Rejected

H3 ATS-> TRI 0.210 3.083 0.002 Accepted

H4 ATF -> TRI −0.283 3.789 0.000 Accepted

H5 ATP -> TRI 0.173 1.598 0.090 Rejected

H6 SI -> TRI 0.292 3.564 0.000 Accepted

H7 TRI -> INVS 0.496 8.020 0.000 Accepted

General self-confidence has significant positive influences on attitude toward success
and negative influences on attitude toward failure (β= 0.245, p< 0.01; β=−0.171, p<
0.001, respectively). However, general self-confidence was found insignificant toward
attitude towards the NFT process (β = 0.589, p > 0.05). As opposed to general self-
confidence, cynicism has a significant negative influence on attitude toward success and
a positive influence on attitude toward failure (β = − 0.201, p < 0.001, β = 0.308,
p < 0.01). Additionally, cynicism was found insignificant in attitude toward the NFT
process (β = −0.147, p > 0.05). Further, attitude toward success and attitude toward
failure have significant positive and negative impacts on trying attitude to invest in NFTs
(β = 0.210, p < 0.01; β = −0.283, p < 0.001, respectively). However, attitude towards
the process was found insignificant in trying attitude to invest in NFTs (β = 0.173, p
> 0.01). Also, social influence significantly impacts trying attitude to invest in NFTs
(β = 0.292, p < 0.001). Lastly, trying attitude to invest in NFTs significantly impacts
NFT investment behaviour (β = 0.496, p < 0.001). Therefore, it is more appropriate to
consider the concepts of general self-confidence and cynicism as antecedents of attitudes
toward success, failure, and the NFT process.

5 Discussion

Here, we discuss the results from a theoretical and practical standpoint. Due to internal
user characteristics and external environmental barriers, investing in emerging digital
assets like NFTs is regarded as risky behaviour in developing and emerging economies.
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As a result, it is decided that applying the theory of trying is more appropriate in this
situation. People in these nations frequently consider both the success and failure of their
decisions when deciding whether or not to invest in new financial products. Additionally,
many may need help learning about new investment products like NFTs due to their lack
of familiarity with new technologies. Therefore, it was interesting to note that as per
H1c, H2c, and H5, attitude toward the process was insignificant in our model test, as the
maturity levels of governance are still primitive to enable investors to make informed
investment decisions in NFTs.

According to Bagozzi et al. (1992), attitude can be broken down into the three sub-
attitudes that were studied in order to be better understood. Together, these three aspects
of attitude comprehensively explain why consumers adopt new technologies.

5.1 Theoretical Implication

First, applying the ‘theory of trying’ to an evolving domain of NFT investments is unique
and one of the first of its kind. In order to explain the appraisal processes underpinning the
conduct of risky behaviours like NFT investing, a multidimensional conceptualization
of attitude was verified (Bagozzi and Warsaw, 1990). The study proposed an innovative
theoretical model to examine if fundamental antecedents such as general self-confidence
and cynicismare influential in investors’ success, failure, andprocess attitudes to trial-run
the creation, purchase, and sale of NFTs. In addition, the theory of trying provides a lens
for examining the psychological and affective dimensions of NFT participation. Second,
with the core concept of “trying,” associatedwith pursuing aparticular outcome, the study
emerged with the underlying psychological factors that motivate involvement in NFTs.
Theoretical contributions pertaining to psychological aspects within the framework of
the Theory of Trying offer a holistic understanding of human motivation, intentionality,
and effort in new experiences such as NFT trial investments. Third, by contemplating the
psychological implications ofNFTparticipation, researchers can investigate the potential
positive and negative effects of trying to shape their actual investment decisions.

5.2 Practical Implication

First, general self-confidence is crucial in determining users’ attitudes towards success.
The current study finds that individuals’ self-confidence is a catalyst for shaping their
attitude toward success, which corroborates with the work by Chadwick et al. (2023).
The study finds that general self-confidence can negatively impact an individual’s atti-
tude toward facing failure. While self-confidence can be beneficial in some instances,
an excessive sense of self-confidence can hinder the learning and trying experience,
corroborating with Sundermeier and Kummer (2022). It is imperative for practitioners
who engage with individuals interested in the growing asset class of NFTs to acknowl-
edge the adverse influence that self-confidence can have on investing intentions. Prac-
titioners can mitigate the impact of overconfidence bias in the NFT market by imple-
menting educational initiatives, providing support systems, and employing behavioural
interventions.

Second, in the current study, respondents believe that cynicism significantly hinders
a person’s ability to achieve success. Practitioners, including mental health specialists,
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and financial consultants can facilitate individuals to cultivate a mindset that fosters
motivation and perseverance, enhancing their success probability and substantiating
the works of DeCoito and Briona (2023). From the current study, we understand that
respondents believe that they often anticipate the likelihood of a failure, which can
consciously prepare them to deal with it validating the works of Alicke and Strigel
(2020).

Third, interestingly, respondents believe that need not negatively impact their attitude
about learning a process. Skepticism can be gainful in the pursuit of new knowledge.
Hence, as Asikainen et al. (2022) recommended, a healthy measure of cynicism can
eventually improve the learning process. Given the unique and digital nature of NFTs,
respondents in our study believe that a positive attitude towards success can contribute
to the investment’s potential growth and profitability, verifying the works of Chalmers
et al. (2022) and Klein et al. (2023).

Fourth, according to the current study, NFT engagement can be negatively impacted
by an individual’s position on failure. The volatile nature of the NFT market can be
threatening.Hence, respondents believe that a negative attitudemay viewpotential losses
as a personal failure instead of learning opportunities, corroborating the earlier works by
Tunca et al. (2023). Therefore, without a robust regulatory and governance mechanism,
individuals may make uninformed or rash investment decisions based on unrealistic
expectations, verifying earlier works by Cappai (2023).

Fifth, the present study shows that social influence positively affected individuals’
willingness to attempt NFTs. Corroborating with the works of Hadi et al. (2023) and
Ramjan and Sangkaew (2022), social influence eventually plays a crucial role in moti-
vating individuals to approve theNFT space as an exciting investment avenue. Proactive-
ness enables investors to gain valuable insights and make prudent investment decisions,
validating the works of Safiullah and Paramati (2022).

6 Conclusion and Future Directions for Research

Goal-directed behaviour, not the intention to adopt, is the focus of the trying theory. The
effect of general self-confidence and cynicism on attitudes towards process, failure, and
success was tested in this research. The study’s shortcoming may be the respondents’
demographicmakeup.The results could be partially impacted by the respondents’ knowl-
edge of the NFT market and their high level of education, particularly in light of their
varied attitudes about investing in NFT. Future research can examine the role of cynicism
and overall self-confidence as moderators. Markets can be divided based on customer
cynicism and general self-confidence, which range from high to low.
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Abstract. Recommender Systems (RS) are computer-based tools that use Arti-
ficial Intelligence (AI) algorithms to make product or service recommendations
to users. A recommendation algorithm is usually applied to predict users’ tastes
and preferences based on their behavioral characteristics. RS has gained the atten-
tion of e-retailers and managers connected to e-business. This research aims to
provide a holistic and deep understanding of RS concerning its current progress
and future scope. Hence, the goal of the study is to review the various trends and
developments that have taken place in the field of RS in the last decade. Also, it
outlines the key future scope and its application in various domains. For this pur-
pose, a comprehensive and systematic literature review has been conducted using
recently developed Scientific Procedures and Rationales for Systematic Literature
Reviews (SPAR-4-SLR). A total of 60 journal articles and conference proceedings
published from 2010 to 2022 under top publishers have been selected. The extant
literature has been scrutinized and research gaps have been identified. Further-
more, this paper also envisions the future of RS, which may broaden the horizon
for new research directions in this field.

Keywords: recommender systems · e-commerce · consumer behaviour ·
systematic review

1 Introduction

The main aim of artificial intelligence (AI) is to advance and develop systems that have
intelligence similar to that of a human being that could be applied to a vast number of
fields (Dessì et al. 2019). AI has played a prominent role in the field of e-commerce and
one such advancement is called Recommender Systems (RS). An RS is an intelligent
computerized tool, which predicts and recommends items to the user as per their pref-
erence and taste from a vast pool of items available (Singh et al. 2021). AI algorithms,
usually associated with machine learning and computational intelligence have been used
in the development of these RS (Zhang et al. 2021). AI algorithms are used in RS to
supply users with better recommendations (Oumaima et al. 2020).

There is a major problem of overburdening data since the internet is filled with a
substantial amount of content related to products and services. One such AI algorithm
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called machine learning makes the work easier by making personalized suggestions of
items of interest or additional products to the user. Thus, bringing down the efforts of
reviewing each item recorded on the internet (Monti et al. 2021). These can be based on
multiple criteria, like purchase history, search history, demographic profile, ratings or
feedback and other factors (Adomavicius and Tuzhilin 2005; Adomavicius et al. 2013).
RS suggests the users with messages like “you may like, people who purchased this item
also purchased…etc.” (Lee andHosanagar 2021). It is extremely useful for sellers aswell
as targeted customers as it enhances the purchasing experience (Pu et al. 2011). The are
two entities associated with RS-users and items. Items are the products and their variants
available on the online marketplace. Users make the end-use of the product. RS provides
the items of interest to users based on numerical values called ratings (Adomavicius and
Tuzhilin 2005).

Recommender systems work based on algorithms and the popular ones are content-
based RS, collaborative filtering and hybrid (Li et al. 2013; Yan et al. 2016). However,
there are many new forms of RS emerged recently. Some of them are Knowledge-based
(KB), Utility-based (UB), Demographic-based (DB) and many others. The significance
of RS is to recommend important and useful items to consumers, hence eliminating the
drawback of information overload. Out of all the existing types of RS, Collaborative
Filtering (CF) is most commonly used in e-commerce and businesses and known to be
a very strong technique (Hwangbo et al. 2018).

Though RS are embedded with so many functions yet there still exist some problems
with it. Data sparsity is the most common problem. It is caused by the ratings received
by users for a limited number of items or criteria. Another well-known problem is cold-
start in collaborativefiltering approaches.Here, reliable suggestions couldn’t be provided
due to a lack of data for a new user or new item. There are many other problems like
personalization, noise, scalability etc. which are also associated with RS (Monti et al.
2021).

This paper provides a systematic review to scrutinize how the usage of RS influences
consumers and what are the latest trends and developments in the field of RS. It is
expected that with the help of this research, retailers and researchers will be able to
procure more information in this domain, gain a better understanding and make better
decisions. Since e-shopping and e-marketing are a vital part of e-commerce now, it
becomes very important to study this field of research.

The goal of this study is –

a) to scrutinize the extant literature for theoretical underpinning of recommender
systems.

b) to chronologically establish the metamorphosis of RS with advent of time.
c) to project varied domains of RS’s application and investigate its key future scope.

2 The Systematic Review

In this work, we follow the newly proposed systematic literature review protocol by
Justin Paul called Scientific Procedures andRationales for Systematic Literature Reviews
(SPAR-4-SLR) protocol—that researchers can rely upon to guide and justify decisions in
systematic literature reviews (Paul et al. 2021).According toPaul et al. (2021), it provides
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several grounds based on which researchers could explain and give justification for their
review decisions in comparison to preferred reporting items for systematic review and
meta-analysis (PRISMA) coined by Moher et al. (2009). SPAR-4-SLR consists of the
following three stages (Fig. 1):

Fig. 1. Review procedure using the SPAR-4-SLR protocol.

2.1 Purification of Data

See Fig. 2.
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Fig. 2. Inclusion and exclusion process for arranging the records for final study.

2.2 Sources and Paper Selection

See Table 1.

Table 1. Number of papers selected in every stage from each source.

Source Total Search Results in
Stage 1

Short-Listed Papers in
Stage 2

Selected Papers in
Stage 3

Emerald Insight 116 75 15

IEEE Xplorer 186 54 14

Science Direct 1132 118 6

Scopus 49 32 14

Springer 86 22 5

Taylor & Francis 339 57 6

TOTAL 1,908 358 60

2.3 Year-Wise Distribution

See Fig. 3.
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Fig. 3. Number of papers selected per year from 2010 to 2022

3 Chronological Trends in Recommender Systems

The term ‘Recommender Systems’ was first coined by Elaine Rich in 1979, unknow-
ingly in trying out different ways to recommend a book to a user which he/she may like.
Her idea was to build a system that interrogated user-specific information and assigned
stereotypes based on the information. Depending on those stereotypes, recommenda-
tions for a book might be made which might be liked by the user (Rich 1979; Beel et al.
2016). The first mention of the term recommender systems was made in a report named
‘digital bookshelf’ by Jussi Karlgren in 1990 (Karlgren 1990).

The research trends and developments have been evaluated from 2010 onwards
since the major growth in internet users, e-commerce and personalized shopping apps
like Myntra, Amazon etc. have taken place since then. As per the reports of the Internet
and Mobile Association of India (IAMAI) and Credit Rating Information Services of
India Limited (CRISIL), significant growth in e-commerce and e-tail has taken place
since 2010 (Patel 2015). Hence, all the major research documents were retrieved from
2010 to 2022 and the periphery for the research has been drawn accordingly.

Development of New Concepts in RS
In 2010, Zhu et al. (2010) proposed an intelligent online recommendation system
(IOLRS). It aimed at making the purchase decision easier for the consumer based on
apparel knowledge and apparel matching. Abdullah et al. (2010) focused on the products
purchased infrequently as it is difficult to collect their data such as ratings and purchase
history etc. A recommendation approach was proposed based on user opinions and nav-
igation data to generate product profiles and user profiles respectively. Martínez-López
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et al. (2010) examined the role of aspects of psychological ordering in the behavior of
online consumers, concerning their use of WS-RS (website recommendation system).

Increasing Role of Trust and Social Presence
In 2011, Choi et al. (2011) established a shred of empirical evidence demonstrating rela-
tionships between social presence and reuse intention and trust. Trust played amediating
role between the two variables. Their study also compared their effect on two different
products: hedonic and utilitarian.

Consumer’s Intention
In 2013, As per Ku and Tai (2013) RS intended to raise consumer purchasing intentions
and could improve consumers’ experience value by providing personalized service. The
insights of the study established a vital relationship between recommendation informa-
tion with consumers’ attitudes and purchase intentions. Wu et al. (2013) investigated the
effects of famous recommenders such as collaborative filtering (CF) and content-based
(CB) filtering to study if they have varied effects on user satisfaction and willingness to
purchase for customers with multiple awareness of products. Lepkowska-White (2013)
aimed at studying the use of online recommender systems on e-commerce sites. It helped
marketers to advance their operations and consumers’ shopping experience. Consumers’
reactions to recommendations drafted for search, experience and credence goods were
examined. It also explored the features of recommendations that helped in facilitating
purchasing decisions. Adomavicius et al. (2013) aimed at upgrading recommendations
technology to improve the preciseness of predictions and consequently focused on the
behavioral aspects. It was inspected how RS impacted consumer preferences at the time
of consumption. The study highlighted the noteworthy issues related to the design and
implementation of RS. Jeong and Lee (2013) constructed a theoretical framework of
consumers’ perception of the marketers’ motive, in which, consumers respond to a vari-
ety of recommendations generated by e-commerce websites. The study had practical
implications for marketers interested in improving consumers’ attitudes towards their
websites using RS. Christidis andMentzas (2013) considered the functions of electronic
marketplaces. The user’s browsing of items and the seller describing and pricing and
items were addressed in the research work.

Inclusion of Consumer Review
In 2014, Christensen and Schiaffino (2014) proposed an approach to produce recom-
mendations for groups using social factors obtained from social networks. In addition,
to identify potential influence from members to predict the group’s opinion on every
item. Baum and Spann (2014) aimed that interpreting an interplay between online con-
sumers’ reviews and recommender systems and its impact on consumers’ decision mak-
ing. Online consumer reviews and provider-generated recommendations for high and
low-involvement products and also for search and experience products were experi-
mented with. He et al. (2014) stated that the main focus of RS was to accelerate sales
by forecasting the additional items that the consumer might buy, but haven’t noticed
yet. Companies like Amazon.com have a competitive advantage of an efficient RS over
others. The need arises to predict consumers’ needs and wants due to the growing com-
petition. Hence, an intent-based RS was constructed. Lin (2014) attempted to answer
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the relative impact of users and system-generated recommendations on sales of goods
in e-commerce. Also, to investigate if the system recommended substitutes or comple-
ments affected product sales. The research was conducted on the digital camera product
category on a Chinese platform called Tmall.com.

Consumer Journey
In 2015, Chadha and Kaur (2015) presented an overall explanation of RS and compared
the different features of various types of RS (i.e. CB, CF and Hybrid). The study was
conducted in the area of digital libraries and information systems. The research provided
all the technical details and features comparison of types of RS. Martínez-López et al.
(2015) expressed that consumers’ adoption and use of RS include subjective factors
which require a psychological approach. The aim was to validate a model focusing
on an extensive approach for the consumers’ acquisition of e-vendor RS. Priya et al.
(2015) presented an explanation of how RS helps e-commerce sites boost sales and
evaluate business patterns. It produced creative ideas for the new applicability of RS in
B2C interactions. Heimbach et al. (2015) demonstrated an experiment to overcome the
cold-start problem of the recommender system, where no transaction history is available
for new users by retrieving external data from websites like Facebook based on the
posts shared, content views and likes. Martínez-López et al. (2015) discussed the issues
related to understanding the psychological perspective of consumers which in turn helps
purchase processes in online stores by empirically testing them. Scholz et al. (2015)
addressed the gaps in research on RS. Firstly, predicting consumers’ willingness to pay.
Secondly, it provides a better estimation of consumers’ preferences using non-linear
utility functions, which are considered better than linear functions. An approach was
developed to estimate them simultaneously.

Recommendation Accuracy
In 2016, Congying (2016) investigated apparel recommendations in the commercialmar-
ket for the authentication of its importance and research value. Köhler (2016) discussed
how consumer preferences have an impact on the preciseness of RS. A microeconomic
model was introduced that enables a systematic analysis of varied components of con-
sumer preferences. A model-specific metric to measure recommendation accuracy was
established. Panniello et al. (2016) focused primarily on enhancing the accuracy of rec-
ommendations generated on RS. The main attention was given to understanding the
firm’s incentive such as profit or margin via recommendation. It was suggested that RSs
can better balance customer relevancewith profitability. Beladev et al. (2016) highlighted
the importance of recommendation bundling of products and how they satisfy the cus-
tomer’s needs as well as maximize the firm’s profit. Since most of the recommendation
methods did not include personalized price alteration, the paper focused on a model,
combining collaborative filtering, demand functions and price adjustments. Jiao et al.
(2016) mainly presented the fuzzy theory that dealt with customers’ behavioral data. A
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personalized recommendation model was constructed and assessment and development
functions were enforced to enhance recommendation accuracy.

Personalization of RS
In 2017, Li et al. (2017) presented a blueprint to recommend desirable products to cus-
tomers with a thought to not only satisfy their preferences but also, the product’s quality
performances and their online retailer’s service performance. The framework consisted
of three modules namely, the data collection and preference analysis module, the hybrid
recommendation module and the recommendation generation module. Gao et al. (2017)
Stated that low-quality recommendations posed a great challenge in traditional CF due
to the sparsity of data. A deep learning model was proposed to forecast the value of
null ratings. Personal recommendations based on consumer preferences were analyzed
to solve the issue. Yang and Gao (2017) expressed how broadly RS had been adopted
by retailers to boost their sales and had a considerable influence on the stakeholders
involved in the supply chain. An online retailer could maximize its revenue and income
by constructing a strategic RS between two competing manufacturers and selectively
recommending them. The system helped in successfully managing the supply chain by
diminishing the channel conflict associated with the recommendation market produced
by RS.Ma et al. (2017) proposed a user-preference-based CF recommendation approach
that assimilated the aspect-level information demonstrating user preferences. The pro-
posed model helped in identifying user similarities using the aspect preferences, which
were further integrated into collaborative filtering. Aspect importance and aspect need
were the two measures for aspect preference appraisal established to aspect relationship
to overall rating and the opinion’s differences to aspects respectively. Badriyah et al.
(2017) developed a hybrid recommendation system that incorporated content-based fil-
tering and collaborative filtering methods that calculated similarities between product
descriptions and user profiles. Cena et al. (2017) stated that personalized suggestions are
produced by anticipating ratings for products consumers are not aware of, which is done
based on the user ratings of other products. Explicit ratings accumulated by a graphical
user interface called rating scales helped in making such predictions.

Imbibing Knowledge and Value in RS
In 2018, Zhao et al. (2018) highlighted the idea of personalized RS on consumers’
purchasing decisions to influence people to use RS. It also reduces decision-making
efforts and time of consumers boosts the input of user information and consequently
enhances the overall quality of decision-making. Social media and social networks have
encouraged research scholars to explore the impact of product recommendations and user
recommendations on demand and supply. Roudposhti (2018) developed a newmodel by
recognizing the influencing features of consumers’ purchase intention in RS. The estab-
lished model would help the e-commerce website developers improve the RS based on
the provided factors. A model was also provided to understand consumers’ motivation
for recommendation acceptance. According to Li et al. (2018), Consumers could be char-
acterized concerning preferences between two products (locational differentiation), on
the other hand, with regard to awareness about the two products (informational differen-
tiation). An RS shortlisted the recommendation based on the recommendation score. As
per Yadav et al. (2018) content-based filtering and collaborative filtering methods have
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been utilized by hybrid recommendation. It integrated the coincidence of user files and
product descriptions. Yin et al. (2018) stated that to know the consumers’ online behav-
ior in time and to maximize the satisfaction level of consumers was extremely crucial
for a successful RS. Ying et al. (2018) Expressed that RS helped in aiding consumers by
reducing information overload. A framework was offered that practices a user-centered
approach to analyze the impact of RS on unplanned purchase behavior in e-commerce.
Alyari and JafariNavimipour (2018) Provided a comprehensive study of empirical pieces
of evidence on RS and its techniques. As per Cheng et al. (2018), to maintain consumer
attention and boost purchase rates, many e-commerce retailers adopted CB-RS how-
ever, it resulted in a limited content analysis problem. A value-based recommendation
method was proposed for identifying favorable attributes, benefits and values based on
means-end chain theory.

Integration of Information and User Opinion
In 2019, As per Cha et al. (2019), users became distant from the information that didn’t
agree with their opinions. Hence, they separate themselves in their ideological bubble.
Hence, there exists a filter bubble in RS methods and it is important for AI (Artificial
Intelligence)-RS to understand people’s behavior.

User and Product Information
In 2020, Huang et al. (2020) focused on online lifestyles and their role in predict-
ing consumers’ purchasing preferences across different product categories consider-
ing the impact on personality traits. Virdi et al. (2020) consolidated CF-RS with con-
sumers’ social network information, e-commerce sites generate recommendations based
on the social networks of the users. The primary focus was to qualitatively investigate
consumers’ psychological outlook on accepting SRS in e-commerce websites. Hence,
the analysis leads to the emergence of three main themes - social gratification, self-
gratification and information gratification. Srivastava et al. (2020) presented a psycho-
graphic model-based approach for the refined identification of grey sheep users. The
presence of grey sheep users, with unconventional tastes, reduces the complete produc-
tivity of RS. Grey sheep behavior was also studied across varied domains and contexts.
Yang (2020) examined the influence of informational factors on purchase intention in
social recommender systems. It also verified the effect of trust in recommendation and
perceivedvaluebetween informational factors and consumers’ purchase intention.Zhang
andBockstedt (2020) aimed at examiningwhether and how recommendations of types of
other products influence consumers’ economic behavior for a focal product. In many e-
commerce websites, numerous co-purchase and co-view recommendations appear with
a product, which usually contains complements and substitutes. Wakil et al. (2020)
Proposed a model to analyze the performance of RS based on informational factors
like customer history, product classification and prices in e-commerce. The factors like
user profile, expert opinion neighbors, loyalty and clickstream positively influenced RS.
Alamdari et al. (2020) compared the different types of filtering techniques i.e. content-
based filtering (CBF); collaborative filtering (CF); demographic-based filtering (DBF);
hybrid filtering (HF); and knowledge-based filtering (KBF). It was observed that CF
techniques were used more than all other methods. The latest papers focused on new
approaches such as data and web mining algorithms, neural network-based methods
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and generic algorithms. Deng (2020) Proposed a heterogeneous network-based app-
roach to utilize consumer behavior for recommending products. Meta paths explained
the behavioral relationship between consumers and products and were used to evaluate
the similarities.

Overcoming Challenges and Exploring New Approaches
In 2021, Lee and Hosanagar (2021) investigated the moderating effect of product
attributes and review ratings through different purchase stages i.e. awareness (views),
salience (conversion conditional on views) and final conversion of a purchase-based CF-
RS on an e-commerce website. Recommender’s awareness lift is greater than its saliency
impact. Shahriari-Mehr et al. (2021) proposed a personalized RS pertaining commercial
domain. It considered internet searches as the latest and vital contextual information to
enhance recommendation tasks. Voronoi diagram helped in similarity analysis in CB-
RS to lower computation difficulties and time. Chinchanachokchai et al. (2021) bridged
the gap between marketing and computer science by examining the moderating effects
of consumer knowledge (expertise) on the performance and evaluation of CB-RS and
CF-RS. It was found that expert consumers preferred user-based CF systems. There is
no difference between the two systems in the case of inexperienced consumers. Khod-
abandehlou et al. (2021) provided constructive and exhaustive recommender system to
minimize the issues of cold-start, sparsity, scalability and interest drift in actual perfor-
mance. It used a combination of basic customer information and big data techniques.
Abdul Hussien (2021) produced an overview of RS and analyzed CF techniques, which
presented suggestions to the customers as per their interests, thus making it easier for the
customer to search and choose products which fit their needs. Monti (2021) conducted a
systematic literature review considering common research problems, recommendations
approach, data mining and machine learning algorithms. Domains of applications were
also investigated, suggesting promising future works.

Increasing Effectiveness of RS
In 2022, Yunhui et al. (2022) focused on how online recommendation systems might
affect the evaluation of focal products. It mainly concentrated on the comparison of
complement-based recommendations and substitute-based recommendations in terms
of evaluation of focal products by studying complementation-warmth VS competition
competence and processing fluency. Zhou et al. (2022) studied the effects of RS and
pricing strategies on competition between store brands and national brands and con-
sumers’ search behaviors. Two market segments, namely brand-preference and price-
preference consumers were explored by comparing the impact of the model with RS
and without RS. Roy and Dutta (2022) reviewed a bunch of recent contributions in the
field of RS systematically, primarily focusing on varied applications like books, movies,
products etc. Algorithmic analysis was performed and a taxonomy was developed for
components required for establishing an effective RS. Lina et al. (2022) focused on
how recommendation systems influence online purchase intentions.. High-involvement
consumers seek a feeling of certainty, whereas low-involvement consumers look for a
sense of approval while opting for the recommended items. Kim et al. (2022) proposed
sequence-aware recommender (SAR) system for fashion product recommendation to
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overcome the limitations of CF and CB regarding behavioral characteristics of clicking
the product information sequentially.

4 Findings and Future Scope

See Table 2.

Table 2. Table reporting the findings and scope for the future research.

S. No. Future Scope Authors Findings

1 Adoption of advanced
technology

(Abdullah et al. 2010; Zhu
et al. 2010; Beladev et al.
2016; Congying et al. 2016;
Köhler 2016; Li et al. 2017;
Alyari and Jafari
Navimipour 2018; Huang
et al. 2020;
Chinchanachokchai et al.
2021; Kim et al. 2022)

• There is further scope for
the adoption of new
technology like 3D
technology, advanced
fusion techniques for
product selection, and
technology to adopt
lifestyle scores of
consumers and generate
preference prediction

• Adoption of newly
devised algorithms like
RNN (recurrent neural
networks) algorithms etc

• Exploring recently
developed
recommendation systems
methods like hybrid RS
and others

2 Varied demographics
and domains

(Martínez-López et al. 2010;
Choi et al. 2011, 2017;
Lepkowska-White 2013; Wu
et al. 2013; Jeong and Lee
2013; Lin 2014; Christensen
and Schiaffino 2014; Priya
et al. 2015; Martínez-López
et al. 2015; Heimbach et al.
2015; Köhler 2016; Li et al.
2017; Ma et al. 2017; Cheng
et al. 2018; Li et al. 2018;
Yin et al. 2018; Alamdari
et al. 2020; Virdi et al. 2020;
Zhang and Bockstedt 2020;
Deng 2020; Roy and Dutta
2022)

• Theoretical discussions
could be universally
validated by working on
varied demographics of
the population, data sets,
and categories of the
products (hedonic,
utilitarian, heterogeneous)

• Different domains of RS
could be explored on
several online platforms
using various sampling
methods

(continued)
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Table 2. (continued)

S. No. Future Scope Authors Findings

3 Consumer purchase
intention and consumer
behaviour

(Adomavicius et al. 2013;
Ku and Tai 2013; Lin 2014;
Scholz et al. 2015; Jiao et al.
2016; Cena et al. 2017; Ying
et al. 2018; Zhao et al. 2018;
Yin et al. 2018; Cha et al.
2019; Wakil et al. 2020;
Lina et al. 2022)

There is a scope to study the
impact of RS on consumer
preferences and perception
Consumer purchase
intention and willingness to
buy should be focused upon
Dynamic behaviours could
be further assessed by
incorporating the issues
related to trust and biasness
Impact of consumer ratings
and reviews on RS should
be studied

4 Performance of RS for
information accuracy

(Christidis and Mentzas
2013; Baum and Spann
2014; Heimbach et al. 2015;
Congying et al. 2016;
Badriyah et al. 2017; Gao
et al. 2017; Ma et al. 2017;
Yadav et al. 2018; Yang
2020; Zhou et al. 2022)

Performance of RS should
be evaluated and consistency
of RS should be improved
for accurate results
Information accuracy may
increase recommendation
strength

5 Consumer traits and
cultural differences

(He et al. 2014; Chadha and
Kaur 2015; Cheng et al.
2018; Ying et al. 2018; Zhao
et al. 2018; Srivastava et al.
2020; Virdi et al. 2020;
Chinchanachokchai et al.
2021; Khodabandehlou et al.
2021; Lee and Hosanagar
2021)

Consumer traits like
personality, information
learning effectiveness
should be taken into
consideration for future
research
Impact of subjective norms
and cultural differences on
consumer acceptance of RS
Exploring consumer
perception and satisfaction

(continued)
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Table 2. (continued)

S. No. Future Scope Authors Findings

6 New dimensions for
research

Martínez-López et al. 2015;
Priya et al. 2015; Congying
2016; Panniello et al. 2016;
Roudposhti 2018)

New variables and
constructs are to be
explored. Some of the most
discussed variables are
attention, user profile,
product profile, attitude,
attention etc
Implementing research in
new industries like aviation
industry, online gaming,
meta-verse etc.

7 Economic impact of RS (Li et al. 2018; Zhang and
Bockstedt 2020)

It is essential to study the
economic impact of RS
Consumer’s economic
behaviour should be
considered

5 Discussion and Conclusion

Deciding among a plethora of options available from a vast pool of data on the internet
becomes a difficult and confusing task. Hence, RS helps users to overcome this problem
by providing themwith suitable suggestions as per their requirements. RS uses severalAI
algorithms to perform this task efficiently and accurately. Over the last decade, compre-
hensive research work had been done to propose new techniques and recommendation
approaches. In this paper, a holistic and comprehensive understanding of RS concerning
current progress and future scope has been provided with the help of a systematic review
tool known as SPAR-4-SLR developed in 2021. Various trends and developments that
have taken place in the field of RS with respect to consumers have been studied. It has
also stated a few domains in which the research has been conducted. The trends in the
field of RS have been studied from the year 2010 to 2022 and the major development of
each year had been outlined. Some interesting statistics have surfaced. The maximum
number of papers were retrieved from the year 2018. Emerald Insight has published the
highest number of research papers on this subject. Adomavicius and Tuzhilin (2005),
Adomavicius et al. (2013), Martínez-López et al. (2015) are some of the major contrib-
utors to the related study. Online apparel retail and gadgets are a few domains popularly
worked upon. A number of systematic reviews have been conducted in this field, but
there are hardly any using the SPAR-4-SLR protocol. This research will provide a guide-
line for future research in the domain of RS. However, it has some limitations which
provide directions for further research. Technical reports, editorial notes, web pages and
books were excluded from the research which may have important literature related to
the study. Also, no related study was found from the year 2012 and very few from the
year 2019. Hence, it cannot be claimed that all related items were found and reviewed.
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Papers were selected on the basis of title, abstract and keywords. There may be papers
which don’t include the combination of keywords used in this study but could be com-
pletely relevant to the study. The items were ranked in chronological order, there could
be other creative arrangements too. It is expected that the forthcoming research on RS
will witness several new and innovative avenues.
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Abstract. The ecological consequences of cryptocurrency mining have been a
topic of debate since the inception of blockchain technology. The widely used
proof-of-work (PoW) mining technique, which requires a significant amount of
energy, has raised concerns about the long-term environmental sustainability of
cryptocurrencies. However, the perspectives of crypto miners have been largely
underrepresented in these debates. This study used the Values-Belief-Norms
(VBN) framework to explore how cryptocurrency miners perceive the potential
environmental effects of PoW mining. In-depth qualitative interviews were con-
ducted with twelve crypto miners from South Africa (5), Argentina (2), the United
States (1), Australia (1), Taiwan (1), France (1), and Switzerland (1). The results
indicate that crypto miners’ values, environmental worldviews, and convictions
about the value of cryptocurrency and PoW mining significantly influence their
environmental attitudes. The findings of this study shed light on the attitudes and
viewpoints of crypto-miners and the implications of their beliefs regarding the
mining process. This not only contributes the perspectives of crypto miners to the
discussion on the ecological effects of cryptocurrencies, but it also offers policy-
makers insights into how people perceive the environmental consequences of their
actions.

Keywords: Blockchain · Cryptocurrency · Crypto-mining · Sustainability ·
Ecology · Values · Beliefs · Norms

1 Introduction

The proof-of-work (PoW) process of verifying transactions and generating new cryp-
tocurrency coins, known as mining, depends on high computational power and thus
necessitates significant electricity consumption. While it is uncontested that this method
of cryptocurrency mining consumes copious amounts of energy, the environmental
impact of cryptocurrency is a complex and nuanced subject. In keeping with the
blockchain ethos, cryptocurrency mining is mainly decentralized and unregulated. As
a result, the technology’s ecological footprint is difficult to measure accurately. This is
worsened by the volatility of the prices and volumes at which cryptocurrency is traded.
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Prior research shows that the environmental impact of cryptocurrency has the poten-
tial to push global temperatures above the 2 °C threshold within less than three decades,
threatening global leaders’ efforts to alleviate globalwarming’s effects [1–3]. In response
to this, several countries have banned cryptocurrency mining within their borders,
notably China, Egypt, and Qatar, among others [4, 5]. Others hold that although cryp-
tocurrency consumes large amounts of electricity, this does not translate into environ-
mental damage due to the widespread use of renewable energy sources in blockchain
mining [6]. Extant literature has also highlighted that accounting for blockchain technol-
ogy’s environmental impact is unclear, and the lack of central authority makes it difficult
to estimate energy consumption and carbon emission levels precisely [7, 8]. This has
resulted in discrepancies between various estimates [9]. Given the variety of perspectives
and responses to the issue, an opportunity is presented to engage crypto-currency miners
(an underrepresented group) in discussing the implications of crypto-currency mining
on the environment.

Despite the growing body of research on the environmental impact of cryptocur-
rency, little is known about the perspectives of the miners themselves regarding their
attitudes towards the ecological impacts of crypto mining. This is a significant gap in
the literature, as the attitudes of miners are likely to influence their mining practices and
the environmental impact of the technology. The following research questions will be
addressed in this paper: What are the attitudes, values, and beliefs of cryptocurrency
miners on the ecological implications of their mining activity? Secondarily, how do
attitudes, values and beliefs influence their actions in cryptocurrency mining?

The remainder of the paper is structured as follows: Sect. 2 will provide a litera-
ture review of the environmental impact of cryptocurrency and the attitudes of crypto-
currency miners. Section 3 will describe the research methodology used in this study.
Section 4 will present the findings of the study. Section 5 will discuss the findings and
their implications. Section 6 will conclude the paper.

2 Literature Review

The Value-Belief-Norm (VBN) theory was developed to provide insight and under-
standing into non-activist support for environmental movement goals [10]. The VBN
model is depicted in Fig. 1.

The value-belief-norm (VBN) theory postulates that pro-environmental actions stem
from an individual’s moral norms about the environment. These norms, referred to as
personal norms, develop when an individual is aware of the negative consequences
that the conditions of the environment can have on themselves, other people, and the
biosphere (termed awareness of consequences), and that their actions hold the capacity
to prevent or reduce these negative consequences (termed ascription of responsibility)
[10, 11].

The three values that are characteristic of environmentalism are biospheric, altruistic,
and egoistic (or self-interested) values [10, 11, 43]. In their research, [10] found that
personal values play a vital role in informing behavior and attitudes when considering
the costs and benefits of acting. Value orientation influences a person’s beliefs, which in
turn impacts attitudes and behavior [13]. This is because a person’s values serve as a filter
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to regulate the information that they are exposed to [13]. As a result, if the information
they receive about a scenario, an object, or behavior is consistent with their values, they
are more likely to hold positive beliefs about that scenario, thing, or behavior [13].

Fig. 1. Value-Belief-Norm theory of environmentalism [adapted from 41]

In a study investigating the connection between personal values and pro-environ-
mental conduct, researchers found that biospheric values (those showing care for non-
human species and the biosphere as a whole) and, to a lesser extent, altruistic values
(those focused on caring for others), were reliable predictors of environmental activism
[13, 14]. Conversely, environmental activism and self-centered values were found to
have a substantial negative association [13, 14].

The individual’s ecological worldview is connected to their biospheric, altruistic,
and egoistic values [10]. In the VBN theory, these values form the foundation of an
individual’s ecological worldview and environmental beliefs [10, 11]. The sequence of
values influencing ecological worldview has been described as shifting from the central
aspects of personality and beliefs toward the more defined belief about an individual’s
ecological impact and responsibility, which then triggers actions that aim to support
pro-environmental ideals [10]. Each construct within the theory impacts the next, with
personal norms operating as a dominant influence (see Fig. 1).

In developing theVBN theory, [10] adopted the newecological paradigm (NEP) [15].
During the time of the conceptualization of NEP, the pro-environmental move-ment was
growing, and societywas beginning to adopt the view that people’s actions can negatively
affect the ecology [10, 15, 43]. Based on this, [10] contended that an individual adopting
this ecological worldview is predisposed to accept responsibility belief. Thus, the VBN
model includes a causal link between the ecological worldview and AC of an individual
(Fig. 1). This nexus between an individual’s values, environmental beliefs, personal
norms, and pro-environmental behavior is displayed in the VBN model in Fig. 1.

Figure 2 shows an adapted VBN model, adjusted to the context of this study, which
focuses on cryptominers and theirmining activity.Based on theVBN theory and adjusted
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Fig. 2. Adjusted Value Belief Norm model (adapted from [10])

VBN model (Fig. 2), the propositions shown in Table 1 were developed and tested to
answer the research questions of this study.

Table 1. Table captions should be placed above the tables.

Construct Definition Proposition Reference

Biospheric values Values driven by
self-focused motivations,
including wealth, power,
social status, etc

P1: Biospheric values
influence cryptocurrency
miners’ ecological
worldview

[13, 16]

Altruistic values Values related to showing
concern for other people

P2: Altruistic values
influence cryptocurrency
miners’ ecological
worldview

[13, 16, 17]

Egoistic values Values related to showing
self-interest or concern for
oneself

P3: Egoistic values
influence cryptocurrency
miners’ ecological
worldview

[10, 11, 18]

Ecological
worldview

Related to the belief that
ecosystems and hu-man
civilizations are
interconnected, and that
humans should strive to
coexist peacefully with
nature rather than
attempting to dominate it

P4: Cryptocurrency
miners’ ecological
worldview influences their
awareness of
consequences

[10, 11, 18]

Awareness of
consequences

The awareness of negative
environmental
consequences and the fact
that environmental
conditions have the
potential to either improve
or threaten oneself, others,
or the biosphere

P5: Cryptocurrency
miners’ awareness of
consequences influences
their ascription of
responsibility

[16, 19]

(continued)
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Table 1. (continued)

Construct Definition Proposition Reference

Ascription of
responsibility

Perception of one’s ability
to reduce threat; an
individual’s belief or
denial that their actions
caused or could promote or
reduce potentially negative
environmental
consequences (of crypto
mining)

P6: Cryptocurrency
miners’ ascription of
responsibility influences
their sense of
responsibility

[10, 16]

Personal norms A belief in one’s moral
obligation or responsibility
to reduce potentially
negative environmental
consequences

P7: Cryptocurrency
miners’ ascription of
responsibility influences
their pro-environmental
personal norms

[10, 16, 19]

Pro-environmental
actions

Actions that aim to
mitigate and reduce
potentially negative
environmental
consequences in response
to personal norms

P8: Cryptocurrency
miners’
pro-environ-mental
personal norms influence
their pro-environmental
actions

[10, 16]

3 Methodology

3.1 Research Approach

The study adopted an interpretivist stance as it aimed to provide an understanding of
the factors influencing crypto miners’ ecological attitudes and beliefs within their given
context—their context being working within the cryptocurrency mining process and
receiving some form of benefit from it [20].

The interpretivist philosophy is a foundation for the study’s exploratory research
purpose, as the research topic is a relatively newarea of study intowhich the research aims
to provide insight. As such, a qualitative case study strategy was adopted to understand
crypto-currency miners’ attitudes within their context [21, 22].

An inductive approach was used to discover potential themes in the data that are not
informed by the theoretical framework. Using this approach, potential influences on the
supporting evidence of the propositions (for example, geo-graphical location, climate,
energy infrastructure) were discovered and analyzed [23].

3.2 Data Collection and Analysis

The data analysis process began by organizing the gathered data, followed by a process
of familiarization and immersion by reading through and taking notes on the transcripts
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[24, 25]. The analysis took place sequentially, first following the deductive analysis
process followed by the inductive analysis process.

Deductive thematic analysis was first conducted, where a codebook was developed
which labeled and defined each code based on the propositions developed from the VBN
theory [26]. From this process, the existent themes in the dataset that align with the VBN
theory were identified [23, 26].

A process of open coding then took place which entailed detailed, line-by-line read-
ings of transcripts, and developed codes based on the emergent themes and categories
in the data [25]. Overlapping categories from the deductive and inductive analysis were
then identified, aggregated, and refined. This processwas con-ducted iteratively, alternat-
ing between the theory-driven code, and the separate emerging themes in the interview
data [23, 27, 28]. This was done until a second conceptual model that incorporated the
emerging themes and concepts from both processes was developed [23].

Once themeswere identified, a process of review and refinement took place, in which
inconsequential and aggregated themes that were not sufficiently promi-nent to include
as a main themewere removed. Included in this phase was also the process of identifying
patterns and relationships between themes by making use of an interview tracker.

Semi-structured interviewswere conductedwith cryptominers viaMSTeams,Zoom,
and phone calls for a duration of 30–45 min on average. Criterion sampling, a non-
random sampling technique, was used, where participants were chosen based on their
knowledge of cryptocurrency and cryptocurrency mining and their willingness and abil-
ity to articulate this knowledge [29, 30]. The research involved a sample size of 12
interviews, including a pilot interview based on the recommendations of [30], who state
that phenomenological studies require 10 or less interviews to reach saturation.

4 Findings

4.1 Demographics and Socioeconomic Contexts

Among the cryptominers (CM)who agreed to participate in the study, all the participants
were male, with the majority being between the ages 18–39. Most participants also had
received tertiary level education, with 5 out of 12 participants having obtained a master’s
degree. Additionally, most crypto miners interviewed were employed, and working or
studying in IT-related fields. Of the 12 participants, 7 reside in developing economies
with unstable or volatile energy infrastructure. Two interviewees sourced energy for
mining from private solar panels, while themajority utilized the energy provided by their
country’s energy infrastructure. Of the 12miners interviewed, 5 resided in countries with
developed economies, while the remaining 7 were living in developing economies. Of
those living in developing economies, the majority (5 out of 7) reside in South Africa.

4.2 Values

Altruistic Values. Analysis of the data revealed that most of the research participants
held altruistic values. Participants with particularly strong altruistic values (CM5, CM6
and CM11) expressed that the welfare of society was a motivating force in their lives:
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CM5 - “I do describe myself as a social entrepreneur like I want my entrepreneurial
endeavors to have social impact. So, and then of course, wealth like the more there’s
abundance and profit that would position me more to do more social impact.”

Biosphere Values. The biospheric values of participants were categorized as anthro-
pocentric values and eco-centric values. ParticipantsCM1,CM6andCM7voiced anthro-
pocentric biospheric values, indicating that they valued the environment insomuch as
the environment benefitted human beings. When asked if they felt that the well-being
of human life was equally important as the well-being of animal and plant life, CM7
responded: “Overall well-being, yes. But I do believe they are here to serve us a pur-
pose”, expressing biospheric values that are anthropocentric in nature. Other participants
(CM3, CM5, CM9, CM12) attributed comparatively lower value to the biosphere, redi-
recting emphasis to their concern for humanity. For example, although CM9 viewed the
natural biosphere as holding value, they expressed greater regard for society: CM9 -
“The value of the natural environment is to be maintained if not protected, but at the
same time, um, there are so many people who are living in disadvantage because you
know, certain countries have taken advantage of the environment. And I don’t think we
should protect the environment while letting those people lose chances for a better life,
in a sense.”

Egoistic Values. Most participants did not voice strong egoistic values, stating that
wealth, social influence, social power, etc. was not of important or a motivating factor to
them. Participants CM2, CM7 and CM10 conveyed that financial security and comfort
was important to them. However, egoistic values were not strongly expressed among
these participants: CM10 - “I have been driven by opportunities which brought me a
better financial stability and status, uh, but not necessarily for the social, uh, recognition
of it, just, uh, to have the, the luxury.”

Socio-political Views. Participants CM2, CM3, CM5, and CM12 were among those
who expressed strong socio-political views. CM5 and CM12 voiced distrust of the
government and media’s agenda in the climate change discourse. When asked about
their view on climate change and their individual carbon emissions, CM5 expressed
the view that the popular narrative surrounding climate change and carbon footprint
were “gas-lighting middle class and lower-class people” (CM5). Participants CM5 and
CM3 viewed the narrative surrounding climate change as being harmful particularly
for developing economies, and expressed that the interventions of Western, developed
governments in the environmental affairs of developing nations would ultimately be
regressive for economic prosperity, rather than constructive: CM5 - “I do think politics
make it difficult, like, even though it seems like a lot of the green new deals and policies
come from good intention, but a lot of it hinder innovation and progress as well. And
sometimes the Western countries enforce their environmental regulations on Africa and
in South America.”

Ecological Worldview. Ecological worldviews were ordered as strong or weak eco-
logical worldviews, and strong or weak anthropocentric worldviews. Participants with a
strong ecological worldview (CM4, CM8, CM10, CM11) believed that the environment
was easily damaged by human activity leading to the destabilization of the eco-systems,
and that the interests of human beings should not be prioritized over the natural world.
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CM10 voices their strong convictions as to the importance of upholding the protection
of the environment over seeking the interests of human beings: CM10 - “[Humanity]
should be able to live in harmony with the nature as much as possible. And if it doesn’t,
then it’s a failure on humanity and humanity should at some point pay the cost for it.”

Anthropocentric Worldview. Participants with an anthropocentric worldview (CM1,
CM3, CM5, CM6, CM7 and CM9) viewed humans as dominating the natural environ-
ment and validated the interests and welfare of humanity as having priority over the
interests and welfare of animal and plant life. CM6 - “We are not here to take ad-
vantage… that’s what we do so that we can prosper even more and that sort of thing,
but it’s at the expense of the environment… We’re the dominating species. If there was
another species, some super lion or whatever, they’d be doing the same thing. We, and
we’d just be another speck of wildlife out there.”

Perception of Cryptocurrency’s Value to Society. A significant number of crypto
miners interviewed (7 out of 12) expressed a strong conviction as to the value of cryp-
tocurrency to society (namely, CM2, CM3, CM5, CM6, CM7, CM8 and CM12). The
perceived value of cryptocurrency was mainly centered on the financial inclusivity that
cryptocurrency enables, decentralization and the ability of the technology to transcend
geographic, language, political and economic constraints. CM12 - “I mainly talk about
financial inclusion which is, a very, it’s a big problem in Argentina. I’m also very pas-
sionate in Monero because it addresses the problems… with systemic exclusions of
the financial system, that Argentinians face on day to day.” Some crypto miners also
believed that proof-of-work mining has the potential to promote the use of renewable
energy (CM5, CM3, CM6, CM9 and CM12). These miners explained high energy con-
sumption of mining could drive up the demand for low-cost renewable energy as miners
are seeking to maximize profits and efficiency: CM5 - “Bitcoin mining’s impact is that it
has caused a great adoption of renewable energy because it the incentive structure that
Bitcoin mining makes renewable energy much more feasible and much more cost effec-
tive.” Others, namely CM10 and CM4, did not perceive proof-of-work cryptocurrencies
as having significant value to society, and expressed that they viewed the technology as
being overhyped. CM10 - “I think some people are a bit indoctrinated… they believe
the cryptocurrencies are the second coming or something like that, and for me, I don’t
see what they have improved in the life of humans where they even fail as currencies
because they fluctuate so much that they’re just used for speculation. You cannot just
hold one of the cryptocurrencies except to speculate.”

4.3 Attitudes Toward the Ecological Consequences

While some cryptocurrency miners interviewed were relatively neutral toward crypto
mining’s environmental implications (CM2, CM8, CM9 and CM11), others felt that
proof of workmining had a positive impact on the environment (CM3. CM5, CM6, CM7
and CM12). Still, others had strong negative attitudes toward proof of work mining’s
ecological implications (CM1, CM4, and CM10).

Miners with a neutral attitude (CM2, CM8, CM9 and CM11) viewed the severity
environmental impact of crypto mining to be dependent on the type of energy sourced
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and type of hardware used in mining, as CM8 states: “I think it depends a lot on where
the electricity comes from. If electricity of course is just, is renewable, then there’s not
really much of an issue”.

Miners with a negative attitude toward the ecological implications of proof-of-work
(CM1, CM4 and CM10) tended to have particularly strong disapproval of proof-of-
work mining’s impacts. CM4 described the high energy consumption of proof of work
as “appalling”, later reiterating: “It just looks increasingly bad. You know, everyone
knows the energy consumption is very high.”

Minerswith positive attitudes toward the ecological impact of cryptomining (namely
CM3, CM5, and CM12) had a favorable opinion of mining’s ecological effects. These
miners typically believed that mining had a beneficial impact on the environment, pri-
marily through driving demand for renewable energy and reducing the curtailment of
renewable energy, e.g. CM12: “I think that… Monero, uh, in this case, uh, provides
something useful. Provides something that cannot be done another way.”

4.4 Awareness of Consequences

A number of participants (CM2, CM4, CM6, CM7, CM9, and CM11) believed that
mining did have some consequences but did not view these consequences as being
detrimental to the environment or having a serious impact.

CM8 expressed that although they believed in the negative consequences of crypto
mining, they did not see these consequences as critical as the development of new
mining technologies would likely reduce the harmful impacts of crypto mining: “I’d say
yes, because it’s, I guess it, it really well, yes, right now it probably would be harmful
environment. At some point, it won’t be because of renewable energies and because of,
um, cause of the fact that we will be we’ll have more advanced technologies to store that
electricity.”

On the other hand, CM10 a high awareness of the potentially negative consequences
of crypto mining, particularly mining that consumes non-renewable energy. They state:
“Until we have 100% renewables, or decarbonated energy source everywhere, every
time someone is mining with decarbonated energy, that energy might have been used
to power something else, which would not have consumed, uh, coal or gas generated
electricity.” (CM10).

Almost all participants expressed high general awareness of consequences, high-
lighting the current extreme weather conditions that are occurring globally and the
potential for these conditions to worsen, as CM4 and CM6 expressed: “So, we if we
carry on the way we are, we’re gonna see more and more extreme weather events
whether that’s droughts, heat and floods and so forth which ultimately will lead to loss
of life, loss of productivity and the loss of our environment in some cases.” (CM4).

4.5 Ascription of Responsibility

The ascription of responsibility among miners was generally low, with miners such as
CM1, CM5, CM4, and CM6 highlighting the high energy consumption of traditional
banking systems and large mining companies, which they believed held greater respon-
sibility than themselves and other individual, small-scale miners: CM1: “I don’t think I
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contribute that much to the negative impact of crypto mining on the environment… Even
when I used to do it, it was uh just one PC, so it didn’t consume that much power, it
didn’t have that much processing power, so it didn’t consume that much energy.”

When asked about their beliefs relating to their ascription of responsibility in their
daily actions, most participants expressed low ascription of responsibility. Five of the
twelve miners interviewed (CM1, CM2, CM5, CM6, CM8, CM9) placed responsibility
on large corporations and government institutions: CM1 said “yeah, sure [people’s
activity] can [have a negative impact on the environment] but I feel personally that it’s
mainly corporations.”

Other miners (namely, CM12 and CM4) believed in the responsibility of the collec-
tive, rather than government and large corporations, to address the negative impacts of
human activity and protect the environment: “I think that every single person should
work… for the solution. And, and we should have like, disagreements and different opin-
ions and different approaches I think that’s healthy, uh, to have those discussions. Uh,
because, uh, I think that from that collaboration we will find [something] that works
because, I mean, it’s our planet, so we can’t ignore it forever.” (CM12).

4.6 Personal Norms

Most miners did not express feeling a moral obligation or sense of guilt regarding the
potential negative impacts of mining (CM1, CM2, CM3, CM6, CM7, CM8 CM9, and
CM12). CM1 shared that although theywere aware of their contribution to the potentially
negative impact of crypto mining, they did not feel a sense of responsibility to for it:
CM1 - “I wouldn’t say I feel responsible but I’m aware that I contribute to that also to
that when I’m doing mining and using the proof of work mechanism. So I’m aware of
my contribution but I don’t feel responsible personally.”

Conversely, CM10 expressed a strong sense of personal responsibility, moral obli-
gation and guilt when discussing their crypto mining activities: CM10 - “Every kilowatt
hour that I consume is not available for exporting to Germany, for example, which means
that they have to, uh, compensate for, for it by consuming more coal and more gas.”

4.7 Pro-environmental Behavior

Most miners (CM8, CM2, CM3, CM4, CM5, CM6, CM12) participate in pro-environ-
mental activities in their daily lives, including practices of recycling, environmentally
friendly consumption practices, the use renewable energy and environmentally friendly
transport: CM10 - “I use the bicycle to limit my carbon footprint.”

5 Findings

The primary research objective of this study was to ascertain the attitudes of crypto
miners toward the ecological implications of crypto mining. The findings of this study
reveal that crypto miners hold a diversity of attitudes toward the ecological implications
of mining, which cannot be generalized. This is consistent with the findings of previous
research, which have presented several different, and oftentimes opposing findings [6,
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31, 32].Mostminers held a neutral attitude toward the ecological implications ofmining,
seeing the ecological implications as dependent on several different factors [6]. Miners
with negative attitudes toward crypto mining’s ecological implications viewed mining
as harmful and damaging to the climate [31, 33]. The findings regarding the positive
attitudes toward the ecological implications among miners have also been affirmed in
several studies [34–36].

The findings of this study provide evidence to support the following propositions
from the Value-Belief-Norm (VBN) theory:

Biospheric Values. The findings with respect to biospheric values were consistent with
literature, providing evidence to support P1. It was found that biospheric values had
a strong positive association with participants’ ecological worldview. Participants that
voiced high value for the biosphere and viewed animal and plant life as holding intrinsic
value (referred to as eco-centric values), typically held a strong ecological worldview.
Conversely, participants with lower biospheric values, and higher anthropocentric val-
ues tended to hold an “anthropocentric worldview”, which [44] defined as an anti-new
environmental paradigm (NEP).

Altruistic Values. The association between the altruistic values and the beliefs of par-
ticipants who held an ecological worldview was positive and not particularly strong,
similar to the findings of [37] and [19]. Interestingly, participants with high altru-
istic values tended to hold strong anthropocentric worldviews. This finding provides
suffi-cient evidence that altruistic values influence the ecological worldview of crypto
min-ers, supporting P2 (Altruistic values influence cryptocurrency miners’ ecological
worldview).

Egoistic Values. Most participants expressed low egoistic values, and as a result, this
research did not find sufficient evidence to support P3 (Egoistic values influence cryp-
tocurrency miners’ ecological worldview). This lack of evidence may be explained by
participant’s unwillingness to appear self-centered and egoistic, which potentially led to
“systematic distortions” in the answers of participants, as described by [45].

Socio-political Views. The findings related to participant’s socio-political views are
supported by the findings of [38] and indicate that an individual’s socio-political views
are influenced by their altruistic values and influence their ecological worldview.

Ecological Worldview. The findings show two distinct worldviews that emerged from
the data – namely, the ecological worldview as defined by [44], and the anthropocentric
(or anti-ecological) worldview [38, 44]. Analysis of the data revealed that individuals
with a strong anthropocentric worldview did in fact value the natural environment and
were concerned about the climate crisis and the limits of natural resources [38]. Based
on the Value-Belief-Norm theory, this research proposed that crypto miner’s ecological
worldview influences their awareness of consequences (P4) [10]. While these findings
do suggest a positive association between ecological worldview and awareness of con-
sequences, in alignment of the findings of [13, 39] and [10], the association is weak due
to the lack of conviction as to the consequences of most crypto mining across ecological
worldviews.
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Value to Society. The findings related to participant’s perception of cryptocurrency and
crypto mining’s value to society indicate that miners who believe in cryptocurrency’s
value to society a positive association with the ecological implications of crypto mining.
These miners were also found to have a lower awareness of crypto mining’s poten-
tial environmental consequences, indicating a negative association. These findings are
supported [40].

Awareness of Consequences. The findings indicate that most crypto miners did not
have a high awareness of the consequences regarding the potentially negative impact of
crypto mining. This may be due to the lack of certainty surrounding the environmental
impact of crypto mining due to the decentralized, volatile, and anonymous nature of
crypto mining.

Ascription of Responsibility. The findings related to the ascription of responsibility
of crypto miners indicate that the majority of miners (8 out of 12) do not ascribe a high
amount of responsibility to themselves and instead place blame on governments and
large corporations. This was evident both in the ascription of responsibility regarding
the negative implications of crypto mining and in participants’ belief in their capacity
and responsibility to reduce the threat of climate change and protect the environment.
The findings also reveal a weak association between awareness of consequences and
ascription of responsibility. Miners who showed a relatively high awareness of conse-
quences did not consistently show a high ascription of responsibility. Rather, the ascrip-
tion of responsibility among miners varied, particularly among those who showed some
level of awareness of consequences. Crypto miners who did not believe crypto mining
had any negative impact on the environment, however, typically did not perceive those
involved in crypto mining (including themselves) as responsible for reducing the threat
of potentially harmful consequences. This is most likely because they did not believe
mining has harmful consequences. Thus, insufficient evidence is provided to support
P5 (cryptocurrency miners’ awareness of consequences influences their ascription of
responsibility).

Personal Norms. In accordance with the theoretical framework for this study, it was
proposed that cryptocurrency miner’s ascription of responsibility influences their pro-
environmental personal norms (P8) [10]. The findings of this study support this proposi-
tion, showing that among miners who expressed a relatively high ascription of responsi-
bility, the presence of personal norms was more evident. Findings also suggest a positive
association between personal norms and attitudes toward the ecological implications
of crypto mining, with participants with negative attitudes typically showing greater
personal norms.

Pro-environmental Actions. Interestingly, findings reveal that crypto miners with a
stronger anthropocentric worldview, which typically influenced a more positive attitude
toward the ecological implications of crypto mining, tended to have greater adoption of
pro-environmental behavior, compared to their counterparts who held a more negative
attitude. The findings of [38] support this. Findings revealed that participants who held
weaker personal norms concerning the ecological implications of cryptominingwere not
less likely to adopt pro-environmental behavior. Thus, insufficient evidence is provided
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to accept P9 (cryptocurrency miners’ pro-environmental personal norms influence their
pro-environmental actions).

6 Conclusion

This study sought to explore the perspectives and attitudes of crypto miners, a group
that is largely underrepresented in blockchain research, around the ecological impact of
proof-of-workmining using the Value-Belief-Norm theory as the theoretical framework.
The findings of this study provide a multilayered answer to the primary research ques-
tion of this study, establishing three main attitudes toward crypto mining’s ecological
implications.

• Positive attitudes, which relate to the view of crypto mining’s environmental impact
as positive.

• Negative attitudes, which relate to the view of crypto mining as being harmful toward
the environment.

• Neutral attitudes, which relate to the view that crypto mining’s impact is dependent
upon a variety of factors and neither here nor there.

The findings of this study contribute to the growing body of research on the environ-
mental impact of cryptocurrency mining. They also provide insights into the factors that
influence crypto miners’ attitudes towards the ecological implications of their activity.
These insights can be used to inform the development ofmore sustainable cryptocurrency
mining practices.
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Abstract. This study aims to understand grocery retailers’ acceptance and use
of mobile salesforce automation (SFA). SFA deployment in a sales organization
is time-consuming, costly, and does not necessarily improve salespeople’s perfor-
mance. Recent disruptions caused by the pandemic and the fast escalation of sales
costs have prompted organizations to extend SFA deployment to grocery retailers
through mobile SFA. There are limited SFA studies on understanding SFA accep-
tance and use in grocery retailers, as the focus was on the salespeople. A model is
developed by integrating the Unified Theory of Acceptance and Use of Technol-
ogy 2 (UTAUT2) and the Innovation Resistant Theory (IRT) with modifications to
study mobile SFA technology acceptance and use by grocery retailers. The model
also captures the flow experience of grocery retailers when using the mobile SFA.
A case study was used in this study by involving Coca-Cola and their mobile SFA
deployment to grocery retailers in Malaysia. It is a quantitative cross-sectional
survey targeting grocery retailers from urban and sub-urban/rural regions. Data
collected will be analyzed using partial least square (PLS) structural equation
modeling (SEM). Findings from this study allow organizations to validate and
predict mobile SFA technology acceptance and use by grocery retailers and to
re-think their mobile SFA technology investment and deployment strategies.

Keywords: Mobile Sales Force Automation · Grocery Retailers · Sales
Technology Adoption and Usage

1 Introduction

1.1 Sales Force Automation (SFA)

Sales force automation (SFA) promises great benefits to sales organizations by improv-
ing salesforce productivity and efficiency [1], as the cost-per-call and the number of
sales calls needed to register sales transactions successfully have risen [2]. SFA enables
organizations to automate sales activities and administrative responsibilities for higher
productivity [3]. SFA can also help to enhance communication and provide faster access
to accurate and relevant information to improve the quality of the sales effort [4]. Sales-
people can reallocate their time from routine administrative activities to more critical
and complex tasks [5]. Extending the sales technology to mobile applications is possible
through smart gadgets like smartphones and customized SFA solutions [6].
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The COVID-19 crisis has resulted in a “blackout” period for many sales organiza-
tions. They could not interact with retail customers or had to reduce their interactions due
to mobility restrictions [7]. They had to turn to unfamiliar digital communication chan-
nels [7]. These prolonged business disruptions have made sales organizations rethink
their resilience and competitive edge [2].

1.2 SFA Adoption Challenges

While SFA promises benefits to sales organizations, its deployment and use are time-
consuming and costly, and its adoption among salespeople only sometimes translates
into better sales performance [9]. Statistics also show that up to 75 percent of SFA
projects fail to meet the expectations of organizations [10]. Managing organizational
change and transformation is the biggest challenge, including poor project planning, a
mismatch between technology and business needs, lack of support from senior man-
agement [11], the project’s cost exceeding the planned budget, and dissatisfaction of
users [12]. Between 55 percent to 80 percent of organizations reported performance
after introducing SFA as being worse off or having no improvement [13].

Large-scale SFA implementations commonly receive resistance and subsequent
opposition from employees [17]. Researchers’ most common explanation for SFA fail-
ure is the lack of SFA adoption and acceptance by salespeople [14]. The low adoption
rate is mainly caused by users’ unfamiliarity with the technology [15]. The factors
cited impacting SFA adoption are the sales peoples’ organizational commitment, job
satisfaction, person-organization fit, and person-job fit across organizations [16].

1.3 Research Gap

Literature review shows that most studies on SFA adoptions and implications are done
through the framework and lens of the salespeople [5, 18–25]. Some studies are centered
around management and sales leaders’ commitment [26–28] but are limited from the
viewpoint of customers and retailers (see Fig. 1).

By extending mobile sales technology to retailers, organizations can rethink their
sales force objectives, structure, and capabilities required to sharpen their competitive
edge and improve salesforce productivity [31]. The first study on the benefits of SFA
from a customer’s perspective was reported in 2009 [29]. In 2020, another study inves-
tigated the antecedents of customers’ acceptance of a knowledge-based software appli-
cation in the supply chain, focusing on how customers can use digital sales technologies
for improved effectiveness and perceived value. Ease of use and system adaptability
contribute strongly to customers’ perceived effectiveness and usefulness [30].

FMCG organizations are expanding SFA deployment beyond internal salespeople to
retailers throughmobile SFA.Retailers are expected to voluntarily take over awide range
of the salespeople’s daily tasks, including order management, reviewing sales history,
retrieving product and promotion information, and making payments online. Unfortu-
nately, there is a lack of knowledge regarding the customer or retailer’s perspective on
adopting sales technology.
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The main research questions addressed in this study are as follows:

1. What is grocery retailers’ acceptance of mobile SFA technology?
2. What is the level of use of mobile SFA technology by grocery retailers?
3. Is there any variance in the acceptance and use of mobile SFA technology between

urban and rural grocery retailers?

Fig. 1. Research on SFA use from different users’ perspectives.

2 Theoretical Foundation

2.1 Background

Technology adoption and use by salespeople are strongly connected between technology
investment and performance [33]. Low adoption of SFA among salespeople is always
the leading cause of sales organizations not realizing the benefits of SFA investments
[34], and resistance to using SFA is one of the major hurdles [8].

Generally, most salespeople consider themselves to have limited technology expe-
rience and create an inner fear of unfamiliar technology and low motivation to use SFA
[36]. The varying research contexts based on technology, user type, location, adoption
time, and task performed gave rise to many competing theories and models [37]. SFA
implementation success was critically linked to use acceptance and motivation for SFA
use [42]. The technology acceptance model (TAM) is a widely cited IT technology
acceptance framework [39]. Venkatesh et al. integrated core elements from eight models
and prominent theories to develop the UTAUT [40].

The UTAUTmodel emphasizes organizational users’ utilitarian value after eliminat-
ing common constructs to predict or explain new technology adoption, acceptance, and
usage [37]. With the deep penetration of consumer technologies supported by the advent
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of the internet and smartphones in the 21st century, the UTAUT model was extended to
the UTAUT2 model to include the hedonic value of technology users. The voluntariness
of use was dropped as a moderator since consumers’ behavior is voluntary [41]. The
model can explain 74 percent of the variance in consumers’ behavioral intention and 52
percent in consumers’ technology usage [42].

IRT studies the resistance toward user innovations and behavior toward adopting and
using any innovation [43]. It offers a theoretical framework to help understand users’
resistance-oriented behavior [44]. Innovation resistance results from rational thinking
and decision-making to maintain the status quo and resist deviating from the current
belief system [43]. Consumer resistance plays a prominent role in determining the
success of innovation implementations caused by user behavior [45].

It is important to examine the effects of flowexperience onusers and incorporate these
findings in designing engaging user experiences in smart device mobile applications
[46]. Flow experience is a psychological state of an individual sensation in reaction
to environmental stimuli and is created when individuals concentrate effortlessly and
experience enjoyment while completing a certain task [47]. Control, attention focus, and
cognitive enjoyment are three important dimensions of flow that help digital developers
create sites and games that are more responsive to users [37].

2.2 Research Model

The proposed research model (see Fig. 2) integrates UTAUT2 and IRT models with
modifications to validate and predict mobile SFA technology acceptance and use by
grocery retailers. Grocery retailers’ mobile SFA adoption and use are voluntary, and
the mobile SFA application is free. Hence, two modifications are made to the UTAUT2

Fig. 2. Proposed research model.
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model. Price-Value (PV) constructwas removed, and retailers’ education levelwas added
as a moderate factor.

The education level of grocery retailers is added as a moderate factor in the study.
Riddell and Song found a causal relationship between education level and the probabil-
ity of using computers on the job [49]. An additional year of schooling increases the
probability of using a computer in the workplace by six percentage points and increases
computer use time by 1.4 h per week. In Malaysia, nearly 20 percent of the population
above 25 received no or only up to six years of basic formal education [50].

The research framework also includes the flow experience of grocery retailers to
help understand their level of control and engagement when using the mobile SFA.

3 Case Study

Coca-Cola is one of the market leaders in the non-alcoholic beverages industry in more
than 200 countries, with 700,000 employees globally. In Malaysia, it commands nearly
20 percent of the total industry value [51], with 400 salespeople servicing all retail
channels, including supermarkets, convenience stores, traditional grocery retailers, and
food stores [52].

In 2015, Coca-Cola decided to digitalize its sales operation by introducing SFA
technology to improve sales productivity and performance. It extended its SFA technol-
ogy to grocery retailers through the mobile SFA application in 2021. Grocery retailers
could self-administrate a wide range of traditional daily tasks of the salespeople, like
re-viewing sales history, reviewing stock level status, and executing stock replenishment
routines. The technology was deployed to 17,000 grocery retailers. Tracking shows that
the usage rate was low at 30 percent despite multiple efforts to incentivize the retailers.
Without a deep understanding of the level of acceptance and use of mobile SFA tech-
nology and why there is a lack of mobile SFA technology acceptance and use by these
retailers, it is challenging for Coca-Cola to improve the results.

4 Research Methodology and Design

A quantitative research method involved 400 grocery retailers using the mobile SFA
of Coca-Cola through an online survey. The survey questionnaire was designed and
obtained Human Research Ethics Approval. Through the mobile SFA app pushmail sys-
tem, an e-survey form and survey questionnaire were sent randomly to grocery retailers
who use the Coca-Cola mobile SFA and reside in the targeted cities and sub-urban/rural
locations. Partial least squares (PLS) structural equation modeling (SEM) regression
will be used to test and validate the proposed model and the results will be analyzed as
part of future work.

5 Intended Contribution

This is the first application that combines UTAUT2 and IRT to validate and predict
mobile SFA technology acceptance and use by grocery retailers. The inclusion of the
flow experience will help understand the level of control and engagement when using the
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mobile SFA. The research will also explore the variance in grocery retailers’ acceptance
and use of mobile SFA technology in urban and sub-urban/rural areas. This allows
customization deployment programs to improve mobile SFA deployment’s adoption
and usage rates. The findings could impact other major developing countries in Asia like
India, Vietnam, Philippines, and Indonesia.
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Abstract. Every industrial business in the modern day strives to become
technology-driven, for both survival and expansion. With the availability of new
generational technology platforms and low-code tooling, technological mani-
festations are becoming increasingly decentralized. The two emerging forms of
business led autonomous technology deployments are Shadow-IT and Business-
managed IT. While Shadow-IT is constructed in secret without the knowledge of
central IT team, Business-managed IT is a split-governance model built in col-
laboration with the IT organization. Common governance is required to ensure
that IT investments are efficient, secure, and compliant. Despite being aware of
Shadow-IT’s limitations, businesses are unable to upgrade them to better models
due to a lack of a simple toolkit that can act as a guidelight. This paper’s goal
is to present a framework that can fill this gap and illustrate precise steps for a
business unit to make a transition to a business-managed IT model suitable to
its technological capability. Based on extensive research and case study analysis,
the paper captures insights about different forms of autonomous IT investments,
proposes a framework to advocate an appropriate business-IT partnership model
for a business unit, and finally solicits the opinions of eminent business executives
from diverse industries to confirm its applicability. The framework will act as a
guide not just for the initial transition, but also evolution of the partnership model
as the business’s technological capabilities grow over time.

Keywords: Shadow IT · Business Managed IT · Business-IT collaboration

1 Introduction

Most businesses use their central IT teams to create software solutions to support a
variety of operations performed by different Business Units (BU). Business divisions’
needs could not all be optimally satisfied, though. Organizations have found enough
evidence of individual departments building their own smaller IT solutions tailored to
their needs and created by their own staff. This can occasionally be a result of central
IT teams’ general delivery delays or a failure to fully address business requirements.

The aforementioned IT investment is referred to as “Shadow IT”, and it manifests
itself as modest, ad hoc solutions developed autonomously by business teams or people
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without coordination with the central IT department [1, 2]. These often take the form of
spreadsheets, mobile applications, tiny workflows, and other similar applications built
with basic low-code toolsets [3]. Shadow IT brings with it both threat and opportunity.
Security threats, inefficiencies, and scalability issues are frequently mentioned as poten-
tial negative impacts [4]. Interestingly, research also highlights it’s positive aspects, such
as greater agility, productivity, or innovation [5, 6].

Shadow IT is not officially encouraged in organizations due to its significant neg-
ative side effects, and it may be hidden from central IT. Central IT units frequently
use monitoring tools to find them, and then either decommission, seize control, leave
alone with the BU’s creators, or co-govern with the BU, thus legitimizing them [7].
The co-governance can take different forms depending on how the BU and IT divisions
divide up the responsibility - a concept known as “Business IT partnership models” [8].
“Business-Managed IT” refers to a phenomenon in which BU manages all IT-related
tasks for a given technology application, either entirely independently or in cooperation
with central IT [9].

Business managed IT is considered a good mix of business autonomy and IT stan-
dards’ compliance. However, there is no silver bullet for transitioning a business from a
Shadow-IT situation to a business-managed IT mode. We believe that many firms con-
tinue to have poor IT investment portfolios due to a lack of clear guidelines on how to
emerge out of the IT shadows. The current study closes this gap by providing a frame-
work for selecting an appropriate transition path based on the capabilities maturity of
the business units.

The study addresses the following research questions in order to achieve the
aforementioned goal:

• RQ1: Can one establish a general recommended guideline to transition an IT system
from Shadow-IT to Business managed-IT mode?

• RQ2: Which business-IT partnership model is most suitable for a BU, given the level
of digital skills of its workforce, as it transitions out of its shadow investment?

In order to answer these questions, we first conduct a study of the literature to make
sure we are up to speed on the most recent findings and to spot any gaps. Then, based on
an examination of intricate industrial case studies including shadow IT transitions, we
propose a suitable framework. Finally, we use semi-structured interviews with a number
of business professionals to validate and verify the framework.

The next sections are structured as follows:Next, wewill review existing literature on
Shadow, business managed IT and related topics. We will outline our case analysis find-
ings, illustrate conceptual framework, and summarize expert feedback in the Outcomes
section. Finally, we will discuss the findings in relation to the conceptual framework and
conclude with opportunities for future research.

2 Literature Review

2.1 Literature Search and Selection

We conducted a literature review to determine the present state of academic research
on Shadow and Business-managed IT. SCOPUS, Business Source Complete (EBSCO),
Emerald Insight, IEEE, Science Direct (Elsevier), and Springer Link were searched for
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peer-reviewed journal publications and proceedings frommajor IS conferences.We used
the following search keywords:

[“shadow IT” OR “Shadow-IT” OR “Business-managed IT” OR “Business man-
aged IT” OR “business-driven innovation” OR “IT consumerization”] AND [“Gover-
nance” OR “Architecture”].

Following that, we screened the identified articles to prioritize content dealing with
both Shadow and Business-managed IT in tandem, along with their interaction in spe-
cific corporate scenarios. We used the final selected set of 55 papers for this study, as
summarized in Table 1 below.

Table 1. Literature review summary of 55 selected papers

The most significant themes that emerged from the review are IT-managed sys-
tems, Shadow-IT (concealed ITwork), Shadow-IT impact (positive, negative), Business-
managed-IT (partnership amongst BU and central IT) and IT-Integration.

IT-Managed Systems: These refer to the conventional IT systems that are built and
managed by the central IT unit. These are built using secure, modular architectures and
follow formalized, software development best practices.

Shadow IT Systems: These refer to covert IT systems in which employees of a BU
create IT applications for their own needs without consulting central IT unit [7]. When
used in this context, the term“BU” refers to all business entities, includingboth individual
users, employee groups and departments.

Shadow systems come into existence frequently to avoid red tape and gain faster
access to resources [10]. Furthermore, [11] states that the advent of “shadow IT” shows
a failure on the part of central IT unit to provide the services required to meet their users’
expectations. Businesses create shadows as a direct result of a number of issues, such as
the central IT systems being unreliable, rigid, and challenging to use, as well as a lack of
cooperation between the IT department and the business divisions. It frequently acts as a
supplement to enterprise-wide IT systems like ERP as well as providing tailored adjust-
ments for simplifying business operations. Due to the increased accessibility of new age
IT tools and solutions, business units develop their own IT plans without the support of
the IT department [8]. Shadow-IT systems undoubtedly give BUs more autonomy from
the IT division, especially when IT department is deemed too expensive or too slow.

Literature revealed a wide range of Shadow IT applications. According to [10],
shadow IT is frequently used in the context of multi-cloud settings, where public cloud
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services are contracted directly by departments within an organization. According to
[12], it entails people or departments acquiring and utilizing software, services, or
technology without engaging the central IT department.

Shadow ITmust dealwith several issues, including security, data discrepancies, orga-
nizational inefficiencies, conflicts, and loss of control [15].Additionally,when shadow IT
systems multiply, so does the need for support and maintenance personnel [16]. Decen-
tralization of IT as a result reduces central IT unit’s power and control over IT resources
and presents a governance challenge for the company [17]. [18] found that Shadow-IT’s
covert IT management makes it difficult to execute risk assessment and preventative
processes, generating compliance concerns. Typically, shadow IT systems are built in
silos, and do not integrate with enterprise systems, which reduces standardization and
reduces synergy at the overall organizational IT footprint.

Business Managed IT Systems: In “business-managed IT”, the standardization focus
and BU flexibility are balanced. The development of these overt IT platforms involves
strong coordination between central IT and business units. According to [3], business-
managed IT facilitates more effective and quick communication, which fosters creativity
and innovation. Because of its adaptability, it also has the advantage of agility and better
flexibility, especially when compared to large, rigid solutions like ERP systems [19]. In
short, it provides BU with authentic means to build its IT apps and not break corporate
rules.

IT-Integration: Organizations usuallywork to club the IT investments bymigrating the
Shadow investments to the business-managed form of IT, since its major negative side
effects outweigh its advantages. Businesses frequently use central monitoring processes
to keep an eye out for irregularities so that the necessary action may be taken. One
choice when a Shadow instance is discovered; is whether to keep it operating, take
over or terminate it [18]. Another choice is to set it up in a business-managed IT mode
with governance split between business units and central IT [10]. A co-governance is
frequently a reasonable compromise because simply prohibiting corporate investment
may have a negative impact on employee creativity and morale [20].

The Fig. 1 below indicates various potential transition routes of Shadow-investments.
Our research aims to provide an advice on how to avoid the red-dotted covert path and
progress towards an open cooperation paradigm between business and IT indicated in
green routes.

Our review of the literature revealed a dearth of research that could offer guidance
on how to transition from shadow IT investments to collaborative governance and how
to strike a balance between the crucial business flexibility and central IT’s mandated
formalization. This study seeks to fill this vacuum by creating a framework that proposes
several business-IT partnership models and guiding factors to help determine which one
is more suitable to a given skill level of the business unit.
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Fig. 1. Navigating IT transition in businesses (Author’s own)

3 Methodology

This study has used a mixed set of steps for the research as outlined below.

• Literature review to determine research gaps in the areas of migrating off shadow
investments.

• Case study analysis of diverse industry cases dealing with successful shadow
migrations; to conceptualize a framework.

• Semi-structured interviews with industry experts to validate the framework.

The literature review section has outlined authors’ rigorous effort of searching
through academic content and examining organizations’ present practices for handling
shadow IT scenarios from prior studies. It assisted in identifying gaps in a lack of pre-
scriptive guidance for practitioners to manage business IT portfolios with a fair balance
of flexibility and IT norms.

Case study is the most appropriate research method to gain contextual, in-depth
knowledge about a specific real-world subject and is often used in exploratory research
to generate new ideas that might be tested by other methods [13]. Based on the primary
authors’ historical involvement with the company and ability to get the most accurate
information, we chose a large technology-consulting firm as a source for these case
situations. This study has employed case study analysis of carefully selected, three
diverse shadow-IT situations as summarized in Table 2 below (and explained in detail
under data analysis section further). Each instance depicts a different shadow situation
and its progression towardsBU-IT collaboration that best suitsBU’s digital skill quotient.
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These cases were carefully chosen to represent all possible classes of BU-IT collabora-
tion models. These form a foundation for the suggested framework, which provides the
possible appropriate collaboration models (and related transition paths).

Table 2. Case Study scenarios

IT Solution Project Delivery dashboard HR Analytics & predictions Account management 
scorecard

Department / 
Business Unit Delivery excellence Human Resources Account management

Case evidence Interviews with business 
executives and IT leads

Interviews with HR leadership, 
IT stakeholders, demo of the 

system by HR managers

Published Case study 
document by the firm, 

Interviews with Account 
leadership and IT executives

Prior IT Mgmt. 
mechanism Covert Covert Overt

Business IT Partnership 
model IT Coached business model Pioreering business-IT 

partnership model Self-service Platform model

Finally, to validate the suggested framework, the authors conducted interviews with
five cross-industry experts holding influential strategic roles. We filed non-disclosure
agreements; and anonymized all gathered inputs and outcomes. The selected individuals
covered a diverse variety of industries, and IT investment sizes to guarantee that different
aspects of the shadow IT problems were addressed. Semi-structured interview method
was determined to be the most appropriate method, as described by [14, 15], to allow
participants to speak freely about their perceptions and experiences. These inputs turned
out to be essential in validating framework; especially based on the contextual industry
experience. These experts also acknowledged the framework’s applicability to other
industries, demonstrating its external validity.

4 Data Analysis and Outcome

We gathered research information via case study analysis and structured interviews.
To begin, three diverse Shadow IT scenarios are subjected to case study analysis. The
insights gained from these cases helped in the formulation of a framework that defines
business-IT partnership options to firms divesting from Shadow IT. Lastly, we dis-
cussed the framework with five industry experts and used their feedback to fine-tune
the framework towards real-world industrial settings.

4.1 Investigating Business Scenarios: Using Case Study Analysis

The case’s events occurred at a large international consulting and IT services company
that provided consulting and information technology solutions to a variety of global busi-
nesses. A cybersecurity incident in 2018 compelled the company to launch a company-
wide investigation of shadow IT instances, using network analysis and start talks on
their use and future roadmap. The case studies represent three distinct tales of Shadow
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IT systems developed within different departments at various points in time. Every story
offers a different set of lessons, which we have combined as part of a larger analysis.

1) Project Delivery dashboard: (reflects as “IT Coached” model in the framework)
TheDelivery ExcellenceBusiness Unit began working independently in 2015 to develop
a smart web-based solution to monitor the overall status of its diamond customers’
portfolio work, spanning multiple projects. It brought together all crucial project health
indicators, hazards, issues, and watch areas at one single dashboard. Its vision was to
automate all manual review activities into a workflow-based system, supported with
an intuitive look and feel. The business unit possessed significant power within the
organization, due to its direct reporting relationship to the firm’s COO. This had helped
the independent existence of this shadow-web application without much challenge.

The IT team discovered it during its network search and informed top management
about future risks associated with maintaining it independently. Given the political clout
and stakeholders’ need for flexibility to meet their specific needs, the unit was advised
to function in a partnership mode with the IT team’s direction on important architectural
principles. IT teams worked with the BU for six months to transition the system to
a modular architectural platform, defined agile standards and taught important design
principles to apply for any further work. IT teams also committed to undertake quarterly
audits and be available to advice on special requests.

With this partnership, the application quickly expanded beyond diamond customers
to become a comprehensive delivery excellence product, and adopted by more depart-
ments. The product also added AI-based capabilities of risk prediction, intelligent issue
remediation and perform multi-dimensional delivery tracking. Later, it developed into a
SAAS service that could be offered to independent businesses.

2) HR Analytics & predictions: (reflects as “Pioneer” of innovation model
in the framework)
HR department secretly built an AI based analytics system, with involvement frommany
of its enthusiastic employees, whowished to replace themanual Excel-based operational
reports with an automated reporting platform. When IT teams discovered this covert IT
work, they contacted HRmanagement. During the discussions, IT teams determined that
the HR unit’s need to stay strategically ahead of its challenges (for example, anticipating
accurate attrition estimate to develop proactive response) was a legitimate need, and the
built shadow system was simply an attempt to that end.

The IT and HR teams came to an understanding whereby the IT teams took over
management of the analytics system and rebuilt its foundation architecture to established
IT standards. On top, IT teams further built an “innovation studio sandbox” (innovation
test area) for HR teams, where motivated, competent HR staff joined hands with IT
members to experiment with cutting-edge technologies such as ML, generative AI, and
NLP, to develop futuristic solutions. Among these were features, such as identifying
hidden reasons of employee-churn; real time performance appraisals, and many more.
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This platform allowed for the development of modern skills, which improved
employee motivation and retained talent. Thanks to the collaboration, the HR depart-
ment became the most forward-thinking AI-enabled workforce and considered as an HR
practice leader among its peers.

3) Account management scorecard: (reflects as “Business self-service” model
in the framework)
The company employed influential individuals in account-lead roles who created and
maintained relationships with large corporate senior executives. These individuals con-
tributed to the organization’smajor revenue sources, and hence, central IT frequently pri-
oritized their IT needs. These account leads were looking for a system that allowed them
to maintain a balanced scorecard of their accounts. The scorecard included critical mea-
sures of client satisfaction, new business prospects, and health of strategic partnerships
with C-level executives.

This group desired a self-sufficient data Platform, where they could easily drag
and drop information variables and use pivot tools for adhoc-analysis (like in Excel).
They had made a few attempts to build solutions using off-the-shelf technologies but
those but those fell short of many capabilities they needed. They were all non-technical
salespeople, interested in an easy to use tool for real-time analysis of their customers,
based on changing market conditions and business events.

The IT unit provided them access to a SAAS CRM platform, and setup all required
data as its building blocks. They trained account leads on how to configure it and use
it effectively to meet their needs. Except for any unusual action that required the IT
team’s support (such as new data integration), the business teams handled the platform
fully independently. The business teams acquired the skills to use the toolset and gained
the flexibility to manage everything from lead generation to strategic projections. As
a result, they were more productive and happier, and the company’s revenue increased
significantly.

4.2 Outcome: The Framework

This section demonstrates the proposed framework,which can assist every organizational
business unit, that decides to divest its Shadow-IT investments choose a suitable IT
partnership model to align depending on its capability maturity.

The Business-IT Partnership Models
The framework (Fig. 2) displays four distinct models for BU and IT teams to collaborate.
Each model differs in three essential dimensions: environment control (the adherence
to IT norms), business flexibility (freedom enjoyed by the BU to construct solutions),
and innovation potential (a mix of ideas, skills, and flexibility that BU can bring to the
built systems). According to the framework, firms should constantly aspire to progress
(vertically) up the flexibility scale, but they must begin with a model that is proportional
to their existing capability maturity. As they invest more in their employees’ talents,
they will seek more possibilities for richer levels of collaboration and better innovation
potential.
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Each model is briefly described in the section below:

a) IT managed: This is a traditional approach of technology deployment in which the
central IT team spearheads the creation of the most secure and scalable systems while
adhering to the best software practices. This paradigm is required for mission-critical
enterprise systems that serve the common needs across all departments in a firm. It
is also an obvious choice for building IT applications for business functions that lack
the technological capabilities required to work in other partnership models. The IT
team creates systems in close collaboration with the business, with a continual loop
back to verify it serves the objective of the business unit.

b) IT coached: Foreword looking skillful business units often begin by launching pilots
that address smaller, pressing challenges in the business unit. They may begin by
concentrating on certain functional opportunities like an advertising campaign, or
manufacturing shop floor issue. Front line business personnel collaborate with high-
energy IT savvy employees to create data hubs or smaller creative systems. To main-
tain compliance with corporate standards for secure, scalable systems, these units
rely on IT teams for assistance due to lack of formalized technical knowledge. IT
teams conduct audits and provide mentoring to guarantee compliance with overall
company strategy.

c) Business self-service: Business units gradually develop capability in pursuit of more
opportunity for innovation. Functional experts learn to develop data engineering,
front-end, and data science capabilities in order to create more usable solutions.
Smaller data hubs combine to form a robust data foundation that enables rapid appli-
cation deployment. Business units begin to behave like software firms, allowing
product management to design higher order business applications. Because the busi-
ness does not require regular IT intervention, IT teams construct a secure platform
and give them the flexibility to build useful apps on top. This foundation platform
can range from SAAS CRM system to data-lakes or even a dot net-based coding
platform, and business users utilize low-code and no-code tools to build on top of it.

d) Pioneer: BU identifies staff with know-how and ability to fuel digital innovation.
Companies invest in coaching and training larger community of employees in order
to develop digital athletes. Select business individuals with expertise team up with
business-aware IT members, and they build innovative futuristic solutions. These can
vary from predictive analytics models to intelligent automations in rounds of rapid
experimentation. To enable maximum innovation flexibility for the teams, the cen-
tral IT unit provides a secure sandbox architecture disconnected from the corporate
network. The most inventive organizations provide this form of operational architec-
ture to their front-runners for them to build newer solutions and stay ahead of the
competition.
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The Governance Layer
The governance mechanism is firm wide and keeps track of all IT systems across all
business units, look for opportunity to scale them up to a higher level of partnership.
The governance systems also seek options for sharing amongst BUs, include common
foundational services like data-capture, and provide coaching to help produce more
innovators within the workforce.

The Capability Maturity Assessment Model
This is the bottom half of the structure, which gathers information about BU’s digi-
tal capabilities maturity and feeds it so that an appropriate collaboration model can be
chosen. The maturity of a company’s digital capability is defined as its capacity and
ability to create desired digital functionality by combining people, process, and tech-
nology elements within its purview. Research in recent past have used varying digital
capability models for performing digital capability assessments of companies, varying
from generic models [16, 17] to those contextualized to specific technology or indus-
try applicability [18–21]. We have deliberately avoided most of these models in favor
of a relatively recent digital capability model from Jase Ann termed the 77-capability
model [22]. While only a few renowned studies have used this model as a foundation,
we believe it is ideal for our needs since it easily integrates contemporary digital trends
such as social, mobile, and cloud with digital business. The model is based on global
best practices for digital enterprises and is divided into 12 mega and 77 ingredient capa-
bilities. It offers an easy means to score and aggregate the digital capability into four
incremental maturity levels (basic, defined, optimized, and progressive) as shown below.
We have selected this model as a foundation for the proposed framework; due to its rel-
evance to the modern digital age, rich experience of its proposer, and its ease of use in
measuring a firm’s digital maturity.

4.3 Validating Framework Based on Business Interviews

We connected with five industry experts working for firms across broad range of growth
stages, industries and sizes. These individuals held prominent executive/senior strategy
positions with a strong exposure to technology. The interviews lasted an average of 45
min and conducted through video/audio conference. We recorded and transcribed the
interviews before manually synthesizing them.

The interviews focused on the questions below.

Q1) how vital is it for business units to be able to meet their own sparse IT needs without
relying on central IT? (Very High/High/Medium/Low/Very low)

Q2) would business unit staff be willing to learn new skills required by these BU-IT
collaboration models? (Certainly yes/probably yes/not sure/probably no/certainly
not)

Q3) does the proposed framework and associated four BU-IT partnership models cover
all conceivable collaboration types?

Q4) how can we increase the applicability of this framework?
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Fig. 2. Business-IT Partnership Framework (Author’s own)

We employed an inductive approach to interpret the interview transcripts. In the first
round, we used open coding to label the issues, framework gaps, and expert judgements
[23]. We then modified, merged, and extended initially assigned codes into conceptual
categories in an iterative process [23].Wedidnot feel a need to use a coding tool, however,
the codes and categories were re-validated with research assistants (not connected to this
research). The comments from industry professionals aided in fine-tuning the framework
across all of its components. Table 3 summarizes the observations.
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Table 3. Industry interview summary

Categories feedback points Observations and Gaps
Biz-IT Partnership models

IT Managed Business and IT work in Agile manner to iteratively build IT solutions. IT
adhers to the software best practises of the IT system building.

IT Coached Business resources build IT solutions with being coached by central IT 
teams. IT experts ensure compliance to standards.

Business Self-Service Business builds effective solutions using low-code, no-code tools on a 
secure platform, layered data entities and data with controlled access.

Pioneer Skilled business and IT member team up to build futuristi solutions using 
cutting-edge technologies on a sandbox environment with masked data.

Central control and 
Supervision

This includes activities which are discovery (of Shadow instances), 
Assessment (look for potential of integrations or scaling partnership up) 
and Enablement (training and coach for further innovation)

4/5 experts discussed the topic in depth and provided numerous insights; 
both on its essential functions and what it should avoid to do. All are 
incorporated.

Data integration 
service

Based on the advice of the interviewers, in addition to governance, data 
integration service was introduced as an IT duty, keeping in mind the 
security and specialised capabilities required.

2/5 experts proposed that, central IT should provide data integration 
service (get new data sources either from enterprise lake/warehouse or 
from external sources using web service/API constructs)

Balance of corporate 
IT alliances

IT solutions within various business divisions utilize different business-IT 
partnership models. Central IT team manages overall balance.

As per 2/5 experts, Central IT will be best positioned to explore 
possibility of knowledge exchange among divisions, also teach high-
performing divisions achieve higher levels of collaboration.

Capability Maturity 
Scorecard

The maturity of a business unit in terms of its digital capacity assists the 
framework in determining which partnership model is appropriate for its 
innovation journey

5/5 experts agreed that capability maturity should drive partnership 
decisions. They did, however, recommend more research to understand the 
corelationship between capabilities and type of technology solution.

1/5 expert asked to include a teaming possibility that splits up on front-
end, back-end work distruibution. Here business envisions the user 
interface (UI) components of the desired solution, hands over to IT team to 
plug in the back end engine including data interfaces, middleware and 
infrastructure to make it a working reality. Interviewer agreed that this 
model is a specific variation of the IT Managed model.

5 Discussion

This section highlights key areas that need further work.

Future Framework Refinement Scope: The framework was highly praised as an
organic toolbox, along with few advice to refine it further considered below:

• Apply to broader industrial use cases to find any missing BU-IT collaborative
arrangement.

• Digital technologies are always improving, suggesting use of a more recent digital
capability model as the foundation (the one used is this study is now four years old)

• Discovering any possible association between an organization’s growth stage and its
effect on BU-IT cooperation model

• Application of formal behavioral theory, such as Adaptive structuration due to the
evolutionary nature of BU-IT partnerships.

Good and the Bad of Business-Managed IT: The framework should adapt to special
situations such as:

• where shadow-IT should be retained (example: researchhungryunits, customer facing
agile units).

• types of enterprise-wide systems (like data-lakes or ERP) where central IT is the
mandatory choice
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Limitations: The study used high quality but modest inputs, such as case studies within
a single organization and insights from a limited pool of experts. This may limit the
generalizability of the findings.

6 Conclusion

To summarize, the study began by introducing the ideas of Shadow-IT, its disadvantages,
and the benefits of transforming it into business-managed IT. The primary goal was to
present a simple framework that organizations may use as a toolkit to operationalize
the migration of shadow IT into a suitable partnership model with IT unit, based on the
competence level of the business unit.

The study initiated this effort by gathering the knowledge discovered through aca-
demic research. Next, using case study methodology, it formulated a suggestive frame-
work, which was further validated with industry experts. The framework was fine-tuned
based on their feedback.

This paper concludes by providing this framework as a toolkit to businesses looking
to build technology applications, for determining a suitable IT partnership model. It
also presents suggestions for additional research to widen the framework’s coverage of
contemporary technologies and emerging trends.
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Abstract. Electric vehicles (EVs) are rising fast to prominence as a key com-
ponent of the effort to meet sustainable energy goals. The research and mass
manufacturing of new energy vehicles, especially electric vehicles, offer several
benefits over conventional energy vehicles, such as zero exhaust emissions, zero
pollution, cleanliness, and low cost. As a result, more and more nations are paying
attention and placing importance over the development of EV-fleet, but EV sales
are still a modest part of all vehicle sales. The protruding reason highlighted by
the literature and researchers is underdeveloped charging infrastructure. To get
the most out of an EV, an appropriate charging station with optimum configura-
tion needs to be placed in a specific location with all the infrastructure to make
it supportive and sustainable hotspot for EVs. This study aims to identify all the
factors that needs to be considered while selecting a location for setting up a sus-
tainable charging station for EVs in semi-urban areas. A deeper understanding of
factors is explored, using interpretive structural modelling (ISM) and MICMAC
analysis. A total of 17 factors are considered for the analysis which are crucial
in developing the configurations for an EV charging station. The outcomes of the
paper will support the policymakers to locate, determine and decide the suitable
locations, and configuration for constructing EV charging stations and escalate
the EV adoption.

Keywords: Electric Vehicles · EV charging stations · EV infrastructure
configurations · ISM analysis · EVCS

1 Introduction

Carbon dioxide and its rising content in the environment has been a constant concern
over the last decade among the developed and developing countries. Throughout history,
the primary source of human needs has always been fossil fuels. One of the main sources
of carbon dioxide emissions, which significantly contribute to global warming, is the
transportation industry [1]. At the moment, the usage of fossil fuels in transportation
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contributes to environmental and noise pollution, which is threatening for environment
[2]. The prime reason for transportation sector being the main highlight is because at
present the 91%of Indian transportation sector is still relying on oil products [3]. Because
doing so significantly reduces both the pollution brought on by fossil fuels, which is a
critical issue, and the depletion of those resources.

Paying attention to environmental concerns and pollution from fossil fuel-powered
vehicles has been a factor in government decision-making, particularly in the past two
decades [4]. Due to these unfavorable circumstances and the depletion of fossil fuel
supplies, interest in alternate energy sources has grown [5]. In response to the combined
challenges of energy and the environment, electric vehicles (EVs) have attracted attention
of governments, researchers, and investors. Because of this, experts and manufacturers
of automobile vehicles have recently placed a high value on the development of electric
vehicles as the least polluting vehicles [6]. Electric vehicles (EVs) are positioned as an
alternative green and clean technology that may make it possible to preserve natural lim-
ited resources and transition quickly to a sustainable low-carbon emission transportation
system [7].

The electric vehicle is still in its infancy in India. The Indian government is focusing
to establish different EV-related laws and putting incentive schemes in place since it
recognizes the significance of EVs [8]. Faster Adoption and Manufacturing of (Hybrid
andElectric)Vehicles (FAME) India is a programdeveloped by India that offers universal
demand incentives to manufacturers as well as consumers [9]. The advancement of
EVs and the infrastructure for charging them should coexist. Without the other, neither
can develop. Consequently, it is equally vital to invest in the infrastructure for EV
charging [10]. The creation of Electric Vehicle Charging Stations (EVCS) intends to
simplify the process of getting individuals access to energy for their electric vehicles to
overcome their range anxiety. Several significant Indian cities, including Delhi, Pune,
Mumbai, Bangalore, Ahmedabad etc. have already established EVCS in accordance
with the goal to accelerate the use of electric vehicles. Increased funding has been put
towards the development of EVCS in India in recent years. Field findings show that the
infrastructure for EVCS development has not been successful especially in the semi-
urban areas [11]. Most of the investments by the government and leading start-ups have
been made in few urban metropolitan cities only. This lack of framework development
roots for slow development of charging stations because the investment made must
benefit both investors and users which is another issue. This means the goal is not just
to build charging stations, but to be built with the vision of business sustainability.

Understanding the factors and parameters based on technological, geographical,
social, political, environmental, and economical grounds is need of an hour to increase
the efficacy of EVCS deployment. The development of the EVCS infrastructure in India
is hampered by several variables and restrictions. The purpose of the current study is to
identify the responsible parameters and their hierarchy so that the priority is given in the
same order to advance the framework according to their reliance and driving force. To
develop an ordered hierarchy of parametric configurations Interpretive Structural Model
(ISM) is used. ISM is one of the common methods for prioritizing the factors depending
upon the defined issue [12]. It is important to understand the hierarchy of the parameters
so that a deeper understanding can be formed about their nature and dependencies for
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which ISM-MICMAC tool is the most suitable one. This insight on hierarchy and crit-
ical analysis of parameters will support the growth of the Indian EVCS infrastructure
for accelerating the adoption of electric vehicles [13]. The key parameters/factors are
identified from the literature and discussions held with focused group for curating the
configurations for EVCS. The subsequent sections of the paper are structured in the
following manner: Sect. 2 of this study includes a literature review. Section 3 introduces
to the methodology, calculations, and analysis. Results and conclusion are discussed in
the Sect. 4.

2 Literature Review

To ascertain the determinants contributing to the sustainable growth of electric vehicle
(EV) charging infrastructure and network in India, this study employed the utilization of
web resources such as Scopus andGoogle Scholar. The search keywords “electric vehicle
charging infrastructure,” “electric vehicle charging stations,” and “EV charging station
development” were used to locate the pertinent literature for the current investigation.
Through detailed investigation from literature various factors are defined upon which
the different variables or parameters for the investigation are segregated. A list of factors
with brief definition, variables in that category along with nomenclature is shown below
in the Table 1.

Table 1. Dimensions with factor for EV charging-station location selection in India

Factors Brief details Variables Nomenclature

Technological Technological variables
are those that are directly
or indirectly connected to
the technology of charging
electric vehicles. These
elements may be roughly
divided into the areas of
transaction mechanism,
storage capacity, charging
and battery technology

Battery maximum energy TECH1

Charging speed
(slow/fast)

TECH2

Mode of transaction TECH3

Geographical Geographical variables
have major role in the
decision making of
location selection of
charging station because
they directly influence the
accessibility and useability
of the charging station

Road network GEO1

Site Accessibility GEO2

Electric vehicle density GEO3

(continued)
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Table 1. (continued)

Factors Brief details Variables Nomenclature

Economic Economic variables
consider all related costs,
including the original
investment, land cost and
electricity provision
expenses

Electricity provision cost ECO1

Infrastructure investment ECO2

Land cost ECO3

Economic background of
people

ECO4

Social Social variables
influence the society to
access or adopt the
developing EV
infrastructure. Since EVs
are a relatively new form
of transportation, it is
anticipated that social
adoption would take some
time. Identifying and
addressing the societal
capacities and limitations
is crucial to hasten the
adoption of electric
vehicles

Public awareness SOC1

User satisfaction SOC2

Environmental Environmental variables
are those elements which
supports the noble cause
of incorporating the new
mode of transportation and
supporting the
environmental goals

Flexibility/Adaptability ENVT1

Clean energy potential ENVT2

Government Support Governmental regulations
are significantly
imperative in the
advancement of electric
transportation. Its policies
on involvement and
monitoring along with the
subsidies in grid
connections for charging
can speed up the process
of development

Government commitment GOVT1

Government involvement
and monitoring

GOVT2

Subsidy on EV charging GOVT3
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Different researchers have considered different set of variables in the analysis
depending on their both internal constraints and external environment. Yagmahan and
Yılmaz (2023) integrated a group of Multi Criteria Decision Making (MCDM) tech-
niques for evaluation of sites for setting up charging stations by ranking several factors
[14]. Wang et al. (2023) combined a clustering and planning model for evaluating the
responsible factors and concluding an iterative solution [15]. Asna et al. (2023) proposed
a queuing algorithm to reduce waiting time and optimize the station utilization in which
location and capacity planning framework factors were considered [16]. The defining
factors for charging infrastructure are briefed in Table 2 along with the reference from
the literature.

Table 2. Factors related too different dimensions

S.No. Factors Brief details References

1 Battery maxi-mum
storage

The maximum
amount of energy
that can be stored
in the battery.
This variable also
de-fines the range
up to which an
EV can go in a
single charge.

[17–19]

2 Charging speed
(slow/fast)

This variable
defines the speed
with which the EV
supports charging.

[17–21]

3 Mode of transaction The mode through
which the
charging
inter-face
interacts with the
customer at the
charging station.

[18, 20]

4 Road network The network of
roads needs to be
accessed for
understanding the
traffic flow and
junction points.

[5, 6, 17, 20, 22–34]

(continued)
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Table 2. (continued)

S.No. Factors Brief details References

5 Site Accessibility This factor is
important as the
utilization of
charging station
depends majorly
on its accessibility
to the potential
customers.

[1, 5, 6, 17, 19–36]

6 Electric vehicle density The number of
vehicles in the
area decides in
setting up the
number of
charging piles and
size of charging
station.

[5, 17, 18, 20, 23–25, 27, 29, 31–34]

7 Electricity provision
cost

The cost
associated in
setting up the
electricity
connection from
the grid to the
charging station.

[17, 19, 20, 23, 24, 29, 34]

8 Infrastructure
investment

The costs of the
charging setup,
AC-DC charging
piles and other
related services.

[20, 24, 29, 34]

9 Land cost The cost of the
land or place
where the setup is
to be placed. It
can either be
owned or rented
or leased property.

[5, 23, 24, 29, 30, 31, 34, 36]

(continued)
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Table 2. (continued)

S.No. Factors Brief details References

10 Economic back-ground
of people

This factor
involves the
assessment of
over-all economic
strength of the
customers or
potential
customers in the
region.

[1, 5, 17, 18, 20, 22, 25, 26, 28, 30–33]

11 Public awareness Awareness among
the people
regarding the
developed and
developing
charging
infra-structure can
reduce the range
anxiety and uplift
the EV adoption.

[1, 18, 20, 24, 31, 36]

12 User satisfaction The feedback of
customers from
the experience
with the charging
infrastructure and
satisfaction by the
provided services
because that will
only enable the
repeated use of
the facility.

[33]

13 Flexibility/Adaptability The provision to
adapt according to
the upcoming
technological
advancements and
developments.

[1, 5, 18, 24, 34]

14 Clean energy potential The calculation
and approach to
adopt a clean
energy source for
charging the EVs.

[1, 5, 6, 18, 20, 31]

(continued)
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Table 2. (continued)

S.No. Factors Brief details References

15 Government
commitment

Policies and
guidelines from
the government
for developing the
EV infrastructure.

[20, 24, 36]

16 Government
involvement and
monitoring

Policies do not
bring the
implementation,
but sheer
involvement and
regular
monitoring
brings. That is
why this factor is
critical from the
government side.

[17, 20, 24]

17 Subsidy on EV charging Subsidies on the
EV infrastructure
can boost the
investments and
can attract the
investors to take
interest in this
sector.

[18, 20, 24]

It is evident from Table 1 and Table 2, that research on the charging infrastructure
of EVs in the past have mostly focused on one or more of these issues. A comprehen-
sive framework outlining the development of charging stations hasn’t been created yet,
though. Therefore, this study is intended to contribute to the facilitation and develop-
ment of EVs charging infrastructure. India is still in the early stages in the deployment
of EVs charging stations. Understanding the hierarchy through which the development
of charging infrastructure can be escalated is the study’s main goal.

3 Methodology

The methodology followed in this study is Interpretive Structural Modelling (ISM) tech-
nique. The ISM (Interpretive Structural Modeling) method was devised by Warfield in
1974 as a tool for multi-criteria decision-making, specifically aimed at addressing intri-
cate situations [36]. The structuralmodeling techniquediscussed is a significant approach
that prioritizes the establishment of a hierarchical structure model for complex systems
based on the interrelationships among system elements. This method relies on the deci-
sion and judgement of experts about how the system’s variables are depending on each
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other. It is structural because it is built on interrelations between linked variables and
their dependency on each other, and its resulting structure is derived from a compli-
cated system of variables. The application of ISM method is done by many scholars to
demonstrate relationships and hierarchical links [36–39]. The consequent steps involved
in ISM method are explained in the subsequent sections

3.1 Structural Self-Interaction Matrix (SSIM)

The relationships and dependencies between the different factors are defined in the form
of matrix in which any of the 4 variables (V, A, X & O) are used. Each variable signifies
a relation among the row and column factor which is listed in Table 3. The SSIM is a
result of discussion and brainstorming sessions of experts and academicians collectively.
The output from the expert’s opinion and discussion is shown in Table 4.

Table 3. Denotation of variables in SSIM

Denotation Representation

V row variable influences corresponding column variable

A row variable is influenced by corresponding column variable

X row and corresponding column variable influence each other

O row and corresponding column variable have no relationship

3.2 Reachability Matrix

In this step, the SSIM data is converted into binary numbersmatrix form, which is known
as Initial reachability matrix by swapping the denotations (V, A, X, and O) by 0 and 1
depending on the case. The approach for assigning 0’s and 1’s is given in the Table 5. For
developing the final reachability matrix, the driving power and dependence is calculated
using Eqs. 1 and 2. Table 6 shows the final reachability matrix along with the transitivity
factors, which shows the factors that attain value ‘1’ because of indirect dependency.

Drivingpower =
17∑

j=1

a1j (1)

Dependence =
17∑

i=1

ai1 (2)

The driving force refers to the cumulative number of factors, including the factor
itself, that it has the potential to influence. The dependence total refers to the overall
quantity of factors that may contribute to its attainment.



388 S. R. Singh et al.

Table 4. Structural self-interaction matrix

S.No. Factors 17 16 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1

1 GOVT1 V V V V V V V V V V V V V V V V

2 GOVT2 V V V V V V V V V V V V V V X

3 GOVT3 V V V V V V V V V V V V V V

4 ENVT1 V V V V V V V V X O O O X

5 ENVT2 V V V V V V V V X O O O

6 ECO1 V V V V V V V V A X X

7 ECO2 V V V V V V V V A X

8 ECO3 V V V V V V V V A

9 ECO4 V V V V V V V O

10 TECH1 V V V V V V V

11 TECH2 V V V V V X

12 TECH3 V V V V V

13 GEO1 V V X X

14 GEO2 V V X

15 GEO3 V V

16 SOC1 V

17 SOC2

Table 5. Criteria for assigning 0’s and 1’s

Entry SSIM Reachability Matrix value

i, j j, i

i, j V 1 0

i, j A 0 1

i, j X 1 1

i, j O 0 0

3.3 Level Identification

By using the final reachability matrix, two different sets of factors are formed – reacha-
bility and antecedent set. Reachability set includes all the factors which are influenced
by this factor including itself, whereas antecedent set comprises of those factors which
influenced this factor including itself. The common elements in both sets are categorized
into intersection set. The factor having maximum dependence will be on the top level
because it will not have influence from any other factor. In our case the factor with
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Table 6. Final reachability matrix

S.No. Factors 17 16 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 Driving
Power

1 GOVT1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 17

2 GOVT2 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 16

3 GOVT3 0 1 1 1 1 1* 1* 1* 1 1 1 1 1 1 1 1 1 16

4 ENVT1 0 0 0 1 1 1* 1* 1* 1 1* 1* 1* 1 1 1* 1 1 14

5 ENVT2 0 0 0 1 1 1* 1* 1* 1 1* 1* 1* 1 1 1* 1 1 14

6 ECO1 0 0 0 0 0 1 1 1 0 1 1 1 1 1 1 1 1 11

7 ECO2 0 0 0 0 0 1 1 1 0 1 1 1 1 1 1 1 1 11

8 ECO3 0 0 0 0 0 1 1 1 0 1 1 1 1 1 1 1 1 11

9 ECO4 0 0 0 1 1 1 1 1 1 1* 1 1 1 1 1 1 1 14

10 TECH1 0 0 0 0 0 0 0 0 0 1 1 1 1 1 1 1 1 8

11 TECH2 0 0 0 0 0 0 0 0 0 0 1 1 1 1 1 1 1 7

12 TECH3 0 0 0 0 0 0 0 0 0 0 1 1 1 1 1 1 1 7

13 GEO1 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 1 5

14 GEO2 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 1 5

15 GEO3 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 1 5

16 SOC1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 2

17 SOC2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1

Dependence 1 3 3 6 6 9 9 9 6 10 12 12 15 15 15 16 17

Note - * indicate transitivity

maximum dependence is ‘1’ that is why it is placed at ‘Level 9’. Similarly, the level is
identification for all the factors is performed and shown in Table 7.

Table 7. Level identification (Iterations 9)

Factors Reachability Set Antecedent Set Intersection Set Level

1 1, 1, 1, 9

2 2, 3, 1, 2, 3, 2, 3, 8

3 2, 3, 1, 2, 3, 2, 3, 8

4 4, 5, 9, 1, 2, 3, 4, 5, 9, 4, 5, 9, 7

(continued)
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Table 7. (continued)

Factors Reachability Set Antecedent Set Intersection Set Level

5 4, 5, 9, 1, 2, 3, 4, 5, 9, 4, 5, 9, 7

6 6, 7, 8, 1, 2, 3, 4, 5, 6, 7, 8, 9, 6, 7, 8, 6

7 6, 7, 8, 1, 2, 3, 4, 5, 6, 7, 8, 9, 6, 7, 8, 6

8 6, 7, 8, 1, 2, 3, 4, 5, 6, 7, 8, 9, 6, 7, 8, 6

9 4, 5, 9, 1, 2, 3, 4, 5, 9, 4, 5, 9, 7

10 10, 1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 10, 5

11 11, 12, 1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 11, 12, 4

12 11, 12, 1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 11, 12, 4

13 13, 14, 15, 1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14,
15,

13, 14, 15, 3

14 13, 14, 15, 1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14,
15,

13, 14, 15, 3

15 13, 14, 15, 1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14,
15,

13, 14, 15, 3

16 16, 1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14,
15, 16,

16, 2

17 17, 1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14,
15, 16, 17,

17, 1

3.4 MICMAC Analysis

The MICMAC analysis is employed to ascertain the dependence and driving force of
each barrier. The driver-dependence diagram is separated into four quadrants, with the
dependence on the x-axis and driving power on the y-axis. Based on their driving force
and dependence, all the obstacles are plotted on this diagram; the result is depicted in
Fig. 1.

• Autonomous variables are in quadrant 1, which are weak as they have no influence
over the other factors because they lack dependency and driving power both. As in
our case no factor is present in that region.

• Dependent variables are in quadrant 2, which have higher dependency but low driving
power. Factors like technical, geographical, and social (10 to 17) are dimension are
appearing in this region.

• Linkage variables are in quadrant 3, they hold high dependency and driving power
altogether. In this region economic factors such as land, electricity, and infrastructural
costs are present.

• Independent variables are in quadrant 4, they comprise of factorswith extreme driving
power and low dependency. Government and environment factors are found to be in
this category.
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Fig. 1. MICMAC analysis – Driver dependence diagram ISM Modelling

With the help of final reachability matrix and level identification, the ISM model is
developed. From the Fig. 2 it is observed that government commitment leads the devel-
opment by drafting policies and subsidies for the cause. This will influence the economic
and environmental aspect, as both needs to be hand in hand. Once the environmental and
economic goals are set ten comes the technical level which is followed by the geograph-
ical factors. The final and top goal is user awareness and satisfaction which completely
makes sense is because all this infrastructure development is framed for this goal only.

Fig. 2. ISM Model for EV charging-station location selection
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4 Conclusion

The current study is able to identify and rank the critical factors of charging infras-
tructure development is based on their importance and interdependence using the ISM
technique. The factors related to “Government Support” dimension such as Government
commitment, Government involvement and monitoring and subsidy for EV charging are
appearing in the bottom of the ISM model and driver quadrant of the MICMAC analy-
sis – Driver dependence diagram. Hence, these factors play the significant role for the for
EV charging-station location selection in India. Firstly, the government must commit,
but effective subsidy and monitoring is also essential to escalate the EV development.
To accelerate the EV adoption, the way development of charging stations is necessary
same way, it is equally necessary to invest and innovate in adaptability of infrastructure
along with technological upgradations. This study paves the path for the policymakers
and stakeholder to understand the crucial factors in a hierarchical order for effective
identification of opportunities and implementation of strategies.
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23. Erbaş, M., Kabak,M., Özceylan, E., Çetinkaya, C.: Optimal siting of electric vehicle charging
stations: a GIS-based fuzzy multi-criteria decision analysis. Energy 163, 1017–1031 (2018).
https://doi.org/10.1016/j.energy.2018.08.140

24. Zhou, J., Wu, Y., Wu, C., He, F., Zhang, B., Liu, F.: A geographical information system
based multi-criteria decision-making approach for location analysis and evaluation of urban
photovoltaic charging station: a case study in Beijing. Energy Convers. Manag. 205, 112340
(2020). https://doi.org/10.1016/J.ENCONMAN.2019.112340

25. Costa, E., Paiva, A., Seixas, J., Baptista, P., Costa, G., Gallachoir, B.: Suitable locations for
electric vehicles charging infrastructure in Rio De Janeiro, Brazil (2017). https://doi.org/10.
1109/VPPC.2017.8330964

26. Costa, E.: Spatial planning of electric vehicle infrastructure for Belo Horizonte, Brazil. J.
Adv. Transp. 2018, 16 (2018). https://doi.org/10.1155/2018/8923245

27. Csiszár, C., Csonka, B., Földes, D., Wirth, E., Lovas, T.: Location optimisation method for
fast-charging stations along national roads. J. Transp.Geogr.Geogr. 88, 102833 (2020). https://
doi.org/10.1016/J.JTRANGEO.2020.102833

https://doi.org/10.1108/MEQ-10-2021-0234
https://doi.org/10.1002/bse.2455
https://doi.org/10.1007/s10668-021-02044-1
https://doi.org/10.1016/j.epsr.2022.109013
https://doi.org/10.1016/j.egyr.2023.01.063
https://doi.org/10.3390/en15249396
https://doi.org/10.1016/J.TRD.2019.07.017
https://doi.org/10.1016/J.ENERGY.2021.121380
https://doi.org/10.1016/J.TECHFORE.2013.08.032
https://doi.org/10.48550/arXiv.2206.11065
https://doi.org/10.1109/TII.2023.3245633
https://doi.org/10.1016/j.energy.2018.08.140
https://doi.org/10.1016/J.ENCONMAN.2019.112340
https://doi.org/10.1109/VPPC.2017.8330964
https://doi.org/10.1155/2018/8923245
https://doi.org/10.1016/J.JTRANGEO.2020.102833


394 S. R. Singh et al.

28. Dong, G., Ma, J., Wei, R., Haycox, J.: Electric vehicle charging point placement optimisation
by exploiting spatial statistics and maximal coverage location models. Transp. Res. D Transp.
Environ. 67, 77–88 (2019). https://doi.org/10.1016/J.TRD.2018.11.005

29. Ghosh, A., et al.: Mathematics Application of Hexagonal Fuzzy MCDM Methodology for
Site Selection of Electric Vehicle Charging Station (2021). https://doi.org/10.3390/math90
40393

30. Guler, D., Yomralioglu, T.: Suitable location selection for the electric vehicle fast charging
station with AHP and fuzzy AHP methods using GIS. Ann. GIS 26(2), 169–189 (2020).
https://doi.org/10.1080/19475683.2020.1737226

31. Soares Machado, C.A., Takiya, H., Lincoln, C., Yamamura, K., Quintanilha, A., Berssaneti,
F.T.: Placement of infrastructure for urban electromobility: a sustainable approach. https://
doi.org/10.3390/su12166324

32. Sun, C., Li, T., Tang, X.: A data-driven approach for optimizing early-stage electric vehicle
charging station placement. IEEE Trans. Industr. Inform. 1–11 (2023). https://doi.org/10.
1109/TII.2023.3245633

33. Zhang,Y., Zhang,Q., Farnoosh,A., Chen, S., Li, Y.:GIS-basedmulti-objective particle swarm
optimization of charging stations for electric vehicles. Energy 169, 844–853 (2019). https://
doi.org/10.1016/J.ENERGY.2018.12.062

34. Wang, Y., Liu, D., Wu, Y., Xue, H., Mi, Y.: Locating and sizing of charging station based
on neighborhood mutation immune clonal selection algorithm. Electr. Power Syst. Res. 215,
109013 (2023). https://doi.org/10.1016/J.EPSR.2022.109013

35. Sun, L.: Site selection for EVCSs by GIS-based AHP method. In: E3S Web of Conferences,
vol. 194, pp. 1–5 (2020). https://doi.org/10.1051/e3sconf/202019405051

36. Warfield, J.N.: Developing interconnection matrices in structural modelling. IEEE Trans.
Syst. Man Cybern. SMC-4(1), 81–87 (1974). https://doi.org/10.1109/TSMC.1974.5408524

37. Digalwar, A.K., Jindal, A., Sangwan, K.S.: Modeling the performance measures of world
class manufacturing using interpreting structural modeling. J. Model. Manag.Manag. 10(1),
4–22 (2015). https://doi.org/10.1108/JM2-05-2012-0015

38. Routroy, S., Kumar Pradhan, S.: Benchmarking model of supplier development for an Indian
gear manufacturing company. Benchmark. Int. J. 21(2), 253–275 (2014). https://doi.org/10.
1108/BIJ-02-2012-0007

39. Potdar, P.K., Routroy, S., Behera, A.: Addressing the agile manufacturing impediments using
interpretive structural modeling. Mater Today Proc. 4(2), 1744–1751 (2017). https://doi.org/
10.1016/J.MATPR.2017.02.016

https://doi.org/10.1016/J.TRD.2018.11.005
https://doi.org/10.3390/math9040393
https://doi.org/10.1080/19475683.2020.1737226
https://doi.org/10.3390/su12166324
https://doi.org/10.1109/TII.2023.3245633
https://doi.org/10.1016/J.ENERGY.2018.12.062
https://doi.org/10.1016/J.EPSR.2022.109013
https://doi.org/10.1051/e3sconf/202019405051
https://doi.org/10.1109/TSMC.1974.5408524
https://doi.org/10.1108/JM2-05-2012-0015
https://doi.org/10.1108/BIJ-02-2012-0007
https://doi.org/10.1016/J.MATPR.2017.02.016


Role of Information Dissemination in Promoting
Green Consumption Mediating a Media

Richness Perspective

Anjali D. Manglani(B)

MICA, Gujarat, Ahmedabad 380058, India
manglanianjali133@gmail.com

Abstract. Marketing among retailers involves various modes of information sup-
ply such as brochures, direct mail, newspapers, advertisements on radio, event
marketing, social media marketing, e-commerce portals, etc. Retail marketing has
its significance and contribution in effectively solving doubts of consumers and
boosting sales. To make an effective consumption of green products among con-
sumers, it is necessary to make their respective retailers aware of green marketing
practices. The present study tried to analyse the significant modes of information
supply and their contribution in generating awareness for green FMCG retail-
ers of Gujarat; to identify the most contributing mode of information supply;
and to build a communication model using MRT for generating awareness about
green marketing practices with special ref-erence to FMCG retailers of Gujarat.
A convenience sampling descriptive research design is adopted in Gujarat with a
semi-structured schedule to collect data among 100 FMCG retailers of Gujarat.
The data collected is analyzed using Frequency Distribution andMultiple Regres-
sion. After analysing the effectiveness of various modes of information supply, the
results derived that majority of the retailers are unaware of green marketing prac-
tices. The results emphasized upon unreached communication. The MRT model
for richer green communication proposed in the findings of the study can help
in fulfilling the communication gap between stakeholders and can contribute in
generating awareness regarding green marketing practices. MRT suggests that
advertisement, social media and face-to-face communication via whole-salers
/dealers are the richer medias’ and have significant impact upon awareness for
green marketing practices.

Keywords: Green Consumption · Green Communication ·Media Richness
Theory

1 Introduction

Information system (IS) has emerged as contemporary pathway for solving environmen-
tal problems by developing green IS. (Yaojie Li et al. 2023). Practitioners refers Green
IS as the process of involving IT infrastructure for enhancing firm’s environmental effi-
ciency and reduce destructive impacts. However, Green IS also contributes in developing
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environment friendly products and services (Wang et al. 2015). Industries has developed
green products and has adopted green communication strategies to deliver green prod-
ucts to society. This is necessary for significant green consumption by society. To make
green products consumption stronger from society’s part, companies need to commu-
nicate these practices in much better way than now. The present study emphasised the
importance of green communication for stronger adoption of green products.

GreenMarketingPractices (GMP) are those eco-friendly actionswhich haveminimal
or no negative impact on environment (Krishanveer Singh, 2023). Green marketing
has emerged as a revolution to prevent climate change which is on urge to become
irreversible as per IPCC (Intergovernmental Panel on Climate Change) reports (Fiona
Harvey, 2023). Companies practicing green does not holdmere responsibility of ethically
adopting green practices, but also to communicate those practices effectively to each
stakeholder, inorder make best out of those practices. The result of these preventive
climate actions not only depends upon initiatingGMPs but also upon how these practices
are implemented in cradle-to-cradle (C2C) life cycle model of a product (Starre Vartan,
2021). For successful implementation of C2C, awareness among each stakeholder is
necessary. The companies adopting these practices have the crucial responsibility to
inform every stakeholder about respective GMPs. Marketing of green practices will
not only build-up a flow of green communication but will also help in building green
brand positioning in emerging green trends. Consumers can only develop their purchase
intention towards green products, once they know about its benefits and necessity in
today’s era (Emmanuel Mogaji et al. 2022).

Retailers are the most prominent source through which a consumer can get at least
glimpse for GMP, primarily. To effectively make consumers aware about GMP, it is
necessary to make retailers aware as well. Marketing among retailers involves various
modes of information supply such as brochures, direct mail, newspapers, advertisements
on radio, event marketing, social media marketing, e-commerce portals, etc. Retail mar-
keting has its significance and contribution in effectively solving doubts of consumers
and boosting sales (Michael Keenan, 2022).

Various mediums have their significance in reaching out for GMP effectively. Adver-
tisements with a greenmessage do have a strong appeal for understanding the greenmes-
sage involved and create purchase intention. Social media platforms are believed to be
the most significant platform to establish green communication and generate awareness.
Twitter was highlighted to be the most helpful platform (Emmanuel Mogaji et al. 2022).
Websites of companies consisting of information about GMP are found least stakeholder
friendly. These websites contained eco-labels and texts, but not every laymanwas able to
understand those contents. Semiotics has the major role play which should be critically
employed here. Newspapers and other associated secondary sources of information such
as periodicals or magazines are considered as essential modes to communicate signif-
icant information (Emmanuel Mogaji et al. 2022). The effective use of each mode of
information supply is important to get desired results. The present study tries to compre-
hend the position of each mode of information supply according to its content delivery
and impact upon awareness with respect to GMP. To gain an insightful solution, MRT
is applied to generate a model and comprehend the impactful implication of modes of
information supply according to their content delivery.
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2 Literature Review

2.1 Green Communication

Gocer and Oflac (2017) tried to identify the impact of associated factors that influence
consumers towards purchase of eco-labeled products in Turkey. The study revealed that
environmental concern had become the mediating factor having significant impact on
eco-labeled product purchases (Bailey, 2016) and highlighting the propensity of con-
sumer behaviour while making a green purchase. Environmental knowledge also had
significant impact on eco-labeled product purchases (Gocer andOflac 2017). Consumers
have become the major driving force behind any trend and Consumer purchase intention
was the main push factor behind any buying process. To influence purchase intention;
viral marketing through internet strategies was found to have significant impact on con-
sumers’ entertainment and information delivery. Also, internet’s viral marketing was
identified as a credible source for content delivery of an eco-labelled product. Different
industries have started working in terms of sustainability and the mere focus remained
on green consumer behaviour. Among various industries, fashion industry also initi-
ated sustainable practices as it is considered among most pollution generating industries
(Dhir, 2020). Khare signified it and tried to evaluate the impact of peer influence and
past eco-behaviour upon Indian consumers’ gains through green apparel pertaining to its
knowledge (Khare, 2020) and adoption among gen z and millennials as sustainable fash-
ion (Mohr, et al. 2022). Social media holding a significant position among millenniums
and gen z (Oberlo, 2023); Word of Mouth (WoM) through social media fore played for
sustainable fashion industry. Green behaviour and green concern were the key factors,
encouraged the WoM among social media. The study also adopted personality threat
analysis highlighted the openness to experience, extraversion and agreeableness as the
active personalities upon social media having optimistic impact on green apparel (Salem,
et al. 2021). Green social media communication has the significant intention to cocreate
green value among consumers (Li Zhao, 2023). The perceived service content quality
on social media and the dominated information quality by the perceived marketer had
significant impact on customer retention orientation of a green fashion retailer. It also
found having favourable relationship with patronage intention (Kang and Kim, 2017).

2.2 Media Richness Theory

Saat and Selamat (2014) evaluated the impact of Media Richness Theory (MRT) applied
to analyse the attitude with special reference to communicating with the help of websites
displayingCSRpractices. The study revealed that richer themedia, contribution gotmore
effective. A different dimension was added to MRT by extending its ends with Adaptive
Structuration Theory (AST) to perform a group support system literature. The study
revealed that rather than MRT, AST was found to have a vigorous impact on empirical
analyses (Ugo Chukwu Etudo, 2015). Information disclosure & technologies, Privacy
concern and Media richness were analyzed to examine their correlation among them-
selves for MRT in extension with Task Technology Fit (TTF) concept. (Jing-Ting Luo,
2020). Various media rich writing technologies were identified helping students enjoy-
ing and grooming their attitudes, motivation, removing anxiety (Yu-Feng LAN, 2011).
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Evaluation of impact on task performance and satisfaction obtained by communicating
through various MRT based mediums such as text, face-to-face, video and audio were
analyzed with psychological factors (Kil Soo Suh, 1998). To make teaching effective,
MRT contributed by playing a significant role with the help of multiple media that
helped enriching communication and teaching experience on online platforms. (M S
Balaji, 2010).

3 Research Methodology

A strong research methodology is the base for good research. The more comprehensive
the methodology is, the more study will be able to contribute in terms of real-life adap-
tations. Parallelly, it will be able to explain the research problem in a way more realistic
manner.

The literature reviewof study has aided in foregrounding the research gapwhich shall
be a pedestal for further stages of respective research. The research gap here highlighted
the lack of attention paid to, green marketing awareness generation with various modes
of information altogether. Also, to make study more effective and useful; MRT is added
as a new dimension to understand the contribution of different modes of information,
communicating about initiatives taken by a FMCG company in the domain of green
marketing and its effectiveness in generating awareness for green marketing practices.
This study has tried to solve the problem statement i.e., “Companies have adopted all
the necessary modes of information supply, to communicate effectively and to make the
FMCG retailers of Gujarat aware about respective green marketing practices” (Table 2).

The study tried to achieve the following research objectives,

1. To analyze the significant modes of information supply and their contribution in
generating awareness for green FMCG retailers of Gujarat.

2. To identify the most contributing mode of information supply.
3. To build a communication model using MRT for generating awareness about green

marketing practices with special reference to FMCG retailers of Gujarat.

The research objectives are fulfilled by the respective research methodology. This
study has adopted a convenience sampling descriptive research design in the geographi-
cal boundary of Gujarat. A semi-structured schedule is applied to collect data among 100
FMCG retailers of Gujarat. The data collected is analyzed using Frequency Distribution
andMultiple Regression. To conduct a final data collection which can provide a valuable
insight; a pilot testing was conducted among 20 FMCG retailers of Gujarat, prior to the
final schedule survey (Fig. 1).
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Fig. 1. Hypothetical Representation (Various modes of information supply are taken as Indepen-
dent Variables)

Regression (R) represents the multiple correlation coefficients between the depen-
dent variable ‘Awareness’ and all the independent variables (predictors) (DeepakChawla
and Neena Sondhi, 2016). It helps to identify the strength and direction of relationship
(Kendra Cherry, 2022). Table 1 shows the value of R is 0.934 which represents the posi-
tive strong relationship between the awareness and all predictors. TheRSquare describes
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Table 1. Model Summaryb

Model R R
Square

Adjusted
R Square

Std. Error
of the
Estimate

Change Statistics Durbin-Watson

R Square
Change

F
Change

df1 df2 Sig. F
Change

1 0.934a 0.872 0.862 0.168 0.872 89.155 7 92 0.000 1.637

a. Predictors: (Constant), Whole Seller Dealers through Company, Social-Media, E-Commerce,
Products Label, Newspapers/ Periodicals, Advertisement, Brochure and Catalogue.

b. Dependent Variable: Aware.

Table 2. ANOVAa.

Model Sum of Squares Df Mean Square F Sig

1 Regression 17.570 7 2.510 89.155 0.000b

Residual 2.590 92 0.028

Total 20.160 99

a. Dependent Variable: Aware.
b. Predictors: (Constant), Wholesaler Dealers through Company, Social-Media, E-Commerce,

Products Label, Newspapers Periodicals, Advertisement, Brochure and Catalogue.

the variance or proportion of variance explained by all the independent variables for the
dependent variable. The Adjusted R Square rectifies the overvaluation to derive the fac-
tual population value (Naval Bajpai, 2018). For the respective regression model, the
value of R Square is 0.872 and the value of adjusted R Square is derived at 0.862. This
adjusted R square describes the explained variance by independent variables for the
dependent variable i.e., 86.2%. The proportion of unexplained variance is 13.8%. That
value of unexplained variance signifies that the huge proportion of variance is explained,
and the independent variables and dependent variable have a strong relationship. Durbin
Watson analysis describes the existence of positive autocorrelation (Naval Bajpai, 2018)
among the independent variables and dependent variable with the value of 1.637.

H1: The regression model is significant.
H0: The regression model is not significant.
As per the result obtained, the derived value of significance is 0.000, that represents

the regression model is significant (Naval Bajpai, 2018).
RegressionModel: 1.964+ (-0.389)*NewsPapers/Periodicals/Magazines/ Jour-

nals + (-0.214)*Products Label + (-0.051)*E-Commerce + (-0.124)*Social-Media
+ 0.124*Brochure and Catalogue + (-0.597)*Advertisement + (-0.510)*Whole
Seller Dealers through Company.

The regression model is constructed considering the beta coefficients with all the
independent variables considered for the test. Constant (a) here is taken as derived from
the Table 3 i.e., 1.964.

H1:NewsPapers/ Periodicals/Magazines/ Journals ismaking significant unique
contribution in generating awareness.
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H0: News Papers/ Periodicals/ Magazines/ Journals is not making significant
unique contribution in generating awareness.

The result of analysis discloses the value of significance is below 0.05 i.e., 0.000.
This derived value accepts the alternate hypothesis. Therefore, News Papers/Periodicals/
Magazines/ Journals do have a significant unique contribution in generating awareness.
The standardized coefficient described the newspapers/periodicals/magazines/journals
as the significant source of awareness after advertisements and wholeseller/Dealer. The
beta value generated for same is 0.389 (negative sign is not considered). If the value of
VIF is below 10 and value of tolerance is above 0.1, the independent variable has no
multicollinearity (JeremyMiles, 2014).Here,with this predator, the value ofVIF is 1.459
and tolerance value is 0.685. As both the values are significant here, the multicollinearity
does not exists here.

H2: Products Label is making significant unique contribution in generating
awareness.

H0: Products Label is not making significant unique contribution in generating
awareness.

The result of analysis discloses the value of significance is below 0.05 i.e., 0.000.
This derived value accepts the alternate hypothesis. Therefore, Product Label does have a
significant unique contribution in generating awareness. The standardized coefficient has
displayed the products label as the significant source of awareness after advertisements,
wholesaler/dealer and newspapers/periodicals/magazines/journals. The beta value gen-
erated for product label is 0.214 (negative sign is not considered). If the value of VIF
is below 10 and value of tolerance is above 0.1, the independent variable does not have
multicollinearity. Here, with this predator, the value of VIF is 1.003 and tolerance value
is 0.997. As both the values are significant here, the multicollinearity does not exists.

H3: E-commerce is making significant unique contribution in generating
awareness.

H0: E-commerce is not making significant unique contribution in generating
awareness.

The result of analysis discloses the value of significance is above 0.05 i.e., 0.192.
This derived value accepts the null hypothesis. Therefore, E-commerce does not have
a significant unique contribution in generating awareness. The standardized coefficient
has displayed the e-commerce as the insignificant source of awareness as it has the least
value of coefficient among all other variables. The beta value generated for e-commerce
is 0.051 (negative sign is not considered). If the value of VIF is below 10 and value of
tolerance is above 0.1 the independent variable does not have multicollinearity. Here,
with this predator, the value of VIF is 1.098 and tolerance value is 0.911. As both the
values are significant here, the multicollinearity does not exists.

H4: Social-Media is making significant unique contribution in generating
awareness.

H0: Social-Media is not making significant unique contribution in generating
awareness.

The result of analysis discloses the value of significance is below 0.05 i.e., 0.011.
This derived value accepts the alternate hypothesis. Therefore, Social-Media does have
a significant unique contribution in generating awareness. The standardized coefficient



Role of Information Dissemination in Promoting Green Consumption 403

has displayed the social media as the least significant source of awareness among all
the sources. The beta value generated for social media is 0.124 (negative sign is not
considered). If the value of VIF is below 10 and value of tolerance is above 0.1 the
independent variable does not have multicollinearity. Here, with this predator, the value
of VIF is 1.633 and tolerance value is 0.613. As both the values are significant here, the
multicollinearity does not exists.

H5: Brochure and Catalogue is making significant unique contribution in
generating awareness.

H0: Brochure and Catalogue is not making significant unique contribution in
generating awareness.

The result of analysis discloses the value of significance is below 0.05 i.e., 0.017.
This derived value accepts the alternate hypothesis. Therefore, Brochure and Catalogue
does have a significant unique contribution in generating awareness. The standardized
coefficient has displayed the brochure and catalogue as the least significant source of
awareness among all the sources. The beta value generated for brochure and catalogue
is 0.124. If the value of VIF is below 10 and value of tolerance is above 0.1 the indepen-
dent variable has multicollinearity. Here, with this predator, the value of VIF is 1.845
and tolerance value is 0.542. As both the values are significant here, there exists the
multicollinearity.

H6: Advertisement is making significant unique contribution in generating
awareness.

H0: Advertisement is not making significant unique contribution in generating
awareness.

The result of analysis discloses the value of significance is below 0.05 i.e., 0.000.
This derived value accepts the alternate hypothesis. Therefore, Advertisement does have
a significant unique contribution in generating awareness. The standardized coefficient
has displayed the advertisement as the most significant source of awareness among all
the sources. The beta value generated for advertisement is 0.597 (negative sign is not
considered). If the value of VIF is below 10 and value of tolerance is above 0.1 the
independent variable does not have multicollinearity. Here, with this predator, the value
of VIF is 1.561 and tolerance value is 0.641. As both the values are significant here, the
multicollinearity does not exists.

H7: Wholesaler /Dealers Through Company is making significant unique
contribution in generating awareness.

H0: Wholesaler /Dealers Through Company is not making significant unique
contribution in generating awareness.

The result of analysis discloses the value of significance is below0.05 i.e., 0.000. This
derived value accepts the alternate hypothesis. Therefore, Wholesaler Dealers Through
Company does have a significant unique contribution in generating awareness. The stan-
dardized coefficient has displayed the wholesaler dealers through company as the second
most significant source of awareness among all the sources. The beta value generated
for whole seller dealers through company is 0.510 (negative sign is not considered). If
the value of VIF is below 10 and value of tolerance is above 0.1 the independent variable
does not have multicollinearity. Here, with this predator, the value of VIF is 1.016 and
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tolerance value is 0.985. As both the values are significant here, the multicollinearity
does not exists (Fig. 2).

Fig. 2. Analytical Representation (Describing significant Modes of Information contributing in
generating Awareness)

The above diagrammatic representation has described the most impactful modes
of information that contributed up to a significant extent in generating awareness
about green marketing practices prevailing in Indian FMCG sector among retailers of
Gujarat. Newspapers/Periodicals/ Magazines/ Journals; Products Label, Social Media,
Brochure & Catalogue, Advertisement, and Company via Wholesaler/ Dealer are the
significant modes of supplying information to retailers which have huge impact in gen-
erating awareness among retailers. The diagram has explained the contribution of each
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of the mode of information along with the ranks allotted to each of them to make the
interpretation comprehensive (Fig. 3).
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Fig. 3. Graph No. 1

Graph 1 representing a huge scope left where all the modes of information supply
can play a significant role, if used appropriately. Advertisement is found to have a
significant contribution among retailers in generating awareness. After advertisements,
the major contributors are Newspapers/Periodicals/ Magazines/ Journals, and company
via wholesaler & dealer. Events, company’s websites, and e-commerce portals are least
useful inmaking retailers aware about greenmarketing practices as per the results. These
respective modes of information should be used for specific groups of people such as
marketers, researchers, etc. The results described that these modes are the significant
sources but at present they are contributing at its least as only 28% (Table 4) of retailers
are found aware about green marketing practices.

Table 4. Frequency Distribution of Aware Retailers

Frequency Percent Valid Percent Cumulative Percent

Aware 28 28% 28% 28.0

Unaware 72 72% 72% 100.0

Total 100 100.0 100.0

These various modes have their significant impact on FMCG retailers who are aware
about greenmarketing practices and themajor aspects that FMCGcompanies should take
care about i.e., what, how and howmuch the retailers are availing in form of information
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associated to green marketing practices from these modes. The immediate scope for
further study that arrived after this statement is “if the retailers are able to comprehend
this information?”.

The major reason of unawareness among FMCG retailers of Gujarat is unfulfilled
communication. Unfulfilled communication means either the information is not reach-
able, or the receiver is unable to decode the information. The modes that companies have
adopted for now are unable to reach retailers as well as incomprehensive from retailer’s
end. Hence, the present communication mode is inefficient. As per the Media richness
theory, the present practices fall under Learner Media which are needed to be extended
towardsRicherMedia (Barkhi, 2005;Mammadov, 2022). Thedetailed adoptionof theory
for respective study can be understood as follows.

4 Media Richness Theory

To use different media for passing the ambiguous information to mass audience, media
richness theory is applied. This theory is influential aswell as can contribute in improving
the performance. Themajor task is tomake an appropriatematch ofmedia characteristics
with the task characteristics. It has potential to transformunderstanding. Themain factors
influencing the theory are:

1. The medium has the ability to transmit multiple cues, appropriately.
2. Feedback immediacy.
3. Varieties of language.
4. Everyone is focused personally through the right medium (Littlejohn and Foss, 2009).

Rich media theory focuses upon the mode which are rich in transforming the infor-
mation and has great impact on receiver especially for equivocal tasks. Mode (media)
choice is significant component of effective information transfer, added by Daft Lengal
and Linda Trevino in 1987 (Mammadov, 2022). If the right mode of information used
significantly to communicate i.e., richer mode, it can be most impactful in spreading
awareness for green marketing practices as well as it can help in comprehending the
information made availed to retailers effectively and efficiently (Fig. 4).

The above diagram can comprehend the use of appropriate mode of information for
companies and make it adoptable for their target market. The suggestion is to adopt
richer mode (media) to make the information effectively available and understandable
through the right mode of information.
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Media Richness Theory

•Adver�sements: (2 way 
communica�on with 

helpline number or e-mail 
id)

•Social Media: (2-way 
communica�on)

•Wholesaler/ Dealer: (Face-
to-Face communica�on)

Richer Modes: 
Comprehensive and quick conversa�on 

for ambiguous messages  
(Two-ways communica�on; Highly 

equivocal tasks)

•Newspaper/ Periodicals/ 
Magazine/ 

Journals/Brochures
•Brochures

•Product Label

Learner Modes: 
Less influen�al, preferred for less 

equivocal tasks (One-way 
communica�on).

Fig. 4. MRT Model for Richer Green Communication

5 Conclusion

Green products are very helpful in making a remarkable contribution to environment
conservation, but the major role play depends upon the information supply regarding
these practices to all the respective stakeholders. After analysing the effectiveness of
various modes of information supply, the results derived that majority of the retailers
are unaware of green marketing practices. The results emphasized upon unreached com-
munication. The MRT model for richer green communication can help in fulfilling the
communication gap between stakeholders and can contribute to generating awareness
regarding green marketing practices. MRT suggests that advertisement, social media,
and face-to-face communication via wholesalers /dealers are the richer modes and have
significant impact than learnermode. Themaximumoutcome can only be gained, if these
modes are used appropriately to educate the stake holders effectively about the green
marketing practices, green products as well as the green washing practices to maintain
the rim of ethics involved in green marketing practices.
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Abstract. The advancement in internet technology has firmly entrenched social
media as an indispensable aspect of daily life. Social networking communities
have evolved into a profoundly relevant space for marketers. Nowadays, social
media offers a diverse array of features that actively engage users in buying and
selling products and services. Live streaming, particularly, has gained remark-
able popularity among social media influencers and businesses alike. Compa-
nies are increasingly investing time and resources into captivating consumers
through social media live streaming rather than traditional offline methods. In
recent years, many researchers have delved into this domain, identifying various
theories/models and factors that influence consumers’ adoption of this technol-
ogy. This study synthesizes thesemodels and factors, conductsweight analysis and
sheds light on various limitations to guide future investigations. The study’s find-
ings reported that SOR model is the most adopted model in this domain therefore
trust, enjoyment, and uncertainty are some key predictors of purchase intention.
Moreover, it is important to acknowledge limitations such as geographical con-
straints, methodological challenges, and the use of purchase intention as a proxy
for actual behaviour that shapes this research.

Keywords: Live-streaming · SOR model ·Weight analysis · Literature review ·
purchase intention

1 Introduction

A real-time recording and broadcasting medium is referred to as live streaming [1]. Uti-
lizing diverse forms of communication technology, live streaming offers an immediate
and authentic experience to the audience, simulating their physical presence at the event.
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In 2023, social media platforms like Instagram, TikTok, Facebook, and YouTube suc-
cessfully provide live streaming services. Live streaming now encompasses awider array
of services than in the past. Consumers enjoy fun and entertaining streaming on social
media and are involved in the discussion and deal-grabbing process [2]. There are many
advantages that come with using live streaming for social shopping, including direct and
instantaneous interaction between sellers and potential buyers, and showcasing product
transparency and authenticity.

The prior discussion highlights the effectiveness of live streaming for both businesses
and customers. In recent years, many scholars have undertaken diverse research efforts
to illuminate this technology’s impact. Consequently, this study aims to review previous
literature, synthesizemodels and theories employed in live streaming studies, and further
narrow down the factors influencing consumer purchase intentions through a weighted
analysis. This study, furthermore, synthesises the limitations of this domain to mitigate
them in future research. This study would be beneficial for future comprehensive studies
to create a holistic model considering important factors and mitigating the limitations.

2 Literature Search

The Scopus database was utilized for a comprehensive literature search, employing
keywords such as “live streaming” OR “streaming” OR “social media live streaming,”
AND “behavioural intention,” OR “adoption,” OR “acceptance,” OR “usage behaviour,”
OR “use intention,” OR “purchase intention”. The search, applied to titles, abstracts,
and keywords, yielded an initial pool of 175 articles. This study subsequently excluded
conference papers, reviews, and newspaper blogs, resulting in the removal of 43 studies
due to duplication. This left 132 articles for further investigation. Upon reviewing these
papers, this study identified that 47 studies had adopted and validated conceptual models
and theories. Therefore, this study proceeds to synthesize these models, theories, and
constructs from these 47 studies to conduct a weight analysis.

2.1 Theories and Model of Live Streaming Shopping Studies

Table 1 presents various models and theories adopted in live-streaming shopping stud-
ies. It is noted that the Stimulus-Organism-Response (SOR) model has been employed
in ten studies, examining a range of factors [3, 4]. The SOR model simplifies the pro-
cess of consumer decision-making into three stages. However, critics have argued that
these simplifications may not fully capture the complexity of live-streaming shopping
behaviour [73, 74]. Elaboration LikelihoodModel (ELM) is the secondmost usedmodel
that has been utilized in three studies. Individuals tend to enhance their executive cogni-
tive processing during decision-making [13–15]. Nonetheless, within the fast-paced and
dynamic context of live-streaming shopping, not all users may engage in deep cognitive
processing [15]. Furthermore, multiple studies have delved into the exploration using
Affordance Theory, Signalling Theory, and the Theory of Planned Behaviour. Review of
this study has unveiled that a limited number of studies used holistic models considering
live-streaming technology adoption. Moreover, the majority of studies have not focused
on the measurement of consumers’ real shopping experiences but rather on intention.
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Therefore, further investigations are imperative, considering more holistic models to
enhance the experience and adoption of this technology.

Table 1. Theories and Model of Live streaming shopping studies

Models/theories Frequency Citations

S-O-R model 10 Dong et al. [3]; Gao et al.[4]; He et al. [5]; Li
et al.[6]; Shang et al. [7]; Shiu et al. [8]; Tong et al.
[9]; Wu and Huang [10]; Zhao and Bacao [11];
Zheng et al. [12]

Elaboration likelihood model 3 Gao et al. [13]; Sang et al. [14]; Zeng et al. [15];

affordance theory 2 Lu et al. [16]; Wang et al. [17]

Signalling theory 2 Chen et al. [18]; Lu and Chen [19]

Theory of Planned Behaviour 2 Apasrawirote and Yawised [20]; Wang et al. [17]

uses and gratification theory 2 Wongkitrungrueng et al. [21]; Wang and Oh [22]

Models/theories occur in single study

Arousal and consumer memory theory, Zhang et al. [23]; Cognitive Transactional theory, Zhou
et al. [24]; Complementarity theory Qin et al. [25]; Flow theory Zheng et al.[26]; Game theory
Ji et al.[27]; Live Streaming Transaction model, Paraman et al. [28]; Influencer marketing
theory, Chen and Yang [29]; Information foraging theory, Liu et al. [30]; IT affordance, Sun
et al. [31]; Observational learning theory Zhang et al.[32]; Parasocial interaction theory Shen
et al. [33]; Perceived value theory, Singh et al. [34]; Push-Pull mooring, Ye et al.[35]; Social
identity theory, Qian and Seifried [36]; Social presence theory, Hou et al. [37]; Socio-technical
system theory, Zhang et al. [38]; Speech act theory, Chen et al.[39]; Theory of reasoned action,
Yu and Zhang [40]; Theory of telepresence, Ma et al. [41]; Uncertainty reduction theory,
Hwang and Youn [42]; Utilization theory, Chen et al.[43]; Yale model and benefit-risk
framework, Chen and Zhang [44]; Cognitive emotion theory, Alam et al. [45]; Media richness
and media ritual theory, Zelenkauskaite and Loring-Albright, [46]

2.2 Synthesis and Weight Analysis of Live Streaming in Social Media

After reviewing various models and theories, this study determined to synthesize the
factors that influence consumer purchase intention using live-streaming technology. This
section narrows down the factors and performed weight analysis to determine relative
importance of different factors. Weight analysis determine the inductive and predictive
power of independent variables over the dependent variable [47]. This technique is useful
for ranking variables to understand their relative importance and the strength of their
relationships within themodel [47]. According to Jeyaraj et al. [76], this analysis helps to
evaluate the effectiveness of individual independent variables in predicting technology
adoption by considering three crucial components:

“(a) the number of times an independent variable was examined in individual IT
adoption; (b) the number of times an independent variable was found to be significant in
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individual IT adoption; (c) the weight, calculated by (b)/(c) for individual IT adoption
(predictive power)” [77, p. 6].

This study summarized the most influential predictors of purchase intention, seg-
regating them based on their significant and non-significant relationships. The weight
analysis reported that perceived enjoyment, social presence, flow, social interaction, cus-
tomer engagement, perceived value, usefulness, Swift Guanxi, personal innovativeness
and Dynamic brand experience are the strongest predictor of purchase intention with
analysis score “1”. While trust found to be second strongest predictor with an analysis
score of 0.80, supported by findings in ten studies. Conversely, uncertainty acted as a neg-
ative predictor, inhibiting consumer purchases through live streaming. Table 2 presents
a comprehensive overview of the most used relationships in live streaming studies. And
those factors are placed into the following three categories: Psychological factors, emo-
tional and social factors, and product and experience factors. These factors can assist
researchers in selecting appropriate variables to develop more suitable research models
for future investigations.

2.2.1 Psychological Factors

Factors that influence individual behaviour including their adoption and engagementwith
technology such as social media or live streaming uses are consider as psychological
factors [75].Many studies have examined psychological determinants such asEnjoyment
and innovativeness in live streaming platforms. As demonstrated by previous research
[30, 34, 53, 64], Enjoyment significantly impacts consumers’ likelihood to shop, when
providing positive experiences during live streaming. Similarly, when consumers find
innovativeness in live streaming, they are more likely to purchase products [34, 35].
Positive attitudes and perceptions towards products boost purchasing tendencies [1, 40,
61]. On the contrary, Park and Lin [50] explained that attitude has no significant influence
on purchase decisions. Chao et al. [60] found that perceived value positively determined
consumers buying decisions during live streaming. Trust is another psychological key
construct that strongly influences consumers to adopt this technology. Trust in streamers,
platforms, and products/brands, as validated by Chong et al. [48], Chen et al. [49],
Chen and Yang [29], and Dong et al. [3], has been demonstrated to have a significant
influence on consumer purchase decisionswhile using this technology.On the other hand,
Ma [51] and Rungruangjit [52] found no significant influence on purchase intention.
Usefulness, strongly linked to perceived practical benefits, is important in consumer
decision-making, as highlighted by [25, 62, 63].

2.2.2 Emotional and Social Factors

The emotional spectrum intertwines with social dynamics. Emotional engagement, emo-
tional trust, and perceived emotional value, evidenced by Gao et al. [4]; and Addo et al.
[58]; Chao et al. [60]; significantly affects usage intentions. Emotional contentment and
trust, arising from perceived emotional value, strongly influence purchase intentions.
Social presence, as observed by Ma [64]; and Gao et al. [4] exerts a positive impact
on purchase decisions. The sense of social connection during live-streaming sessions
effectively steers consumers’ purchasing choices.
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Table 2. Weight analysis Summary for Behavioural/Purchase intention

IV Sig Citations Non-Sig Citations Total Weight

Trust 8 Chong et al. [48]; Chen
et al. [49]; Chen and Yang
[29]; Dong et al. [3]; Hou
et al. [37]; Lu and Chen
[19]; Park and Lin [50];
Zhang et al. [32]

2 Ma [51];
Rungruangjit [52]

10 0.80

Perceived
Enjoyment

6 Gu et al. [53]; Liu et al.
[30]; Ma [64]; Singh et al.
[34]; Yin et al. [54]; Zhu
et al. [55]

0 6 1

Uncertainty 6 Chen and Zhang [44];
Chou et al. [56]; Gao
et al. [4]; Hwang and
Youn [42]; Lu and Chen
[19]; Ma [64]

0 6 1

Social presence 5 Chen et al. [2]; Gao et al.
[4]; Hwang and Youn
[42]; Hou et al. [37];
Wang and Oh [22]

0 5 1

Flow 4 Li and Peng [57];
Paraman et al. [28]; Zhao
and Bacao [11]; Zheng
et al. [12]

0 4 1

Social
interaction

4 Gao et al. [13]; Hou et al.
[37]; Shiu et al. [8]; Wang
and Oh [22]

0 4 1

Customer
engagement

4 Addo et al. [58]; Qin et al.
[25]; Yu and Zheng [40];
Zheng et al. [59]

0 4 1

Perceived value 4 Chao et al. [60]; Li et al.
[6]; Singh et al. [34];
Wang et al. [22]

0 4 1

Attitude 4 Chen and Lin [1]; Evans
et al. [61]; Yu and Zheng
[40]

1 Park and Lin [50] 5 0.8

Usefulness 3 Doanh et al. [62]; Qin
et al. [25]; Zhu et al. [63]

0 3 1

Swift Guanxi 2 Lu et al. [16]; Zhang et al.
[32]

0 2 1

Personal
innovativeness

2 Singh et al. [34] Ye et al.
[35]

0 2 1

Dynamic brand
experience

2 Shiu et al. [8]; Wang et al.
[17]

0 2 1

Perceived risk 1 He et al. [5] 1 Singh et al. [34] 2 0.5
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2.2.3 Product and Experience Factors

Uncertainty within the product domain also plays a pivotal role [4, 19, 42, 44, 64].
Hwang and Youn [42] illuminate that product uncertainty, encompassing aspects like
product quality and fit, negatively affects the likelihood of consumer purchase through
live streaming. Additional dimensions, such as background music and consumer mem-
ory, as elucidated by Zhang et al. [44], significantly influence purchase intention in
the live-streaming context. This intricate web of factors underscores the complex inter-
play between psychological, emotional, social, and product-related dimensions, shaping
consumer decisions during live streaming sessions.

3 Limitations and Future Research of Live Streaming Studies

The literature review of live streaming studies also unfolded various limitations that
required to be identified within the domain. These highly mentioned limitations are geo-
graphical constraints, factors analysis, overemphasis on purchase intention and method-
ological drawbacks. Shedding light on these limitations and providing future direction
are necessary within the context of live streaming in social media studies so that, the
future scholar can mitigate them.

3.1 Geographical Constraints

An evident constraint in the landscape of live-streaming studies emerges from their
pronounced concentration within the boundaries of China [77]. This geographical bias
limits the transferability of findings across regions due to the divergent social and tech-
nological milieu [77]. The inherent global nature of live streaming contrasts with this
singular focus, thus inadequately capturing a balance of consumer behaviour. Cultural
disparities among countries further compound this limitation, necessitating future cross-
cultural analyses to provide a more balanced understanding [49, 53]. To advance the
field, expanding research efforts to emerging nations becomes paramount for refining
the generalizability of researchmodels and hypotheses [4]. This expansion holds promise
for unravelling the intricate interaction between cultural nuances and impulse buying
behaviour within the live-streaming context [37].

3.2 Variant in Factors

The limitation of factor analysis manifests in the sparse exploration of a comprehensive
model that integrates multiple variables in live-streaming studies. Scholars recommend
the inclusion of mediating variables such as flow and consumer experience to construct
a more encompassing analytical framework [4]. Notably absent from some studies is
the exploration of pivotal factors like social influence, which has the potential to signif-
icantly influence consumer behaviour [65]. Moreover, the role of “Experience” in live
streaming contexts merits further investigation, as its impact on consumer behaviour
remains understudied [4]. By delving into unique live streaming shopping factors, such
as streamer influence and expertise, feature enhancement and innovativeness, researchers
can glean richer insights into consumer motivations [4]. Addressing the socio-cultural
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dimensions in live streaming becomes imperative, as these differences play a substantial
role in shaping consumer buying behaviour [37].

3.3 Overemphasis on Purchase Intention

Aprevailing trend in live streaming studies revolves around an inordinate focus on exam-
ining consumer purchase intentions and behavioural intentions, thereby side-lining the
exploration of actual behaviour. This imbalance overlooks the potential incongruity
between intentions and actions [70], highlighting the need for research to shift its spot-
light towards actual purchase behaviour [2]. The suggestion to investigate a broader spec-
trum of dimensions and perspectives that influence consumer behaviour is paramount,
ensuring a more comprehensive understanding of engagement and behaviour within
the live streaming landscape [12]. Scrutinizing the real-world behaviour of consumers,
rather than their intentions, adds depth to the comprehension of their engagement [4].

3.4 Methodological Drawbacks

Methodological choices also constitute a limitation within the live-streaming studies
domain. Predominantly quantitative methods and validated questionnaires have been
employed, potentially introducing biases rooted in memory recall [2]. In pursuit of
richer insights, embracing qualitative and mixed method approaches and incorporating
laboratory or field experiments emerges as an avenue to unravel the complexities of
live-streaming technology [12]. Strengthening the study’s external validity calls for the
adoption of research models that can traverse diverse cultural landscapes [4].

4 Recommendation and Conclusion

Many technology adoption studies have previously explored consumer adoption, tak-
ing into account various dimensions of social media. Their objective is to develop a
comprehensive model that enhances the consumer experience and establishes a sustain-
able system that can be easily implemented [66–72]. Similarly, this study conducted
an extensive literature review to uncover various models and theories, as well as the
factors that significantly influence live streaming on social media platforms. The SOR
model emerged as the most widely adopted model in this research, while trust was the
most frequently used construct in conjunction with purchase intention. However, a more
holistic consumer adoption model needs to be investigated in this domain. Additionally,
diffusion of innovation, perceived compatibility, perceived complexity, trialability, and
risk perception are some factors might be adopted within live streaming future studies.
The evaluation of past user experiences, including satisfaction, usability, and aesthet-
ics, should also be considered in future research. The research also synthesized several
limitations and outlined potential future directions in this domain. Notably, addressing
geographical and methodological drawbacks, as well as highlighting the overemphasis
on purchase intention, emerges as vital steps for future research to undertake. A crit-
ical limitation to note is that the majority of studies did not employ specific models
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to investigate consumer actual purchasing behaviour, rather they focused solely on pur-
chase intention. Thus, forthcoming research should direct its efforts towards constructing
more comprehensive models encompassing pertinent and influential factors that impact
actual purchase behaviour within the live streaming context.
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Abstract. Selection of a cloud service provider (CSP) is an important decision
for businesses that make long-term investments. Notably, this process is a complex
decision that involves assessing multiple criteria where more than one condition
jointlymaydictate the decision. In addition, the selection decision can be explained
with more than one equally effective configuration of conditions. Moreover, the
causal configurations for predicting the rejection of a CSP are unique and may not
mirror opposites of the causal configurations of the selection of aCSP. Prior studies
commonly apply traditional regression-based linear modeling techniques and thus
far, these techniques do not fully capture the complexity ofCSP selection but rather
identify the individual and isolated effects of the conditions. This study fills the
gap by proposing a new configuration framework, which posits that CSP selection
does not depend on individual conditions, but on their specific configurations. The
configurational model has been validated using fuzzy-set qualitative comparative
analysis method. The results suggest three configurations to select and reject a
CSP in conjunction with the implications to research and practice.

Keywords: Cloud Computing · Cloud Service Provider · Configuration · fsQCA

1 Introduction

In recent times, Cloud Computing has become increasingly popular and vital for busi-
nesses, as it enables them to efficiently consume and utilize computing resources over
the web [1]. In order to perform Cloud Computing, users1 take support from cloud ser-
vice providers (CSPs) to handle their computing utilities (e.g., infrastructure, storage,
computing power, and software applications) [2, 3]. A CSP vendor leases different types
of cloud-based services (e.g., IaaS, PaaS, and SaaS) that are dynamically provisioned

1 Both individuals and businesses can be the users; however, our focus is the latter.
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based on customer’s demand. A wide variety of customized and reliable computational
services are hosted on servers maintained by the CSPs, allowing users to access them
from anywhere, replacing the on-premises information technology (IT) commitments
[4].

With the rapid growth of cloud services in recent years and the continuously evolving
market, businesses must evaluate their specific needs to select the most suitable CSP.
“Given the vast diversity of these offers, the choice of the most appropriate CSP became
a dilemma that confuses most cloud customers” [4, p. 71851]. For many users, “it is very
difficult to choose the suitable cloud services” [5, p. 7015] as there are several competing
CSPs, it is quite a complex task.

When selecting a CSP, users value the technical attributes including security, acces-
sibility, and more [6]. Similarly, the non-technical or non-functional i.e., operational
criteria e.g., performance, quality of support, and reputation must also be assessed to
meet the service levels as set in the service specifications [5].When selecting aCSP, users
look at a wide range of service attributes that, in response, support multiple functional
objectives [7]. Even though the selection of a CSP is a multi-criteria decision making
(MCDM) process [4, 8], “most of the existing work assumes that the service attributes
are independent of one another, while in reality, there are interdependencies between
attributes” [7], p. 148]. In other words, while selecting a CSP, users do not look at one
attribute but a combination of them. For instance, users do not decide on a CSP solely
based on the cost [9] but take security into consideration as well [10]. Thus, “consider-
ation of the interdependent relationship between selection criteria is critical for rational
decision-making” [7], p. 148]. Nonetheless, several studies applied MCDM methods
e.g., analytical hierarchical process (AHP) [e.g., 4, 5, 8], yet the joint effects of the
attributed could not be explained. “Thus, more advanced techniques need to be explored
to model the relationships betweenmultiple attributes and enable service selection based
on mutually interdependent criteria” [7], p. 148].

Against this backdrop, this study investigates: “Which configurations of technical
and operational attributes explain the selection of CSP?” This study does not provide
a process to select the most appropriate CSP [4]. Rather, it focuses on identifying the
features a CSP should possess for users to select that CSP. We collected data from
individuals whomake CSP selection decisions in various industry sectors. To answer our
research question, we have applied a fuzzy-set qualitative analysis (fsQCA) technique.
The fsQCA excels in identifying complex, non-linear configurations of criteria that
influence an outcome. MCDM methods typically assume linear relationships between
criteria, whereas fsQCA allows for the exploration of interactions and dependencies
among criteria that may not be apparent in traditional MCDM approaches. Furthermore,
fsQCA provides a unique capability to identify necessary and sufficient conditions for
an outcome. It can determine which combinations of criteria are necessary (must be
present) and sufficient (alone or in combination) for a particular outcome, providing a
more nuanced understanding of the decision-making process.

This study has several theoretical and practical implications. We respond to the
research call of Sun, Dong [7]. From the practical perspective, this study provides an
explainable guide to users onhow tobest bundle their products in combinationof different



424 M. A. Hossain et al.

service attributes. Thus, this will lead to enhance the efficiency of the CSP selection
process of an organization.

2 Identifying the Attributes of CSP Selection

2.1 Identifying the Attributes of CSP Selection

Extant literature has identified several attributes important for CSP selection. For exam-
ple, Godse andMulik [8] suggest the following criteria for SaaS selection: functionality,
architecture, usability, vendor reputation, and cost. Other studies group them under func-
tional and non-functional service attributes [e.g., 5]. From a literature review, Sun, Dong
[7] identified five functional attributes including functionality, accessibility, usability,
scalability, and resource distribution. In addition, prior research highlighted functional
attributes such as performance, reliability, portability, and customizability as important
attributes for CSP selection [11, 12]. On the contrary, the non-functional quality of ser-
vices “is considered the most significant attribute for appropriate service selection” in
cloud computing [5, p. 7015]. Sun, Dong [7] identified payment, performance, security,
and reputation as the non-functional aspects of CSP estimation. Among them, payment
is considered by most of the service selection studies, which is typically represented
by the price or pricing models. In addition, reputation, level of support, service variety,
rapport, and geolocation are also considered as important for CSP selection [2, 13].

From extant studies, the attributes important for CSP selection can be grouped into
two major categories: technical and operational attributes. The technical attributes refer
to the technical aspects of cloud services. The technical attributes include performance,
security, accessibility, scalability, reliability, usability, portability, and customizability
of the CSP. The operational attributes refer to the attributes and considerations related
to the operational aspects of the provider’s services such as reputation, pricing, level of
support, service variety, resource distribution, and subscription flexibility. Considering
these attributes enables organizations to make informed decisions when selecting a CSP
that aligns with their specific needs and requirements.

2.2 Identifying the Conditions for Configurational Model

Theoretically, all these 14 attributes identified from literature in Sect. 2.1 can be included
in a configurational model. However, in the fsQCA method, the truth table (discussed
in Sect. 4.4) computes 2k possible configurations (or combinations) to predict an out-
come variable, where k represents the number of conditions (i.e., attributes or attributes).
Hence, for 14 attributes, it will be impractical to evaluate 16,384 possible configurations.
Therefore, using a convenient sampling technique, we conducted a survey involving 29
small to medium-sized enterprises (SMEs) to assess, identify, and prioritize the relative
importance of the technical and operational attributes in CSP selection. Subsequently,
these identified attributes formed the variables for formulating the configurationalmodel.
In particular, the surveywas designedwith a questionnaire consisting of the technical and
operational attributes, along with their definitions. The respondents were asked to rate
each attribute using a three-point scale of “not important” (=3), “somewhat important”
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(=2) and “very important” (=1) in selecting a CSP. The results of the survey are summa-
rized in Fig. 1 where the attributes are ranked in descending order of their mean values.
The mean of the mean values is 2.1 and the average of the highest (2.7) and the lowest
(1.6) of mean rating values of all attributes included in the survey is 2.2. Therefore, 2.2
is identified and used as the cut-off value. In other words, those attributes that have mean
values greater than 2.2 are considered as relevant conditions2 for our configurational
model to explain the selection of CSP. Thus, we identified four technical conditions (i.e.,
reliability, performance, security, and usability) and three operational conditions (i.e.,
reputation, pricing, and service capability), which are used as the variables to formulate
the configurational model for selecting a CSP.

Fig. 1. Prioritizing the attributes affecting the selection of CSP

3 The fsQCA Model

3.1 Structuring the CSP Selection Problem

Based on the literature, we postulate that the selection of a CSP is a complex decision
where asymmetrical relationships between technical and operational attributes may exist
[14]. Our configurational research model is presented in Fig. 2 as a Venn Diagram [15].
In summary, our theoretical foundation is based on the argument that configurations
between the technical and operational attributes affect the selection of a CSP: [scsp =
2 In configurational models, the antecedent factors (i.e., independent variables) explaining a
dependent variable are called “conditions” and the dependent variable is called as “outcome
variable.”
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ƒ(rel,per,sec,usb,rep,prc,srv)]. Alternatively, the rejection of a CSP becomes: [~scsp =
ƒ(rel,per,sec,usb,rep,prc,srv)], where “ ~” denotes negation. Simply, selection of a CSP
is a ‘bundle’ of technical and operational attributes.

Fig. 2. The configurational model of cloud service provider selection.

3.2 Measures and Data Collection

All the measures of the variables have been adopted from established studies. Reliabil-
ity is the ability of a cloud service to perform its intended function continuously and
consistently over a period, without failure or interruption [11]. We measure reliability
using items from [16, 17]. Performance is a measure of how efficiently a CSP can deliver
computing resources, such as processing power, storage, and network connectivity [7].
We measure reliability and performance using items from [16, 17]. Security defines
the practices, technologies, and policies that a CSP employs to restrict the access of
resources and protect data, applications, and infrastructure from intruders [5, 8, 11]. The
security feature allows to restrict the access of resources and helps in protecting the
data from intruders. Security has been measured with scales from [16]. Usability is the
ease with which users can interact with and use cloud-based services, applications, and
resources [18]. The items of usability are adapted from [8]. Reputation – the perceived
trustworthiness, reliability, and quality of a CSP [19] – is measured from [8, 16]. Pricing
denotes the cost structure of cloud services, which typically include usage-based fees,
subscription fees, or a combination of both [9]. Its items are adapted from several scales
[8, 11, 17, 20]. Service capability is the vendor’s ability to manage and deploy various
tangible (e.g., physical IT infrastructure components, human IT resources) and intan-
gible (e.g., knowledge assets, customer orientation) IT resources to provide the service
[21, 22]. The items of service capability are taken from [19, 23]. Finally, CSP selection
is measured with the items adapted from [24, 25]. All items, presented in appendix A
[26].

The data for this study was gathered utilizing a convenient through an electronic sur-
vey, specifically targeting SMEs. Among the participants, the majority (68%) fell within
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the age bracket of 31 to 45 years, indicating a prominent presence of mid-career profes-
sionals. Following this, 25% of respondents were aged between 46 and 60, highlighting a
seasoned demographic. A smaller portion of the participants (3.5%)were in the age range
of 21 to 30, while an equivalent percentage represented individuals over 60 years old,
representing a diverse age range. Around 66% of participants were affiliated with orga-
nizations with over 100 employees, signifying a preference for cloud adoption among
more established enterprises. Within this spectrum, 12.5% were associated with organi-
zations having 50 to 100 employees, indicating a moderate-sized segment. Additionally,
21.5% of respondents were connected to organizations with fewer than 50 employees,
representing the small businesses. Various industry sectors were encompassed in the sur-
vey, including agriculture, consulting, education, healthcare, retail, food and beverages,
manufacturing, construction, and property.

4 Application of fsQCA for CSP Selection

Before we proceed to the fsQCA procedure, we check the measurement properties of
the variables. All items’ loadings are higher than 0.6, and the internal consistency of all
constructs (composite reliability and Cronbach’s alpha) are higher than the acceptable
level of 0.7 [27] (see Appendix A). In addition, the average variance extracted (AVE) for
every variable is greater than 0.5. For discriminant validity, the Heterotrait–Monotrait
ratio of correlations (HTMT) values of all constructs are significantly (p < 0.05) lower
than the threshold of 0.85 [27].

4.1 Data Calibration

The fsQCA analysis was carried out using the software fsQCA 3.0 [28] from www.
fsqca.com. We followed the guidelines from [e.g., 29, 30, 31]. During data calibration,
to determine the degree of membership for each variable, three anchors are defined,
denoting ‘full membership’ (fuzzy score = 0.95), ‘full non-membership’ (fuzzy score
= 0.05), and the ‘crossover point’ (fuzzy score = 0.50) [32]. We rescaled the latent
variable scores into fuzzy values (values between 0 and 1) [30]. It requires calibrating the
standardized latent variable scores between -3 (i.e., full-set non-membership) and 3 (full-
set membership), whereby 0 (zero) is the crossover point (intermediate-set membership)
[30].

4.2 Assessment of the Necessary Conditions

“[A] necessary condition implies that the outcome of interest does not occur in the
absence of the respective condition” [33, p. 4]. A condition is considered as “always
almost necessary” if the consistency score exceeds the threshold level of 0.80 [14].
Based on this, statistically, three conditions namely reliability, usability, and reputation
individually are found to be the necessary condition for selecting a CSP (see Table 1).
It can be interpreted that a CSP is not selected without the presence of these factors.
However, except reputation, the other two conditions are not present in every config-
uration for selecting a CSP and therefore are not considered as necessary conditions
(see Table 2). Alternatively, no single variable comes out as a necessary condition for
rejecting a CSP.

http://www.fsqca.com


428 M. A. Hossain et al.

Table 1. The necessary conditions for selecting a CSP.

Condition Selection of a CSP Rejection of a CSP

Consistency Coverage Consistency Coverage

Reliability 0.816 0.741 0.697 0.697

Performance 0.755 0.779 0.758 0.739

Security 0.773 0.791 0.730 0.706

Usability 0.833 0.844 0.708 0.678

Reputation 0.840 0.846 0.698 0.664

Pricing 0.784 0.802 0.735 0.710

Service Capability 0.786 0.809 0.743 0.723

4.3 Assessment of the Sufficient Conditions

We need to develop a truth table to identify the sufficient conditions. Analyzing the truth
table, following Mattke, Maier [29, p. 560], we use “a raw consistency threshold of at
least 0.75” and a proportional reduction in inconsistency (PRI) threshold higher than
0.50. Given the small sample size, we set the frequency threshold to 1. “[A] sufficient
condition means that the outcome occurs whenever the respective condition is present”
[33, p. 4]. All our consistency values are greater than 0.8 and the raw coverage values are
above 0.2 [30], indicating significantly valid configurations for the outcome variables
(i.e., SCSP). We present the diagrammatic representation of the sufficient solutions for
modelling selecting and rejecting a CSP, as outlined in Table 2.

4.4 Findings and Discussion

Most of the studies dealing with CSP adoption mainly focus on the individual and
main effects of various antecedents [7]; they have commonly applied symmetric and
regression-based analysis methods (e.g., structural equation modeling). Regression-
basedmodels suggest that a predictor variable needs to be both necessary and sufficient to
achieve the desired outcome. This is not plausible. Let us first discuss that an antecedent
may be necessary but is rarely sufficient for predicting an outcome. Our study finds that
the reputation of a CSP is a necessary condition for the selection of a CSP. However,
reputation is not sufficient for selecting a CSP as it needs to be combined with either
attribute e.g., reliability. Then, a sufficient condition may not necessarily be a necessary
condition. For instance, according to C2, the presence of performance, security, and
reputation are sufficient in explaining selection of a CSP; however, while security is
absent, the selection of that CSP may still be high if support capability is high (C3). It
suggests that security is not a necessary but a sufficient condition, which conventional
regression-based models cannot explain.

Not only the technical attributes but also the operational attributes of CSP are con-
sidered while selecting or rejecting a CSP. In other words, selection, or rejection of a
CSP is not dependent merely on technical or operational attributes of CSP but on their
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Table 2. The sufficient conditions for selecting a CSP.

Conditions Selecting a CSP Rejecting a CSP

C1 C2 C3 ~ C1 ~ C2 ~ C3

Reliability ● ⊗
Performance ● ● ⊗ ⊗
Security ●

Usability ⊗ ⊗
Reputation ● ● ● ⊗
Pricing ⊗ ● ●

Support Capability ● ●

Raw Coverage 0.591 0.579 0.590 0.711 0.658 0.658

Unique Coverage 0.074 0.007 0.006 0.010 0.004 0.002

Consistency 0.931 0.921 0.911 0.918 0.956 0.919

Solution Coverage 0.722 0.879

Solution Consistency 0.894 0.857

Key: ● indicate the presence of a condition, ⊗ indicates its absence, and blank space refers to a
“do not care” condition (i.e., either present or absent).

specific configurations. As such, this study contributes to providing specific guidelines
for CSP selection process.

Our analysis finds three different combinations of attributes that are individually
sufficient to select a CSP. By looking at these different configurations, a CSP can bundle
the attributes differently for different users. Among these configurations (i.e., C1 – C3),
C1has the largest rawcoverage and unique coverage aswell as high consistency,meaning
that it is empirically the most relevant and important configuration for selecting a CSP.
C1 suggests combination of high reliability with high reputation and support capability
with low pricing, where performance, security, and usability are ‘do not care’ conditions.
C2 is the next statistically significant configuration that prescribes that if performance,
security, and reputation of a CSP are high, users do not care if the other four attributes
are present or not. This can be because reputation and security create a perception that
overshadows the rest of the attributes. Finally, C3 suggests that CSPs should combine
high performance and security with high reputation, where the other attributes do not
matter. This is especially applicable for businesses that possess sensitive data.

We find three configurations (~C1 – ~ C3) that consistently can be responsible
for rejecting a CSP. Configuration ~ C1 has the highest coverage, and hence is the
most significant configuration explaining the rejection of a CSP. ~ C1 suggests that
high pricing and low usability is sufficient for a user to reject a CSP, where the other
attributes are not considered at all. Additionally, according to ~ C2, low performance
and low usability along with low reputation of a CSP are sufficient for a user to reject
a CSP where the presence or absence of the other attributes do not matter. This is a
reminder for the CSP to improve the quality of their services. Complementary to ~ C1,
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our last configuration i.e., ~ C3 suggests that low reliability and low performance along
with high pricing may lead to rejecting a CSP, where the presence or absence of the
other technical or operation attributes do not make any difference. Similar to ~ C1, if
the price is high, the likeliness of rejecting a CSP will be invariably high.

5 Implications and Limitation of the Study

There are several theoretical implications. First, the utilization of the configurational
model in this study contributes to the evolving theory of decision-making in information
systems (IS). It highlights the relevance of a configurational perspective in understanding
complex decision processes, emphasizing the need to move beyond linear, single-factor
models. Second, by showcasing the utility of the configurational model in the context of
CSP selection, this study opens doors for the cross-domain application of configurational
models in IS research.Researchers can explore the adaptability of thesemodels in various
decision-making scenarios beyond CSP selection, enriching the theoretical foundations
of IS. These theoretical implications not only underscore the significance of our study
within the IS literature but also encourage scholars to further investigate the complexities
of decision-making processes and the configurational dynamics that underlie them. In
doing so, we contribute to broader theoretical advancements in the field of IS.

Furthermore, there are also several practical contributions to this study. First, our
study shows that the use of the configurational model can help facilitating the decision
making to select as well as reject a CSP. This enables users to examine strengths and
weaknesses of candidate CSP services and compare them with respect to appropriate
conditions. Second, the findings of the study will immensely increase the quality of
the CSP selection decision, especially the method we have suggested in this study will
invariably add value to organizations, especially the CSP providers. Business users too
can make informed decisions that will enable successful and suitable CSP selection
for their respective organizations. The study informs managers that while reputation
is important when selecting a CSP, there are other attributes that will influence the
decision. In addition, researchers can use our methodical approach in other decision
problems including selection of security service and data analytics providers.

Despite the implications, our study has several limitations. First, even though the
sample size is suitable for fsQCA method, a larger sample may increase the validity of
the findings. Also, longitudinal studies can be undertaken to assess the longevity and
efficacy of CSP selections over time. Second, it is important to note that the choice
between fsQCA and traditional MCDM methods should be based on the nature of the
problem, the type of data available, and the specific research or decision-making context.
In cases where problems are more quantifiable, traditional MCDMmethods may remain
more appropriate. Yet, researchers can extend the methodical approach developed in
this study to address analogous decision challenges within the IS domain (e.g., selection
of security service providers). Third, the data collection will be extended to include
multiple industries that will improve the generalizability of the study findings. Finally,
we agree the selection decision is a process; future studies may focus on the process of
CSP selection decision.
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Appendix A

The measures of the variables.

Attributes Measures

Reliability
CR: 0.70
AVE: 0.52

Most of the times, …
1…. [your provider] operates without failure
2…. [your provider] provides services at the promised time
3…. [your provider] fulfils the obligations to the contract
4…. The services of [your provider] are accurate/error-free

Performance
CR: 0.93
AVE: 0.81

Most of the times, …
1…. The service response time of [your provider] is quick
2…. The performance of [your provider] is stable
3…. [your provider] meets most of the end-user requirements
4…. The services of [your provider] are available (e.g., no system crash)

Security
CR: 0.89
AVE: 0.67

1. As far I know, [your provider] has anti-virus protection
2. As far I know, all data are encrypted in [your provider]
3. As far I know, [your provider] ensures data confidentiality
4. As far I know, [your provider] has secure data centers

Usability
CR: 0.81
AVE: 0.53

1. [Your provider] has a simple user-interface for its contents
2. [Your provider] has a simple layout for its contents
3. The services of [your provider] are well organized
4. Overall, using the services of [your provider] is easy

Reputation
CR: 0.89
AVE: 0.73

1. I believe that [your provider] has high brand value
2. When it comes to user problems, [your provider] shows a sincere

interest in solving them
3. [Your provider] provides support that is tailored to individual needs
4. Overall, I believe that [your provider] has a good reputation

Pricing
CR: 0.81
AVE: 0.51

1. The annual subscription cost of [your provider] is high
2. The acquisition cost (i.e., subscription cost) of [your provider] is high
3. The on-going cost of [your provider] is high
4. The financial charges [your provider] are high
5. The cost of using the service of [your provider] is significantly higher

than buying and deploying relevant hardware and software by us
6. Overall, [your provider] is expensive

Service Capability
CR: 0.89
AVE: 0.63

1. [Your provider] possesses a wealth of technical proficiency in
delivering efficient cloud solutions

2. [Your provider] employs industry best practices, leveraging the latest
advancements in cloud technology

3. [Your provider] consistently upgrades their capabilities to ensure they
are well-equipped to address customers’ dynamic demands of cloud
computing

4. [Your provider] exhibits a strong command of cloud processes,
enabling them to streamline deployment, management, and monitoring
procedures

5. [Your provider] demonstrates a deep understanding of cloud
architecture

(continued)
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(continued)

Attributes Measures

CSP Selection
CR: 0.91
AVE: 0.77

1. We use cloud services from [your provider] in our business operations
2. Our business plans to continue to use cloud services from [your

provider]
3. I will recommend [your provider] to others
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Abstract. Obesity and diabetes are more common than ever. In particular, young
adults aged18–25are becomingmore susceptible to obesity through the abundance
of fast food, the popularity of online gaming and other factors. This combination
often leads to unhealthy lifestyles. For treatment or prevention of these unhealthy
behaviors, lifestyle apps have shown to have big potential. Current lifestyle apps
mainly focus on monitoring activity and eating patterns but keep a rather passive
stance when it comes to changing users’ behavior. Gamification could help greatly
to actively change users’ behavior and thus, encouraging healthy lifestyles. Some
current lifestyle apps use gamification methods such as goals or sometimes even
achievements to some extent. This motivates the user to change certain behaviors
such as walking 5000 steps a day. Gamification has proven to be advantageous
for changing user behavior, but gamification is broad and there is little to no
research done on what sort of gamification works best. This research aims to fill
that gap by researching the suitability of different gamificationmethods in lifestyle
applications for users between 18–25. The research is done alongside plans for a
lifestyle application against obesity and diabetes so the gamification methods will
be evaluated according to these plans. Main requirements are fivefold: lifestyle
apps have to be fun and personalized; the social and mental health side of lifestyle
apps are not well represented; lifestyle apps are too static; and last but not least
all interviewees state that that they have to be easy to use.

Keywords: Lifestyle · Gamification · Requirements

1 Introduction

The prevalence of obesity has continued to increase over the decades. Particularly, young
adulthood between the ages of 18 and 35 is a vulnerable period for weight gain. As they
entered adulthood, the average body mass index of the youngest generation was higher
than that of the previous generation due to unhealthy eating habits. In this life stage,
obesity can have a big impact on health [1].

Simple measures like a healthy diet or being physically active [2] are not enough to
decrease the disease. To help people to deal with the obesity epidemic there are special
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lifestyle games (apps) developed, which has become possible thanks to the progress in
the mobile technology industry [3, 4].

The importance and relevance of this study is supported by recent studies [2, 5, 6 ,
7] that show that the problem of obesity, is well-known, but current measures of dealing
with it [2, 8] are not very effective. Moreover, this problem has a direct impact on the
current generation as they “are likely to have shorter life expectancies than their parents
because of obesity” [6].

Gamification has become a popular mechanism to change users behavior. It uses
game elements to stimulate and engage people to do something. Gamification can be
used in many contexts and sectors, a well-known example being education. Using games
or game elements to motivate students to learn is becoming a popular method in schools
and universities.

The use of gamification in lifestyle apps to change behaviors can be of great
value. Although many lifestyle apps already use minimal forms of gamification [9],
the effectiveness of gamification in lifestyle apps has been shown undeniably [10].

This leads to the following research questions:

1. Whatmotivates people to play digital games and use lifestyle apps? In particularwhat
general features andgamification features of lifestyle apps are important? –Literature
Review (Sect. 2)

2. What are the dimensions and priorities in the design of lifestyle apps? – Interviews
(Sect. 3)

3. Howdowedesign lifestyle apps that supports these dimensions andpriorities? –Proof
of Concept Prototype (Sect. 3)

To answer these question three systematic literature studies are performed and are
presented in Sect. 2. Empirically we explored features in 93 interviews and created a
prototype which is reported in Sect. 3. After that we analysed and validated the require-
ments of the prototype in 62 validation interviews in Sect. 4. Conclusions are drawn in
Sect. 5.

2 Background from Three Perspectives

Themethod used for this research is systematic literature review, based on the guidelines
discussed by Wolfwinkel et al. (2011) [11]. The database used for searching relevant
literature is Scopus. This section discusses the steps that have been taken to answer
the research question with regards to answering the first and third sub-questions. First,
mobile game features that make people want to play them have been found. Then, all
the necessary information from the medical requirements for the app has been gathered.
Afterwards, the research made in the field of gamification in lifestyle apps has been
reviewed. Finally, knowing the results of first three steps, the research question has been
answered.
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2.1 Features that Motivate Digital Gamers – Literature Review 1

A review of literature on what motivates digital gamers was conducted. Based on the
search results, themost popular motivation to start playing a game, amobile game in par-
ticular, is entertainment/enjoyment [12, 13, 14, 15, 16, 17]. All selected papers mention
this concept. Then, five out of six papers mention social motivation [13, 14, 15, 16, 17].
Social is a broad term, it includes everything that is correlated with society, excluding
the recommendations from friends or from media as there is a separate concept for this.
Also, the nature of the game is important [12, 13, 14, 15, 17], five out of six articles
mention it. Four out of six papers mention that competition and reward/achievement are
also serious motivations. Finally, five out six papers have done their research on adults,
which makes the results of this review even more applicable for the current study.

Table 1. Features that Motivate Digital Gamers – Literature Review 1 Concept Matrix.

2.2 Key Features of Lifestyle Apps – Literature Review 2

For the second literature study the query “lifestyle AND app* AND obes*(title)” was
searched, and the search resultsWeb of Science provides 23 articles results. After select-
ing literature related to the current research based on the abstract from the selected papers,
5 papers [18–22] were selected based on the full text, and a concept matrix was added
for literature review. In summary, a total of five articles were selected in the definition-
search-selection phase. A conceptual matrix for the literature review is presented in
Table 2. According to the result of the generated matrix, the most useful functions used
in lifestyle apps for people with weight problems, especially obesity, are ‘physical activ-
ity tracker’ and ‘nutrition’, in 5 out of 5 articles. The next most important features in the
lifestyle app are “self-monitoring”, “motivation”, “stress management”, “educational
content (health advise)”, “tracking dietary intake” and “health (interactive) communi-
cation” which mentioned in 3 out of 5 articles. Also, the third useful features is “diet
recommendation” mentioned in 2 out of 5 articles. Especially, the features of “physical
activity tracker” and “tracking dietary intake” means that your app cannot automatically
fill in everything for you, and your app needs immediate input, such as the user’s food
eaten and their activity, in order to function properly.
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Table 2. Key Features of Lifestyle Apps – Literature Review 2 Concept Matrix

Article/Concept Chew, C. S.
E. et al.
(2021) [18]

Dehjan, Z
et al. (2020)
[19]

Dias, S. S
et al. (2019)
[20]

Antxon
Apiñaniz,
et al. (2019)
[21]

Karduck, J., &
Chapman-
Novakofski, K.
(2018) [22]

Self-monitoring X X X

Motivation X X X

Physical activity
tracking

X X X X X

Recommended
nutritional
guidelines
(nutrition)

X X X X X

Stress
management

X X X

Educational
contents (health
adivse)

X X X

Reminder X

Easy to use X

Tracking dietary
intake

X X X

calorie counter X

Health
(interactive)
communication

X X X

Diet
recommendation

X X

Weight tracker X

Sleep X

2.3 Gamification Features of Lifestyle Apps - Literature Review 3

Using the relevant articles, a review was conducted on gamification features present
in lifestyle apps. A concept matrix was made as shown in Table 3. The occurrence of
the gamification method “Penalties” was more than expected, however, multiple arti-
cles had a negative stance towards this method which does correspond with the initial
expectations. Because the concept matrix only shows occurrence and not negative or
positive attitude towards the gamification elements, this largely explains the deviation
in the concept matrix. Daniel Johnson [10] found that rewards in the form of points and
achievements lead to improvements in the desire to exercise. The trial of Pate [25] also
used Points and levels to achieve step goals or weight targets but also feedback in the
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form of a leaderboard was used to encourage the participants. This showed that the use
of competition and social interaction had a significant effect on the physical activity
but only when used on a group of friends or family. This theory suggests that using
gamification alone may not have significant effect but when combined with social inter-
action or other means of stimulation, it can be of great additional value. The prototype
suggested by Heejin Chae [26] also contained gamification elements like competition
And points that are used as virtual currency. This prototype also showed that without
social interaction like a leaderboard or collaboration, motivation through gamification
is hard to achieve.

Table 3. Gamification Features of Lifestyle Apps – Literature Review 3 Concept Matrix.

3 Interviews and Proof of Concept Prototype

In order to answer the second empirical sub-question 94 interviews have been conducted.
Each of the interviewee used a lifestyle app. In total 35 different apps were used. We
first report on the 94 in total and then focus on 17 interviews that have been conducted
regarding the Health app made by Apple. This app was selected because, first of all, this
is one of the most used lifestyle apps, and, secondly, because it has a lot of features,
which allows us to get more insights about their usefulness.
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Table 4. Lifestyle apps use

Lifestyle app Used by

Health Apple 17/94

Insurance app 10/94

Garmin 9/94

My fitness pal 8/94

Strava 8/94

Other 42/94

There were no special requirements for participants: they could be of any age (16–
75), gender or nationality. The idea behind it is to get the broadest possible range of
different people and opinions in order to select the most important features among the
users as this particular app is intended for any iPhone user (Table 4).

Table 5. The most positively rated features of Apple users

Feature Mentioned (positively)

Ease of use 17/17

Insights in goals, activities 15/17

Privacy 16/17

Social 13/17

Info could be used for diagnoses 12/17

Personal info may be shared with the app 12/17

Support 12/17

Table 5 shows the features of the app that at least 75% of the interviewees mentioned
positively,making these concepts extremely important to considerwhen creating a future
game. It is clear from this table that all interviewees rated high the ease of use, meaning
the user-friendly interface as an example, and privacy, meaning that the level of trust to
this particular app is high. 15 out of 17 interviewees rated positively the possibility of
getting the insights in goals and activities, meaning among other the possibility to set
these goals. 12 out of 17 interviewees said that they can share the personal info with
the app, meaning, as how it was mentioned before, that the level of trust to this app is
high. Finally, 12 out of 17 interviewees mentioned that they would not mind if their
information from this app would be used for diagnoses, and that they are satisfied with
the level of support provided by the app, both social and technical.
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Based on the results we develop a model regarding the dimensions and priorities
for lifestyle applications (Table 6). As can be seen physical activity and nutrition are
reasonably well supported in terms of self monitoring and support by lifestyle applica-
tions. However social health and mental well-being are not well supported in terms of
self-monitoring, support, and serious gamification.

Table 6. Priorities and dimensions for lifestyle applications

Priorities &
Dimensions

Physical activity Nutrition Social
health

Mental well-being

Self-monitoring Well developed Well developed Need is high. But
lack of features

Need is high. But
lack of features

Support Well developed Reasonable Need is high. But
lack of features

Need is high. But
lack of features

Serious
gamification

Reasonable Reasonable Need is high. But
lack of features

Need is high. But
lack of features

To address the limitations and to also understand the dimensions a prototype was
developed. Some of the screens from the prototype are illustrated in Figs. 1 and 2
highlighting the implementation of the priorities and dimensions of Table 6.

Fig. 1. Managing Stress, Diet, and Exercise
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Fig. 2. Social Health and Mental Well Being Dimensions

4 Validation and Analysis

We performed three validation cycles, first a small survey (32 participants) on gamifica-
tion to strengthen the third row in our model. Then we performed a usability survey (34
respondents) on the prototype and finallywe performed 62 interviews on the requirement
model with Table 6 as a basis. Results are given below.

This section will discuss the validation results in contrast to each other as well
as providing an insight to the answers given to the open question at the end of the
survey. While the main questions show that the methods: Goals & Quests and Positive
feedback are likely to be most effective in a lifestyle app, the open question returns very
diverse results that highly depend on personal preferences. While Goals & Quests are
mentioned multiple times, Positive feedback is not mentioned. Many responses from
the open question also suggest social interaction and leaderboards as most effective.
While not showing a decisive result in the main question, Virtual currency is mentioned
several times as their preferred method to stimulate them. Furthermore, most methods
were widely known except for penalties which was a less known method but this is
explainable because it is also a less popular method in the literature. To the question
of which lifestyle apps the respondents used, Samsung health stood out particularly
and Apple health was less used than expected. A possible explanation for this could be
the financial situation because young adults might not be able to afford apple devices
to use Apple Health. Strava, which is a tracking app for walking or running was also
popular among the respondents, this app already uses a form of social interaction and
comparison by the ability to show routes and other statistics. All in all, social interaction
stands out as an answer to the open question. Social interaction is included in the method
leaderboard. Also, different methods including social interaction are proposed. From the
open question it becomes clear that a lifestyle app can be a great tool to stimulate user
behavior, it is not the most effective way if it is not combined with social interaction.
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This validation leads to the urge for more gamification within lifestyle apps as indicated
by Edwards et al. [28] as well as other authors in Table 3.

We performed 34 prototype validations with a usability test of the prototype and
came up with seven possible improvements: Home screen customization; AI chat bot;
Challenges; Learning; Community; Notification and Activity. What stands out from the
prototype validation is that personalization is needed and we have a lot of possibilities
for gamification as mentioned in the first validation. Finally, it is clear from literature
[19, 20] that physical activity is much better represented in the current lifestyle apps
than social and mental health and that nutrition still needs a far better monitoring and
gamification component which we can mainly see in the prototype validation.

Finally, 62 interviews were conducted on basis of Table 6. Next, we checked the
interviewees on ease of use, user interface, privacy, money and time, fun, frequency
and feedback and flow and habit. In all interviews ease of use was mentioned often in
combination with ease of user interface and in combination with connection to hardware
(smart watches and mobiles). This confirms work from Dias et al. [20] and is confirmed
in practice in Table 5. Fun is considered very important, both in theory (see Table 1)
as in practice where nearly all respondents see that as necessary. This is confirmed by
literature study 1 in Table 1 where all papers state entertainment and/or enjoyment as
most important features. From the 62 validation interviews we can see that the left upper
corner of Table 6 is filled in best and the right under corner of Table 6 is filled in the
worst. From this we draw our fourth conclusion in the next section.

5 Conclusions

EaseofUse is by far themost important condition for the success of a lifestyle application.
Especially on the monitoring dimension there is need for automatic input. For physical
activity this is already partly implemented but for nutrition, social and mental health this
is still difficult.

The lifestyle application has to be personalized for each user. They should be able to
choose on what subjects to monitor and in which pace. Different people need different
kinds of support and need different kinds of gamification.

The current lifestyle applications are too static. The future lifestyle apps should be
dynamic and constantly changing over time. A big effort is needed from the industry to
create the mechanics and dynamics to accommodate that.

There is too much focus on physical activity and nutrition in the current lifestyle
apps. There is need for more social and mental support because there lay the causes of
obesity, diabetes, heart disease and other chronic diseases.

Finally, we conclude that fun is very important to be included in the lifestyle app. Be
sure to notice that fun can mean enjoyment and interest so it does not necessarily has to
be funny. Future work has to be done on frequency in combination with the formation
of good habits. Only with repetition and fun, habits seem to be able to change.

Parts of this work have been internally published at University of Twente as three
student theses.
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