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Preface

The IFIP I3E conference, now in its 22nd edition, continues to be a successful forum
for discussing digital transformation, e-business, e-services, e-society, e-government,
and artificial intelligence and other technology advancements. Researchers worldwide
have sought to participate in this conference, recognizing it as an event with a strong
reputation and leadership in research related to the adoption of new technologies.

The call for papers invited both full research papers and work in progress in full and
short paper formats under the theme “NewSustainableHorizons inArtificial Intelligence
and Digital Solutions”. The conference also featured panels and keynote sessions with
experts. This volume contains 31 articles, comprising 29 full papers and 2 short papers.
All submissions underwent a double-blind peer-review process, with aminimumof three
reviewers per submission, resulting in an acceptance rate of 45%. The review process
this year was completed in 32 days, thanks to the contributions of the many Program
Committee members.

The papers included in this volume (vol. 14316) have been categorized into the
following topics:

• Artificial Intelligence and Algorithms
• Digital Transformation and New Technologies
• Sustainable Technologies and Smart Cities

The conference committee jointly awarded two prizes. The first prize was given to
the best paper, selected from among the top three. The best reviewer was selected from a
list of the three best reviewers of the event. Thewinners in each categorywere announced
during the mandatory awards ceremony at the conference.

The IFIP I3E 2023 conference was hosted by Positivo University in Curitiba, Brazil.
Established in 1988, Positivo University (https://www.up.edu.br/) is a for-profit private
higher education institution and a large Brazilian higher education institution (uniRank
enrollment range: 10,000–14,999 students). The Business School (BSUP) offers courses
and programs leading to officially recognized higher education degrees, including bach-
elor’s (B.Sc.), master’s (M.Sc.), and doctoral (Ph.D.) degrees in various areas of study.
The beautiful location inspired the researchers to have in-depth discussions and to come
up with many new research ideas.

We want to express our gratitude to the members of the Program Committee and the
reviewers for their significant efforts in evaluating the submitted papers. We also want
to thank the local organizers for all their work and dedication to make the conference a
success.

https://www.up.edu.br/


vi Preface

We hope that this volume will assist researchers in their studies and contribute to the
advancement of new research.

November 2023 Marijn Janssen
Luiz Pinheiro

Ricardo Matheus
Yogesh K. Dwivedi

Ilias O. Pappas
Matti Mäntymäki

Fernanda Frankenberger
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The Role of Algorithm and Task Familiarity
in Algorithm Aversion: An Empirical Study

Hasan Mahmud(B) and Najmul Islam

LUT University, Lappeenranta, Finland
{hasan.mahmud,najmul.islam}@lut.fi

Abstract. Algorithm aversion, characterized by the tendency to distrust algo-
rithmic advice despite its demonstrated superior or identical performance, has
become an increasingly concerning issue as it reduces the practical utility of algo-
rithms. To gain insights into this phenomenon, our research centers on individual
traits, specifically focusing on familiarity with algorithms and familiarity with
the task at hand, and their connections with attitudes toward algorithms. We con-
struct a causal model to delve into these relationships and assess how attitudes, in
turn, impact algorithm aversion. Our analysis draws upon data collected through
an online survey involving 160 participants, and we employ PLS-SEM for our
analysis. The results underscore a noteworthy positive correlation between famil-
iarity with algorithms and attitudes toward algorithms. Interestingly, our findings
indicate that familiarity with the task or domain knowledge does not significantly
influence attitudes.Moreover, attitudes are demonstrated to have a negative impact
on algorithm aversion. These discoveries hold significant implications for com-
prehending and addressing the issue of algorithm aversion. They shed light on the
roles of individual traits and attitudes in shaping people’s acceptance of algorithms,
ultimately offering valuable insights for mitigating this phenomenon.

Keywords: Algorithmic decision-making · Algorithm Aversion · Familiarity
with Algorithms · Familiarity with Task · Attitudes

1 Introduction

Algorithms are becoming increasingly prevalent in our everyday lives, impacting deci-
sions that affect us directly. Algorithms are constantly used by the government, private
organizations, and individuals in decision-making, profoundly influencing millions of
lives. For example, in the USA, judges rely on COMPAS (Correctional Offender Man-
agement Profiling for Alternative Sanctions) algorithms to decide on the likelihood of
recidivism. Companies such as Amazon or IBM are using artificial intelligence (AI)
algorithms to manage their human resources [1, 2]. Similarly, individuals are increas-
ingly relying on algorithms to decide on what to buy (e.g., Amazon, Ali Express), what
to eat (e.g., Uber Eats), where to go (e.g., Tripadvisor), how to go (e.g., Google Maps,
Uber), and where to live (Airbnb), to name a few. However, research indicates that in
many cases people are reluctant to follow algorithmic advice, despite the superior per-
formance of algorithms, a phenomenon known as algorithm aversion [3, 4]. Such an

© IFIP International Federation for Information Processing 2023
Published by Springer Nature Switzerland AG 2023
M. Janssen et al. (Eds.): I3E 2023, LNCS 14316, pp. 3–13, 2023.
https://doi.org/10.1007/978-3-031-50040-4_1
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4 H. Mahmud and N. Islam

aversion may lead to serious damage to the overall decision quality, undermining the
expected value of the algorithm’s utility [5].

Extant literature discovered many factors related to individual characteristics that
lead to algorithm aversion. For instance, Mahmud et al. [4] found that an individual’s
familiarity with algorithms, task, and human advisor plays a significant role in algorithm
aversion. In algorithmic decision-making, it is intuitive to believe that individuals who
are more familiar with the decision task and the general work process of algorithms,
are more likely to have positive attitudes toward algorithms. Interestingly, while some
research indicates that familiarity with algorithms increases the likelihood of algorithm
acceptance [6], others demonstrate that familiarity with the decision task, also known
as domain knowledge, has no impact on algorithm adoption [7, 8]. Even, some studies
reported that familiarity with task is negatively related to algorithm adoption [9, 10].
Given the divergent results offered by different studies about the impact of different
types of familiarity on the utilization of algorithms in decision-making, it is important to
investigate these different types of familiarity in a single study for a better understanding
of their impact on attitudes toward algorithms. Therefore, considering the desiderata for
a greater understanding of how different types of familiarity impact attitudes toward
algorithms, we pose the following research question: RQ1: How does familiarity with
algorithms and tasks influence attitudes toward algorithms? Again, several prior studies
[11, 12] demonstrate that people’s attitudes affect their behaviors (in our case, algorithm
aversion). Therefore, to understand the role of attitudes in algorithmic decision-making,
weposeourfinal researchquestion:RQ2:Howdoattitudes influence algorithmaversion?

To address the above research questions, we conducted an online study with 160
subjects. Collected data were analyzed using the partial least squares structural equa-
tion modeling (PLS-SEM). The results indicate that familiarity with algorithms signifi-
cantly affects attitudes, while familiarity with task has no significant effect on attitudes.
Attitudes negatively affect algorithm aversion.

The current studymakes two important contributions to algorithmic decision-making
literature [3, 4]. First, our study examines the impact of two types of familiarity on
attitudes toward algorithms, putting them in a single model to produce a synthesized
and holistic body of knowledge about familiarity in the domain of algorithmic decision-
making. Second, contrary to previous scholarships [9, 10], our study shows that domain
knowledge has no significant impact on attitudes toward algorithms. Our study also
provides practical implications for the managers informing what type of familiarity is
needed among the individuals to succeed in the implementation of algorithmic decision-
making.

2 Theoretical Background

2.1 Algorithmic Decision-making and Algorithm Aversion

Algorithmic decision-making, often referred to simply as ‘algorithms’ in our study, is an
automated process that offers guidance without human involvement. These algorithms
can have or lack artificial intelligence (AI) capabilities. The key difference lies in AI-
enabled algorithms, also known as AI decisions, which can independently learn from
data and make decisions [13].
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Algorithmaversion is defined asabehavior of discounting thedecisions of algorithms
with respect to one’s own decisions or others’ decisions, either consciously being aware
of the history of high-performance of algorithms or unconsciously out of fundamental
distrust toward algorithms [14, 15]. Several factors influence the aversion of algorithms.
In a recent literature review on algorithmic decision-making by Mahmud et al. [4], it
is found that factors related to algorithms themselves, human characteristics, decision
tasks, and various organization, societal, environmental, and cultural factors play critical
roles in algorithm aversion. They found that an individual’s familiarity with algorithms
fosters an individual’s acceptance of algorithms while familiarity with task decreases
or, in some cases, does not influence the algorithm adoption. However, they do not
find any evidence studying both types of familiarity in a single study, highlighting the
paradoxical effect of familiarity with algorithms and familiarity with task. Therefore, the
current study takes an initial step by investigating the impact of both forms of familiarity
on algorithm aversion. In this study, by familiarity with algorithms we refer to the
knowledge about the algorithm technology in general such as what are algorithms, how
they are designed, what they do, how they do, and what their advantages and limitations.
By familiarity with task, we refer to the knowledge and experience pertinent to the task
at hand, wherein decision needs to be made.

3 Research Model and Hypotheses Development

This study aims to examine the different types of familiarity: familiarity with algorithms
and familiarity with task in the context of decision-making. The model assumes that
different types of familiarity might be related to positive attitudes toward algorithms and
algorithm aversion the proposed model was controlled for gender, age, education, and
employment (Fig. 1).

Familiarity refers to one’s understanding of an entity, often based on prior direct
and indirect interactions, experience, and knowledge of what, who, how, and when of
what is happening [16–18]. Within the realm of algorithmic decision-making, Mahmud
et al. [4] identified three dimensions of familiarity: (1) familiarity with algorithms,
(2) familiarity with the decision task, and (3) familiarity with human decision-makers,
whose judgments are compared with those of algorithms. In this study, we focus on the
first two dimensions. Familiarity with algorithms arises from direct or indirect exposure
to, or knowledge of, algorithms in a general sense. Similarly, familiarity with a task
is acquired through direct or indirect involvement with the task, commonly known as
domain knowledge.

Past research has shown that an individual’s familiarity with algorithms significantly
impacts their attitudes toward algorithms [4, 19]. Familiarity increases trust by mit-
igating uncertainties associated with expectations from and utilization of algorithms
through an improved understanding of historical performance [16, 17]. It simplifies the
complexities through an understanding of how these algorithms function [16]. Famil-
iarity helps in building confidence in the competence of algorithms [17]. Several prior
research on consumer psychology demonstrated that an individual’s prior experience
with the product fosters positive attitudes toward the product. For example, studying
the investors’ decision-making behavior in the Islamic stock market, Husin et al. [20]
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found that investors’ familiarity with stock influences their attitudes toward the stock.
Furthermore, through an experimental study, Dewar et al. [21] confirmed the causal
effect of familiarity on brand evaluation. Therefore, we posit that as individuals become
more familiar with algorithms, their attitudes toward algorithms are likely to become
more positive.

H1a:Familiaritywith algorithmspositively affects the attitudes toward algorithms.

Familiarity with task pertains to one’s experience with the specific task about which
decisions, recommendations, or predictions are made. Although experience with the
task increases self-efficacy in using algorithms, such experience does not foster atti-
tudes toward algorithms [4]. Prior studies showed that experienced people rely less on
algorithms. Experienced people feel more confident in their abilities, leading them to
make decisions independently [22]. Experienced people think that they have a greater
understanding of the task and the situation, in which they can consider many other things
that algorithms might not be capable of doing. Due to this egocentric bias, stemming
from the beliefs of a superior understanding of themselves, they trust less in algorithms
[10]. Furthermore, due to the black-box nature and lack of explanation of the algorithms,
people are unsure about how the decisions are made, making it challenging to follow
algorithmic advice blindly. Taking these insights into account, we believe that individual
with a high level of familiarity with task displays a lower degree of positive attitudes
toward algorithms. Thus, we define our next hypothesis:

H1b: Familiarity with the task negatively affects the attitudes toward algorithms.

Attitude is an individual’s favorable and unfavorable evaluation of a given behavior
[20, 23]. People’s attitudes toward algorithms are strongly connected with algorithm
aversion [4, 23]. People tend to hesitate in utilizing algorithms when they perceive them
as lacking competence [24, 25]. Negative attitudes discourage individuals not to rely on
algorithms [26, 27]. Prior AI adoption literature suggested a positive association between
attitudes and the adoption of algorithms [23, 28]. Therefore, we propose:

H3: Attitudes will have a significant negative effect on algorithm aversion.

Fig. 1. Proposed research model.
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4 Methodology

4.1 Measures and Data Collection

To test the proposed model, data were collected through the crowdsourcing platform
Prolific, using a structured survey questionnaire. For the questionnaire, measurement
items were adapted from existing literature. Each of the measures of familiarity with
algorithms [16, 24, 29], familiarity with task [30], and attitudes [29, 31] contains four
items. The construct algorithm aversion [14, 15] consists of five items. However, due to
the lack of sufficient loading one item from this construct was dropped from the final
analysis. A total of 16 items were measured using a 7-point Likert scale. The developed
questionnaire was pre-tested with five experts (three academics and two practitioners)
and subsequently made a fewmodifications according to their suggestions. In the survey,
to give a general idea about the algorithms, we provided a short scenario about stock
market prediction and asked to predict the index value of the S&P 500 one month from
todaywith andwithout the help of the algorithm’s prediction. After the scenario exercise,
we asked the respondents to rate the statements related tomeasurement items. The survey
includes a few attention-check questions to exclude responses that are not given with
deliberate thought. Besides measurement items, we also collected information about the
demography of the respondents.

A total of 173 participants completed the study, out of which 13 failed to respond
to attention check questions correctly. This left us with a final sample of 160. Among
the survey population, 52.50% is male, and the average age of the respondents is 28.03.
71.25% of the respondents are employed and all of them are at least undergraduate.

4.2 Data Analysis

Collected data were analyzed using statistical software. In the beginning, SPSS 28.0.0.0
was used to test the normality, multicollinearity, and commonmethod bias (CMB) of the
data to ensure the appropriateness of the data for further analysis. In the next stage, we
used SmartPLS 4 to examine the reliability and validity of the constructs and to test the
proposed hypotheses, following the partial least squares (PLS) approach of structural
equation modeling (SEM). A general recommendation for determining the acceptable
sample size in PLS is that it should be a minimum of 10 times greater than the largest
number of predictors of the most complex multiple regression in the model [32–34].
Our sample size (N = 160) satisfies this condition. To establish the significance of path
coefficients, we employed a bootstrapping method involving 5000 bootstrap samples
[35]. In bootstrapping, we conducted a one-tailed test since we assumed the relationships
toward a particular direction [36].

5 Results

5.1 Measurement Model

We examined the convergent and discriminant validity, following the procedure sug-
gested by Gefen et al. [37]. Convergent validity was established by assessing the values
of item loadings, composite reliability, and average variance extracted (AVE). We main-
tained a minimum item loading of 0.70, composite reliability of 0.8, and AVE of 0.5,
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following the guidelines of Furnell & Locker [38]. To comply with these standards,
we removed one item from the algorithm aversion construct. Thus, we confirmed the
convergent validity. The descriptive statistics, item loadings, composite reliability, and
AVEs are presented in Table 1.

Table 1. Item loadings, VIF, composite reliability, AVEs, and R2 of the constructs.

Construct Indicators Loading
> 0.7

VIF
< 5

CR
> 0.7

AVE
> 0.5

R2

Familiarity with algorithms
(FA)

FA_1 0.887 2.963 0.948 0.792 -

FA_2 0.856 2.629

FA_3 0.902 2.878

FA_4 0.914 2.949

Familiarity with the task (FT) FT_1 0.888 2.618 0.897 0.734 -

FT_2 0.815 2.063

FT_3 0.894 2.635

FT_4 0.828 1.957

Attitudes Att_1 0.900 3.405 0.906 0.773 0.452

Att_2 0.887 3.127

Att_3 0.908 3.414

Att_4 0.817 2.305

Algorithm Aversion AA_1 0.813 1.680 0.816 0.803 0.339

AA_2 0.785 1.753

AA_3 0.766 1.766

AA_4 0.799 1.587

VIF = Variance inflation factor; CR = Composite (Rho) reliability; AVE = Average variance
extracted.

Table 2. Inter-construct correlations and the square root of AVEs.

Algorithm Aversion Attitude FA FT

Algorithm Aversion 0.791

Attitudes −0.570 0.879

FA −0.065 0.247 0.890

FT 0.027 0.117 0.523 0.857

FA = Familiarity with algorithms; FT = Familiarity with the task.

Discriminant validity denotes whether the items of a construct measure the construct
in question [39]. Discriminant validity is assessed by comparing whether the values of
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square roots ofAVEs are higher than the values of inter-construct correlations. In Table 2,
we can see that the values of square roots of AVEs, presented diagonally, are higher than
the off-diagonal inter-construct correlation values, confirming the discriminant validity
between the constructs [38].

5.2 Structural Model

The results (Fig. 2) revealed that familiarity with algorithms had a significant positive
impact on attitudes toward algorithms, supporting H1a (β = 0.254, p< 0.01). However,
in contrast to our hypothesis (H1b) that familiarity with task has a negative effect on
attitudes toward algorithms, the model found no significant effect of familiarity with
task on attitudes toward algorithms (β = −0.005, ns). Finally, algorithm aversion was
found to be influenced negatively by attitudes (β=−0.555, p< 0.001), thus confirming
our hypothesis (H2). Altogether, the model explained a 10.10% variance in attitudes
toward algorithms and a 33.80% variance in algorithm aversion. Regarding the control
variables, we did not find any significant effect.

Fig. 2. PLS analysis results (***p < 0.001; **p < 0.01; ns: not significant).

6 Discussion

6.1 Key Findings

Our study delves into different types of familiarity’s impact on attitudes toward algo-
rithms and subsequent influence on algorithm aversion. The study aims to explore the
contrasting effects of familiarity (algorithms vs. task) on attitudes toward algorithms.
First, we examine the influence of familiarity with algorithms and familiarity with task
on attitudes toward algorithms. Second, we assess the impact of attitudes on algorithm
aversion. The analysis of our research model produces several compelling discoveries.

Familiarity with algorithms demonstrates a significantly positive impact on atti-
tudes toward algorithms, aligning with prior research that has underscored the role of
familiarity in fostering positive attitudes toward algorithms [20, 40]. Surprisingly, the
hypothesized negative relationship between familiarity with task and attitudes toward
algorithms is not supported (H1b). Although extant literature supports the notion that
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task experience boosts self-confidence, decreasing the reliance on algorithms [8, 9, 41],
a few studies reported that there is no significant relationship between task familiarity
and attitudes toward algorithms [7, 8]. Our findings corroborated the latter.

Concerning the other relationships that were discovered; we found a significant
negative relationship between attitudes and algorithm aversion. This suggests that indi-
viduals with a greater degree of positive attitudes toward algorithms are less likely to
avert algorithms.

6.2 Implications for Research

The studywill have several contributions that could benefit scholars and advance research
in information systems.

First, extending prior research on algorithm aversion, we underscore how different
types of familiarity influence attitudes toward algorithms. We contribute empirically to
algorithm aversion literature by examining the contrasting effects of familiarity with
algorithms and familiarity with task in a single study. Although the familiarity with
algorithms and familiarity with task are studied in the prior research separately [9, 19],
research exploring both in a single study is scarce [8].

Second,we empirically validated themeasurement scale of algorithm aversion devel-
oped by Mahmud et al. [15] in a different context. Although prior research measured
algorithm aversion by observing the behavior of individuals in the experimental setting,
measuring algorithm aversion using a measurement scale is relatively novel. Thus, we
contribute to the advancement of algorithm aversion research.

Third, in terms of practical implication, our study demonstrated a non-significant
relationship between familiarity with task and attitude toward algorithms. Hence, it is
intuitive to believe that domain knowledge does not predict the acceptance of algo-
rithms. Therefore, in predicting the algorithm use behavior, practitioners may rethink
the importance of the user’s domain knowledge.

6.3 Limitations and Future Research

Despite the study rigor, the current studyhas a few limitations thatmust be acknowledged.
First, our study was cross-sectional, whichmay not capture the changing nature of famil-
iarity and attitudes of individuals. Therefore, longitudinal research may be undertaken
in the future to overcome this limitation. Second, the study was conducted in a particular
context (stock market), thus limiting the generalizability of the findings. Therefore, we
suggest future study validates our findings by replicating our study in different contexts.
Third, our model does not introduce any moderator or mediator in the proposed relation-
ships. Future research might be undertaken to understand the moderating and mediating
impact of different variables in these relationships.

7 Conclusion

This study examined algorithm aversion and its connection to individual characteristics,
namely familiarity with algorithms and familiarity with task. The results suggest that
individuals with a greater degree of familiarity with algorithms tend to possess a greater
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degree of positive attitudes toward algorithmic advice. Interestingly, domain knowl-
edge or familiarity with task was not found to significantly influence attitudes toward
algorithms. Additionally, the study explored the influence of overall attitudes toward
algorithms on algorithm aversion. These findings bear important implications for both
research andpractice, highlighting the importanceof developingpositive attitudes toward
algorithms to overcome algorithm aversion.
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Abstract. Modern research depends on software libraries, tools, and
applications, specially in Artificial Intelligence (AI) to support sci-
ence, engineering, and business. Research software is often developed
in academia by academic researchers in Information and Communica-
tion Technology (ICT). However, this software rarely achieves effective
success: it is often developed and maintained in an inefficient and unsus-
tainable way, resulting in failure, non-adoption, and abandonment. The
goal of this work is to better understand how academic research software
developers evaluate success factors in different categories: technical, orga-
nizational, and people. A survey with thirty Brazilian academic research
software developers was conducted to gather information about the level
of importance of the factors. An analysis of the collected data was con-
ducted to identify the importance of these success factors. The results
show the ranking of success factors into categories among the research
developers. Our study indicates that academic developers can conduct
more software development by being aware of the success factors that
can provide software sustainability and successfully. The comprehension
of the level of importance of each factor will help to improve and guide
the support for research software developers on development.

Keywords: Empirical Research · Research Software · ICT · Success
Factors · Academia · University · Brazilian Academic Developers

1 Introduction

Modern research in sciences, engineering, and other fields depends on software,
specifically, research software [1]. Research software is a software developed by
researchers and consists of libraries, tools, and applications or end-user soft-
ware [2] including Artificial Intelligence (AI), Machine Learning, Analytics and
Data Science tools [3], e.g., OpenML, ChatGPT, GitHub, Jupyter, and Overleaf.
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Researchers in a wide variety of domains develop, maintain, or use research soft-
ware to conduct or support their research [2,4,5] and such software is most often
produced by academic researchers within academia, faculty, and university [1,6].

Research software is essential to several modern research projects in AI and
Digital Solutions, and academic researchers are unable to work without it. A
comprehensive survey reports that academic faculty and staff at UK universities
found that 92% of academics use research software, with 69% saying that their
research would not be practical without it [7] and another study expanded the
UK data, focusing instead on US universities, and the results were similar [8].

Software engineering researchers have developed several important practices
that result in a software overall with higher quality [9,10]. However, in the
academy there are a number of factors that result in a software not developed
in an efficient or sustainable way. While academic researchers have deep knowl-
edge in their discipline, they generally do not have sufficient training across the
software lifecycle and several types of tools [1], and the development of research
software is still ad hoc and improvised, making such infrastructure fragile and
vulnerable to failure [11]. Additionally, best practices that provide academic
researchers methods for performing development, ease maintainability, and that
encourage sustainability and reproducibility are not widely used, resulting in
failure, non-adoption, and abandonment software [1,3,12,13].

In recent decades, several studies about factors determining the success of
traditional software projects have been performed in the organizations or indus-
try [12,14–16]. Critical success factors identified in project software were mapped
into different categories, such as Technical, Organizational, and People [17–21].
However, the literature investigating success factors in an academic context is
scarce, and there is a gap in understanding whether these success factors iden-
tified in traditional software projects influence the success of research software
from the perspective of academic research software developers in Information
and Communication Technology (ICT).

Therefore, the objective of this study is to understand the technical, organi-
zational, and people factors that determine successful research software by devel-
oper’s perceptions. In this work, we conducted an empirical study [22] using a
survey with 30 academic researchers developers to investigate technical, organi-
zational, and people factors of research software in the Brazilian academies. We
used the factors identified previously in the literature about successful project
software [17,18,23,24] to understand the level of importance of each factor in
research software and consequently the sustainability of such software. We used
closed questions with a five-point Likert Scale to define the importance of the
factors. Finally, we perform descriptive statistics to generate results.

The contributions of this work are: it investigates the developers’ perception
of success factors for Brazilian research software development, provides a ranking
of factors that may guide the development successfully, and it discusses the
findings to provide insight into the situation in the academic context.

The paper is organized as follows. In Sect. 2, we provide related works. In
Sect. 3, we present the method, including research questions, study design, data
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collection, and analysis. In Sect. 4, we present the results. In Sect. 5, we discuss
the findings. In Sect. 6, we discuss the threats to validity and limitations. Finally,
in Sect. 7, the conclusions and future works are presented.

2 Related Works

Success is essential in traditional software development, and projects succeed
when enough factors go well to allow a project’s objectives to be satisfied [12].
Moreover, the project manager or organization needs to control these factors to
drive toward project success [16]. The success factors of software projects can be
identified and grouped into categories of a model or framework to provide guide-
lines and insights that influence the success of software development projects
[17–19]. Hence, a successful software project depends on several factors: not only
time, quality, scope, and budget but also technical factors, organizational fac-
tors, people factors, process factors, and other factors. Therefore, understanding
their importance is critical for people who work in software engineering research
and information and communication technology.

We performed a search [25] to identify studies related to success factors in
the context of research software development and used a hybrid search, which
consisted of using DatabaseSearch in Scopus to select the set of relevant initial
articles followed by parallel Backward and Forward Snowballing [26]. We selected
the articles that were most similar to our problem in the academic context.

A study examining claims about how scientists develop software reported 33
different claims about 12 software engineering practices [9]. Most of the claims
indicated that software engineering practices are useful for scientific software
development. Moreover, a recent study reported the use of software engineering
practices for scientific application development and their impact on software
quality [10]. However, these studies do not present the practices as success factors
and do not evaluate a ranking of their importance in academia.

Members of academic research groups or institutions work on research
projects. A study presents an organizational structures model for research soft-
ware development at universities that includes the use of software engineering
practices and processes [1]. Three different models for research software develop-
ment are reported: one traditional Research Software Engineering (RSE) group
in the UK at the University of Manchester and two in the US Universities. More-
over, the need for more opportunities and time for developers of research software
to receive training in practices is a sustainability challenge faced in developing
and using research software [11]. Although these models and challenges are pre-
sented and discussed, the success factors of the project were not defined and
evaluated.

The occurrence of certain factors can lead to the success of academic research
software. Therefore, we did not find studies related to factors that influence aca-
demic developers on a research software project, regarding technical, organiza-
tional, and people factors, such as traditional software that lead to success.
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3 Method

Our research aims to investigate in the academic context the developer’s per-
ceptions of success related to factors technical, organizational, and people in
research software development. It is an initial step towards understanding the
perceptions of these factors that determine the success of software by devel-
opers in the context of Brazilian academia. We conducted explanatory survey
research, following the guidelines defined by Kitchenham and Pfleeger [27], that
is, an empirical research method [22], to understand these factors identified.

According to Goal-Question-Metric (GQM) paradigm [28], our survey aims
to analyze research software development with the purpose of characterizing with
respect to determining the importance of the technical, organizational and people
factors for the success of the research software from the point of view of Brazilian
academics developers in the context of the research software development in
academia.

The next step following GQM is to define questions and metrics to address
this defined goal. In this phase of the study, we used the following Research
Questions (RQs):

RQ1. What are the technical factors that determine the success of research soft-
ware developed in academia? We formulated this research question to investigate
the level of importance placed on each technical factor regarding software engi-
neering in research software development by developers. We considered the set
of relevant software engineering concepts identified in the literature and SWE-
BOK [23,24].

RQ2. What are the organizational factors that determine the success of research
software developed in academia? We formulated this research question to under-
stand the level of importance placed on each organizational factor in research
software development [17,18].

RQ3.What are the people factors that determine the success of research software
developed in academia? We formulated this research question to understand the
level of importance placed on each people factor in research software develop-
ment [17,18].

To answer those research questions, we planned and conducted an explana-
tory study using a survey instrument with Brazilian developers of research soft-
ware. The metrics were based on primarily close-ended questions, some multiple-
choice type questions, and some open-ended questions. The survey was con-
ducted between November 2021 and February 2022.

3.1 Study Design

Following the GQM approach, a set of questions addressed to all participants
to assess their general knowledge and opinions on the subject was planned with
the aim of investigating the success factors in research software development in
the academy by academics.
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We used a questionnaire to support the participants in answering our ques-
tions. We developed the instrument in Google Forms1, which consisted of the
following sections: (i) the objective of the study and term of consent, to partici-
pants read and accept the explanatory statement about goals and data privacy
of the study; (ii) research profile; (iii) personal and professional background; (iv)
questions related to technical, organizational and people in research software
development.

The questions primarily consist of closed-type questions with a single choice,
some multiple-choice type questions, and a few open-ended questions. Further-
more, in most questions, we use Likert scales on an ordinal scale of 1 to 5, and
define for each a minimum value (e.g., “nothing important”), a maximum value
(e.g., “very important”), and the middle (e.g.,“median important”). In addition,
if the respondent do has no knowledge about the subject of the question, he can
select the option (e.g.,“I don’t know”), which is assigned a value of 0.

At the beginning of the survey instrument, we included a consent form that
inform to the respondents of the study’s privacy policies clearly and thoroughly,
following ethics guidelines, data anonymity, and participation, the possible ben-
efits and risks, the estimated time to respond to the answers, and the author’s
e-mails so that the respondent could ask any questions about the research. Thus,
the respondents had enough information to make the decision to participate or
not, and these actions reduced the risk ethics and increases the validity of our
empirical study [22].

Before inviting respondents, we conducted the pilot test of the survey with
affiliated researchers to improve its understandability and remove any inconsis-
tencies. Our samples’ composition from a target population included Brazilian
academic researchers who are developers of the software research. We selected
researchers from our affiliation and collaboration network, comprising contextual
diversity. Based on these criteria, we invited the participants by e-mail.

3.2 Data Collection

The survey was conducted by invitation to have better control over the distri-
bution into the academy, and our method was convenience sampling [29]. Our
samples’ composition from a well-defined target population included Brazilian
academic researchers who are users and work in research software development.
We sent email invitations to (i) academic research developers of the Brazilian
Computer Society, (ii) email lists used at the Fluminense Federal University
(UFF), which include researchers, (iii) coordinators of research projects and
professors teaching Computer Science or Information Systems courses at pub-
lic and private higher education institutions. Moreover, WhatsApp groups were
used to invite.

We sent our survey questionnaire to potential respondents in various institu-
tions, considering federal and state, public and private higher education institu-
tions. The authors’ goal was to reach the maximum number of Brazilian academic

1 https://docs.google.com/forms/.

https://docs.google.com/forms/
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researcher respondents who meet the target audience to answer the survey. We
did not restrict ourselves to any particular project size or organizational cul-
ture in institutions. Thus, we were able to survey researchers in Computing that
are widely geographically distributed across Brazil. In addition, as the survey
was online, it was cost-efficient, and the respondents were able to answer the
questions more thoughtfully according to their own time allowing.

We used the Google Forms2 to design, host, and administrate our online
survey, which was available for four months from November 2021 to February
2022. Our survey was 30 responses obtained.

3.3 Data Analysis

In the analysis of the results, we adopted assumptions: (i) we anonymized the
data, (ii) we cleaned the data, (iii) in the results, the sum of percentages equals
one hundred percent for single closed questions with a range of options and the
five-point Likert Scale, (iv) all responses have been filled in completely.

Regarding RQ1, RQ2, and RQ3 we perform statistical analysis to explore
data and generate results. Thus, we prepared the available data to perform the
descriptive statistical analysis.

The first analysis involved frequency counting for questions where respon-
dents could choose one or more options. An example of this would be a question
asking about years of experience or duration of use of research software.

The second analysis is related to the importance rating using the five-point
Likert scale (I don’t know = 0. Nothing important = 1, Little important = 2,
Median important = 3, Important = 4, Very important = 5). The median for
each category was calculated, and the top ratings were presented. The dataset
is available at Zenodo in the link https://doi.org/10.5281/zenodo.8110912.

4 Results

In the following, we summarise our results structured according to the respon-
dents’ demographics and research questions defined in Sect. 3.

4.1 Respondents’ Demographics

The participant’s ages were divided into the following intervals. Of a total of
30 respondents, a majority (33.3%) are between 30 and 39 years old, and the
second most representative group (30.0%) are between 18 and 29 years old. Other
respondents are (16.67%) between 40 and 49 years old, (13.3%) between 50 and
59 years old, and (6.67%) 60 years or older. Most academics are male 90.00%,
and 10% are female, with ages between 30 and 39 years old.

Regarding the frequency of use of research software, which is software to
conduct or support your research in an academic context, most of the respon-
dents (30.00%) Often use the research software followed by (46.66%) Always.
2 https://docs.google.com/forms/.

https://doi.org/10.5281/zenodo.8110912
https://docs.google.com/forms/
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Then, (13.33%) the respondent informed Occasionally uses the research soft-
ware. Therefore, we observed a high usage of such software, as expected.

Regarding the year of use of research software, most respondents (60.00%)
had more than six years ago. The other respondents (23.33%) have between three
and five years of use, (10.00%) between one and two years of use, and (6.67%)
less than one year ago.

Regarding the years of experience in research software, (33.33%) of respon-
dents are between one and five years, and (33.33%) between six and ten years
of experience, characterized by more solid expertise in research software. After
that, (6.67%) of respondents with experience between eleven and fifteen years
of experience, (13.33%) between sixteen and twelve years of experience, and
(10.40%) with more than twelve years of experience are presented. Finally, one
developer (3.33%) had less than one year and is a beginner in research software
development.

Thus, respondents over six years of experience or more (66.67%) are charac-
terized by specialized expertise in research software development. The following
subsection describes the results and analysis for the Research Questions.

4.2 What are the Technical Factors that Determine the Success of
Research Software Developed in Academia (RQ1)?

This subsection provides the results of RQ1. The factors were sorted in increasing
order according to the proportion of the top two ratings Very important (Vi) and
Important (I) to obtain an overall understanding of whether research software
developers follow. Figure 1 summarizes the results from this question.

Fig. 1. Importance rating of technical factors that determine the success project

The results show that 86.67% of the participants (56.67% Vi and 30.00% I),
(50.00% Vi and 36.67% I) and (46.67% Vi and 40.00% I), respectively, consider
the factors “Software Test”, “Software Requirement” and “Software Quality”
influential in importance, suggesting that they are the top critical success fac-
tors impacting the research software development, as they represent the highest
median score. This is followed by 83.33% of the participants (50.00% Vi and
33.33% I) and (43.33% Vi and 40.00% I) informed that the factors “Software
Maintenance” and “Software Project” are important in the research software.
Then, 76.67% of the participants (50.00% Vi and 26.67% I) consider that the
factor “Software Construction” is influential in importance. This is followed by
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73.33% participants (50.00% Vi and 23.33% I) and (30.00% Vi and 43.33% I)
that consider the factors “Software Configuration Management” and “Software
Engineering Tools and Methods” have of importance. Finally, 70.00% of the par-
ticipants (26.67% Vi and 43.33% I) consider that the factor “Software Process”
following 66.67% of the participants (30.00% Vi and 36.67% I) consider that the
factor “Software Management” are important.

4.3 What are the Organizational Factors that Determine the
Success of Research Software Developed in Academia (RQ2)?

This subsection provides the results of RQ2. The factors were also sorted in
increasing order according to the proportion of the top two ratings Very impor-
tant (Vi) and Important (I) to obtain an overall understanding of whether
research software developers follow. Figure 2 summarizes the results from this
question.

Fig. 2. Importance rating of organizational factors that determine the success project

The results show that 70.00% of the participants (30.00% Vi and 40.00% I)
consider the factor “Develop open source” influential in importance, suggesting
that it is the top critical success factor impacting the research software devel-
opment, as it represents the highest median score. This is followed by 66.66%
of the participants (53.33% Vi and 13.33% I) informed that the factor “Have
budget availability” are important in the research software. Then, 60.00% of the
participants (36.67% Vi and 23.33% I) consider that the factor “Meet delivery
deadlines” is influential in importance. This is followed by 46.67% participants
(30.00% Vi and 16.67% I) and 43.34% participants (26.67% Vi and 16.67% I)
that consider the factors “Have a suitable physical environment and furniture”
and “Influence the organizational culture of the institution” have of importance.
Finally, 40.00% of the participants (16.67% Vi and 23.33% I) consider that the
factor “Having a small development team (2–6 people)” following 26.67% of
the participants (16.67% Vi and 10.00% I) consider that the factor “Having a
geographically distributed team” is important.

4.4 What Are the People Factors that Determine the Success
of Research Software Developed in Academia (RQ3)?

This subsection provides the results of RQ3. The factors were finally also sorted
in increasing order according to the proportion of the top two ratings Very
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Fig. 3. Importance rating of people factors that determine the success project

important (Vi) and Important (I) to obtain an overall understanding of whether
research software developers follow. Figure 3 summarizes the results from this
question.

The results show that 96.67% of the participants (76.67% Vi and 20.00% I)
and (66.67% Vi and 30.00% I) respectively consider the factor “Have a collabo-
rative attitude” and the factor “Have a commitment to the project” influential
in importance, suggesting that they are the top critical success factors impact-
ing the research software development, as they represent the highest median
score. This is followed by 90.00% of the participants (66.67% Vi and 23.33% I)
informed that the factor “Having personal competence” are important in the
research software. Then, 86.66% of the participants (43.33% Vi and 43.33% I)
consider that the factor “Having good communication and knowing how to nego-
tiate deliveries” is influential in importance. Finally, this is followed by 70.00%
participants (30.00% Vi and 40.00% I) that consider the factor “Have training
in Software Engineering” have of importance.

5 Discussion

In this section, we discuss the implications of our study findings in RQ1, RQ2,
and RQ3. They suggest gaps between the topics studied in literature and prac-
tices applied in the research software. The suggestions to help to fill in this gap
include:

Implications of Technical Factors (RQ1). The results show that “software test”,
“software requirement”, and “software quality” factors are at the top of the rank-
ing importance. The importance of software engineering practices has existed
more than a decade, and these factors are still among the most important for
research developers [23]. Moreover, the ranking shows that factors that influence
software projects in organizations to achieve success also influence the research
software development [30]. Therefore, the findings of this study suggest that
these three factors can be combined into actions that involve of academic users
and all stakeholders to generate better and more efficient software predicting
success. On the other hand, “software process” and “project management” fac-
tors are lower overall. These results show that developers do not give importance
to managing a project and following a process, as they are carried out in an ad
hoc manner. However, software processes and plan the software development,
monitoring, and control can influence the development [4].
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Implications of Organizational Factors (RQ2). The results show that “develop
open source” has overall high importance. This can suggest that the respondents
can be structuring, sharing, and opening research data to promote open source
code produced by academic researchers. The second factor “have budget avail-
ability” also has a high level of importance. This factor in the need for budget
attention affects the software, as well as the context in which it is developed. On
the other hand, the factor “having a small team” and “geographically distributed
team” is not important for researchers. In the success projects, having a small
team is ideal. A larger team might pose great hindrance to fast communication
and decision making in projects [18]. Moreover, the centralized organization of
the team positively influences the success, and distributed projects are affected
by the cultural and political situations in those regions [19].

Implications of People Factors (RQ3). The results of people factor “have a col-
laborative attitude” is high important. This is a suggestion that researchers
and developers collaborate mainly when participating in open source software
development. We can observe that “Have personal competence” and “have com-
mitment with the project” has the same level of very importance. This result
suggests that research software developers are highly skilled in having a col-
laborative attitude, sense of responsibility, high competence, and expertise with
deliveries of the work in success projects [17]. On the other hand, the factor “hav-
ing good communication and knowing how to negotiate deliveries” and “have
training in Software Engineering” have lower importance. Note that in success-
ful projects, contributions are usually discussed and evaluated with others more
quickly and efficiently in good communication [21], and researchers not see the
need for formal training in software that is the essential success factor of research
software [6,23].

6 Threats to Validity

Although we aimed to reduce the threats to validity of our study methodol-
ogy, some decisions may have affected the results of the survey. We present
the threats to validity [22] regarding (i) External Validity : to generalization of
our results, the population and sample size of the respondents is based on the
number of emails sent to the Brazilian researchers’ developers. Our sampling
rate can provide representative results of the population we want to general-
ize in Brazil; (ii) Internal Validity : to the causality, we followed the guidelines
proposed by Kitchenham and Pfleeger [27] and analyzed other questions sim-
ilar in surveys to create new questions based on our research. In addition, we
invited researchers and volunteers and were therefore motivated to participate;
(iii) Construct Validity : to the generalization of the study results, a threat is
the scenario of the Brazilian academic developers and the construction of the
study variables. It is possible that the study participants are not representative
of the population. Thus, the results of this study may not be generalizable to
all research software developers; (iv) Conclusion Validity : the survey received
30 responses from respondents. We ensured that all respondents were aware of
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software research by asking the first question to check whether they were develop
software research. If the answer was no, the survey ended.

7 Conclusions and Future Works

This study provides insight and a ranking into the importance of the factors in
understanding software development success by Brazilian academic developer’s
perception. Other study findings will be discussed and submitted in an extended
version. The results from this study will help stakeholders in research software
to predict the likelihood of project success, evaluate their ongoing projects, and
improve the decision-making towards successful software development. Further-
more, future research can take the findings of this study and quantitatively test
them on a large sample, explore future researchers and connect with a litera-
ture review to provide gaps and expected new advances, explore how the factors
are related using, for example, the linear regression technique, and verify if it
influences software adoption and use in the academic context.
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Abstract. This study aims to propose a theoretical model that examines the sig-
nificance of personal cultural orientations, specifically focusing on innovativeness,
independence, and ambiguity intolerance, in the adoption of artificial intelligence
(AI) within small and medium-sized enterprises (SMEs). Additionally, the study
establishes a relationship between personal cultural orientations and the Unified
Theory of Acceptance and Use of Technology (UTAUT), particularly consider-
ing performance expectancy and facilitating conditions. SMEs face unique chal-
lenges and barriers in their pursuit of competitiveness, which necessitate alterna-
tive approaches and methodologies to foster the acceptance of new innovations
like AI, beyond traditional technology adoption models. Employing a qualitative
methodology, emphasizing documentary research, and utilizing inferential and
deductive reasoning, a theoretical model is proposed. This model aims to demon-
strate how analysing personal cultural orientations can facilitate the design of
effective strategies and policies to support SMEs’ AI adoption, promoting their
growth and sustainability in a technology-driven and highly volatile environment.

Keywords: Artificial intelligence · personal cultural orientations · SMEs ·
UTAUT

1 Introduction

Artificial intelligence (AI) has garnered momentum in the past decade after experienc-
ing periods of scepticism and pessimism about its potential. It has radically transformed
traditional work methods making it applicable in diverse fields, including healthcare,
finance, e commerce, cybersecurity, transportation customer service and predictive ana-
lytics (Yang et al., 2021; Skilton & Hovsepian, 2017). The adoption of AI technol-
ogy is no longer exclusively associated with large companies from developed countries
(OECD, 2021a, 2021b). SMEs are also increasingly investing in them due to cost effi-
cient advancements that enable small businesses to leverage the tools benefits without
significant capital investment (Ikumoro & Jawad, 2019). The distinct shift towards AI
adoption emphasizes scientific and academic principles such as data driven decision
making critical for extracting valuable insights from vast datasets (Garzoni et al., 2020).
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In the face of increasing market competition, SMEs are exploring novel strategies
to maintain their relevance and attain a competitive advantage. AI presents a potentially
fruitful avenue for realizing these objectives, as posited by Baabdullah et al. (2021). The
utility of AI systems in promoting the growth and efficiency of small and medium-sized
enterprises (SMEs) while reducing expenses has been demonstrated by their scalability
and flexibility (Drydakis, 2022). Notwithstanding the potential advantages that the inte-
gration of AI can offer various economic domains, SMEs encounter notable obstacles
and difficulties, as reported by the OECD (2021b). The capacity of organizations to
invest in AI is frequently restricted by financial limitations, which stem from the con-
siderable expenses involved in implementing, establishing infrastructure, and acquiring
expertise (Wang et al., 2022). The authors Rozmi et al. (2019) have identified a notable
challenge for SMEs owners and decision- makers, which is the limited understanding
and awareness of the potential benefits and applications of AI. This knowledge gap has
been identified as a significant obstacle for many SMEs.

The impact of cultural factors on the adoption of emerging technologies, such as
AI, has been acknowledged in academic literature (Behl et al., 2022; Robinson, 2020;
Tam & Oliveira, 2019). The influence of culture on individuals’ attitudes and behaviors
is significant, as it affects their adoption and implementation of technological advance-
ments. This has been noted by Semrau et al. (2016) and Sharma (2010). Comprehending
the challenges and opportunities associated with technology adoption necessitates an
understanding of the cultural underpinnings. This understanding is crucial in developing
culturally sensitive strategies that can facilitate successful implementation, as posited
by Vos and Boonstra (2022).

Earlier investigations have investigated the impact of cultural variables on the adop-
tion of AI. However, there exists a knowledge gap regarding this phenomenon in the
Latin American area. Muñoz et al. (2021) assert that Latin American nations possess
distinctive societal norms, values, and historical backgrounds, which contribute to a
distinct landscape for SMEs seeking to incorporate AI technologies. The objective of
this research is to analyse the relationship between cultural values and the adoption of
artificial intelligence in the Latin American region. The study will investigate the var-
ious factors that may influence the intentions of SMEs managers/owners to adopt AI
technology.

Previous research efforts have provided insights into the impact of cultural elements
on the adoption of AI (Zhang et al., 2011); yet, further investigation is necessary to
examine this occurrence in the Latin American area. McCoy et al. (2005) conducted an
empirical studyon theTechnologyAcceptanceModel (TAM) inUruguay anddetermined
that further research is necessary in the region to overcome the challenges posed by
cultural measurements. Muñoz et al. (2021) assert that the Latin American region is
distinguished by its distinctive societal norms, values, and historical backgrounds, which
create a unique environment for small and medium-sized enterprises (SMEs) that aim
to incorporate AI technologies. The objective of this study is to investigate the potential
impact of cultural values on the adoption of AI by SMEs. Specifically, this research
aims to identify the factors or issues that may influence the adoption intentions of SME
managers/owners.
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Drawing upon Sharma’s (2010) cultural orientations (CO) framework and
Venkatesh’s (2003) unified theory of acceptance and use of technology (UTAUT), this
article investigates the connections between innovativeness, independence, and risk aver-
sion (CO)ononehand, andperformance expectancy and facilitating conditions (UTAUT)
on theother. The inclusionof control variables such as age andfirmsize ensures a compre-
hensive analysis of the relationships between these constructs. By merging an expanded
technology model with cultural values, this study contributes to a deeper understanding
of the challenges managers may face when adopting new digital technologies. Further-
more, by focusing on AI within a non-developed country, we contribute to the limited
body of research in this area. Our findings will provide valuable insights for policymak-
ers, researchers, and industry practitioners, enabling them to devise customized strategies
that account for the cultural sensitivities of SMEs in emerging countries. Ultimately, this
will foster successful AI implementation and drive economic growth in these regions.

2 Literature Review

2.1 Personal Cultural Orientations

The task of conceptualizing culture is a complex undertaking due to its intrinsically
dynamic and continuously evolving character. Edward Burnett Tylor, an anthropologist,
made one of the initial efforts to articulate the definition of the notion of culture. Tylor’s
definition of culture, as stated in his work, encompasses a comprehensive range of
elements, including but not limited to knowledge, beliefs, art, morality, laws, customs,
and various other capabilities and habits that are acquired by individuals as members of
a society (Taylor, 1871). As per Trompenaars and Hampden-Turner’s (1996) definition,
culture pertains to the communal approach adopted by individuals to confront obstacles
and reconcile differences.According toHofstede’s (1984) perspective, culture is a shared
cognitive framework that shapes theway individuals perceive and interactwith theworld.

The investigation of disparities in technology adoption across cultures frequently
employsHofstede’s cultural dimensions, including individualism, power distance, uncer-
tainty avoidance, masculinity, and long-term orientation, as national metrics (McCoy
et al., 2005). Notwithstanding, certain academics contend that there exists a differenti-
ation between Hofstede’s cultural dimensions at the national level and the scrutiny of
cultural values at the individual level (Coon&Kemmelmeinier, 2002;Mehta, 2018). The
acknowledgement of heterogeneity within a nation underscores the necessity of a holis-
tic strategy that accommodates distinct viewpoints and ethnic disparities (Schaffer &
Jordan, 2003).

The proposed theory by Sharma (2010) presents a perspective on personal cultural
orientations that surpasses the scope of macro-level frameworks. It recognizes the active
participation of individuals in shaping and interpreting cultural values. This study incor-
porates Sharma’s theory and extends it to the Latin American context in order to facil-
itate a more rigorous multi-dimensional analysis. Sharma’s (2010) concept proposes a
reformulation of Hofstede’s dimensions, incorporating three fundamental dimensions,
namely risk aversion (RSK), ambiguity intolerance (AMB), and innovativeness (INN).
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2.1.1 Risk Aversion

Risk aversion refers to the degree to which individuals exhibit a reluctance to engage in
risky decision-making or take risks. SMEs are frequently confrontedwith elevated risk in
relation to investment in innovative systems within the technology adoption framework.
This is primarily due to their restricted resources and the volatile nature of the market.
According to Vekatesh (2003), managers who exhibit risk-averse tendencies may opt to
uphold the current state of affairs and allocate resources towards established systems,
especiallywhen contemplating the considerable unpredictability linkedwith investments
in AI. The dimension RSK is indicative of risk aversion, which pertains to the degree of
hesitation among managers in making decisions that involve risk (Robinson, 2020).

2.1.2 Ambiguity Intolerance

Ambiguity intolerance pertains to an individual’s capacity to endure ambiguity, specifi-
cally in novel circumstances that involve new technologies. This pertains to the degree to
which individuals experience a sense of apprehension in response to uncertain or unfa-
miliar circumstances, as posited by Hofstede (2001). The relevance of predictability,
explicit rules, structured situations, and previous positive experiences is evident in the
context of SMEs’ adoption intentions. Individuals who possess a low tolerance for ambi-
guity may encounter unease when faced with uncertain situations and may demonstrate
a proclivity towards seeking security, predictability, and conformity (Papacharissi &
Rubin, 2000; Dougas et al., 2005; Sharma, 2010).

2.1.3 Innovativeness

The term “innovativeness” pertains to an individual’s self-perception of their capability
to execute a task utilizing a technological framework. The adoption of information
technology is heavily influenced by a crucial factor, which is the level of ease with
which individuals acquire digital skills. According to Dholakia and Kshetri (2004), the
absence of creativity and originality among individuals responsible for making decisions
can impede the assimilation of novel technologies in SMEs. The assessment of a new
technology’s usefulness, ease of use, and facilitating conditions necessitates a sense of
assurance in one’s knowledge and IT competencies (Grandón&Ramírez-Correa, 2018).

2.2 Unified Theory of Adoption and Use of Technology

The Unified Theory of Adoption and Use of Technology (UTAUT) offers a comprehen-
sive framework for examining the adoption of digital technology in diverse economic
contexts, as evidenced by the works of Alhaimer (2019) and Alkhowaiter (2020). The
UTAUT framework is an integration of eight established theories and models in the field
of information systems. These include the theory of reasoned action (TRA), social cog-
nitive theory (SCT), technology acceptance model (TAM), theory of planned behavior
(TPB), model of PC utilization (MPCU), motivational model (MM), decomposed theory
of planned behavior (DTPB), and innovation diffusion theory (IDT) (Venkatesh et al.,
2003).
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UTAUTposits that the determinants of an individual’s intention to adopt a technology
include performance expectancy (PE), effort expectancy (EE), social influence (SI), and
facilitating conditions (FC). The concept of PE pertains to the anticipation of favourable
outcomes resulting from the adoption of a particular conduct, and it has been established
as a robust determinant of the inclination to utilize a technological innovation (Venkatesh,
2003).

2.2.1 Performance Expectancy

According to the Unified Theory of Acceptance and Use of Technology (UTAUT), indi-
viduals are more inclined to participate in a particular behavior when they anticipate
receiving favorable outcomes as a result of their actions. According to Compeau and
Higgins (1995), the potential for rewards creates a strong inclination for individuals to
form favorable attitudes and preferences towards a particular behavior. Several scholars
have posited that perceived ease of use (PE) is the most robust determinant of an indi-
vidual’s inclination to employ a specific system or technology (Compeau & Higgins,
1995). Furthermore, PE may serve as a crucial element in facilitating or impeding the
adoption of technology by SMEs.

2.2.2 Facilitating Conditions

Facilitating conditions pertain to the managerial viewpoint regarding the resources and
assistance that are accessible to execute a behaviour through a digital system (Brown &
Venkatesh, 2005). The construct of facilitating conditions pertains to the SME’s percep-
tion of the adequacy of technical infrastructure for the effective utilization of a particular
technology as andwhen needed (Im et al., 2011). The reliance SMEs on the existence of a
particular organizational or technical entity in the event of any unforeseen circumstances
has a significant impact on their inclination towards technology adoption (Rozmi, 2019).
This inclination is influenced by factors such as formal training, guidance, infrastructure,
and system compatibility, as suggested by various studies. FC constitutes a crucial deter-
minant in the adoption of IT innovation, serving as a potent motivator that engenders a
favourable influence on the utilization of technology for procuring goods or services.

3 Rationale of the Study

The rationale for this study stems from the recognition that the adoption of AI technolo-
gies within organizations is a complex process influenced by various factors, including
personal cultural orientations. Understanding the dynamics of AI adoption and its rela-
tionshipwith cultural values is crucial for organizations aiming to leverageAI effectively
and gain a competitive advantage. The conceptualization of culture as a dynamic and
ever-evolving phenomenon highlights the need to move beyond macro-level cultural
frameworks and consider individual perspectives. By incorporating personal cultural
orientations, such as risk aversion, ambiguity intolerance, and innovativeness, this study
aims to provide a more comprehensive and robust analysis of the factors influencing AI
adoption in the Latin American context.
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Moreover, existing theoretical frameworks, such as the Unified Theory of Adoption
and Use of Technology (UTAUT), have demonstrated their effectiveness in explaining
technology adoptionbehaviors.By focusingon the constructs of performance expectancy
and facilitating conditions from the UTAUT model, this study aims to provide a theo-
retical foundation for understanding the drivers and facilitators of AI adoption. The
integration of personal cultural orientations and the UTAUT model in this study offers a
unique perspective on AI adoption, considering both the individual’s cultural values and
the key determinants of technology adoption. By exploring how personal cultural orien-
tations interact with performance expectancy and facilitating conditions, this research
seeks to shed light on the complex interplay between cultural factors and technology
adoption behaviours.

4 Methodology

4.1 Aim

Themain aim of this study is to investigate the interplay between personal cultural orien-
tations and the adoption of artificial intelligencewithin the context of the Latin American
region. Specifically, the study aims to examine the influence of risk aversion, ambiguity
intolerance, and innovativeness on SME managers/owners’ adoption intentions regard-
ing AI technologies. By incorporating personal cultural orientations and drawing upon
the UTAUT framework, this research seeks to provide a comprehensive understanding
of the factors that affect AI adoption in SMEs. The findings will contribute to the existing
body of knowledge by shedding light on the complex relationship between cultural val-
ues and technology adoption behaviours, with the ultimate goal of facilitating successful
AI implementation and driving economic growth in the Latin American region.

4.2 Design and Setting of the Study

The study methodology utilized is qualitative in nature, with a particular emphasis on
conducting documentary research. This implies that the study primarily relies on infor-
mation obtained from diverse sources such as books, articles, videos, journals, periodi-
cals, and other relevant materials that the researchers deemed pertinent to their research
objectives. These sources were carefully chosen based on their connection and rele-
vance to the research topic. Moreover, within the qualitative framework and the empha-
sis on documentary research, the researchers have employed inferential and deductive
reasoning techniques to derive insights and make logical deductions.

Documentary research serves as a valuable qualitative approach to explore the con-
cepts, statements, and perspectives related to personal cultural orientations and AI adop-
tion within the UTAUT framework. This methodology allows researchers to delve into
documented sources that offer insights into the interplay between personal cultural
orientations and the acceptance of AI technologies.

Similarly, employing deductive thinking enables the linkage of expressions associ-
ated with culture (innovativeness, independence, risk aversion) to technology adoption
constructs. This approach highlights commonalities between them and emphasizes the
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importance of their interrelation, thus shedding light on the elements that constitute the
relationship between culture and technology adoption.

Moreover, inferential reasoning facilitates the exploration of howspecific elements of
personal cultural orientations relate to different dimensions of AI adoption as delineated
by the UTAUT framework. The combination of qualitative methods, particularly doc-
umentary research, with deductive and inferential reasoning within the UTAUT frame-
work, offers a comprehensive and nuanced understanding of the relationship between
personal cultural orientations and AI adoption. This scholarly approach illuminates the
underlying mechanisms and factors that shape individuals’ attitudes and behaviours
towards the adoption of AI technologies in diverse cultural contexts.

Nonetheless, it is crucial to emphasize that both inferential reasoning and deductive
reasoning play integral roles in the logical process employed to develop the proposed
disruptive triad model in this study.

5 Description of All Processes and Methodologies Employed

The current research adopts a post positivist orientation to the extent that it argues
that background theories can influence what is observed objectivity in understanding
and verifying the realities of this world. Therefore, the literature review related to AI
adoptionwas carried outwith articles published in journals indexedmainly in Scopus and
Web of Science databases. The information collected and analysed is assessed with the
aim of proposing a conceptual model (Fig. 1) merging the UTAUT model and personal
values orientations (Sharma, 2010). Consequently, the construction of the theoretical
model involved a rigorous methodology that encompassed the following processes:

1. Conceptual and Theoretical Investigation: Extensive research was conducted to delve
into the conceptual and theoretical aspects of personal cultural orientations and AI
adoption. Multiple scholarly sources were consulted to gain insights from various
authors and researchers who have explored these topics.

2. Examination of PreviousResearch: Existing studies and literature on personal cultural
orientations and AI adoption were examined to identify any existing frameworks or
models that directly addressed the relationship between these two variables. Although
no direct coincidences with the proposed model were found, this examination served
as a foundation for understanding the existing knowledge landscape.

3. Analysis of Individual Element Impact: Each component was individually examined
to assess its impact on various aspects, such as attitudes, behaviours, and decision-
making processes. Through deductive and inferential reasoning, the study sought
to explore the potential synergistic effects of combining these elements within the
context of AI adoption.

4. Integration of personal cultural orientations expressions: The expressions of personal
cultural orientations and their influence on AI adoption were synthesized into a uni-
fied theoretical model. This integration involved considering the theoretical elements
supported by relevant studies and empirical evidence. By establishing connections
between personal cultural orientations and AI adoption, the model aimed to pro-
vide insights into the interplay between these variables and their implications for
organizations.
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By following this methodological approach, the theoretical model for the AI adop-
tion within the domain of personal cultural orientations was developed. This systematic
process ensured a comprehensive exploration of the interrelationships and potential syn-
ergies between these elements. The resulting model contributes to the understanding of
how personal cultural orientations influence the adoption and utilization of AI technolo-
gies, offering valuable insights for researchers, practitioners, and policymakers in this
field.

6 Limitations

The utilization of qualitative methodology and dependence on documentary research
may introduce the possibility of subjectivity and bias in the interpretation of data. The
analysis and conclusions drawn from the collected information may be influenced by
the researchers’ own perspectives and biases. The present study aims to investigate the
interrelationships among personal cultural orientations, performance expectancy, and
facilitating conditions. The cross-sectional nature of the research design precludes the
determination of causality, despite the identification of correlations and associations in
the study. To establish causal relationships with greater certainty, it would be necessary
to employ longitudinal studies or experimental designs.

7 Results and Discussion

7.1 Results

Once the cultural concepts associated with AI adoption intentions among SMEs have
been explained, such as independence, risk aversion and ambiguity intolerance, as well
as their relationship with the technology constructs, performance expectancy and facili-
tating conditions, it is possible, then, to consider that the result of this study is graphically
represented in the theoretical model proposed in Fig. 1.

The diagram depicted in Fig. 1 showcases the correlation between individual cultural
values such as innovativeness, independence, and ambiguity intolerance, and the funda-
mental factors of performance expectancy and facilitating conditions, which serve as the
basis for the adoption intentions of AI in SMEs. The incorporation of control variables,
namely company age and size, was undertaken to account for the potential influence
of established networks, customer relationships, and industry knowledge possessed by
older companies on their decision-making and adoption of novel technologies, such as
AI. Through the implementation of age control measures, it becomes feasible to evaluate
whether the impact of a company’s age on its intentions to adopt AI is distinguishable
from the influence of cultural orientations and other pertinent factors. In addition, firms
possessing greater longevity in the industry may encounter obstacles associated with
organizational inertia and a reluctance to embrace change. The entrenched practices and
procedures of an organization may impede the assimilation of novel technologies.

Moreover, there exists a positive correlation between the magnitude of a corporation
and its accessible resources, encompassing monetary capital, personnel, and technolog-
ical framework. Organizations of greater magnitude may possess a greater abundance of
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resources to allocate towards the integration of AI and may encounter distinct hurdles
in the process, as opposed to their smaller counterparts. Furthermore, the magnitude
of a company can serve as an indicator of its organizational framework, intricacy, and
methods of decision-making. Organizations of greater magnitude may exhibit intrica-
cies in their hierarchical structures, departmental arrangements, and mechanisms for
decision-making.

Fig. 1. Proposed research framework. Source: own.

8 Discussion

Scholars have conducted thorough investigations on cultural orientations and the adop-
tion of technology, providing insight into the intricate correlation between culture and
the acceptance of technology (Zhang et al., 2011; Syed andMalik, 2014; Tam&Oliveira,
2019). Although the current body of literature has provided valuable insights, additional
research is necessary, particularly with regards to the individual perspective and within
the context of Latin America (McCoy et al, 2005). Through a thorough exploration of an
individual’s cultural orientations and their impact on the adoption of technology, scholars
can reveal intricate elements that mold the behavioural intentions of managers/owners
of SMEs.

Drawing logical connections between variables, this research aims to establish coher-
ent connections among various variables and explore the potential outcomes and impor-
tance of the proposed framework. The cultural value of independence, which prioritizes
self-reliance and autonomy, is a crucial determinant of individuals’ attitudes and behav-
iors towards technology adoption (Drykakis, 2022). Within the domain of AI adoption,
those who prioritize independence may view AI technologies as a mechanism to aug-
ment their individual autonomy and capacity formaking decisions.According toMehta’s
(2018) findings, prior studies have suggested that individuals who possess a robust sense
of autonomy are more predisposed to adopting technological innovations that offer them
increased agency and adaptability. The reluctance to participate in specific activities can
be ascribed to apprehensions regarding breaches of privacy and the potential repercus-
sions on interpersonal connections. Conversely, those who place a premium on individ-
ualism within their cultural framework may perceive AI as a mechanism for enhancing
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personal efficiency and output, thereby resulting in a greater degree of receptivity and
assimilation (Mueller, 2001).

Ambiguity intolerance refers to the uncomfortable or discomfort that people experi-
ence when confronted with ambiguity and a lack of clarity (Sharma, 2018). According
to Dougas et al., (2005), individuals with a high ambiguity intolerance regard ambigu-
ous circumstances as dangerous. Similarly, individuals with a high level of ambigu-
ity intolerance may be skeptical of AI technology due to their apparent complexity
and unknown outcomes and see ambiguous situations as potential sources of threats
(Papacharissi & Rubin, 2000). Consequently, individuals with a low tolerance for ambi-
guity may be concerned about adopting AI due to the perceived lack of transparency
in AI’s decision-making processes and its inability to provide assurance in uncertain
scenarios Furthermore, managers with lesser tolerance for unclear situations, may have
lower performance expectations because they doubt the predictability and reliability of
AI systems. Developing trust in AI may be especially difficult for those who have a high
ambiguity intolerance, because AI recommendations may be interpreted as dangerous
threats rather than helpful suggestions.

While digitalization processes entail many potential benefits for SMEs, they are also
associated with high risks, especially for new technologies like AI. Risk aversion reflects
individuals’ preferences for avoiding risks and uncertainties (Sharma, 2018). Individuals
that are particularly risk-averse are more likely to be cautious about AI adoption due
to their concerns about the potential risks linked with AI technologies. Their proclivity
to avoid risks may influence their assessment of AI’s predicted performance, as they
weigh the potential benefits against the perceived hazards and uncertainties (Robinson,
2020). Certainly, integratingAI technology in SMEs can represent considerable dangers,
which are heightened in family-owned businesses. However, it is critical to remember
that the dangers of not implementing these new technologies can be even bigger in terms
of potential loss of competitiveness and effectiveness (OECD, 2021a, 2021b). SMEs
may miss out on prospects for better operational efficiency, enhanced decision-making
capabilities, and market competitive advantage if they do not embrace AI. While there
are inherent hazards, the risks of not adopting AI should also be carefully addressed in
order to make informed judgments about technology integration.

On the other hand, the UTAUTmodel provides a framework to understand individu-
als’ technology adoption behaviors based on four key factors: performance expectancy,
effort expectancy, social influence, and facilitating conditions (Venkatesh et al., 2003).
In this analysis, we focused on the variables of performance expectancy and facilitating
conditions. According to Venkatesh (2003), performance expectancy refers to an indi-
vidual’s belief that utilizing a system or technology will help them perform better at
work. Sheeshka et al. (1993) contend that anticipated outcomes influence performance
expectations, and other studies have interpreted this idea as outcome expectancy (Ban-
dura, 1997b). PE has been established as the most powerful predictor of intention to
use a specific system or technology even in emerging countries contexts (Khayer et al,
2020). Therefore, this construct is imperative to be considered in the SMEs behaviours
intentions analysis and it is expected to positively affect the managers’ decisions of AI
adoption.
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Furthermore, facilitating conditions encompass technical features within an organi-
zational context that aid in the removal of barriers to technology utilization (Venkatesh,
2003). Individuals’ behavioral intentions can be influenced by the provision of appro-
priate organizational or technological resources, such as training opportunities or sys-
tem compatibility, according to Ikumoro et al., (2019). These resources are critical in
molding people’s propensity to adopt and use technology effectively. Facilitating con-
ditions contribute to the creation of an environment suitable to digitalization uptake
and usage within SMEs by providing the required assistance and resources (Rozmi,
2019). Researchers and practitioners can assess an organization’s preparedness to adopt
digitalization and identify potential impediments to its implementation by using FC as
a variable. Understanding the availability and effectiveness of favourable conditions
enables the formulation of plans to overcome any gaps or constraints, hence increasing
the likelihood of successful AI adoption.

9 Conclusion

Latin American cultures, with their various socioeconomic gaps and varying levels of
technological penetration, provide a fertile ground for studying technology adoption
patterns. This research methodology lays the groundwork for future studies that will
duplicate and investigate AI adoption in diverse Latin American contexts, providing a
more in-depth understanding of the cultural, social, and economic elements that influence
technological acceptance.

The significance of cultural orientations and the UTAUTmodel in understanding the
adoption of artificial AI technology in Latin American contexts has been highlighted in
this study. We investigated the potential influence of cultural orientations such as inde-
pendence, ambiguity intolerance, and risk aversion on individuals’ views and behaviors
toward AI adoption. This study acknowledges that cultural values, norms, and beliefs
influence individuals’ attitudes and behaviors toward technology adoption. The com-
prehensive framework created as a result of this integration allows for a more nuanced
understanding of how socio-cultural issues influence technology acceptance.

Overall, this proposed research model offers a systematic and replicable approach
for investigating AI adoption in Latin America, emphasizing the influence of cultural
orientations and integratingkeyvariables from theUTAUTmodel.By leveraging existing
knowledge and incorporating cultural dimensions specific to Latin American contexts,
this study has the potential to enhance our understanding of technology acceptance and
adoption, contribute to theoretical advancements, and offer practical implications for
promoting AI adoption in the region.

10 Theoretical and Managerial Implications

The findings of this study have theoretical and practical implications. Theoretically, this
research contributes to the existing literature by highlighting the importance of consider-
ing cultural orientations when investigating technology adoption. By integrating cultural
orientations and the UTAUTmodel, we have developed a comprehensive framework that
captures the interplay between socio-cultural factors and individuals’ acceptance of AI
technologies.
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Practically, the insights gained from this study can inform the design of targeted
interventions and strategies for promoting AI adoption in Latin American contexts.
Recognizing and accommodating cultural variations, such as independence, ambigu-
ity intolerance, and risk aversion, can facilitate the successful implementation of AI
technologies and address potential barriers to adoption.

While this study has provided a solid theoretical foundation, there is still ample
room for further research. Future studies could delve deeper into the specificmechanisms
throughwhich cultural orientations interactwith performance expectancy and facilitating
conditions, exploring additional cultural variables and their impact on AI adoption.
Moreover, replication of this study in diverse Latin American contexts can offer valuable
insights into regional nuances and contribute to the generalizability of the proposed
model.

Ultimately, this research sets the stage for a comprehensive understanding of AI
adoption in Latin America, providing a theoretical framework that can guide future
investigations and empirical studies. By recognizing and addressing the influence of
cultural orientations and the UTAUT variables, we can facilitate the successful integra-
tion of AI technologies across a wide range of sectors, contributing to technological
advancements and societal progress in the region.
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Abstract. This research paper explores Human-AI Collaboration in public ser-
vices, focusing on the needs and understanding of AI among caseworkers in a
public welfare organisation dealing with sick leave cases. Conducting a foresight
study with 19 caseworkers we identify roles that AI systems can take contributing
to improved services for citizens, more fulfilling everyday work for caseworkers
and more efficient use of public resources. Our research delves into the entirety of
tasks involved in sick leave case handling expanding beyond the digital touchpoints
between humans and AI. It goes beyond human-AI interaction to encompass the
broader scope of collaboration between humans and machines as joint cognitive
systems and suggests thinking of AI as a collaborator that undertakes specific
roles.

Keywords: Human-AI collaboration · Public Services · Joint Cognitive System

1 Introduction

The field of Artificial Intelligence (AI), which originated in the 1950s [1], has witnessed
a surge in interest from both academia and industry over the past decade [2]. AI has the
capability to handle tasks that were traditionally reserved for humans, either partially or
entirely [3], thereby enhancing efficiency across various sectors, including public ser-
vices. AI applications are currently the most important information system innovations
for the public sector [4]. AI can reduce administrative burdens and encourage resource
reallocation [5]. For instance, the use of AI-based chatbots is now widespread in public
services [6].

While AI offers many potential benefits, it also presents challenges in terms of orga-
nizational changes and social impacts [7, 8]. Information Systems researchers, with their
sociotechnical understanding, are well-equipped to investigate these issues [9, 10]. A
growing volume of research has been investigating how AI can be introduced in organ-
isational settings by focusing on Human-AI interaction [2, 11]. However, interaction is
not synonymous with collaboration. Most human activities today involve collaboration;
therefore, to adequately integrate AI into workflows, it is critical to research and plan for
a Human-AI collaboration future of work [11]. Rather than just examining how humans
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and AI interact, we must investigate how they can collaborate effectively as partners. As
AI becomes more advanced, the most relevant question is not whether AI will replace
humans but how humans and AI can joint efforts through collaboration.

Considering human-AI collaboration as opposed to just interaction helps framing AI
implementation in a way that leverages the respective strengths of humans and technol-
ogy. Organizations that design and plan for collaboration between humans andmachines
have the potential to achieve substantial benefits [12]. This way, they can evolve their
practices involving humans and AI in work rather than just implementing new technolo-
gies [13]. A thorough understanding of human-AI collaboration dynamics could guide
the design of AI systems that augment – rather than compete with – human capabilities
and roles. The shift from a focus on interaction to collaboration is crucial for maximizing
the benefits of AI while mitigating potential drawbacks for individuals, organizations
and society.

The aim of this research is to examine the collaboration potential between humans
and AI in the context of public services with a specific focus on understanding the
requirements and perspectives of caseworkers at the Norwegian Labour and Welfare
Administration (NAV). A core responsibility of NAV caseworkers is to assist citizens on
sick leave in returning to work. Our research focuses on the caseworkers’ views as there
is limited previous research from their perspective. While prior research has examined
citizens’ perspectives, more work is needed to investigate the stances of public servants
for AI-supported public services [14]. To help shed more light on this, we formulated the
following research question: What are caseworkers’ needs for Human-AI collaboration
in public services? To answer this research question, we analyzed data collected via
interviews with NAV caseworkers. The findings provide insights into how AI can be
designed and implemented by taking into account the needs and values of public servants
delivering government services on the frontlines. Ultimately, the research can inform
policy and practice around human-AI collaboration in welfare administration and other
domains of the public sector.

The remainder of this paper is structured as follows. We begin by presenting the the-
oretical background. Subsequently, the research method for data collection and analysis
is described. The key findings, categorized into themes, are then presented and discussed
before concluding.

2 Theoretical Background: Joint Cognitive Systems

For this study, we draw theoretically from the early work on Human-AI collaboration
by Woods and the concept of “joint cognitive systems” [15]. Taking a joint cognitive
system perspective allows to bring in focus the cognitive functions that human operators
and technologies accomplish in collaboration. Woods developed the concept by hypoth-
esizing a setting where an artificial agent (the machine expert) can offer some sort of
problem-solving, while a human supports data gathering and accepts or overrides the
machine’s solution (Fig. 1). This is the decision support paradigmwhichWoods suggests
that has to be replaced by a new joint cognitive system paradigm. The joint cognitive
system paradigm defines the artificial agent as a resource or source of information for a
human problem solver. The human problem solver is in charge; the artificial agent func-
tions more as a staff member. Woods [15] argues that a problem-driven approach, rather
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than a technology-driven approach, is important. Cognitive work is accomplished by a
collection of people and technologies coordinating with each other to solve problems
in specific work contexts. Rather than simply offering solutions, artificial agents can
be built to support problem formulation and solution evaluation providing informative
counsel.

Fig. 1. A joint cognitive system implicit in human-machine interaction (adapted from [15]).

The Joint Cognitive Systems concept was proposed more than three decades ago;
however, it is nowadays more relevant than ever gaining interest in recent research. For
instance, Balakrishnan and Dwivedi [16] use the concept to research the role of cogni-
tive absorption in building user trust and experience for chatbot use. IJtsma et al. [17]
use the concept in their research on making informed design decisions when determin-
ing the allocation of work and interaction modes for human-robot teams [17]. Stowers
et al. [18] build on the joint cognitive systems concept in their research on the impact
of agent transparency on operator performance, response time, perceived workload,
perceived usability, and operator trust in the context of human-machine collaboration.
Marathe et al. [19] use it in their research on bidirectional communication for effec-
tive human-agent teaming, which is an approach that fosters communication between
human and intelligent agents to improve mutual understanding and enable effective
task coordination. More recently, Xu and Gao [20] proposed a conceptual framework
of human-AI joint cognitive systems for developing effective human-AI teaming. They
suggest that such a framework can facilitate teaming while enabling human-centred AI
[21] augmenting human capabilities and raising joint performance.

In line with Woods’ conceptualization, we view human caseworkers and AI systems
as complementary components of a combined sociotechnical system aimed at deliver-
ing effective public services through nuanced decision-making and personalized case
handling. In this joint cognitive system, AI can support problem solving while humans
can remain ultimately responsible for the complex judgments and personal interactions
required.
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3 Case Background and Method

The Norwegian Labour and Welfare Administration (NAV) administers approximately
a third of the Norwegian national budget through schemes such as work assessment
allowance, sickness benefits, and unemployment benefits. NAV´s main goal is to get
more people active and in work, having fewer people relying on benefits [22]. Handling
sick leave cases revolves around promoting citizens’ transition back to work, as well as
helping with other activity needs in times of sickness. NAV created an AI lab in 2017.
There are many relevant application areas for AI in NAV, one of which is the area of sick
leave handling [23]. Reducing workplace absenteeism due to illness is a government
priority in Norway [24] hence, the use of AI to improve the follow-up of people on sick
holds great appeal. NAV is responsible for following up of sick leave on the basis of
legal requirements in the Working Environment Act and the National Insurance Act. As
a major public player, NAV is aware of its special responsibility, and wants to use AI in
a responsible manner, an AI tool for sick-leave has been developed but is not deployed
yet as the legal provisions, the perspectives of citizens and the needs of case workers are
being explored.

For our investigation around caseworkers’ needs for Human-AI collaboration in
public services we focused on the use of AI for handling sick-leaves as this is a priority
area. for the government. To ensure the participation and collaboration of employees,
we employed foresight methods [25, 26]. Foresight thinking allows people to think
ahead and to consider, model, and respond to future eventualities. It provides interesting
opportunities and insights into imagining and shaping a social, fair, and just future [27].
It’s a process to make sense of an uncertain and complex future environment, using as
wide a frame as possible.

3.1 Data Collection

We conducted a foresight study exploring how caseworkers at NAV both understand and
envision AI in their work. We performed semi-structured interviews [28] allowing for
additional questions and inquiries depending on the flow of the conversation. We devel-
oped an interview guide which includes three parts: 1) demographic, occupational and
technology literacy information; 2) questions about the caseworker’s current processes;
3) probes into different potential future scenarios.

The first part contained general questions about the participants, such as their age,
official job title, and how long they have been in their roles. We also asked about their
knowledge about AI. These questions were asked to give us a better context when
analyzing the data later and to engage the participants in the interview process. The
second part contained questions about their current processes as caseworkers in NAV.We
asked participants to tell us what their individual daily work tasks entail, e.g., decisions
they make, dialogue meetings, types of support. We also asked a follow-up question
about how they thought AI could be used for their tasks. These questions were asked to
better understand what the caseworkers do in their work and how AI could help them.
In the third part, we applied a foresight method by providing the participants with a
hypothetical scenario and asking questions about potential future developments. As the
foresight method aimed to explore possible futures in relation to AI in the workplace, the
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scenario was based on an AI decision support system that could predict the duration of a
citizen’s sick leave. Based on the scenario the participants were asked to think about how
different futures might look like. The different futures were split into four directions:
best-case/worst-case, probable, preferred, and possible futures. As non-experts in the
field of AI, the fictive scenario made it easier for them to think and describe how AI
could help or make things worse in the future. This gave us more insight into what
caseworkers want from an AI system in the future, and what they are worried could go
wrong utilizing AI in their work.

We interviewed a total of 19 caseworkers that work at three different NAV offices.
Each interview was recorded and then transcribed. The first interviews took place in
digital form in November 2022, we continued with in person interviews in the period
December 2022 to March 2023. For practical reasons, the interviews in December were
group interviewswhere two caseworkers participated together. The interviews in January
and March were one-on-one interviews. An overview of all interviews performed is
provided in Table 1. The research was approved by the Norwegian center for research
data (NSD). All interviewees participated voluntarily and were given a consent form
with information on the study purpose and the data use.

Table 1. Overview of interviews.

Date Code Mode Duration

14.11.2022 P1 Digital interview 30 min

18.11.2022 P2 Digital interview 30 min

23.11.2022 P3 Digital interview 30 min

07.12.2022 S1 2-People group interview 45 min

07.12.2022 S2 2-People group interview 45 min

07.12.2022 S3 2-People group interview 45 min

07.12.2022 S4 2-People group interview 45 min

07.12.2022 S5 2-People group interview 45 min

07.12.2022 S6 2-People group interview 45 min

07.12.2022 S7 2-People group interview 45 min

07.12.2022 S8 2-People group interview 45 min

26.01.2023 S9 Face-to-face interview 45 min

26.01.2023 S10 Face-to-face interview 45 min

26.01.2023 S11 Face-to-face interview 45 min

26.01.2023 S12 Face-to-face interview 45 min

23.03.2023 S13 Face-to-face interview 45 min

23.03.2023 S14 Face-to-face interview 45 min

23.03.2023 S15 Face-to-face interview 45 min

23.03.2023 S16 Face-to-face interview 45 min
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3.2 Data Analysis

We used thematic analysis to get insights from the data collected. Thematic analysis
is a method for identifying, analyzing and reporting themes that allows flexibility and
interpretation [29] yielding rich, detailed, yet complex accounts of data. The data from
the transcriptions were coded and grouped into themes [30]. The thematic analysis
allowed us to explore and organize ideas identifying patterns [31, 32]. The key steps
followed include: a) data familiarization: we went through all interview transcripts to
become familiar and begin recording initial ideas; b) code generation: we systematically
assigned codes to condense the interview content; c) themes identification and review:
we sorted the different codes into themes collating coded data extracts, we refined and
redefined themes moving back and forth between the entire data set, the coded extracts
of data, and the identified themes. The flexibility inherent in thematic analysis enabled
us to organize broad patterns in a way that told a “story” relevant to the research aims.
The section that follows provides an overview of the findings.

4 Findings

Overall,we found that caseworkers seeAI as an opportunity to overhaul outdated systems
and “old-fashioned” approaches to serving citizens. Several interviewees made bold
statements:

“The way we work today has to change. We are behind, we work on old systems,
and we work in the old-fashioned way towards the users and the people on sick
leave. (...) I think that machines can do something to make things easier every
day” (S11).

“It is possible to reorganize the whole way of working, I think there is a huge
potential for AI” (S13).

The caseworkers expressed optimistic yet circumspect perspectives about the intro-
duction of AI. They pointed to potential benefits of AI-enabled profiling for prioritizing
and better targeting the cases they handle. They also mentioned the potential to use AI
for fetching and processing data, preparing reports, and performing simple standardized
tasks. However, the caseworkers acknowledged that AI could not fully replace human
workers due to the complexities and uncertainties surrounding sick-leave handling and
the need to consider soft data. They also noted thatAI could be oneofmultiple avenues for
the organization to improve services, rather than a silver- bullet solution for everything.
In the subsections below we elaborate on these caseworker perspectives.

4.1 Using AI for Sorting Out Cases, Prioritising and Targeting

The caseworkers indicated that they could benefit from AI assistance for prioritizing
which citizens need the most support or personal interaction.

“How do you sort out those who need the most attention, and the ones who need
the most follow-up? (…) It needs to be focused on finding the people who needs
us the most. That is something that artificial intelligence could help with” (S14).
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“We could use our time on the most important cases, those who really need it.
Those with low resources who can not take care of themselves” (S4).

The study participants explained that improved case prioritization could help reduce
unnecessary meetings enabling them to devote more time and attention to people that
really need these meetings.

“Maybe we could be more ON in the cases we have, have fewer and better cases,
and be more often in them. As long as a meeting is not requested, and we have the
information we need, and their workplace does not request a meeting, and they
are working like 50%, they are rolling in the system, then maybe we could be more
on them to push them a bit faster back to work. Or what we could do to make that
happen, and what they can do for themselves. We could use our time on those who
needs us the most” (S3).

“Previously there have been many dialogue meetings that have been unnecessary.
There has been a policy that all dialogue meetings should be held, and then there
were some meetings that were unnecessary for both doctors and employers” (S14).

When we asked a follow-up question about how caseworkers would utilize their
time if they did not have meetings they deemed as unnecessary, they mentioned that they
would focus more on the people that need extra support:

“If I did not have to have a dialogue meeting, I could have spent more time with
those who need it” (S15).

The caseworkers see potential value in AI-assisted case prioritization for better tar-
geting their limited time and resources towards citizens who need the most support.
While welcoming technologies that can optimize their processes, the caseworkers under-
scored that empowering personnel to provide personalized service remains essential for
achieving NAV’s core mission.

4.2 Using AI for Automating Data Retrieval and Processing, Reporting
and Simple Tasks

The caseworkers hope that AI can simplify their daily work by making information
readily available.

“It could retrieve information from the doctor’s report. If an AI could enter all the
parameters we consider, it would have helped a lot. Then we could avoid having
to write everything... and it would save us time.” (P3).

“I would hope that AI simplifies my daily work. (…) That I can see clearer in a
situation because I get information. I free up more working hours to do the tasks
which are important” (S14).

“We work so cumbersome, as we work in five different systems. So, if you have to
check a case, you at least go through four of these systems (…) I think I would
have liked logging into one system and collected all the information there, rather
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than have to work on a case and having to open many different systems and go
back and forth all the time” (S12).

Participants also expect that AI can help in preparing reports and automating simple
tasks. For instance, interviewees stated:

“Reports could have been much more automated. That would save us a lot of time,
and certainly cooperation partners too” (S16).

“I would very much like to have a robot that automatically does simple things, for
example, paying out sick pay... The robot should be put-in as much as possible”
(S9).

“I wish for a system that could call-in and find a time for the citizen, the supervisor
and the doctor, when it comes to dialogue meetings. With this, we would not have
to spend half an hour to sit on the phone to find when the doctors are available”
(S15).

During the interviews, it was brought one of the participants brought-up an in-house
initiative to support writing with the use of pre-existing sections of standardized text.
This indicates the potential of AI to support writing tasks.

“You know Wiki in Teams? It is a function in Teams where you can put standard
text that we use again and again (…) you just give it a number, so it is very easy
to find it back (…) I developed that here, in-house, it saves a lot of time” (S13).

The caseworkers hope that AI can simplify their work bymaking information readily
accessible, automating routine tasks, and assisting with writing. They anticipate that AI
could alleviate some administrative burden and make their work more efficient.

4.3 Using AI as a Helper Rather than a Substitute

When asked about what they would expect to happen with AI in the future, many case-
workers stated that there will always be a need for a human to take final decisions even
if AI systems will be introduced to give recommendations.

“AI can help us in cases of doubt by giving a recommendation, so we do not have
to think about it so much more it if comes with a certain outcome. Then it will be
easier for us to make a decision” (P3).

“I think there must be a human advisor. It is fine with simple functions like moving
tasks and such, but if you have more complex situations, there is a lot of discretion
here. In my head a machine cannot assess discretion. So, I think there must be a
human being in the final process the final piece of quality assurance is where a
human is needed” (S14).

“I would like a good combination of talking to people and having support in the
form of an artificial intelligence. Where you can have an assembly line, it is very
sensible. You must never forget that you must talk to people” (S9).
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When asked about how they would feel if a machine acted as a co-worker, several
participants said that it sounds exciting as long as they have the control, and that humans
direct the AI. This was expressed in multiple different ways:

“I think that it would be a little more exciting, if it was still me who had the control.
You can get new ideas or encyclopedias and use them as help, so to speak” (S9).

“It can be a certain help, but NAV must be person-based I think, because of what
we do”(S7).

“It must be controlled so that we see that things work, that it is directed” (S14).

Several interviewees also pointed to the importance of having face to face, on-site
meetings to assess the specific circumstances.

“We can of course just have video meetings, but what happens when they come
into our office, and you sit down and talk with them, and you see, do you get
eye-contact? Do they smell alcohol? Can they read? There are a lot of things like
that about people that a machine would never be able to catch” (S13)

“We have a lot of digital meetings every day, but when we sit around a table, we
often have better meetings. I do not know why, but we have better contact and
body language. Maybe the user is sitting alone at home, sometimes it could be
difficult, they cry and are very alone, and I do not like that ...we are going to be a
more digitized society, which is fine, but I do not think we should stop having that
human connection.

... I notice that often if I have met a person once in a meeting, they also feel safer
chatting digitally later as they know who they are talking to on the other end. So,
I believe we should keep talking to people” (S5).

“ I like to speak with people. I do not think everything can be done by technology,
because I have to speak with them“ (S5).

One of the interviewees explained that there are legal limitations related to what can
be automated. The interviewee stated that NAV tried to automate some decision- making
processes in the past, but this stopped due to legal restrictions.

“They (NAV management) tried to achieve automation for the 14A decision which
was stopped. They did not get far as to be allowed to send a decision without a
human being involved... we depend on good questions being asked to the user, and
that the user has good self-awareness. So, if we fail at one of the two things there,
it doesn’t help us much” (P1).

The caseworkers consistently emphasized that humans will remain necessary for
complex decision-making due to the nuances involved in individual cases. Personal
interactions, meetings, and “human connections” were seen as crucial for assessing
cases, building trust, and providing emotional support. The caseworkers expressed a
desire to maintain control over AI and envisioned AI acting as an assistant rather than
a replacement. Ultimately, caseworkers view AI as a potential helper that would still
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require human oversight, judgment and empathy to achieve NAV’s core mission of
serving citizens facing difficulties.

5 Discussion

Prior studies have indicated that organizations canbemore efficient if humans collaborate
with AI, rather than if AI replaces humans [11, 12]. The caseworkers interviewed in this
study share a similar view, indicating that AI’s role should be to augment – not supplant –
their efforts to effectively support citizens. They felt AI could aid certain tasks and
processes but emphasized that human judgment, empathy and personalized attention
would remain crucial for fulfilling NAV’s mandate. Humans are complex, and human
discretion is hard for a machine to comprehend [33]. Rather than replacing caseworkers,
AI can become a complementary helper, in a human-AI collaborative endeavour to
enhance decision-making capabilities and efficiency.

The positive stances of caseworkers create opportunities for cultivating novelty and
stimulating innovation from within. Prior research has indicated that public sector orga-
nizations would benefit from a process that rewards disruption fromwithin as they have a
moderate track record of IS innovation results [6]. Velsberg and colleagues [13] suggest
that the realization of smartness in the public sector requires a willingness to explore
and adopt new work practices instead of simply implementing emerging technologies.
The findings from this study imply that there is significant room for digital intrapreneur-
ship [34, 35] in NAV. AI-related innovations can sprout from workers´ resourcefulness
leveraging the in-house skills and capabilities of the AI lab.

Building on the Joint Cognitive Systems conceptualization [15], Human-AI collab-
oration could be established in NAV bringing together both human and artificial agents´
qualities. An example could be when a meeting is initiated between a caseworker and a
citizen. An AI system can collate data related to the citizen (sick leave data and other
related data), and the case worker can add additional data from dialogue meetings and
verify data. The AI system can analyze the data using powerful algorithms and give
results in the form of suggestions to aid the caseworker in reaching good decisions.
The results should be understandable for humans through explainable AI methods, so
the caseworker can understand what the results mean and how the AI developed the
resulting suggestions. The caseworker can use the AI help to reach a decision and give
the citizen the appropriate service based on their discretion. The caseworker should also
be able to relay the resulting information to the citizen in a clear and comprehensible
way to maintain trust and accountability. The insights from this study cover the entirety
of tasks involved in sick leave case handling expanding beyond the digital touchpoints
between humans and AI. The findings go beyond human-AI interaction to encompass
the broader scope of collaboration between humans and machines as joint cognitive
systems and suggests thinking of AI as a collaborator that undertakes specific roles.

The findings highlight the importance of balancing between efficient public service
(which can be facilitated through automation), and AI accountability (which requires
controlmechanisms and strong roles for humans). This balance has long been a challenge
in public services [36], and with the advancements in AI, it has become even more
crucial. Further research is required to delve deeper into this topic. Public organizations
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need to take a comprehensive view on AI accountability being able to answer for and
justify actions related to AI, ensuring the ability of stakeholders to interrogate about AI
and sanctioning when AI systems work in unacceptable ways [37]. Further research is
needed on how this can be achieved in practice. Overall, the responsible development
and deployment of AI is an area of research that requires significant further development,
and Information Systems researchers, with their sociotechnical understanding, are well-
suited to contribute to this crucial endeavour [9, 10]. Further research could extend
across countries as cultural identity and overall digital literacy may influence stances
on AI [14]. This is an exciting research opportunity to see how human-AI collaboration
differs cross-culturally.

Implementing human-AI collaboration into public services could help theNorwegian
government in reaching United Nations’ sustainable development goals (SDGs) such as
reduced inequalities by ensuring access to high quality public services for all; decent
work and economic growth by helping more people get back to work faster; and good
health and well-being by helping more citizens and guiding them getting the help they
need [38].

6 Conclusion

This study provides valuable insights into caseworkers’ needs for human-AI collabo-
ration in public services. The findings highlight both opportunities and challenges for
introducing AI in welfare administration. The caseworkers expressed optimistic yet cir-
cumspect perspectives about the introduction of AI. On the one hand, caseworkers see
potential for AI to improve prioritization, data retrieval, reporting and simple tasks –
thereby simplifying and making their work more efficient. On the other hand, they
emphasize that AI cannot fully replace humans due to the complexity of sick leave cases
and the need for empathy, discretion and personal connections. Caseworkers envision
AI playing an assisting rather than substitutive role, where artificial agents aid – rather
than compete with humans. Realizing such human-AI synergies in practice requires
thoughtful design of socio-technical systems that account for the contextual specificities
and values of public service provision [14, 39].

Our research is not without limitations. We focused solely on one public organi-
zation and on one specific service to citizens (sick-leaves). Therefore, caution should
be exercised in generalizing the findings to other contexts. Future investigations could
explore the perspectives of public servants on AI across different contexts, aiming to
identify both commonalities and variations across settings. Furthermore, this is a fore-
sight study. The participants have not experienced the use of AI yet in their everyday
tasks, they have been stimulated to think of future scenarios. The strength of the study
is that the participants have not been limited in their thinking by systems that already
provide specific action possibilities and action constraints. Further studies in workplaces
where AI has already been introduced can bring additional insights into the dynamic
relationships between humans and AI within organizational contexts. A stream of in-
depth, contextualized research investigations can generate much needed knowledge for
cultivating productive human-AI collaborations.
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Abstract. Subscription platforms based on artificial intelligence (AI) that offer
the delivery of physical goods represent a new frontier in retailing. Therefore,
empirical investigation into consumers’ views on the factors driving their moti-
vation to use such platforms is necessary. Considering the lack of research on
this front, this study aims to examine consumers’ insights into the enabling and
constraining technological affordances of platforms that inhibit or facilitate sub-
scription motivation. Drawing on Regulatory Focus Theory, this study tests the
effects of situational prevention-focused and promotion-focused factors on sub-
scription intention. Based on data from 290 respondents, we found that intention
is positively influenced by perceived functional congruity, which is determined
by perceived service personalization and ease of use. In contrast, the effect of
psychological reactance associated with perceived lack of control over service
delivery is negative. These findings advance our understanding of the features of
platforms offering physical goods subscription services that drive the predisposi-
tion to use such platforms, thus informing retailers on howAI can support platform
expansion.

Keywords: Artificial Intelligence · Subscription Platforms · Platformisation ·
Food Industry · Physical Goods

1 Introduction

The recent progress in technology has led to a new form of retail channels based on
subscriptions, which transcend traditional distribution networks [1]. For instance, sub-
scriptions to online platform-based services like streaming TV and online sports (e.g.,
Netflix, Disney+, BT Sport, Amazon Prime, etc.) have experienced a global surge.
Although subscription services predominantly revolve around digital goods, retailers
of physical products have begun offering subscription plans, thus presaging a promising

© IFIP International Federation for Information Processing 2023
Published by Springer Nature Switzerland AG 2023
M. Janssen et al. (Eds.): I3E 2023, LNCS 14316, pp. 54–68, 2023.
https://doi.org/10.1007/978-3-031-50040-4_5

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-50040-4_5&domain=pdf
http://orcid.org/0000-0002-6946-7480
http://orcid.org/0000-0002-6296-2585
http://orcid.org/0000-0001-9480-3346
http://orcid.org/0000-0002-7062-5597
https://doi.org/10.1007/978-3-031-50040-4_5


Creating Demand for AI-Based Subscription of Physical Goods 55

future for the development of subscription-based retail platforms. The role of AI in the
functioning of such platforms will be crucial. Taking the analogy of streaming services,
such as Netflix, AI can facilitate the delivery of new products based on past purchases
and interactions on the platform. This will be possible due to AI’s capabilities to auto-
matically detect the characteristics of accessed products and match them with similar
ones. Consequently, platform- and subscription-based expansion strategies, based on the
employment of AI, represent a new frontier in the retailing of physical goods.

While the advancement of retail subscription services using AI promises to enhance
the customer experience, it does have unequivocal implications for customers and com-
panies. Subscription plans can lead to attachment to the retail brand offering the sub-
scription [2]. Their purchase can also involve a certain level of risk and a loss of perceived
control over the plan, which can be mitigated by reducing the length of the subscription
(e.g., from one year to a monthly basis) [3]. Moreover, recent studies have highlighted
that subscriptions might have a negative impact on retailers’ incremental profit since
they may cannibalize sales from the offline channel while incurring delivery costs [4].

The potential development of subscription services enabled by AI and their ambigu-
ous implications necessitate empirical investigation into consumers’ views on retail
subscription platforms. However, evidence in the retail and distribution management
literature on this topic is limited. Existing research on subscription services for physical
goods has primarily focused on the rental of luxury products [5], and studied the delivery
of fashion items, highlighting specific benefits for consumers in terms of convenience,
excitement, surprise, and self-gratification [6–9]. Other studies have explored the role
of customer heterogeneity and subscription length in the demand for services from mar-
ket and design perspectives [10, 11]. Nevertheless, recent research largely stressed the
challenges and threats when consumers interact with AI in retail settings [12–14]. As
such, the consumers’ insights into the enabling and constraining technological affor-
dances of platforms have not been explored, despite the importance of such evidence in
understanding how AI can support platform expansion (platformisation) for retailers of
physical goods.

To address the above gap, we empirically examine the motivation to use subscription
retail platforms for physical goods enabled by AI, and the impact of contrasting beliefs
about technological affordances that facilitate or inhibit motivation to use them. To this
end, this study adopts the Regulatory Focus theory [15] and builds on relevant literature
[16–23] to identify the factors that promote or prevent motivation to use subscription
platforms. The remainder of the paper will discuss the theoretical background underpin-
ning this study and the hypotheses. Next, we will explain the methodological approaches
adopted for this study, followed by the results and discussion of findings. The paper will
conclude with a summary of the results and key contributions.

2 Theoretical Foundation and Hypotheses

2.1 Regulatory Focus Theory

This study adopts the Regulatory Focus Theory (RFT) developed by Higgins [24] to
explain the underpinnings of motivation to use AI-powered subscription platforms in
the context of retailing. RFT describes the self-regulation mechanisms – both inherent
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to people and situationally induced – that can explain individuals’ predisposition vs. aver-
sive reaction to the same event or stimuli [15]. The predisposition and aversive responses
represent promotion-focused and prevention-focused regulatory processes. Promotion-
focused self-regulation hinges on the salience of needs for growth/development and
aspirations. Simply put, the motivation to engage in behaviour is stimulated by the belief
in the ability to attain positive outcomes. In contrast, prevention-focused self-regulation
manifests itself when an individual is guided by the need to avoid adverse outcomes.
When such a regulatory process takes place, individuals experience the salience of the
need for safety and risk aversion [25].

RFT is deemed instrumental for the context of this research, given the polarisation of
beliefs that could be potentially raised by the embeddedness ofAI algorithms in subscrip-
tion platforms. On the one hand, complete automation of services and proactive service
personalisation enabled by AI can help improve service value and tailor services to the
needs of customers [18, 26]. Thus, AI-based subscription platforms can be instrumental
for customers due to their functional congruity. Functional congruity is conceptualised
as the match between consumers’ perception of the utilitarian attributes of the system
and consumers’ ideal expectations of those attributes [27]. On the other hand, the auton-
omy of system decision-making can indicate limited consumers’ power and control over
experience, thus undermining the psychological acceptance of the system and triggering
psychological reactance [18]. Psychological reactance is a state instigated by the percep-
tion of a threat to one’s freedom [28]. As such, the use of RFT enables us to accommodate
the objective of the study aimed to explore both enabling and constraining affordances
of platforms contributing to the perception of functional congruity and psychological
reactance. The next section discusses perceived functional congruity and psychological
reactance and their predictors as the reflection of promotion and prevention motivational
orientation when it comes to the use of AI-based subscription retail platforms (Fig. 1).

2.2 Hypothesis Development

Situational Promotion-Focused Predictors
The perception of functional congruity is argued to be shaped by utilitarian beliefs [29].
Based on the literature on AI-based technologies and recommender platforms, one of
the most critical utilitarian factors regarding the use and adoption of technology is per-
ceived personalization and ease of use [16–19]. Personalisation refers to the degree
to which an AI platform can be tailored to satisfy individual needs. Previous research
extensively discussed the role of personalization in users’ experiences when interacting
with AI-based devices such as chatbots, voice-based digital assistants, and smart home
technologies (e.g., Google Home, Amazon Alexa) [20, 21, 30, 31]. Personalization of
services and goods plays a significant role in adoption and decision-making processes
[16, 17]. Many organizations and developers strive to acquire and share data for market-
ing/retail purposes to offer better andmore personalized offers to their customers [16, 32,
33]. Given that the ultimate goal of offering personalized services/offers is to better cater
to consumers’ needs, it can be concluded that personalization would be well-received
by consumers [16, 33]. Perceived ease of use can be defined as “the degree to which an
individual believes that using a particular system would be free of effort” [34]. In this
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context, perceived ease of use refers to individuals’ beliefs regarding the effort they need
to invest to use or set up a plan employing an AI-based subscription platform. Perceived
ease of use has been established to have a strong and significant impact on individuals’
attitudes, intentions, and usage behaviour [20, 34–37]. The literature provides evidence
that the lower the effort individuals need to invest to use the system, the higher their
intention to use it [20, 35]. For instance, it was found that when individuals believe
that new innovative technologies, such as AI-based technologies, will be easier to use
for work purposes, they tend to adopt and use them in their daily routines [20]. Given
the above evidence and the argument that functional congruity is affected by external
utilitarian cues of an object, we hypothesize the following:

H1: (a) Perceived personalisation and (b) ease of use are positively related to the
perception of functional congruity.

Situational Prevention-Focused Predictors
System decision autonomy captures individuals’ views about technology (e.g., AI-based
recommender platform) that has full autonomy or freedom to select products/services for
them. Semi-autonomous and autonomous systems are used in various applications, such
as automotive, smart technologies, tourism, and robotics, among others [20–23, 38]. The
advancement of technology and widespread adoption of different smart technologies
have motivated individuals to rely more on the autonomous features of technology,
particularly in the work environment [30, 39]. However, there is a viewpoint that despite
the capabilities of technology to be fully autonomous, people still prefer to supervise
it and have control over it [23]. Control is defined as “perceived ease or difficulty of
performing the behaviour” [40], in IS context it is “a perception of internal and external
constraints on behaviour” [41]. The perception of control is important for individuals as
they feel that they have the opportunity to influence or change aspects of the environment,
which can impact events related to them. This becomes particularly important when it
comes to the use of new or innovative technologies/systems [42]. A lack of control or
awareness of how to manage systems can result in negative consequences [43]. Thus,
individuals tend to prefer having control over technologies to avoid any negative results.

Given the evidence above and the principles of reactance theory, which assumes that
individuals expect to have freedom in different aspects of their lives (especially when
it comes to the opportunity to select alternative products or services when it comes to
consumption scenarios) [44], we hypothesise that:

H2: (a) Perceived autonomy of a platform in decision-making and (b) lack of
control are positively related to psychological reactance.

Predictors of Use Intention
In this study, we hypothesise that perceived functional congruity and psychological
reactance have opposite effects on intention. Many studies found that functional con-
gruity directly predicts an individual’s behaviour [29, 45–47]. It impacts individuals’
attitudes [48], purchase intention [49] and satisfaction [50]. On the contrary, psycholog-
ical reactancewas found to be an inhibitor of behaviour [51]. The theory of psychological
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reactance can explain the negative relationship. The theory postulates that individuals
perceive themselves to be entitled to have some degree of freedom to engage in cer-
tain behaviours [28, 52]. When individuals feel that their freedom to engage in certain
behaviours is threatened or diminished, they becomemotivated to restore it and eliminate
the threat reducing their freedom [28, 52, 53]. In the decision-making and consumption
scenarios, individuals anticipate having the freedom to choose and the opportunity to
select alternative products or services [44, 53]. For example, during COVID-19 many
governments limited individuals’ freedom to go out shopping, which resulted in psy-
chological reactance and motivated individuals to get engaged in revenge buying to
counteract the imposed restrictions [51]. Some aspects of AI-based recommender plat-
forms, such as system decision autonomy and lack of control may limit the individuals’
freedom to select products can lead to psychological reactance. Following the principles
of the theory of psychological reactance [44, 52, 53], it is more likely that when such a
psychological state is aroused, individuals will attempt to avoid using technology which
limits their freedom. Given the evidence above we hypothesise that:

H3: The perception of functional congruity is positively related to the intention to
use platforms.

H4:Psychological reactance is negatively related to the intention to use platforms.

H2a 

H2b

Situational prevention-focused predictors

Lack of control

Psychological 

reactance

System decision 

autonomy

H3

H4

Intention to use

Situational promotion-focused predictors

H1a

H1b Functional 

congruity
Ease of use

Personalisation

Fig. 1. Research model

3 Methodology

We conducted a cross-sectional survey distributed via Prolific, a research platform assist-
ing in the collection of data from a target sample. A sample for data collection was pur-
posive. Considering the objectives of the research to explore the intentions of potential
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users of subscription platforms, the survey was open to individuals of any occupation,
gender, age, skill or experience. However, to ensure the comprehension of the questions
in English and the accuracy of responses, the survey was restricted to respondents from
the United Kingdom and the USA. Prior to data collection, we conducted a pilot study
based on 10 respondents to eliminate the possibility of ambiguous questions and tech-
nical errors. The final questionnaire contained four blocks: 1) the introduction detailing
the purpose of the study and consent form; 2) the vignette; 3) the questions measur-
ing respondents’ perceptions, the motivations for using subscription platforms for the
delivery of physical goods, and the perceived behavioural consequences of usage; 4) the
questions for a socio-demographic profile of the sample. The vignette described a hypo-
thetical scenario about the services of an AI-based subscription platform in the context
of food retailing. First, the respondents were asked to imagine the scenario of using a
subscription-based grocery platform giving access to a range of products and enabling
users to manually select orders for home delivery. Then, the respondents were given an
alternative option of a service, based on artificial intelligence algorithms. Compared to
an existing subscription service, the platform customises and automatically preselects
products for customers. The respondents have explained the functionality and services
of the AI-based subscription platform. The final data set consisted of 290 responses
(Table 1).

Table 1. Demographic profile of respondents

Demographic data Number of respondents Percentage of
respondents

Gender Male 107 36.9

Female 175 60.3

Non-binary 6 2.1

Prefer not to say 2 0.7

Age 18–19 4 1.4

20 – 29 84 29.0

30 – 39 90 31.0

40 – 49 55 19.0

50 – 59 41 14.1

60 and over 16 5.5

Education Some high school or
less

6 2.1

High school graduate or
equivalent

44 15.2

Vocational/technical
school (two-year
program)

15 5.2

(continued)
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Table 1. (continued)

Demographic data Number of respondents Percentage of
respondents

Some college, but no
degree

46 15.9

College graduate
(four-year program)

83 28.6

Some graduate school,
but not degree

5 1.7

Graduate degree (MSc,
MBA, PhD, etc.)

80 27.6

Professional degree
(M.D., J.D., etc.)

11 3.8

Annual income $0 – $24,999 97 33.4

$25,000 – $49,999 122 42.1

$50,000 – $74,999 51 17.6

$75,000 – $99,999 9 3.1

More than $100,000 11 3.8

Prefer not to say 0 0

Measurement items of the tested variables were adopted from and validated by prior
studies (Table 2). A 7-point Likert scale was used for all items, whereby the score of
“1” denoted strong disagreement, “7” meant strong agreement and “4” was a midpoint
for an undetermined stance regarding a question.

The researchmodel was tested using covariance-based structural equationmodelling
(CB-SEM) with SPSS Amos software. First, confirmatory factor analysis (CFA) was
performed to test the reliability and validity of the measurement model. Model fit indices
(χ 2(384)= 934.105, P= .00, CMIN/DF= 2.433, CFI= 0.923, RMSEA= 0.070) were
satisfactory. The reliability and the convergent and discriminant validity of scales were
confirmed by Cronbach’s alpha values above 0.7, composite reliability values (C.R.)
above 0.7, average variance extracted (AVE) higher than 0.5 and the square root of
AVE higher than the between-constructs correlation (Table 3) [60]. Also, since the data
was collected from a single source, common method bias (CMB) was checked using
Harman’s single-factors method [61]. A single factor accounted for 37% of the total
variance, which is below the threshold of 50%, thus suggesting that the variance is not
attributable to the measurement method [61].

The second step prior to path analysis was the evaluation of the structural model,
which showed satisfactory model fit: χ2(393) = 966.893, P = .00, CMIN/DF = 2.460,
CFI = 0.920, RMSEA = 0.071.



Creating Demand for AI-Based Subscription of Physical Goods 61

Table 2. Measurement items

Items Factor Loading

Personalisation [54]

I think that the use of the AI-powered subscription platform…
will help address my dietary needs

0.779

would be personalised to my dietary needs 0.862

would be customised exactly to my dietary requirements 0.816

would result in the delivery of products that I need 0.739

Ease of use [55]

would be clear and understandable 0.628

would not require a lot of my mental effort 0.668

would be easy 0.799

It would be easy to get the subscription platform to do what I want it to do 0.755

Functional congruity [56]

I think that the AI-powered subscription platform…
would provide the services I desire

0.611

would perform better on the functional attributes I value most, such as
product selection and delivery

0.576

would meet all the needs when it comes to product selection and delivery 0.576

would provide value that is consistent with what I expect from a
subscription-based platform

0.653

Decision autonomy [57]

In think that when it comes to the selection and delivery of products, the
AI-powered subscription platform…
would have the freedom to make decisions for me

0.681

would make decisions independent of me 0.645

would have a great deal of freedom to assemble orders for me 0.705

would be empowered to make decisions for me 0.662

would be independent when making decisions 0.656

would assemble orders the way it sees fit 0.561

Lack of control [57]

I think that when using the AI-powered subscription platform…
the decisions regarding product selection and delivery would be out of my
hands

0.761

I would have no control over the decisions regarding product selection and
delivery

0.808

I would not be in charge of my own experience of using the services 0.815

(continued)
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Table 2. (continued)

Items Factor Loading

I would feel lack of control 0.779

I think that things would be out of my control 0.813

I would have no influence over the selection and delivery of products for
my orders

0.738

Psychological reactance [58]

The use of AI algorithms in the subscription service for product selection
and delivery…
would restrict my choices

0.925

would make me limited in my choices 0.904

would impact my freedom of choice 0.834

Intention [59]

If I am offered to use the AI-powered subscription platform for product
selection and delivery…
I intend to use it

0.850

I would always try to use it 0.844

I would plan to use it 0.868

Table 3. Reliability, convergent and discriminant validity test

CR AVE α 1 2 3 4 5 6 7

LC 0.941 0.726 0.940 0.852

DA 0.885 0.562 0.883 0.246 0.750

PE 0.916 0.732 0.911 −0.282 0.312 0.856

EoU 0.848 0.584 0.847 −0.427 0.265 0.626 0.764

FC 0.875 0.638 0.875 −0.493 0.217 0.644 0.754 0.798

IN 0.956 0.878 0.955 −0.440 0.049 0.371 0.477 0.648 0.937

PS 0.941 0.843 0.938 0.648 0.092 −0.261 −0.406 −0.488 −0.481 0.918

Notes: Diagonal figures represent the square root of the average variance extracted (AVE) and
the figures below represent the between-constructs correlations
PS – Psychological Reactance, DA – decision autonomy, PE – personalisation, EoU – ease of use,
LC – lack of control, FC – functional congruity, IN – intention

4 Results and Discussion

The analysis of the structuralmodel showed that the hypotheseswere supported (Table 4).
The model explained 63% of the variance for perceived functional congruity, 43% for
psychological reactance and 42% for intention.



Creating Demand for AI-Based Subscription of Physical Goods 63

Table 4. Path analysis results

Hypotheses Path Coef. t-test

H1a Personalisation -> Functional
congruity

0.256 3.905 ***

H1b Ease of use -> Functional
congruity

0.61 8.358 ***

H2a System decision autonomy ->
Psychological reactance

−0.081 −1.547 ns

H2b Lack of control -> Psychological
reactance

0.673 11.282 ***

H3 Functional congruity -> Intention 0.534 9.335 ***

H4 Psychological reactance ->
Intention

−0.257 −4.998 ***

Significant at p: ns ≥ 0.05; *<0.05; **<0.01; ***<0.001.

Our results show the situational promotion-focused predictors and situational
prevention-focusedpredictors of the adoptionof subscription services for physical goods,
specifically in the case of food. We identify the drivers of adopting subscription services
for physical goods in terms of perceived personalization, ease of use, and functional
congruity. We also examine discouraging factors in terms of the perceived autonomy of
the system and psychological reactance. Specifically, our findings show that perceived
personalization and the ease of platforms’ use positively impact functional congruity
(H1a coeff. = 0.256, t-test = 3.905; H1b coeff. = 0.61, t-test = 8.358, respectively).
In other words, if the platform supports personalisation (for instance, by allowing con-
sumers to have customised boxes based on product preferences, typology and usage,
frequency of delivery, novelty/exclusivity of the product, etc.) and offers easy-to-use
interfaces (for instance, consumers can easily select their needs and expectations for the
delivered products), consumers’ perception of the platform’s utilitarian attributes and
their ideal expectations of those attributes are aligned (functional attributes).

Our results also demonstrate that the perceived autonomy of the platform in making
decisions about the products has a minimal influence on consumers’ psychological reac-
tance (H2a coeff. = −0.081, t-test = −1.547). This means that the level of autonomy of
the platform has only a marginal impact on consumers’ feelings of freedom in choosing
the products to be delivered. On the contrary, the lack of control positively affects psy-
chological reactance (H2b coeff. = 0.673, t-test = 11.282). Moreover, the perception
of functional congruity positively impacts the intention to use the subscription platform
(H3 coeff.= 0.534, t-test= 9.335). Therefore, when consumers’ perceptions of the plat-
form’s utilitarian attributes and their ideal expectations align, they intend to subscribe
to the delivery of physical goods.

Finally, psychological reactance negatively impacts the intention to use these plat-
forms (H4 coeff. = −0.257, t-test = −4.998). That means that the higher consumers’
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need to feel independent in their choices (including the choice to purchase certain physi-
cal products), the lower their intention to adopt subscription services for physical goods,
as they would perceive them as limiting their freedom.

5 Conclusion and Contributions

This study addressed the gap in current research, lacking insights into consumers’ per-
spectives on the enabling and constraining technological affordances that inhibit or
facilitate the use of AI-enabled subscription services for physical goods. Drawing on
RFT and relevant literature [15–23], we identified situational prevention-focused and
promotion-focused predictors of intention to use subscription retail services. We found
that the perception of functional congruity, associated with perceived service personal-
ization and ease of use, increases intention to use. Conversely, psychological reactance
resulting from the perception of a lack of personal control over service delivery decreases
motivation to use. These findings advance our understanding of the features of platforms
offering physical goods subscription services that drive the predisposition to use such
platforms. This evidence is novel considering that previous research on subscription-
based delivery of physical products has only focused on certain benefits of fashion item
delivery services [6–9], as well as market and design perspectives on exploring con-
sumers’ use of such services [10, 11]. In our research, we examine the extent to which
“platformisation” of retailing with the help of AI can potentially be more efficient in
capitalizing consumer demand than traditional business models, by aiding the transi-
tion from subscription services offering rented products, such as luxury goods [5], to
the subscription for ownership-based products, such as food. By doing so, our research
emphasizes howAImight support and even replace consumer decision-making, bymak-
ing autonomous purchase decisions regarding physical goods, thus contributing to the
debate on consumers’ interaction with AI [12–14]. The focus on a specific form of inter-
action (i.e. subscription for physical goods), whereby the interaction occurs to support
AI in selecting and buying products on behalf of the consumer, extends the knowledge
in past studies on human-AI interactions [12, 38].

From a practical standpoint, this study’s findings provide valuable insights for brands
regarding the effectiveness of specific platform features and functions in driving demand
for physical goods offered through AI-based subscription plans. Our results demonstrate
a strong consumer willingness to embrace subscription plans, prompting retailers to seri-
ously consider this option for both customer retention and acquisition.More specifically,
our findings recommend that retailers should incorporate options for personalization
within their service offerings. This includes not only tailoring subscription frequencies
and allowing temporary suspensions but also enabling the creation of highly customized
shopping carts for in-person grocery visits.
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6 Future Research Directions

Our research offers an initial exploration of subscription services for physical goods,
with a broader focus beyond just the fashion industry. Nevertheless, it’s important to note
that our sample was drawn from two countries, the UK and US, where subscription plans
for physical goods, even thosewithminimal personalization, are alreadywidely adopted.
Consequently, the familiarity of our sample with these plans, as well as their general
technological awareness, may have influenced their responses. To enhance the gener-
alizability of our findings, future studies should consider diversifying their samples by
including participants from countries with varying levels of technological development
and differing access to subscription plans, such as Italy, India, and others. Moreover, we
strongly encourage future research to employ larger sample sizes to further strengthen
the validity of our results. Also, more studies are required to identify any difference in
consumers’ adoptions according to product categories and subcategories (e.g., electron-
ics versus grocery, fast fashion versus luxury products, etc.), lifestyle/working conditions
or generational cohorts (e.g., will younger VS older segments be more willing to adopt
subscription plans?).
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Abstract. The launch and subsequent rapid adoption of ChatGPT has initiated
significant debate within the academic and practice-based community generating
both fear and anxiety that is also contrasted with a sense of opportunity and excite-
mentwithin the sector. The use ofGenerativeAI (GenAI)withinHigher Education
(HE) has significant implications from both student and staff perspectives directly
impacting existing pedagogic and assessment practice as well as policy across the
education system. We seek to explore these areas to better understand the impact
on HE from the widespread use of generative AI. Through a qualitative lens, this
study has explored the thoughts and feeling of staff and students on the adoption of
generative AI giving the sector valuable insights. Our findings highlight the com-
plexities in decision and policy making where staff and students exhibit a wide
spectrum of views and feelings on the use of generative AI with their fears and
uncertainty being exacerbated with absence of formative and clear guidance. This
research paper also highlights some of the innovative uses of generative AI and
discusses how students use the technology to pragmatically support their learn-
ing but also engage in unethical practice, offering valuable and timely insight to
ChatGPT use within a HE context.

Keywords: Generative AI · ChatGPT · Education

1 Introduction

The emergence of Artificial Intelligence (AI) has sparked extensive discussions within
academia and the public discourse since the launch of ChatGPT in November 2022 and
subsequent releases of Large Language Model (LLM) based Generative AI (GenAI)
products by major tech companies like Google and Microsoft. OpenAI’s ChatGPT
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(which is themost widely adopted LLM) utilizes a pre-trained transformermodel trained
on a diverse dataset comprising internet pages, academic articles, books, and socialmedia
content. It has the capability to generate text responses and interactions that exhibit
human-like levels of creativity and proficiency, enabling a wide range of applications
[1].

The disruptive impact of ChatGPT is evident from its rapid global adoption hav-
ing gained one million users in just five days after launching in November 2022 [2].
According to a report from Reuters [3], within just over three months ChatGPT amassed
approximately 123 million active monthly users, with an average of 13 million daily vis-
itors making it the fastest growing internet application in history. Furthermore, Google’s
recent announcement in May 2023 regarding their AI language model, PaLM2, and its
integration into more than 25 products, including Google Maps and Gmail, highlights
howGoogle envisions a futurewhere LLM-based tools, like PaLM2, become an ordinary
part of everyday life. Additionally, Google’s own LLM – Bard will soon allow users to
utilise image-based prompts in addition to text, highlighting the rapid advancements in
GenAI technology [4]. These developments highlight the significant impact and rapid
transformative progress in GenAI applications, starkly illustrating the breakneck speed
of innovation.

The academic and practice-based literature has discussed the potential impact from
GenAI, highlighting the range of industries that are likely to be disrupted by this tech-
nology, including: content creation and media, education, customer service and support,
healthcare and medicine, music production, artistry, illustration and design, finance and
insurance, manufacturing and supply chain, gaming and entertainment, legal services,
and compliance [1]. Furthermore, researchers have raised a number of concerns about
the potential risks, ethical implications and social as well as economic impact of GenAI.
These concerns are related to a number of areas, mainly the role of humans in the creative
process, the potential for bias and discrimination, high levels of job loss through automa-
tion of traditional cognitive and creative tasks, forcing people to retrain and potentially
move up in the value chain to conduct as yet undefined roles that utilise this new tech-
nology [1]. However, to-date, emerging research on this topic has generally followed an
opinion-based narrative, where studies have either developed an informative discourse
on the disruption from GenAI at a societal level, or focussed on specific sectors such as
higher education, with greater access to empirical data sources and perspectives. What
is clear is that the existing literature has yet to fully explore the full range of perspectives
on how this new and rapidly evolving technology can fully impact the HE sector and
develop the detailed implications for organisations and decision makers to capitalise on
the potential of GenAI [5–7].

Our research seeks to better understand how the use of GenAI could impact current
academic policy and assessment practice within Higher Education. Therefore, we pose
the following research questions (RQ):

RQ1:What are the HE student and staff perspectives on the pedagogic and assessment
impact from ChatGPT and any other forms of generative AI?
RQ2: What are the HE student and staff perspectives on the policy implications from
widespread adoption of ChatGPT and any other forms of generative AI?
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By analysing the disruption through the lens of both academics and students, we
empirically investigate the impact from GenAI, identifying a range of perspectives,
numerous challenges and opportunities for the enhancement of the learning experience
through the adoption of GenAI within HE settings.

The remainder of this paper is as follows: Sect. 2 explores the current literature
on GenAI and its impact on HE, Sect. 3 outlines the methodology used to conduct this
research, Sect. 4 highlights the key findings and develops a discussion of the core aspects.
The paper is concluded in the final section where key areas are highlighted.

2 Generative AI and Higher Education

The impact of AI on education is an increasingly discussed topic and emerging research
area, as technology continues to play a significant role in pedagogical approaches and stu-
dent learning, particularlywithinHE [8]. The launch ofOpenAI’sChatGPT inNovember
2022 followed by other LLMs based GenAI platforms from Google and Microsoft, has
the potential to radically disrupt traditional approaches to HE in the context of peda-
gogy and student assessment. The recent guidance published by the Quality Assurance
Agency for Higher Education in their report titled: ‘Maintaining quality and standards in
the ChatGPT era: QAA advice on the opportunities and challenges posed by Generative
Artificial Intelligence’, highlights the policy and assessment implications from GenAI
use in HE, advocating the development of “sophisticated policies that are appropriate
to their teaching and learning strategy” [9]. The HE sector, having encountered huge
disruption due to Covid-19 is now facing significant challenges around how to react to
the rapid pace and widespread adoption of GenAI, whilst attempting to formulate policy
within a rapidly changing environment [1, 10].

Since the launch ofChatGPT inNovember 2022, an emergingGenAI focussed theme
has developed within the extant literature, where studies have explored some of the key
implications of widespread adoption of GenAI [1]. A number of studies have discussed
the implications for the HE sector, where researchers have highlighted many of the
pedagogic and assessment areas that could be affected and the subsequent impact on
policy. Researchers have developed various narratives from both positive and negative
perspectives, where studies have attempted to assess the change to existing practice.
Generally, the literature seems to have followed an opinion-based narrative, somewhat
lacking an empirical focus to developgreater rigor and structure to this important research
area [11, 12]. A number of studies have explored the potential restriction of ChatGPT
and other GenAI tools, following the Oxford and Cambridge universities announcement,
advocating the banning of the technology over plagiarism fears [13, 14]. The GenAI
focussed literature has also discussed the impact on pedagogy and assessment within
HE settings. Studies have highlighted the widespread student use of the technology and
the impact on academic integrity as GenAI output is used verbatim for assessment [15].
There exists both a positive and negative narrative within the literature on the impact
of widespread adoption of GenAI within HE. What is clear is that further research is
needed to empirically understand the thoughts and feelings of decision makers and to
fully understand the implications of extensive use by both staff and students [1].
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3 Methodology

To develop the required insight around the impact of GenAI within HE, we adopted a
qualitative approach to fully understand the thoughts and feelings of this study’s par-
ticipants on their perspectives related to the use of GenAI. By utilising a qualitative
approach, we were better able to develop the necessary flexibility and adaptability to
follow the various threads of participant perspectives to understand the pedagogic and
assessment impact.

The chosen research methodology approach is depicted in Fig. 1. In alignment with
Cassell [16], the research design followed a semi-structured format to allow the necessary
flexibility and adaptability within each of the interviews to allow the interviewer to
pursue specific points and clarify perspectives as required depending on the direction
and feedback within the interviews. Participants were selected at random and included
both university staff and students.

This research adopted a theoretical saturation approach from grounded theory [17].
The number of participants was not fixed or constrained at the onset but governed by
the acquisition of new insight and knowledge [18]. At the point when the research team
could see that no new information was being acquired from study participants, it was
judged that no further interviews were needed and that the required threshold of data
had been achieved as the interview phase had reached the required saturation level from
participants.

Fig. 1. Methodological Approach

In alignment with previous qualitative studies [19], interviews were conducted by
the research team with 29 participants (15 staff and 14 students) throughout April and
May 2023 and recorded via Zoom. Although the interview questions were transcribed in
advance of the interviews, the format allowed the interviewer to follow up with further
questions and clarifications as needed. The research team interviewed students at all
the different levels of study within a university setting from first year undergraduates
(UGs) to final year UGs through to postgraduate (PG) taught students up to PG research
students. Likewise, the staff that were interviewed had a range of backgrounds, namely
lecturers, senior lectures, associate professors, professors, programmedirectors and leads
of learning and teaching. Staff also came from a range of subject specific backgrounds.
Interviews were transcribed and coded in alignment with the approach advocated by
Maguire & Delahunt [20] where key passages where coded and subsequently aligned
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with the emerging themes. The final coded and thematic interview data was further
processed to collate the key research outcomes and final analysis.

4 Findings and Discussions

Having conducted and coded the staff and student interviews in alignment with the strat-
egy utilised by Maguire and Delahunt [20], this section utilises quotes from staff and
students to develop a narrative that tells a story through the lens of this paper’s research
questions. This is an approach that has been utilised within the literature [21]. Findings
are discussed in this section under the relevant themes identified which have been high-
lighted in bold in the following narrative. As prescribed in Maguire and Delahunt [20]
the themes emerged from conducting a reflective thematic analysis of the transcribed
interview data.

Initially the research questions focused on participants’ Feelings about GenAI
(specifically ChatGPT). Staff were found to have a range of feelings from “very excit-
ed”, “poses problems, but is useful”, “I would like to know a lot more about it but it’s
difficult to know where to start”, “I haven’t really had the time to explore it” through to
those members of staff who said that they are “quite tech adverse” which they felt causes
them to feel “anxiety and resistance” to this GenAI technology and those members of
staff who said that they “can’t completely understand the whole process” and as such
they said “I seem to be quite resistant to learning it”. Likewise, students also expressed a
variety of different feelings about ChatGPT, they shared that they “think it’s quite cool”
and that “you’re able to ask it anything and it will give you an answer” and they also
said that they “recognise the value of it as a learning tool”. Simultaneously, students
voiced concerns and uncertainties as evident in the quotes “I don’t trust it” and “that
is frightening”. It was from this that the theme GenAI as Support was identified from
these interviews where students with learning difficulties shared that they are utilising
ChatGPT to support them to “alleviate a lot of my worries and kind of thoughts” and
to “use it for a kind of mental reassurance” and another shared that “particularly for
me with autism and how I am, how I operate mentally. It’s definitely a help to kind
of someone who kind of overthinks and stuff. It’s very helpful and kind of having that
clarification that a certain idea that you have is actually okay”.

Use and Impact ofGenAI (ChatGPT) forAssessmentwas the next theme explored
with participants. From a staff perspective they could recognise the limitations of Chat-
GPT for assessment with one member of staff saying that you “could only get about 30
or 40% of what you need for you answers” using ChatGPT with most staff recognising
that GenAI leads to “academic misconduct issues” but they shared that at the end of the
day “I can only be suspicious that some wrong-doing has happened. I can’t prove it”. In
terms of assessment some staff thought that a number of these issues could be overcome
by focusing assessment strategies more on “critical thinking and the reflectivity” type of
narrative from students instead. When the Use and Impact of GenAI (ChatGPT) for
Assessment was explored with students, they shared that ChatGPT is “being used and
abused at the minute across the student base” and students are looking at “how far can
I push the boundaries” of this GenAI within a university setting. Students also shared
that “sometimes there’s a lot of value in what it provides to you, especially if you’ve got
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a very relatively technical assignment question” but, as one student said, “I work hard
for the kind of things that I put in. But then, realizing that students are cheating with
ChatGPT – they can do half the effort in half the time to get them through” so the fairness
in terms of equitable use of ChatGPT was questioned here whilst at the same time they
felt that “We need to kind of recognize the value of it as a learning tool”. In general,
students were clearly much more trusting and enthusiastic about ChatGPT than staff,
but both expressed a degree of uncertainty and caution in its use assessment purposes,
particularly final year undergraduate students and PhD students.

Finally, this study explored participants’ Thoughts on Student Use of GenAI
(specifically ChatGPT). Staff commented that within academia, we “need students to
demonstrate critical thinking and analysis of content to show their understanding and
reflective learning” but that unlike academic staff, “students don’t necessarily have the
evaluation criteria or ability as part of their training yet to validate ChatGPT output”.
Ultimately, as “academics generally, we have better evaluation skills, so we’re more
likely to understand that you can’t just take it as it is, whereas if it’s a student using
the content they’re going to be trying to copy and paste”. ChatGPT is being discussed
widely within the academic community and it is interesting to note that students think
that “it’s gonna have a very profound impact on academia and I feel like it’s definitely
something that you can’t ignore”; in fact students felt that “Universities are gonna have
to kind of embrace it” and they are also questioning that if universities do not come up
with an effective AI policy and assessment strategy that takes account of GenAI and the
likes of ChatGPT then “is there an actual value to a degree now?”. This last student
quote is a wakeup call in some ways to the HE sector that if GenAI is not mindfully
integrated within academia the value of a degree could be devalued in a short space of
time.

Moving forward, from a student and staff perspective, the final theme explored was
that of a ChatGPT Policy. Staff voiced that “it has to be adaptive” and that any policy
should reflect that “if you’re found to be using it [ChatGPT] to actually generate content
rather than search for how to find content or how to find a reference. Then obviously, you
should suffer the same penalties as anybody else committing AI academic misconduct”.
Students shared that from their perspective “a lot of us are now aware that the university
systems are kind of trying to clamp down on it” but they also stated that “by the time you
try and clamp down on it becomes even more intelligent” and so they rightly highlighted
this catch 22 that academia needs to consider when developing a usage policy and when
ensuring staff are AI literate, something that the Russell Group [22] recently discussed
in their published statement.

To pull this participant narrative together under the two RQs:

RQ1: Both students and staff acknowledged both the threat and opportunity posed by
GenAI, specifically ChatGPT within the HE sector. Whereas some students acknowl-
edged using GenAI to support their learning, others especially post-graduate students
emphasized that they do not engagewith it as part of their individual studies and conveyed
a more critical perspective with respect to skill acquisition and uncertainties around the
impact on assessment and fairness. However, students voiced overwhelming support for
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using it as a learning tool within the classroom. Staff perspectives on the use of Chat-
GPT and GenAI for assessment demonstrated some angst and vulnerability. This was
especially true for staff being left to their own devices and being solely responsible for
creating GenAI proof forms of assessment without adequate training and support.
RQ2: Students felt they were in an information vacuum with only a limited GenAI
policy and unclear guidance on how they could utilise GenAI tools effectively within an
HE environment. Staff were also unclear on how to implement any AI policy (especially
those with limited technical expertise in this area) and how best to apply academic
judgement effectively within an assessment context.

The rapid adoption and evolution of GenAI has meant that decision makers have
needed to review existing policies and guidelines as well as consider support mecha-
nisms for staff and students. The key issue here is the significant pace of change where
academics are forced to reconsider and adapt existing teaching practice and traditional
methods of assessment.

5 Conclusions

This research offers valuable contribution to the pedagogical discourse where we artic-
ulate both the student and staff perspectives, identifying the significant challenges (and
opportunities) for educators and policy decision makers. This study’s findings can be
used to inform academics on the impact of generative AI from the lens of both students
and staff and how decision and policy makers can best utilise this disruptive technology
within HE settings.

Overall, the analysis of staff and student quotes demonstrates a mixed response
with respect to their feelings towards GenAI. This paper also highlights the fact that
current assessment approaches do not factor in the use of GenAI with staff and students
expressing the need for clear guidance and AI policy for assessment purposes that either
explicitly incorporates GenAI usage or negates its use. It was also clear that a greater
level of education is needed for staff around GenAI and its impact on both pedagogy
and assessment with academic integrity guidelines needing to be much more explicit to
guide students on the acceptable GenAI use. Currently students expressed uncertainty
and confusion on current policy and this study suggest that any universityAI policy needs
to be very prescriptive to better guide and inform students moving forward. Ultimately,
GenAI and the likes of ChatGPT are here to stay and this technology is only going
to get better and more efficient and more capable very quickly, as such, this is not
an issue that can be addressed by individual institutions, the sector will need to work
together collaboratively to ensure that the integrity and value of degrees remain valued
by employees and students alike.
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Abstract. This paper explores the factors that contribute to the suc-
cess of software development undertaken with DevOps practices. DevOps
is a set of practices that aims to increase software development pro-
cess efficiency by reducing barriers between operation and development
teams. Despite the wealth of information available on DevOps practices,
adoption, and the respective challenges, there is a dearth of research
focusing specifically on the DevOps critical success factors. This paper
seeks to fill this gap by analyzing and discussing the key factors that
are essential for success in software development with DevOps. To this
end, we have conducted an open-ended survey among 72 DevOps pro-
fessionals. By employing the Gioia method, we elaborate on the profes-
sionals’ perspectives on the DevOps success factors identified and con-
nect them to the prior literature. These success factors encompass intra-
organizational collaboration, organizational hierarchy, strategic plan-
ning, team dynamics, cultural shift, performance engineering, integra-
tion, build and test automation, infrastructure, and DevOps as a service.
We propose five DevOps implementation advice that could benefit com-
panies while implementing DevOps practices. Those include management
support, investment in DevOps tools, sharing knowledge within teams,
sharing responsibility in teams, being willing to explore and experiment
with the practices, and being agile are crucial for DevOps performance
and organizational success.

Keywords: DevOps · Critical success factors · Continuous delivery ·
Continuous development · DevOps survey · Software development ·
Success factors validation · Gioia method · Qualitative research

1 Introduction

The software development process has undergone considerable changes in the
past years [6,22,33]. Today developers can initiate the software development
process quicker than before and the results can be accessed faster [33]. Compared
to the waterfall model of software development, DevOps has lifecycle increased
the efficiency of the post-deployment phase of the software development lifecycle
[1,33].
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DevOps is a set of organizational practices aimed at enhancing collabora-
tion between development (Dev) and operations (Ops) team members [2,5,19].
DevOps practices in the organization aim to provide (1) better user feedback and
experience, (2) reduced time for the development process, (3) speed up deploy-
ment rates, (4) time optimization to recover deployment and implementation
cost [15,21]. DevOps combines IT culture, practices, and tools that increase an
organization’s ability to deliver applications and services at high velocity [8,31].
Despite the considerable scholarly interest in DevOps, research focusing specif-
ically on the success factors of DevOps has remained scant [4,6,8]. To address
this gap, we have the following research questions in order to understand the
facts for critical success factors and respective organizational practices:

RQ1:What are the critical success factors of DevOps as reported by the profes-
sionals?

RQ2:How do these factors impact DevOps practices?

To this end, we adopt the DevOps critical success factor model proposed by
Azad and Hyrynsalmi (2021) [4,5]. We have undertaken an open-ended online
survey among 72 DevOps professionals from different organizations. We use the
Gioa method to analyze the data [17,18,22,23].

This research contributes to the DevOps literature by identifying a set of
DevOps success factors and thus providing guidance to practitioners on how to
successfully utilize DevOps and giving guidelines to the practitioners on key
success factors [3,5,8]. We believe that the findings will be helpful for the
professionals, consultants, and researchers’ further exploration. In doing so, we
contribute to the growing literature of DevOps by empirically supporting the
DevOps critical success factor model [3–5].

2 Background

2.1 DevOps Concept and Process

DevOps increases the performance of software products and services and ensures
the collaboration, integration, and communication process [6]. There are many
concepts surrounding DevOps but there is no specific DevOps definition to fol-
low [20]. The purpose of DevOps is to eliminate the gap among teams so that
software development can be done efficiently [32]. The development teams deliver
the software features more frequently. Then the operations teams work on the
features. Thus, the main advantage DevOps serves here is delivering faster fea-
tures to customers. DevOps merges the development teams and operation teams
to work together to achieve a faster software development process [32]. Jabbari
et al. [20] have conducted a comprehensive content analysis and found eight
components of DevOps and defined DevOps as a development methodology that
eliminates the gap between Dev and ops teams. They also suggested that com-
munication and collaboration, continuous integration, delivery with automated
deployment, and ensuring quality assurance can be achieved by DevOps [20].
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Fig. 1. The DevOps Critical Success Factor model (adapted from [4]).

2.2 DevOps Critical Success Factors

The management literature discussed the critical success factors at the beginning
of the 1960s [4,14]. There has been much literature on critical success factors
related to their impacts and roles in the organization. Critical success factors
can be explained as “key areas of processes where acceptable results are required
for specific managers to achieve the goal” [9]. Shahin et al. [27] discussed that
when practitioners are aware of the critical success factors beforehand, it will
help the organization to handle continuous practices and smooth integration of
DevOps process [3,5].

Prior literature suggests how performance engineering complexity can be
addressed for a DevOps project’s success [4,8]. According to Bezemer et al.,
performance engineering approaches should be lightweight to address DevOps
performance in the organization [8]. Performance measurement [30], Software
release [10], and [10] Seamless upgrades [13] are also the important factors.
According to Chen et al. [12] performance regression needs to be identified at the
beginning of the source code level so that DevOps operations can run smoothly.
According to Claps et al. [13] continuous integration process has an impact on
DevOps success. Furthermore, automatic testing technique improvement [25],
test automation [25], verification of soundness [7], automation tools [7] may
affect the success of DevOps.

Azad and Hyrynsalmi [4,5] proposed a synthesized framework for the critical
success factors of DevOps projects. According to them, there are ten major
factors which are categorized as technical, organizational, social and cultural
factor groups. The framework is shown in Fig. 1. However, their model is based
on synthesizing extant scientific literature on DevOps and it has not been thus
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far empirically evaluated. In this paper, we adopt and aim to provide the first
empirical verification for this model.

3 Research Approach

3.1 Survey Design and Data Collection

An open-ended survey was designed to understand DevOps practices, DevOps
implementation, and adoption in organizations. We have used an open-ended
survey questionnaire as the method is suitable for a large number of respon-
dents [26]. For the questionnaire, we have developed 25 questions. The question-
naire had themes related to DevOps operational practices, development prac-
tices, team culture, collaboration between teams, and the impact of success
factors throughout the whole process of the DevOps lifecycle.We shared the
survey link through social media platforms; Facebook, LinkedIn, and Twitter
were specifically used in the first stage of data collection.

In the second stage of data collection, we conducted our survey with the help
of a prolific data collection tool. We conducted the survey with prolific because
we could not get sufficient data from social networking sites. We got 91 responses
by combining two stages of data collection. Finally, we could use 72 responses
for data analysis.

3.2 Data Analysis

For the data analysis, we have employed the Gioia method proposed by Gioia
et al. (2013) [17]. Our analysis followed an iterative process that involved the
repetition of steps for data analysis. A total of 75 pages were generated from the
data collection. Based on our understanding we have iteratively conducted the
data analysis process [28].

For the analysis, open coding has been used [28]. While doing the analysis
we went through the survey transcript and assigned codes to describe the survey
content [24]. As a guideline, we have followed research questions for forming the
coding of the first round. From the empirical data, we looked for code similarities
and dissimilarities based on various segments of the data [24]. This way of coding
is similar to Grounded theory research because constant comparison is one of the
key aspects of grounded theory and we have followed constant comparison for
the data analysis [28]. We have listed an example of coding activities in Table 1.
While doing coding we got 21 codes after our analysis of the survey data. In
Table 1 we have shown a list of codes, code descriptions, and quotes from the
professionals as an example table.

Then we moved to the second phase of the coding process. According to
Charmaz (1990) to create second-order codes for concepts it is necessary to
categorize the first-phase codes [11]. Thus, the second phase codes are combined
with the first phase codes [16]. We have also used memoing techniques during the
data analysis process. It helped us to understand more insights and perspectives
of professionals regarding critical success factors.
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Table 1. Coding used for survey data

List of codes Description of codes Quotes from Professionals

Collaboration
between
DevOps teams

Good collaboration
in teams helps team
members perform
better

“In our organization, DevOps
(Development and Operations) is a
discipline that increases
communication, collaboration,
integration and even fusion between
application development and
operations with the goal of promoting
fast, consistent, high-quality, scalable
application releases. It is a method of
bringing developers, IT operations and
Quality Assurance (QA) team
together”

Effective com-
munications
techniques

Techniques that help
team members to
communicate

“...The product owner and team lead
discusses with teams before taking
decisions on existing issues and need. ”

Superiors’
guidance

Superiors’ guidance
speeds up the
working process in
teams

“..The product management team is
responsible for the functional (business)
requirement and the technology team
(Technology Architects) is responsible
for taking non-functional (technical)
requirements based on the business
requirements and available resources. It
is important to have some guidance
from manager or superiors so that the
team has a clear idea about the tasks
they should be doing.”

Instructions
are good for
progress

“Superiors’
instructions from
fellow team members
gives a better
working environment

“Usually, the team consists of DevOps
Lead/Architect, a few
Junior-Mid-Senior Developers with
similar kind of skill set. Lead developer
usually distributes the work among the
other team members and provides the
guidelines for expected outcomes” ”

IT and
Business have
common goals

The goal for a
company should
align together for IT
and business
objectives

“DevOps helps in faster and cheaper
delivery of software products,
increasing velocity of change and time
to market, empowering people in their
work, autonomous teams, and less
downtime due to more controlled
changes are positive impacts to name a
few”
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In the third phase of analysis, we have aggregated the themes into three
main aggregate categories including Organizational success factors, Cultural and
Social success factors, and Technical success factors. In Fig. 2 we have shown the
data analysis process with themes.

4 Results

4.1 Organizational Success Factors

Intra-Organizational Collaboration or Communication. Intra-organiza-
tional collaboration or communication is the second-order theme for organiza-
tional success factors. From the analysis, we have observed that collaboration
between the Dev and Ops team and effective communication techniques are cru-
cial for DevOps success [3]. According to Luz et al. (2018), collaboration culture
is one of the core themes for success in a DevOps environment. One of the
respondents quoted:

“In our organization, Development, and test teams work together and share
the responsibility together. Product management takes care of configura-
tion and release management. A separate management team takes care of
the bugs and issues in software life cycles. Thus teams work under better
collaboration and communication”

Organizational Hierarchy. Organizational hierarchy is a second-order theme
for organizational success factors. According to our analysis, a superior’s guid-
ance and instructions while working are beneficial for teams. DevOps profession-
als are willing to get instructions from superiors. Guidance from a lead person
who can provide instructions impacts the team in a positive way. Without a lead
person, there could be some difficulties in teamwork [3,5]. An example quote is
given below.

“The teams have meetings periodically to prioritize the task. Based
on the business requirements product management assign the level of
priority. Business requirements are set based on market demand and
future prospects. Production and development should run smoothly. Every
project has a leader who is responsible for the decision-making and prior-
itizing tasks for the team.”

Strategic Planning. From a strategic point of view, the product management
team is responsible for maintaining the business requirements discussed by [3,4].
The responsibility of the technology team is to handle the technical requirements
based on resource availability. Our research findings suggest that project plan-
ning is related to initiatives, resources, and budget. While planning for a project,
IT and the business should have similar goals and objectives.

For example, one respondent’s answers:
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Fig. 2. Themes from data analysis

“..The product management team handles the functional requirements and
the technology team is responsible for nonfunctional requirements. All
these requirements could be addressed through the availability of resources
and business needs...”

4.2 Social and Cultural Factors

Team Dynamics. Team Dynamics is essential for DevOps success. Sharing
knowledge and spreading ideas While working in a team is a good practice. This
in turn helps the team members to improve their work efficiency. When Team
dynamics exist in a team that benefits the DevOps team in many ways. Among
those include collaboration, trust building, better workflow, and common ways
of working in the team.

For example, respondents reported on the following issues:

“Lead developer usually distributes the work among the other team mem-
bers and provides the guidelines for expected outcomes. Faster delivery
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times, increased quality, early defect detection, improved security, and
happier developers are our team dynamics ”.

Cultural Shift. The cultural shift has a huge impact on DevOps success in
organizations. In an organization, there are barriers related to technical issues
however, the barriers related to cultural issues are even more important when
adopting DevOps. From the respondents’ answers, we have found that organiza-
tional culture plays a vital role in achieving the project’s objective. Sharing the
experience and creating a diversified culture helps the team to progress better.
An example quote is given below.

“Team collaboration helps us to build awesome products for clients. The
company culture we have is collaborative, flexible, supportive, focused,
goal-oriented, can do attitude. Our company has Very well adopted
DevOps culture in every stage of the development life cycles”.

4.3 Technical Factors

Performance Engineering. For any software, performance engineering is a
complex activity. It requires adequate knowledge to understand the software
life cycle. In DevOps there is a low adoption of performance engineering. The
reason behind low adoption is that the performance engineering approaches are
not designed for DevOps context. There are many existing tools that are used for
DevOps settings in organizations, for example Docker and Puppet but they do
not align smoothly with the performance engineering process [8]. One respondent
quoted:

“CI/CD pipeline execution time which is related to the developer’s work
to mark a ticket ready, tasks prevent the pipeline to be executed properly,
customer support needs, e.g. a temporary review site to showcase the pro-
vided solution, version discrepancy that halts new feature to be released.”.

Integration. Continuous integration tools do several automated actions that
help the system to work together for the pipeline. Some of the pipeline stages
include package generation, automated test execution, code verification, and
deployment for the production and development environments. The develop-
ers are the responsible actors for defining pipeline structures. On the other
hand, operators are responsible for defining collaboration for deployment phases.
They are also responsible for the continuous integration. One of the respondents
quoted:

“Continuous integration is an essential step where developers merge the
codes so that they can run the automated builds and tests”.
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Build and Test Automation. Build and test automation is another subcate-
gory of the technical success factors. Based on our data analysis, we have found
that test automation, automatic testing, and improvement of techniques might
impact the success of DevOps. In teams, different automation techniques are
used. Some of the automation includes verification of soundness, automation-
specific tools, build and process automation etc.

For example, one respondent quoted that:

“For the integration process our company uses various tools. Some of the
tools includes Version control (Git), dependency management tools for
programming languages, testing frameworks, container technologies, Con-
tinuous Integration and Delivery tools (CI/CD), cloud platforms, config-
uration management tools, infrastructure as code tools”.

Infrastructure. For software process integration the infrastructure play a cru-
cial role. Infrastructure helps the DevOps teams to handle the software and
hardware issues and make sure the software to be deployed when required. For
a better execution of DevOps practices in the organization, it is necessary to
have infrastructure provisioning and infrastructure development. One respon-
dent quoted:

“Depending on the project, there could be a central “DevOps” team which
provides services, tooling, and support for software development teams. Or,
the software development team(s) can manage everything by themselves”.

DevOps as a Service. Micro-services are part of the cloud infrastructure. It is
essential for future DevOps development.Because microservices can enable faster
deployments in the cloud without hampering the performance of the software
process. DevOps adoption ideology suggests that separate software teams are
responsible for the different stages of software applications and allow the team to
develop, test, handle failures and act independently [29]. One responded quoted
that:

“Microservices increase productivity by embracing a common toolset that
can be used by both teams. The common toolset creates a common termi-
nology by understanding the requirements, problems, and dependencies of
the system. ”.

We have presented the three analysis stages of themes in Fig. 2 and the
respective data-structure processes are summarized in the figure.

5 Discussion

5.1 Key Findings

While more support was found for organizational, social, and cultural factors,
technical factors were present in the data [29]. However, the technical prob-
lems and solutions are quite specific and not that often reported. Yet, there are
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exceptions as, for example, there are several issues belonging to Build and Test
automation technical factors. Furthermore, it is worth noting that in all orga-
nizations whether producing software or not organizational, cultural, and social
aspects are present when new practices and processes are taken into use. There-
fore, their presence in the list of the critical success factors of DevOps usage is
not a surprise [4].

Overall, this study offers empirical support for the DevOps critical success
factors model synthesized from the literature by [4]. Issues belonging to each
factor were found in the analysis.

The roles of DevOps for all organizations are not similar. According to our
survey, we have got different answers regarding the meaning of DevOps for var-
ious companies. Professionals stated that company culture, practices, maintain-
ing coding standards, testing, set of processes for production release, technical
tools, business culture, and framework, breezing the gaps between Dev and Ops
teams, infrastructure Update, software updates, automation, less repetition in
the working process, frequent delivery of updates and features are all important
to consider for the DevOps practices in organizations.

5.2 Implications

Based on the responses we have received, we propose five DevOps implementa-
tion advice that could benefit companies while implementing DevOps practices.
These include management support, investing in DevOps tools, sharing knowl-
edge and responsibility, being willing to experiment and evolve, and building a
strong developer-lead culture.

Management Support. Better management support is adequate for the
teams. One of the reasons for not having better management support could
be, that there is not yet enough skill to handle different management issues
for DevOps. The management needs to support and understand the software
development process otherwise the teams might suffer.

Invest in DevOps Tools. Investing in DevOps tools is needed. The support
from the proper tools can create an environment where the professionals can exe-
cute the process and release faster without any hassle. There should be training
for the DevOps engineers so that new tools will be easy to handle.

Share Knowledge and Responsibility. Sharing knowledge and responsibility
is one of the most crucial aspects of using DevOps. In previous times working
in the software industry did not have a shared responsibility concept. DevOps
introduced that professionals will work together to fulfill a common goal of a
project.
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Willing to Experiment and Evolve. A willing team is a team that can
handle any new challenges while working on a project. DevOps teams should be
willing to experiment and evolve when needed and build a strong DevOps lead
culture.

Build a Strong Developer Lead Culture. Building a strong developer team
is a requirement for DevOps use in companies. Focusing only on the tools and
automation is not always the best way to handle various DevOps issues. At the
same time, culture and ways of working are usually more important facts for
organizations using DevOps practices.

5.3 Limitations and Future Research

First, due to the nature of the data collection, the results are evidently limited
to the data available and cannot be directly generalized. Hence, a natural future
research direction would be to obtain a more extensive set of empirical data.
Second, in this study we focused on DevOps in a general sense. However, there
are specific adaptations of DevOps such as MLOps. Thus, future research could
focus specifically on the success factors of MLOps.

6 Conclusion

The purpose of the paper was to explore DevOps key success factors and organi-
zational practices for software development. The DevOps success factors identi-
fied include intra-organizational collaboration or communication, organizational
hierarchy, strategic planning, team dynamics, cultural shift, performance engi-
neering, integration, build and test automation, infrastructure, and DevOps as
a service. We have further discussed that management support, investing in
DevOps tools, sharing knowledge in teams, sharing responsibility, exploring and
experimenting with the practices, and being agile play a vital role in DevOps
performance and contribute to DevOps success.
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Abstract. This article presents a study conducted in a vehicle dealership com-
pany located in Southern Brazil. The company has been operating in the market
since 2018 and faces challenges related to the lack of an automated and quantita-
tively based flow for negotiation, vehicle valuation, and inventory management.
The absence of an automated Production Planning and Control (PPC) system and
advanced techniques such as Machine Learning makes it difficult for the com-
pany to establish efficient pricing strategies, manage inventory, and make accurate
decisions, which can negatively impact overall business performance. This study
aims to implement a model that utilizes PPC and Machine Learning techniques to
predict the selling price of vehicles.

To achieve this goal, the research followed these steps: conducting a literature
review on Machine Learning and PPC focused on Sales and Operations Planning
(S&OP), analyzing the company’s current procedure through a BPMN diagram,
collecting data from the top 5 vehicles with the highest turnover in the company.

The study resulted in the implementation of an automated PPC and Machine
Learning flow, enhancing the company’s sales management.

Keywords: Vehicle Sales ·Machine Learning Techniques · Production Planning
and Control

1 Introduction

In a competitive market scenario, companies seek to avoid wastage, increase profits, and
improve their work methodologies, thus searching for tools and strategies for informed
decision-making [1, 2]. Well-defined and executed planning can be the key to enhancing
a company’s performance, and efficient resource management has become a significant
differentiator in the market [3]. However, companies can reduce their logistical costs
and avoid unnecessary expenses, thereby maximizing profits and improving operational
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performance. To achieve this, it is necessary to utilize historical data already collected by
the organization and quantitatively perform forecastingmodels, leading to optimized and
efficient inventory management to meet demand and increase organizational profits [4].
Production Planning and Control (PPC) were employed for demand forecasting, provid-
ing more precise insights that enable better resource utilization [5]. The major problems
in planning and control are among themain causes of low sector productivity, high losses,
and poor product quality. Therefore, successful PPC implementation requires leveraging
the company’s historical data and thorough evaluation. Planning is a decision-making
process that facilitates understanding of business objectives and produces essential ref-
erence information to monitor and control project execution [6]. Within PPC, Sales and
Operations Planning (S&OP) plays a crucial role, aiming to strategize and implement
business plans, bringing greater value to the enterprise [7]. It anticipates company needs
and constraints, aligning internal departments. S&OP has proven to be highly effective
in resolving various production, finance, and sales challenges. As a result, the expected
outcomes include increased inventory turnover, reduced unnecessary purchases, expen-
ditures, and improved management aided by artificial intelligence tools [8]. Artificial
Intelligence (AI) has been transforming the world, automating, enhancing, or optimizing
tasks previously performed solely by humans. Consequently, companies have adapted
to this new landscape to remain competitive and achieve high performance, utilizing AI
as a significant resource [9].

Within the AI field, Machine Learning allows machines to learn and adapt from an
initial program and finite pre-determined dataset without the need for further program-
ming. This ability to receive and learn from data makes Machine Learning a powerful
tool for system development, data analysis, and decision-making assistance [9].

The objective of this study is to implement a decision-making flow in vehicle sales
management, considering Machine Learning concepts. The steps to achieve this objec-
tive are as follows: a) Collect data for forecasting; b) Analyze and treat the data; c)
Apply Machine Learning forecasting methods; d) Choose the best method based on the
lowest error; e) Implement a flow for decision-making on vehicle lot permanence; f)
Validate with stakeholders. The subject company under study has a branch located in
Curitiba, solely engaged in vehicle sales, with a wide variety of models in stock. The
organization lacks a scientific method to make informed decisions regarding vehicle
inventory management and lot permanence. Currently, this is done through the owner’s
know-how.

2 Methodology

This study followed a set of detailedmethodological procedures, as described below. The
research began with a literature review using the Scopus and Science Direct databases.
Relevant scientific papers on Production Planning and Control (PPC) andmachine learn-
ing techniques were sought. A thorough analysis of the current company process was
conducted using BPMN (Business Process Model and Notation) tool. This mapping
helped identify key points for the application of machine learning techniques.

Data collection was carried out in collaboration with the company, which selected
the 5 most frequently rotated vehicles for analysis. The predictor variables used were
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the year, month, and model of the vehicles. For the collection of the dependent variable,
historical data from the FIPE table on the selling prices of the selected vehicles were
used. Google Colab, a cloud-based platform that allows the execution of Python lan-
guage codes, was employed for data analysis. Prediction algorithms such as K-Nearest
Neighbor, Random Forest, Support Vector Machines, Gradient Boosting Machine, and
Linear Regression were incorporated. The codes were pre-modeled and subsequently
modified to address the specific problem of this study. The selection of machine learning
techniques was based on their prominence in the literature, as indicated in the review
conducted by [10]. To evaluate the constructed models, various error-based metrics were
used, includingMeanAbsolute Error (MAE),MeanAbsolute Percentage Error (MAPE),
Mean Squared Error (MSE), and RootMean Squared Error (RMSE). Thesemetrics were
chosen due to their widespread use in the literature for regression cases, as noted by [10].
This study was conducted in accordance with ethical guidelines. The company provided
access to the data, and all procedures followed established ethical standards, includ-
ing approval by the ethics committee and ensuring participant anonymity. The obtained
results were presented to the company’s managers to assess their alignment with actual
pricing practices for different types of projects and clients. The detailed description
of the methodological procedures provides a solid foundation for understanding and
replicating this study. The carefully planned steps ensured the validity and reliability of
the obtained results, offering an innovative contribution in the context of vehicle sales
management using Machine Learning concepts.

3 Theoretical Background

3.1 Production Planning and Control (PPC) in Sales Management

Production Planning and Control (PPC) is an essential component of SalesManagement,
as it establishes a framework for efficiently managing the production and distribution
of vehicles in response to market demand. By implementing effective PPC strategies,
the vehicle dealership company can optimize its production schedules, ensuring that the
right mix of vehicle models is readily available to meet customer preferences. Addition-
ally, PPC aids in balancing inventory levels, minimizing excess stock while avoiding
shortages, which can lead to lost sales opportunities. [11] emphasize that an integrated
PPC approach contributes to better supply chain visibility, enabling the company to
synchronize its production plans with sales forecasts and thereby enhance overall oper-
ational efficiency. Through the integration of sales data into PPC, the company can
more accurately predict fluctuations in demand, anticipate seasonal trends, and proac-
tively address potential imbalances in vehicle inventory. Furthermore, the adoption of
advanced optimization techniques in PPC can substantially benefit sales performance.
Researchers such [12] highlight the advantages of applying mathematical optimization
models, which can determine the optimal production plan that minimizes costs while
meeting sales targets. These models consider various constraints, such as production
capacities, storage limitations, and customer demand, to devise an efficient production
schedule that maximizes revenue and profit margins. By leveraging such techniques, the
vehicle dealership company can streamline its production processes, reduce lead times,
and offer more competitive pricing to customers. Moreover, implementing responsive
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PPC systems can lead to increased customer satisfaction, as it ensures the availabil-
ity of preferred vehicle models when and where customers need them, enhancing the
company’s reputation and market competitiveness.

3.2 Integration of Sales and Operations Planning (S&OP)

Incorporating Sales and Operations Planning (S&OP) practices into the vehicle dealer-
ship company’s operations fosters seamless coordination between sales, marketing, and
production teams, aligning their efforts to achieve commonbusiness goals.Asoutlinedby
[13], successful S&OP implementation relies on effective cross-functional communica-
tion, fostering a collaborative environment that allows all stakeholders to share insights
and make informed decisions. By holding regular S&OP meetings, the company can
ensure that sales forecasts, marketing strategies, and production plans are consistently
aligned with the dynamic market conditions and customer demands. This alignment
reduces the risk of potential bottlenecks and uncertainties, enhancing the company’s
ability to swiftly adapt to changing market trends and outperform competitors.

Moreover, S&OP empowers the vehicle dealership company to proactively respond
to potential supply chain disruptions andfluctuations in vehicle demand.Researchers like
[14] emphasize that proactive risk management, integrated within S&OP, helps identify
potential challenges and devise contingency plans to mitigate their impact. By consid-
ering potential disruptions, such as supply shortages or delays, in the decision-making
process, the company can enhance its resilience andmaintain a steady supply of vehicles
to meet customer needs consistently. Through S&OP’s integration, the vehicle dealer-
ship company can optimize its sales forecasting accuracy, leading to improved inventory
planning and enhanced customer service levels. This integration of Sales and Opera-
tions Planning strengthens the company’s ability to navigate complexmarket conditions,
contributing to sustainable growth and profitability [15, 16].

3.3 Machine Learning and its Techniques in Service-Based Scenarios

Machine Learning (ML) has emerged as a powerful tool in various industries, includ-
ing service-oriented businesses. ML techniques enable data-driven decision-making,
predictive analysis, and process optimization, contributing to improved service quality,
customer satisfaction, and operational efficiency. In the context of the vehicle dealership
company, ML offers valuable insights for sales management, demand forecasting, and
pricing optimization. Here, we explore five ML techniques: K-Nearest Neighbor, Ran-
dom Forest, Support Vector Machines, Gradient Boosting Machine, and Linear Regres-
sion, along with examples of authors who have successfully applied these methods in
service-related scenarios [17]. K-Nearest Neighbor is a simple yet effective ML algo-
rithm used for classification and regression tasks. In service applications, KNN has
proven useful for customer segmentation and personalized service delivery. In the vehicle
dealership context, KNN could be leveraged to group customers with similar preferences
or buying behaviors, helping the company to develop targeted marketing strategies and
optimize sales efforts [18]. Random Forest is an ensemble learning method that com-
bines multiple decision trees to improve prediction accuracy and reduce overfitting. This
technique has demonstrated its value in customer churn prediction and recommendation
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systems in service industries. In the vehicle dealership setting, Random Forest can be
applied to forecast customer preferences and anticipate potential shifts in demand, guid-
ing the company in optimizing inventory management and pricing decisions [19]. Sup-
port Vector Machines are powerful classifiers widely used in various service domains,
such as sentiment analysis and customer sentiment prediction. In the vehicle dealer-
ship domain, SVM can be employed for sentiment analysis of customer feedback and
reviews, enabling the company to gauge customer satisfaction and identify areas for
improvement in their sales and after-sales services [20]. Gradient Boosting Machine is
an ensemble technique that sequentially builds weak learners into a strong predictive
model. GBM has been successfully applied in various service sectors for demand fore-
casting and resource optimization. In the vehicle dealership industry, GBM could be
employed to forecast demand for different vehicle models and optimize inventory lev-
els, contributing tomore accurate production planning and effective sales strategies [21].
Linear Regression is a fundamental ML technique used for predicting numerical values
based on linear relationships between variables. In service-oriented applications, Linear
Regression is often employed for price optimization and demand forecasting. For the
vehicle dealership company, Linear Regression can be applied to predict vehicle prices
based on historical data, facilitating more precise pricing decisions and ensuring com-
petitiveness in the market [22–25]. These ML techniques, together with data from the
vehicle dealership company, hold significant potential for enhancing sales management,
demand forecasting, and pricing strategies. By drawing insights from these examples,
the company can leverage Machine Learning to gain a competitive advantage, improve
customer satisfaction, and optimize its overall sales performance.

4 Demand Forecasting and Decision-Making Analysis

4.1 Process Mapping

The present study was conducted at a vehicle dealership company, referred to as Com-
pany M for anonymity purposes. Company M has been operational since 2018, employ-
ing a team of 5 direct employees and averaging approximately 20 monthly vehicle sales.
Committed to delivering an exceptional customer experience, the company offers com-
prehensive information and support from the beginning of negotiations to post-sales
service. However, despite the owner’s expertise and the provided structure, continuous
improvement is essential to remain competitive in the market and sustain growth by
adapting to customer needs. The project was initiated with the aim of aiding in the
development and management of Company M. Through insightful discussions with the
team, it was identified that the company faced challenges in maintaining optimal control
over its vehicle inventory. Additionally, there was a lack of documented or scientifi-
cally supported procedures to effectively manage the decision-making process regard-
ing the retention or release of vehicles in stock, as well as determining the ideal pricing
strategies. To address these challenges, the current company process was meticulously
mapped using Business Process Model and Notation (BPMN), a widely recognized tool
for visualizing and analyzing business processes. BPMN is of utmost importance in this
research as it provides a standardized and clear representation of Company M’s busi-
ness processes. By utilizing BPMN, the research team was able to map out the various
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steps involved in the sales and inventory management processes, enabling a compre-
hensive understanding of the workflow and identifying potential areas for improvement.
This visualization fosters effective communication among team members, highlighting
any bottlenecks, redundancies, or inefficiencies that may impact the company’s overall
performance. As a result, BPMN serves as a critical foundation for the subsequent anal-
ysis and application of Machine Learning techniques, enabling Company M to make
informed decisions based on a well-documented and optimized process flow.

Fig. 1. Company current process.

As observed in Fig. 1, the commercial team is responsible for making the first contact
with the customer to gather specific information about the vehicle, such as its history,
value, and optional features it possesses. Subsequently, the vehicle goes through a Check
List performed by the evaluation department to assess its actual conditions and determine
necessary adjustments. After the initial check, a mechanical inspection and expertise are
conducted to ascertain whether the vehicle has been previously involved in accidents or
has a history of being auctioned. Following this, the next step involves preparing the car
by addressing the previously identified checklist items.Afterwards, the vehicle iswashed
and sanitized to facilitate its commercialization. Once the preparation is completed, the
vehicle is taken to the yard for photographs, which will be used for advertising on
digital platforms. The dissemination of information is of paramount importance in this
process since it allows the product to reach potential customers. Upon reaching these
potential customers, the team receives messages and visits to the store, enabling direct
interactions between the customers and the sales team. If these negotiations result in
a sale, the process concludes. However, if the vehicle remains unsold after a period of
60 days, the commercial team explores potential reasons, with common factors being
the market price, Fipe table values, the vehicle’s current condition, missing information,
or issues related to customer service. After this analysis, the vehicle is returned for
preparation and re-announced on digital channels.

4.2 Data Collection and Comparative Analysis of Machine Learning Techniques

The collected data refers to five selected vehicle models that have been previously sold
by the company and have shown good turnover. These vehicles belong to different cate-
gories, have varying years of manufacture, colors, brands, and versions. The models are
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as follows: (i) Golf Highline 1.4 TSI 2015, (ii) Cruze 1.4 LTZ Sedan 2017, (iii) Palio 1.0
Economy Fire Flex 4p 2014, (iv) Argo HGT 1.8 Aut 2018, and (v) Evoque 2.0 Dynamic
2013. The independent variables were the month and year of each vehicle model, while
the dependent variable was the vehicle’s price, obtained from the Fipe table website
[26]. The analyzed interval spans from each model’s launch year to the current year.
It is worth noting that vehicles start being manufactured and sold one year earlier; for
example, a 2016model’s Fipe valuation begins in 2015. Below are the individual models
and the respective data collection intervals: Argo (July 2017–April 2023); Cruze (July
2016–April 2023); Evoque (January 2013–April 2023); Palio (May 2013–April 2023)
and Golf (September 2014–April 2023). To perform the model, forecasting methods
previously described were employed, namely GBM, SVM, RF, KNN, and LR. Thus,
90% of the data was used for model training, and the remaining 10% for testing. This
choice was motivated by the limited availability of training data. The hyperparameters
for the K-Nearest Neighbors (KNN) algorithm are: n_neighbors = 20, weights = ‘uni-
form’, algorithm = ‘auto’, p = 2, and metric = ‘minkowski’. For the Random Forest
algorithm, the main hyperparameters include criterion = squared_error’, max_depth =
None, min_samples_split= 2, min_samples_leaf= 1, and max_features=None. In the
case of Support Vector Regression (SVR), the key hyperparameters are kernel = ‘rbf’,
gamma = ‘scale’, C = 1.0, and epsilon = 0.1. Lastly, the Gradient Boosting Regressor
(GBR) utilizes loss = ‘squared_error’, learning_rate = 0.1, n_estimators = 100, and
max_depth= 3 as important hyperparameters. For Linear Regression (RL), the relevant
hyperparameters are fit_intercept = bool and copy_X = bool. These hyperparameters
play a critical role in configuring the respective models and can significantly influence
their performance on specific datasets and regression tasks. Table 1 allows us to analyze
the application of the 5 demand forecasting techniques (GB, KNN, SVM, RF, and LR)
measured by the 4 error metrics (MAE, MAPE, MSE, and RMSE) on the Argo model’s
database.

Table 1. Argo Results.

MAE MAPE MSE RMSE

Gradient Boosting 1443.46209 0.02232 3,5236E+12 1877.12585

KNN 2986.13125 0.04637 8,96799E+12 2994.66033

SVM 1828.50004 0.02834 3,62371E+12 1903.60530

Random Forest 1401.25000 0.02767 3.667120*06 1901.76556

Linear Regression 7226.94076 0.11223 5,24102E+13 7239.48658

In Table 1, it was observed that for the Argo model, the technique with the lowest
error (MAPE) was Random Forest with a value of 2.167%. The algorithm considered
up to 5 decimal places. Table 2 allows us to analyze the application of the 5 demand
forecasting techniques (GB, KNN, SVM, RF, and LR) measured by the 4 error metrics
(MAE, MAPE, MSE, and RMSE) on the Cruze model’s database.
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Table 2. Cruze Results.

MAE MAPE MSE RMSE

Gradient Boosting 2165.55708 0.02472 8,73687E+12 2955.81951

KNN 3335.48889 0.03727 1,16069E+13 3406.89194

SVM 2132.38887 0.02374 5,01421E+12 2239.24333

Random Forest 2673.44444 0.03034 1,00669E+13 3172.82935

Linear Regression 1672.79412 0.01896 3,82141E+12 1954.84283

In Table 2, it was observed that for the Cruze model, the technique with the lowest
error (MAPE) was Linear Regression with a value of 1.896%. Table 3 allows us to
analyze the application of the 5 demand forecasting techniques (GB, KNN, SVM, RF,
and LR) measured by the 4 error metrics (MAE, MAPE, MSE, and RMSE) on the
Evoque model’s database.

Table 3. Evoque Results.

MAE MAPE MSE RMSE

Gradient Boosting 1928.61199 0.01015 9,093E+12 3015.46008

KNN 21724.34615 0.11443 5,09503E+14 22572.16682

SVM 63690.38267 0.33596 4,05837E+15 63705.31143

Random Forest 1897.30769 0.00998 7,73123E+12 2780.50962

Linear Regression 11013.15086 0.05807 1,30777E+14 11435.79618

In Table 3, it was observed that for the Evoque model, the technique with the lowest
error (MAPE) was Random Forest with a value of 0.998%. Table 4 allows us to analyze
the application of the 5 demand forecasting techniques (GB, KNN, SVM, RF, and LR)
measured by the 4 error metrics (MAE, MAPE, MSE, and RMSE) on the Palio model’s
database.

Table 4. Palio Results.

MAE MAPE MSE RMSE

Gradient Boosting 303.47758 0.01256 1.47397E+05 338.73246

KNN 200.41538 0.00832 4.842467E+04 220.05606

SVM 206.19228 0.00856 5.235609E+04 228.81452

Random Forest 293.46154 0.01221 1,05979E+11 325.54463

Linear Regression 2056.64697 0.08526 4,32755E+12 2080.27676
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InTable 4, itwas observed that for the Paliomodel, the techniquewith the lowest error
(MAPE) was KNN with a value of 0.832%. Table 5 allows us to analyze the application
of the 5 demand forecasting techniques (GB, KNN, SVM, RF, and LR) measured by the
4 error metrics (MAE, MAPE, MSE, and RMSE) on the Golf model’s database.

Table 5. Golf Results.

MAE MAPE MSE RMSE

Gradient Boosting 2569.34740 0.03112 9,02588E+12 3004.30943

KNN 9533.80727 0.11350 9,54868E+13 9771.73677

SVM 8183.45442 0.09730 7,18444E+13 8476.10803

Random Forest 2477.81818 0.03002 8,43925E+12 2905.03938

Linear Regression 7372.17104 0.08755 5,97038E+13 7726.82049

In Table 5, it was observed that for the Golf model, the technique with the lowest
error (MAPE) was Random Forest with a value of 3.002%.

Machine Learning techniques were employed to develop tables for each analyzed
vehicle, aiming to find the best model with the lowest error using MAE, MAPE, MSE,
and RMSE metrics. Each vehicle exhibits unique characteristics, leading to variations
in error values when comparing them. As a result, some errors may be larger or smaller
depending on the analyzed tables.

4.3 Demand Forecasting-Driven Decision-Making Process and Validation

Making decisions on whether a vehicle can remain in the yard is of paramount impor-
tance for the organization’s development, as it ensures inventory renewal and facilitates
sales. To achieve this, Machine Learning was utilized to forecast the trend of the Fipe
table values for the 5 analyzed vehicle models, which can be increasing, decreasing, or
constant. As the value ranges were input until April, the forecast extends to the following
3 consecutive months (Table 6).

Table 6. Prediction.

May June July

Golf 84.475,00 83.645,00 84.097,00

Pálio 27.472,75 27.539,65 27.279,00

Evoque 124.950,00 124.950,00 124.950,00

Cruze 83.789,96 83.645,02 83.500,08

Argo 69.532,00 69.532,00 69.532,00
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Based on this forecast information, it is possible to makemore informed and decisive
decisions by observing increasing, decreasing, or constant trends. Consequently, the
following analysis can be conducted during a meeting with stakeholders for vehicles
exhibiting: (i) an increasing trend: the car’s value will be updated with the rise and can
remain in the yard until its sale is finalized. (ii) For decreasing trends: prices will be
reassessed and adjusted to the forecasted value to facilitate quicker sales, with updates
reflecting a reduction in accordance with the forecast. (iii) For constant trends: vehicle
prices will be maintained, and the cars will be kept in the yard. In Fig. 2, we present
a BPMN diagram outlining the new decision-making process for the company, which
now includes the demand forecasting procedure.

Fig. 2. Making-decision process.

The process begins by selecting the vehicle, model, and year. Next, historical values
are fetched from the Fipe table, covering the period from the vehicle’s launch year to the
closest previous month. These data undergo treatment, analysis, and are organized into
a labeled table. Subsequently, the data is uploaded to GitHub, a cloud-based repository,
to leverage forecasting techniques. Google Colab, a cloud-based tool utilizing Python,
is then employed to identify the optimal forecasting technique for the model, result-
ing in a future prediction spanning a predetermined three-month period, as defined by
stakeholders. This forecast enables the identification of potential trends. The team con-
venes to discuss the evaluated vehicle, considering unique characteristics not accounted
for in the Fipe table [26]. Using the trend information, vehicles experiencing upward
or constant trends are retained in the yard for sale. However, if a downward trend is
detected, prices are reduced to facilitate quicker sales or the vehicle is made available
to other companies. This newly integrated BPMN process streamlines decision-making
by incorporating data-driven demand forecasting, enabling the company to make more
informed and proactive choices, ultimately leading to improved business outcomes.

The present study proposal was presented to the company’s director and their team,
showcasing the developed points and how they could be applied to the business with the
aim of increasing revenue and improving vehicle pricing. This, in turn, would lead to
more informed decisions regarding the vehicles in the yard. However, the proposal was
presented as an auxiliary method for decision-making within the company.
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As feedback, stakeholders expressed satisfaction with the achieved results. Addi-
tionally, as suggestions for improvement, they proposed expanding the application of
this work beyond existing yard vehicles, utilizing the technique for vehicle pricing at
the time of purchase. The team also recommended incorporating more external crite-
ria into the model to ensure comprehensive decision-making. The validation session
allowed for fruitful discussions, and the positive feedback and insightful suggestions
from the stakeholders will contribute to further refining and optimizing the proposed
methods. The company can now consider implementing these strategies to drive better
outcomes, bolstering revenue growth, and facilitating well-informed decisions both for
existing inventory and new vehicle acquisitions. By embracing these improvements, the
organization can fortify its position in the market and maintain a competitive edge.

5 Final Considerations

Throughout this work, a solution for predicting future automobile prices was devel-oped
using concepts of Machine Learning and PPC techniques. To achieve this goal, various
steps were undertaken, including a literature review, mapping of the current company
procedure, and the creation of a BPMN diagram to demonstrate the employed methodol-
ogy. This solution presents itself as an alternative to be in-corporated into the company’s
current decision-making procedures, not to be considered an exclusive approach but
rather a supportive tool. With the use of Machine Learning, it be-comes evident that
the company can achieve enhanced performance and maintain competitiveness in the
market. The use of the FIPE dataset for the 5 most frequently traded vehicles adds orig-
inality to this research, as there have been few studies exploring this specific dataset
for predicting future vehicle prices. The FIPE serves as a reliable and comprehensive
source of vehicle price information, and selecting the top 5 vehicles in terms of turnover
adds practical relevance to the obtained results. This approach paves the way for further
studies and research that can explore the full potential of this specific dataset in other
automotive market analysis applications.

The limitations of the work were related to the number of vehicles used in the
research. As for future work, the use of new predictor variables in the process is
suggested.

In conclusion, this work represents an important step towards integrating artificial
intelligence concepts and predictive analysis in the automotive market context. The use
of an innovative dataset based on the FIPE table and the development of a practical and
applicable solution for decision-making contribute not only to academia, providing valu-
able references and insights for future research, but also to external practices, allowing
companies in the automotive sector to benefit from the application of these techniques
and stand out in an increasingly competitive market.
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Abstract. Since digital opportunities will continue altering business models,
organizations need to formulate and execute digital strategies to sustain long-
term value. A digital strategy is governed by the organization’s board. A board
consists of executive and non-executive members, whereas in a two-tier system,
the non-executive members form a supervisory board that is decoupled from the
executive board. We present a framework illustrating how the actions of supervi-
sory boardmembersmight influence digital strategy.Wedeveloped this framework
based on a structured literature review with insights from corporate governance,
strategic management, and board-level IT governance. We found that supervisory
board members execute a variety of actions to take and shape strategic decisions
and shape the strategic content, context, and conduct within their organization.
We integrated our findings into sixteen potential actions that supervisory board
members can take to influence digital strategy formulation, execution, and con-
text. Further research should evaluate the framework and investigate the impact
of their actions on digital strategies.

Keywords: digital strategy · digital strategy governance · supervisory board
member · board-level IT governance · board member actions

1 Introduction

Organizations can formulate and execute a digital strategy to create and sustain organi-
zational distinctiveness with digital capabilities. In line with this strategy, organizations
explore digital opportunities and integrate these into their business. Since digital solu-
tions can add business value butmay also entail organizational risks [1], boards should be
involved in digital strategy. Boards that are actively involved in formulating strategy add
organizational value. Their involvement improves financial performance, competitive
power, and innovation [2]. This implies that active involvement in digital strategy gov-
ernance might also add organizational value. Unfortunately, there seems to be a lack of
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involvement of boards in digital strategy: “Boards of directors do not participate nearly
enough in major technology decisions, are surprisingly out of the technology loop on
technology issues and are therefore missing opportunities to optimize operational and
strategic technology investments” [3, p. 373].

Boards consist of executive and non-executive members. In a two-tier structure, the
non-executive board members form a supervisory board. As part of their governance,
these supervisory board members control and advise the executive board members, who
are responsible for effectively implementing strategic activities to compete with rivals
and create long-term value.

How supervisory board members influence digital strategy has not been researched.
However, there is related research in adjacent domains such as corporate governance,
strategic management, and board-level IT governance from which can be learned.

In the domain of corporate governance and strategic management, researchers inves-
tigated different levels of involvement in strategy by non-executive boardmembers [4, 5].
These board members influence strategy by taking strategic decisions, shaping strategic
decisions, and shaping content, context, and conduct by which strategy evolves [4–7].
We expect these levels of board involvement also to be applicable to the involvement of
the supervisory board members in digital strategy.

In the domain of board-level IT governance, researchers investigated structures, pro-
cesses, and relational mechanisms [8, 9] that aim to ensure that IT is used effectively
such that: “(1) IT is aligned with the enterprise, (2) IT allows the organization to exploit
opportunities, (3) IT resources are used responsibly, and (4) IT risks are managed appro-
priately” [10, p. 224]. Effective use of IT by good board-level IT governance ultimately
leads to better organizational performance [8, 10–12].

Different researchers of board-level IT governance investigated how these structures,
processes, and mechanisms are used at the board level to govern IT [10, 13–15]. Other
board-level IT governance researchers investigated the different roles that boards can
fulfill while governing IT [1, 8, 16]. Also, some researchers specifically list questions
that boards should ask about digital initiatives, projects, and organizational processes
[11, 17–19]. Despite previous researchers of board-level IT governance plea for more
research into how boards currently engage in board-level IT governance and actually
take their responsibilities [15, 17], we were unable to find scientific insights into how
independent non-executive supervisory board members, in a two-tier system, act to
influence digital strategy. Empirical research inside boardrooms is needed to understand
the complex processes and interactions concerning strategy [20] and the way boards
address emerging technological threats and opportunities in their governance [21].

There is a void in research in understanding how the actions of supervisory board
members influence digital strategy. In this paper, we develop a framework for digital
strategy governance that presents how the actions of supervisory board members might
influence the formulation and execution of a digital strategy as well as the context in
which supervisory board members act. We focus on a two-tier governance system. We
introduce our key concepts in Sect. 2. Next, we structurally review and integrate literature
from adjacent domains in Sects. 3 and 4, which leads to our framework in Sect. 5. In
Sect. 6 we summarize our findings, discuss the limitations of our research and give
suggestions for further research.
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2 Literature Background

Since we aim to develop a framework for digital strategy governance that shows how
supervisory board members influence digital strategy, we will discuss two relevant key
concepts in this chapter: (1) digital strategy and (2) digital strategy governance by the
board.

2.1 Digital Strategy

Research shows that a digital ‘mature’ organization distinguishes itself from the rest by
explicitly having a digital strategy that builds on the potential of digital technologies
[22]. Traditionally researchers investigated the exploitation of IT in support of business
strategies, but recent research investigates the exploration of new valuable uses of IT
instead [23]. In this scenario, IT strategy is no longer a strategy in functional areas such
as operations, purchasing, supply chain, and marketing, but has become an integrated
part of a business strategy [24–28]. This means that in this digital era digital strategy
should no longer be positioned belowbusiness strategy but should be treated as a business
strategy itself.

A digital strategy uses digital resources to drive competitive advantage and create
differential value [25]. The integration of existing business capabilities with new digital
capabilities of powerful, readily accessible technologies can offer a company real dis-
tinctiveness which should not be easy to imitate by competitors [29]. Based on Ross et al.
[29] and Bharadwaj et al. [25] in this research we define digital strategy as an organiza-
tional strategy formulated and executed by using the capabilities of powerful, accessible
technologies to create differential value in constantly changing market conditions.

An organization should formulate and execute its digital strategy to become digitally
mature. This strategy can entail (1) digitization, changing from analog to digital data, (2)
digitalization, supporting processeswith digital technology, or (3) digital transformation.
With digital transformation organizations alter their value creation processes and change
their business model. During this change, they need to manage necessary structural
changes and organizational barriers which could affect the required transformation in a
positive or negative way [30].

A digital strategy can create strategic business value for organizations through (1)
improvement of decision-making processes, (2) use of resources in a more efficient way,
(3) serving customers in a more effective manner, (4) successfully becoming part of a
digital ecosystem or (5) innovating their business model. As such, a digital strategy is a
relevant response to market disruptions and necessary to generate long-term value.

A digital strategy consists of different phases and activities.We divide digital strategy
into two iterative phases, in line with Peppard & Ward [28] and Azlan Annuar [7]. We
call these two phases digital strategy formulation and digital strategy execution. During
digital strategy formulation it is necessary to (1) get insight and understand digital
opportunities, threats, and their impact, (2) envision business model change alternatives
driven by technological possibilities, (3) critically evaluate these alternatives and (4)
include relevant stakeholders when defining and communicating the vision [31]. During
digital strategy execution, it is relevant tomonitor progress but also to constantly sense the
environment and decidewhether adjustment of the digital course is necessary. Therefore,
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a constant iterative process between formulation and execution occurs, which we call
digital strategizing.

2.2 Digital Strategy Governance by the Board

Boards can consist of one or two tiers. A two-tier board structure strictly separates
responsibilities between executive management and non-executive independent super-
visors. Executives run a company, set the strategic direction, and are primarily respon-
sible for its continuity, whereas the non-executive supervisory board needs to ensure
the organization’s long-term performance by controlling and advising the executives
[32–34]. As such, non-executive board members fulfill controlling and advisory roles
[20, 35–37] and can be involved in strategy at different levels: by taking and shaping
strategic decisions, shaping strategic content, and shaping strategic context and conduct
[4, 5, 7].

Boards control managerial IT-related decisions and actions and offer IT-related
advice and direction [16] that might influence digital strategy. Board members should
“encourage, push for change and progress, see the big picture, and review and question”
[38, p. 45] the digital strategy set by executive management. Additionally, board mem-
bers are supposed to sense the environment and shape the context to execute the digital
strategy successfully.

The involvement of boards in strategy varies: All boards take controlling strategic
decisions “where influence is exerted inside the boardroom and the board takes decisions
to either accept, reject or refer proposals“ [5, p. 65]. About half of all boards also
shape strategic decisions by giving advice. Only fifteen percent of the boards are deeply
involved and shape strategic context, conduct, and content [5], such as IT governance
structures and processes and the specific content of the digital strategy. “Some boards
may also get too much involved with strategy development and heavily constrain and/or
discount executives’ strategic discretion” [32, p. 57].

Although supervisory boardmembers do not set the strategy directly, they can signif-
icantly impact it [39]. Given the relevance of digital strategy and the impact supervisory
board members might have on it, we investigated how board members of the supervisory
board might influence the digital strategy with their actions. Our research starts with a
literature review in Sects. 3 and 4 leading to our framework in Sect. 5.

3 Research Method: Systematic Literature Review

We reviewed the existing scientific literature to answer the following research question:
Which specific actionsmight supervisory boardmembers take that could influence digital
strategy?

During our literature review, we searched the Scopus database several times. We
specifically searched for English-written, peer-reviewed journal papers and conference
proceedings with specific terms related to our research question in their title, abstract,
or keywords. Our search took place in April 2023.

At first, we searched for papers containing Supervisory Board AND Influence AND
Digital Strategy, or similar terms as shown in the search string details in Table 1.
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Table 1. Search string of supervisory board influence on digital strategy

Search string Search string details

Supervisory Board (non-executive* OR “supervisory board”)

AND AND

Influence (strategize OR act* OR influenc* OR govern* OR role OR contribut* OR
involv* OR monitor* OR supervis* OR advis*)

AND AND

Digital Strategy (digital* strateg* OR “digital* business strateg*” OR “digital*
transformation” OR “information technology strateg*” OR “information
system* strateg*” OR “IT strateg*” OR “IS strateg*”)

This first search string did not give any results, which confirms a gap in the scientific
literature about how supervisory board members influence digital strategy. Therefore,
we structurally broadened our search in three different ways, as illustrated in Fig. 1.

Fig. 1. A structured literature search in Scopus

First, we expanded our search to the research area of ‘corporate digital governance’.
Sincewe define digital strategy as part of the corporate strategy, supervision of this digital
strategy could be part of corporate governance. We used a combination of three search
strings and searched for: ((Corporate Governance ANDDigital Strategy) OR (Corporate
Governance AND Information Technology) OR (Corporate Digital Governance)). The
details of these search strings are shown in Table 2. This search resulted in 329 papers
as shown in Fig. 1.
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Table 2. Search strings of corporate digital governance

Search string 1 Search string details

Corporate Governance (“Corporate Govern*” OR “Corporate strategy governan*”)

AND AND

Digital Strategy (digital* strateg* OR “digital* business strateg*” OR “digital*
transformation” OR “information technology strateg*” OR
“information system* strateg*” OR “IT strateg*” OR “IS
strateg*”)

Search string 2 Search string details

Corporate Governance (“Corporate Govern*” OR “Corporate strategy governan*”)

AND AND

Information Technology “Information Technology”

Search string 3 Search string details

Corporate Digital Governance (“Corporate Digital* Govern*” OR “Digital* Corporate
Govern*” OR “Corporate Technology Governan*” OR
“Corporate Information Technology Govern*” OR “Corporate
IT Govern*” OR “Enterprise Business Technology Govern*”)

Secondly,webroadenedour search from the supervisory board level to the board level
because we suspect that prior research on one-tier boards might contain board member
actions that could also occur in a two-tier structure at the supervisory board level. As
shown in Table 3, we combined three strings: (Board AND Digital Strategy), (Board
AND IT Governance) and (Board AND Influence AND Information Technology). The
combination of these strings resulted in 208 papers (see Fig. 1).

Table 3. Search strings of board influence on digital strategy

Search string 1 Search string details

Board (Boardroom OR board-level OR “board level” OR board-member
OR “board member” OR “board of directors” OR “boards of
directors” OR “corporate board*” OR non-executive* OR
“supervisory board*”)

AND AND

Digital Strategy (digital* strateg* OR “digital* business strateg*” OR “digital*
transformation” OR “information technology strateg*” OR
“information system* strateg*” OR “IT strateg*” OR “IS strateg*”)

Search string 2 Search string details

Board (Boardroom OR board-level OR “board level” OR board-member
OR “board member” OR “board of directors” OR “boards of
directors” OR “corporate board*” OR non-executive* OR
“supervisory board*”)

(continued)
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Table 3. (continued)

AND AND

IT Governance “IT govern*”

Search string 3 Search string details

Board (boardroom OR board-level OR “board level” OR board-member
OR “board member” OR “board of directors” OR “boards of
directors” OR “corporate board*” OR non-executive* OR
“supervisory board*”)

AND AND

Influence (strategize OR act* OR influenc* OR govern* OR role OR
contribut* OR involv* OR monitor* OR supervis* OR advis*)

AND AND

Information Technology Information Technology

Thirdly, we searched the Scopus database for literature about the influence of super-
visory (and non-executive) board members on strategy in general. We believe that the
actions these board members take to influence corporate strategy could also be taken to
influence the digital strategy. In this third search, we included the elements Supervisory
Board AND Influence AND Strategy, see Table 4, resulting in 181 papers as shown in
Fig. 1.

Table 4. Search string of supervisory board member influence on strategy

Search string Search string details

Supervisory Board (non-executive* OR “supervisory board”)

AND AND

Influence (strategize OR act* OR influenc* OR govern* OR role OR contribut* OR
involv* OR monitor* OR supervis* OR advis*)

AND AND

Strategy strateg*

As shown in Fig. 1, our search results contained duplicates (D); 52 papers were found
in both our ‘corporate digital governance’ search as well as in our ‘board influence on
digital strategy’ search. In addition, one paper was found in both our ‘board influence
on digital strategy’ search as well as in our ‘supervisory board influence on strategy’
search. There were no duplicates in the ‘corporate digital governance’ and ‘supervisory
board influence on strategy’ searches. We eliminated these 53 duplicates, leading to a
total of 665 papers that could contain specific actions that supervisory board members
might take to influence digital strategy (see Fig. 1).
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The 665 papers we found were scanned by title. Based on their title, we excluded
the papers that we were sure of that would not provide insight into board-level actions
that might influence strategy. As shown in Fig. 1, we excluded 241 of the ‘corporate
digital governance’ papers, 89 of the ‘board-level’ papers, and 106 of the ‘strategy’
papers. Next, we scanned the abstracts of the remaining papers and excluded those that
did not contain potential influential actions, or were not focused on board-level or board
members. Since we were searching for actions that influence the digital strategy, we also
excluded papers where ‘digital’ seemed to be the cause or tool and not the outcome, for
example, (1) papers investigating the role of technology on governance or strategy and
(2) papers investigating the use of digital techniques during board level decision-making.
After this, we ended up with 11 papers about ‘corporate digital governance’, 25 papers
about ‘board influence on digital strategy’, and 24 papers about ‘the supervisory board’s
influence on strategy’. After we excluded the seven duplicate papers, 53 unique papers
remained, see Fig. 1.

We reviewed these 53 papers in detail to determine whether they could answer our
research question. We excluded papers about the implementation of governance frame-
works and structures as well as papers specifically about antecedents of IT governance,
IT investments, or strategic board involvement. Finally, we ended up with 26 relevant
papers. Of these 26 papers, all 5 results in our ‘corporate digital governance’ search were
duplicates of results from our ‘board influence on digital strategy’ search (see Fig. 1),
which means the literature search on ‘corporate digital strategy’ did not contribute to
our results. Therefore, in the rest of this paper, we will only refer to two categories: (1)
board influence on digital strategy, and (2) supervisory board influence on strategy. The
resulting 26 papers of our review are presented, split by research category, and sorted
by year of publication, in Tables 7 and 8 in the Appendix.

4 Data Analysis

We analyzed the selected papers to develop a framework that indicates how supervisory
boardmembers influence digital strategy: a framework for digital strategy governance. In
this chapter,wefirst present some research characteristics, such as publications over time,
research methods, and research theories. Thereafter, we answer our research question
and give insight into the different types of actions that supervisory board members could
take to influence digital strategy. At last, we also describe factors that might influence
these actions. Based on our data analysis, we present our framework in Sect. 5.

4.1 Previous Research Characteristics.

As shown in Tables 7 and 8 in the Appendix and in Fig. 2, scientific research into the
board’s influence on digital strategy as well as the supervisory1 board’s influence on
strategy started at the end of the ‘90s and still continues. Despite the increase in the
strategic relevance of IT, scientific research in the fields related to supervising digital
strategy does not appear to be expanding.

1 Most researchers of the papers we selected as part of our ‘supervisory board influence on
strategy’ search, investigated one-tier boards with a specific focus on the role of the non-
executive board members.
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Fig. 2. Year of publication of selected papers

In the rest of this section, we present the different research methods and scientific
theories that were applied in the papers we included in our review.

Research Methods
Scientific research into the board’s involvement in IT as well as the supervisory board’s
involvement in strategy is conducted using different researchmethods as shown in Fig. 3.
Researchers in these areas used literature reviews [1, 15, 40], case studies [19, 45], inter-
view techniques [4, 5, 7, 33, 34, 42–44] and surveys [8, 17, 18, 47–50]. One researcher
observed board meetings [46] and some researchers supplemented their surveys with
interviews [3, 18] or in-depth analysis [10] to conduct mixed-method research. One rel-
evant paper is mainly based on the practical experience of the authors [11]. One paper
did not mention a specific research method [41].

The research methods used to investigate this phenomenon, differ per research area
as presented in Fig. 3. In the research area of supervisory board influence on strategy only
qualitative and quantitative research is conducted. In the research area of board influence
on digital strategy, researchers also conducted literature reviews and mixed-method
research. The qualitative research method used also varies per research area.

Research Theories
We analyzed the scientific theories mentioned in our paper selection. Our analysis sup-
ports the findings of Madhani [51], who states that different scientific theories are
applicable at the board level. These different theories support the different roles and
responsibilities of board members.

Agency theory supports the controlling andmonitoring role of the board asmentioned
by most of the researchers [1, 4, 5, 15, 16, 34, 43, 44, 48, 50]. In addition to agency
theory, many researchers mention resource dependency theory [1, 4, 15, 16, 32, 33, 48,
50] or the resource-based perspective [10, 15, 16]. In line with the advisory role of the
board, researchers often mention stewardship theory [1, 15, 16, 44, 48]. In addition to
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Fig. 3. Research method of selected papers

the aforementioned theories, involvement of boards in strategy can also be supported by
stakeholder theory [15, 16] upper echelons theory [32, 40], strategic choice theory [8, 15,
16, 40], signaling theory [16], institutional theory [8, 40], a class hegemony perspective
[4, 32, 48], a legalistic perspective [32] and a contingency view [10, 15, 17].

We think that the diversity of theoretical views to explain the involvement of boards
aligns with the broad and overarching responsibility that board members bear. Follow-
ing the lead of other researchers [16, 32, 40, 51] we think that different theoretical
perspectives can coexist and offer complementary views to explain board phenomena.

4.2 Actions that Might Influence Digital Strategy

Based on our 26 papers, we identified and listed over 200 potential actions that supervi-
sory boards or their members can take to influence digital strategy. Since some papers are
written by the same authors and refer to identical research data, our list of actions con-
tained duplicates. Also, various papers label actions differently but in our interpretation
these actions are quite the same and can be merged into the same category.

We interpreted and classified our identified actions in a list of 16 categories thatmight
influence (1) the formulation of digital strategy, (2) both formulating and executing
digital strategy, (3) the execution of digital strategy or (4) the board-level context of
digital strategy, see Table 5. Supervisory board members might take any of these actions
to influence digital strategy as part of their controlling and advising role.
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Table 5. Supervisory board member actions that might influence digital strategy

Actions Influence on
digital
strategy
formulation

Influence
on digital
strategy
execution

Actions that
influence
board-level
context

Found in
references

Review and criticize plans X [7, 11, 16, 18, 33, 40–42, 44]

Approve plans and budget X [5, 7, 18, 19, 33, 42, 49]

Determine KPIs X [1, 10, 11, 16, 18, 43, 49, 50]

Ask questions X X [7, 11, 15, 17, 33, 41, 46, 47]

Direct executive attention X X [16, 18, 40]

Approve executive decisions X X [1, 4, 5, 7, 10, 11, 15 ]
[ 16, 18, 40, 42, 49, 50]

Monitor (and evaluate)
executive actions

X X [8, 11, 16, 40–44]

Executive coaching and
mentoring

X X [1, 4, 5, 11, 16, 33, 48]

Provide substantive advice X X [1, 7, 10, 11, 16, 18]
[ 41–43, 48–50]

Sense environment for
opportunities and threats

X X [7, 11, 16, 18, 40, 48]

Stakeholder management
(communication and
interaction)

X X [10, 16, 41–43]

Monitor (and evaluate)
execution of plans

X [1, 3, 5, 7, 10, 11, 15, 16]
[ 18, 34, 40–45, 48–50]

Use relational capital
(network)

X [1, 3, 11, 15, 16, 18, 41, 48]

Implement or change
governance structure or
processes

X [1, 3, 7, 8, 10, 11, 16]
[18, 40–42, 44, 45, 50]

Shape values and culture X [16, 18, 41, 42, 44]

Appoint and dismiss
executives, determine
compensation, and steer
executive development

X [11, 18, 42–44]

4.3 Factors that Influence Actions Board Members Take

Most of the papers we reviewed did not only mention actions but also mentioned fac-
tors that affect which actions a (supervisory) board member might take. These factors
were mentioned related to other outcomes than digital strategy, such as IT governance,
workings of the board, board involvement, board effectiveness, firm performance, and
non-executive director roles. Although these influential factors were not explicitly inves-
tigated in our research context, we expect these to also be applicable to the influence of
supervisory board members on digital strategy. We divided these influential factors into
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three different context levels: (1) organizational context, (2) board-level context, and (3)
board member characteristics, as presented in Table 6.

Table 6. Contextual elements that might affect how supervisory board members act

Factors that might influence
how board members act

Organizational
context

Booard-level
context

Booard
member
characteristics

Found in
references

Ownership structure, power
between internal and external
stakeholders

X [43, 44]

Company lifecycle or age X [4, 8, 15, 43]

Role of IT in organization (IT
usage mode)

X [8, 10, 11, 15, 17, 40]

Country, Legal environment,
IT intensity of industry

X [15, 18, 49]

Turbulence of the environment
(f.e. potential crisis)

X [18, 34]

Governance structures and
processes

X [3, 4, 15, 16, 18, 40, 43, 44]

Board size X [8, 15, 16, 50]

Insider or founder
representation on the board

X [8, 15, 16, 44]

Board independence X [50]

Cognitive diversity of
non-executive directors

X [16, 48]

Board IT competency X [8, 15, 16, 18, 40]

Board culture and teamwork X [4, 5, 44]

Governing style X [15, 18, 42]

Director age X [15, 40]

Human capital and relational
capital

X [16, 48]

Attitude and beliefs, perceived
self-efficacy and motivational
factors

X [15, 48]

IT background, education,
experience, (IT) expertise and
skills

X [1, 11, 16, 33, 40, 44, 48]

Skills, the ability to work as a
group, sensitivity to board
dynamics and personal power
and Influential style

X [5, 33, 42, 43]
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5 Towards a Framework for Digital Strategy Governance

Despite we found no scientific literature on the influence of supervisory board mem-
bers on digital strategy, we developed a framework for digital strategy governance. Our
framework presents actions we abstracted from research in corporate governance, strate-
gic management, and board-level IT governance, where we suppose these actions also
to apply to digital strategy. Our framework for digital strategy governance is presented
in Fig. 4. Central in our framework are the actions of supervisory board members, which
influence digital strategy.

A digital strategy consists of two iterative phases [7, 28]. We call these (1) digital
strategy formulation and (2) digital strategy execution. By evaluating the performance of
past strategies, and considering current strategic performance, the strategic plan might
be adjusted [50].

Supervisory board members might take different actions to influence (1) the for-
mulation of digital strategy, (2) both formulating and executing digital strategy, (3) the
execution of digital strategy, and (4) the board-level context within which actions take
place (see Table 5).

Fig. 4. A framework for digital strategy governance

To influence the formulation of a digital strategy, supervisory boardmembers control
executives by reviewing, criticizing, and approving strategic plans [7, 11, 16, 18, 33, 40–
42, 44] as well as determining KPIs [1, 10, 11, 16, 18, 43, 49, 50] to be able to control
the execution.

During digital strategy execution, determined KPIs can give insight into IT-related
risks, such as IT competence risk, infrastructure risk, project risk, business continuity
risk, and information risk [11, 16, 43, 45]. To monitor progress, special board meetings
might occur [7] where the CIO presents the progress to the full board so that IT-related
risks, assets, and projects can be discussed [40].
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Furthermore, to influence the digital strategy execution, supervisory board members
can interact with external as well as internal stakeholders or use their relational capital to
get access to relevant resources such as ITproviders [3, 16], capital [16] and expertise [11,
18]. They can also use their network to share problems [41] or to visit other organizations
and observe their technology approaches and digital strategies [11].

During both the formulation and execution of a digital strategy, supervisory board
members need to assure that decision-making in the board is driven by its strategy [41].
Therefore, they can ask questions [7, 11, 15, 17, 33, 41, 46, 47] and they need to approve
strategic decisions with fundamental operational or financial impact [1, 7, 15, 16, 18,
49]. Also, they need to approve major decisions about the use of resources, investments,
or divestments [42]. Next to the approval of decisions, supervisory board members need
to evaluate if the executives have applied the correct decision-making processes [44] and
“evaluate whether the executives have established the correct procedures to adequately
manage IT” [16, p. 6049].

Also, during the formulation and execution of a digital strategy, supervisory board
members can provide substantive advice [1, 7, 10, 11, 16, 18, 41–43, 48–50] and direct
executive attention [16, 18, 40] To be able to give substantive advice, supervisory board
members need to scan their environment [7, 16, 48] and identify threats andopportunities.
They can use IT riskmanagement insights fromother organizations [18] and need to keep
abreast of technological trends [11, 40]. Based on their knowledge and experience they
can also coach and advise executives during individual consultations [4, 8, 11, 16, 48] or
during strategy-making sessions [48, 49]. Furthermore, they might explicitly direct the
executive’s attention [16] to (1) IT issues and risks [10, 18], (2) IT innovation and trends
[18], or (3) to put IT on the agenda of the board meetings and strategy discussions [40,
41]. As such, the advice given by the supervisory board members can be risk-related
[10, 43], but can also be opportunity-driven [18].

At last, supervisory board members can change the board-level context. “They can
create an atmosphere of joint accountability and support regarding IT” [16, 18, p. 62] and
facilitate a culture that shares appropriate information and encourages risk awareness
[44]. Also, they might change the board-level IT governance structure by initializing
a specific IT risk committee [1], a strategic IT committee [3, 8, 10, 11, 40], assigning
IT responsibilities to existing committees or assign a board IT representative [11, 45].
The board-level context can also be changed because the supervisory board acts as
the employer of all board members. As such, they can even be involved in steering
the executive development plans [44]. This implies that supervisory board members
influence the expertise on board.

Our framework also indicates which contextual elements might affect supervisory
board members’ actions. Contextual elements occur at different levels. At the organiza-
tional level, elements such as ownership structure [43, 44], company age [4, 8, 15, 43],
the role of IT in the organization [8, 10, 11, 15, 17, 40], legislation and regulations [15,
49], and turbulence of the environment [18, 34], influence the actions of supervisory
board members. At the board level, the IT governance structures, processes, and rela-
tional mechanisms [3, 4, 15, 16, 18, 40, 43, 44], as well as board size [8, 15, 16, 50],
board IT competency [8, 15, 16, 18, 40], and governing style [15, 18, 42], impact the
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actions of supervisory board members. At the board member level, different character-
istics impact their actions such as beliefs, age, experience, expertise, and skills [1, 11,
16, 33, 40, 44, 48].

Based on our framework we expect that supervisory boardmembers influence digital
strategy formulation, execution, and context with more than just asking questions. Their
different actions are not only driven by their personal characteristics but are also affected
by the organizational and board-level context.

6 Conclusions and Further Research

In this paper, we presented a framework based on different research streams, giving
insight into the actions supervisory board members can take to influence digital strategy.
As far as we know, we were the first to scientifically review, analyze and integrate
literature to develop a framework for digital strategy governance. Supervisory board
members can use this framework to become more aware of different alternative actions
and the influence of their actions on digital strategy.

Our findings indicate that supervisory board members can ask questions but can also
take a variety of other actions to influence the digital strategy. With this repertoire of
actions, they can directly influence the formulation and execution of a digital strategy,
but they can also influence the board-level context, which in turn appears to affect
their own actions. Apart from the board-level context as an influential factor, we also
expect the organizational context and the board member characteristics to influence how
supervisory board members act.

As with any research, our research has some limitations. First, since we could not
find specific scientific literature to answer our research question, we interpreted and
integrated literature from adjacent domains. This literature is mostly based on research
in one-tier boards. Further empirical and practical research is needed to investigate how
supervisory board members in two-tier boards, influence digital strategy. Additionally,
since different theoretical perspectives can coexist to explain board phenomena, more
research is necessary to investigate how these theories support our framework.

Another limitation concerns our influential factors because we only aggregated con-
textual factors from papers that contained potential actions of supervisory board mem-
bers. Papers that did not contain actionswere excluded, even though some of these papers
specifically investigated antecedents of board-level IT governance or the involvement
of boards in strategy. Further research in practice to investigate how any of these factors
affect supervisory board members’ actions to influence digital strategy is recommended.

In conclusion, our emerging framework for digital strategy governance can be further
researched, refined, and evaluated by investigating how our described actions occur in
supervisory boards and how they vary in different contexts.
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Appendix

Table 7. In-dept reviewed papers of board influence on digital strategy

Authors Title Journal

Damodaran L. [19] Development of a user-centred IT
strategy: A case study

(1998) Behaviour and
Information Technology, 17 (3),
pp. 127–134

Nolan R., McFarlan F.W. [11] Information technology and the
board of directors

(2005) Harvard Business Review,
83 (10), pp. 96–106 + 157

Mähring M. [40] The role of the board of directors
in IT governance: A review and
agenda for research

(2006) Association for
Information Systems 12th
Americas Conference On
Information Systems, AMCIS

Parent M., Reich B.H. [45] Governing information
technology risk

(2009) California Management
Review, 51 (3), pp. 134–152 + 5

Andriole S.J. [3] Boards of directors and
technology governance: The
surprising state of the practice

(2009) Communications of the
Association for Information
Systems, 24 (1), pp. 373–394

Bart C., Turel O. [47] The role of the board in IT
governance: Current and desired
oversight practices

(2009) International Journal of
Business Governance and Ethics,
4 (4), pp. 316–329

Bart C., Turel O. [17] IT and the board of directors: An
empirical investigation into the
“Governance questions” Canadian
board members ask about IT

(2010) Journal of Information
Systems, 24 (2), pp. 147–172

O’Shannassy T. [33] Board and CEO practice in
modern strategy-making: How is
strategy developed, who is the
boss and in what circumstances?

(2010) Journal of Management
and Organization, 16 (2),
pp. 280–298

Jewer J., McKay K.N. [8] Antecedents and consequences of
board IT governance: Institutional
and strategic choice perspectives

(2012) Journal of the Association
for Information Systems, 13 (7),
pp. 581–617

Turel O., Bart C. [10] Board-level IT governance and
organizational performance

(2014) European Journal of
Information Systems, 23 (2),
pp. 223–239

Caluwe L., De Haes S. [15] Board Level IT Governance: A
Scoping Review to Set the
Research Agenda

(2019) Information Systems
Management, 36 (3), pp. 262–283

Turel O., Liu P., Bart C. [18] Board-Level IT Governance (2019) IT Professional, 21 (2),
art. no. 8676129, pp. 58–65

Caluwe L., de Haes S., Wilkin C.,
Huygh T. [16]

How boards of directors can
contribute to governing IT

(2021) Proceedings of the Annual
Hawaii International Conference
on System Sciences,
2020-January, pp. 6047–6056

Matta M., Cavusoglu H.,
Benbasat I. [1]

Understanding the Board’s
Involvement in Information
Technology Governance

(2022) Information Systems
Management
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Table 8. In-dept reviewed papers of supervisory board influence on strategy

Authors Title Journal

McNulty T., Pettigrew A. [42] The Contribution, Power and
Influence of Part-time Board
Members

(1996) Corporate Governance: An
International Review, 4 (3),
pp. 160–179

McNulty T., Pettigrew A. [4] Strategists on the board (1999) Organization Studies, 20
(1), pp. 47–74

Long T., Dulewicz V., Gay K.
[43]

The role of the non-executive
director: Findings of an empirical
investigation into the differences
between listed and unlisted UK
boards

(2005) Corporate Governance: An
International Review, 13 (5),
pp. 667–679

Kemp S. [5] In the driver’s seat or rubber
stamp?: The role of the board in
providing strategic guidance in
Australian boardrooms

(2006) Management Decision, 44
(1), pp. 56–73

Long T. [44] The evolution of FTSE 250
boards of directors: Key factors
influencing board performance
and effectiveness

(2007) Journal of General
Management, 32 (3), pp. 45–60

Eulerich M., Stiglbauer M. [34] The supervision of strategy and
risk in German two-tier boards:
Lessons learned from the crisis

(2013) International Journal of
Management Practice, 6 (3),
pp. 220–234

Azlan Annuar H. [7] Independent non-executive
directors strategic role – some
evidence from Malaysia

(2014) Corporate Governance
(Bingley), 14 (3), pp. 339–351

Sheaff R., Endacott R., Jones R.,
Woodward V. [46]

Interaction between non-executive
and executive directors in English
National Health Service trust
boards: An observational study

(2015) BMC Health Services
Research, 15 (1), art. no. 470

Deffenbaugh J. [41] Houston, we’ve had a problem
here: Tackling board governance

(2015) British Journal of Health
Care Management, 21 (7),
pp. 304–309

Hom C.L., Samson D., Cebon
P.B., Cregan C. [48]

Inside the black box: an
investigation of non-executive
director activity through the lens
of dynamic capability

(2021) Asia Pacific Journal of
Management, 38 (3), pp. 857–895

De Haas R., Ferreira D.,
Kirchmaier T.[49]

The inner workings of the board:
Evidence from emerging markets

(2021) Emerging Markets Review,
48, art. no. 100777

Cindrić L. [50] Supervisory Board’s Contribution
to Corporate Strategy: Evidence
from Croatian Companies

(2021) Studies in Business and
Economics, 16 (1), pp. 42–50
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Abstract. Whilst there is a need for furthering the engagement of the universities
in imbibing the Open Government Data (OGD) curriculum in their graduate and
postgraduate courses, there has been no systematic research focused on the identi-
fication of the qualitative benchmarking regarding the curriculumofOGD-focused
academic programmes. Benchmarking the OGD curriculum with the adoption of
best practices among the universities is pertinent given the significant role of the
students and other faculty members in the value derivation and innovation pursuits
in their current and futuristic capacities. Drawing inferences from the QS World
University rankings, 2023, via the BEKA (benchmarking, evidencing, knowing,
applying) analysis, this paper identifies the best practices in qualitative terms for
furthering dialogue and discourse among the university stakeholders and others
in the OGD ecosystem. Specifically, a detailed course structure is provided for
OGD courses which may serve as benchmarks for further foundation-laying of
OGD curriculum in different varsities. As a first contribution towards identifica-
tion of the best practices in the OGD-focused curriculum designing, the study
contributes towards OGD literature, in general, and the benchmarking practices
in OGD-focused discourse, in specific.

Keywords: Open government data · OGD · curriculum · benchmarking ·
qualitative analysis

1 Introduction

Despite the cruciality of Open Government Data (OGD) initiatives in terms of their
applications in furthering value derivation and innovation [1] by the myriad stakehold-
ers [2] thereby contributing to the economic growth of the country [3], the infusion
and integration of OGD-based curriculum in the universities is yet to attain its credible
standard. This is surprising given the upsurge in OGD-hinged research and conferences
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and other forums for deliberation and discussion on OGD’s status and progress so far
[4–6]. OGD curriculum should taken into consideration the technical, operational and
application dimensions with the invocation of contemporary case studies and relevant
examples underlining the drivers, barriers and possibilities of OGD for the OGD sup-
pliers and OGD users/prosumers hailing from a cross-section of society including the
citizens, software app developers, professionals, and the like. The present study seeks
to present a benchmarking framework to identify the best practices in designing OGD
curriculum in universities by deploying the BEKA (benchmarking, evidencing, know-
ing, applying) evaluation framework [7–9]. BEKA evaluation framework rests on the
premise that curriculumdesigning should incorporate dimensions of currency, relevance,
strategic execution, scrutiny, feedback and control mechanisms. Specifically, the BEKA
evaluation framework shall be applied across the key parameters of OGD curriculum
sourced from the top-notch universities identified in the QSWorld University Rankings,
2023 [10]1.

The overarching research question for the study is: “What is the basic OGD cur-
riculum framework which may be followed as a benchmark for the other universities to
further the expanse of OGD in academic arena?” Furthermore, the study’s originality
rests on the fact that this is the first attempt at providing a benchmark for OGD-focused
curriculum in the universities. Thus, apart from contributing towards the extant OGD lit-
erature thereby providing leads for further exploration, the study has significant insights
for the academic practitioners as well as policy-makers too. The remainder of the paper is
sequenced as follows: Sect. 2 provides a brief about OGD, Sect. 3 provides the research
methodology and Sect. 4 elaborates upon the application of BEKA evaluation frame-
work for deducing benchmarks for designing OGD curriculum alongside the Discussion
of the findings while Sect. 5 concludes the study along with academic and practical
implications.

2 Related Research

OGD
OGD refers to the strucrural and functional datasets pertaining to the administrative
entites wherein these datasets are published on dedicated web portlas [11]. The objec-
tives of OGD initiatives are furthering transparency, citizen collaboration and trust [12].
As far as providing the necessary impetus to citizen collaboration and participation is
concerned, it is anticipated that stakeholders hailing from diverse societal segments,
including the citizens, professionals, software app developers and the like, would re-use
the datasets for value creation and innovation by interlinking them [13, 14]. OGD are
accessible in machine-readable formats and are license-free [15]. With the possibilities
of value derivation and innovation, it is liable that ecomic growth of the country would
result from such pursuits [3, 16].

OGD Adoption Among the Government Agencies
As such, extant research has underlined the drivers, barriers and possibilities for OGD

1 Universities filtered for the analysis are available at the github repository.
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re-use by the different stakeholders. For instance, organizational entities adoptOGDcon-
tingent upon the perceived benefits, organizational reasiness and contextual factors-case
in point being Taiwanese government entities [17]. Similarly, in the Malaysian context,
it was found that public sector entities considered organizational context (top manage-
ment support, organizational culture) and technological context (complexity, relative
advantage) as pertinent for being adopted [18]. In the context of Madrid, the adoption
of OGD was considered important from the perspective of the policy entrepreneurs who
championed the case of OGD Initiatives for frthering transparency and citizen partic-
ipation in the administrative system including the OGD policies [19]. Across the four
European countries of France, Italy, Spain and the United Kıngdom, it was shown that
factors such as the need for furthering innovation and transparency apart from providing
the necessary impetus to public-private collaboration are responsible for OGD adop-
tion by the governments [20]. Government agencies in Pakistan are liable to adopt OGD
given the judicious availability of technical and technological capacities [21]. For US, an
innovative and flexible organizational culture was considered pertinent for government
agencies to adopt OGD [22]. In the context of Australian government entities, it was
found that political and bureaucratic leadership, institutional pressure, digital technolo-
gies, perceived interoperability, organizational readiness and management commitment
are significant determinants of OGD adoption [23, 24]. It has been attested that incen-
tives should be provided to the OGD implementors and strategists in the government
bodies for furthering OGD adoption [25] given the tendency to resist adoption of OGD
given the increase in workload and general unwillingness, etc. [26]-case in point being
the Chinese government bodies. Fınally, in the case of Tanzania, it was clinched that
there are organizational, social, lega and technical barriers towards OGD initiative’s
institutionalization [27].

OGD Adoption Among the Users
Among the first significant studies on OGD adoption among the users may be counted
the work of Zuiderwijk and her colleagues [28] wherein it was attested that users’ (i.e.
the conference participants, citizens, researchers, citizens and civil servants) engage-
ment with OGD is furthered by the determinants like performance expectancy, effort
expectancy, social influence and voluntariness of use-the constituent constructs of the
Unified Theory of Acceptance and Use of Technology (UTAUT). Among the users
belonging to different backgrounds, performance expectancy, effort expectancy, social
influence and facilitating conditions were found to have direct impact on users’ sat-
isfaction with OGD usage [29]. In the UK, citizens’ adoption of OGD was found to
be a factor of relative advantage, compatibility and observability [30]. Likewise, OGD
adoption and usage among the university students was determined by a host of factors
including the anticipated role of OGD for academic performance and credibility of OGD
and its sources [31]. Among the German citizens, it was attested that ease of use, useful-
ness, intrinsic motivation and internet competence determined the propensity of OGD
adoption and usage [32]. Based on a heterogenous set of Taiwanese user innovators hail-
ing from diverse backgrounds like academics, administration, managers, information
technology specialists and managers, etc., it was attested that computer self-efficacy
and social influence were significant determinants of OGD adoption [33]. In another
study involving a heterogenous cohort of users based in India, it was found that apart



130 G. Papageorgiou et al.

from the significant influence of performance expectancy, effort expectancy, facilitat-
ing conditions and social influence, the purposes of using OGD among the males and
females differed with the former preferring OGD usage for professional purposes and
latter tapping OGD for non-professional and personal use as well [34]. In another devel-
oping country’s context, it was found that citizens’ requirement in terms of urgency,
skills and usage of social media determined OGD adoption [35]. An empirical study
contextualized in Brazil showed that apart from the influence of perceived ease of use,
usefulness, intrinsic motivation, political satisfaction, government trust and internet use,
demographic variables like education, income and region also determined the OGD
adoption propensities in direct and indirect ways [36]. Even in the case of Bangladesh,
it was found that OGD adoption among the citizens was a function of performance
expectancy, effort expectancy, social influence, system quality and information qual-
ity [37]. In Saudi Arabian context, it was inferred that the OGD adoption and usage
was pronounced among the researchers and scholars on account of the possibilities of
facilitating research [38]. Finally, it has been shown in a longitudinal study covering 90
countries across 2013-2016 that OGD publishing has been found to have direct impact
on furthering entrepreneurship [39].

Research Rationale
Given the impetus upon value derivation and innovation by the stakeholders, it is essential
to understand how OGD curriculum may be better integrated in the higher education
system for benefitting the academic community, and, the community, in turn. Keeping
this dimension into consideration, the present research seeks to present a benchmarking
framework regarding the OGD curriculum designing in the universities. Furthermore, a
basic OGD courseware is provided to serve as a benchmark for universities to adopt in
order to broadbase the expanse of OGD.

3 Research Methodology

BEKA analysis was used for the study. The first stage is benchmarking for which the
curriculum of the top-notch universities [10] having integrated OGD syllabus in their
certificate/undergraduate/postgraduate programmes were studied and compared. In the
second stage of evidencing, the aims of the OGD-focused curriculum across the uni-
versities were compared and contrasted alongside the conducting of interviews with the
researchers and course instructors of OGD to arrive at the key concentration areas of
OGD curriculum [40–42]. Since the present study sought to address a novel RQ for
which OGD literature is yet to identify the rubrics, semi-structured interviews were con-
ducted with academic professionals [43–45]. The third stage pertains to knowing and
applying which includes interviewing the key experts vis-a-vis the 3 key concentration
areas of OGD curriculum, viz., data analytics and programming languages; application
of OGD via value derivation and innovation for user groups; and, research-focused or
other domains. At the end of this analysis, the ’stated’ and ’unstated’ facets of OGD
curriculum were identified [7, 9] (Table 1).
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Table 1. Curriculum features derived from BEKA analysis

Stated facets of OGD curriculum Unstated facets of OGD curriculum

Data analytics and programming should be a
part of the curriculum

Such courses may be best positioned alongside
applicative dimensions such as OGD linkages
and interoperability, Big Data analytics, etc

Value derivation and innovation applications
ought to be integrated in the curriculum

Utility, facilitators, barriers and potential of
OGD needs to factor into account the
state-of-the-art technologies including the
Artificial Intelligence, Internet of Things,
Blockchain, etc. Wherein stakeholders across
myriad professional and non-professional
streams might derive value and innovate upon
their products/services, etc

Research/other usage Inter-disciplinarity is essential for driving
home the nuances of OGD re-use across a
range of socio-economic sectors

4 Findings and Discussion

Benchmarking implies that a criterion is set againstwhich the quality of an object or entity
is estimated and assessed [46]. For the present study, the benchmarking of OGD cur-
ricula was attempted with the OGD-hinged curriculum being followed in the top-notch
universities in the form of certificate/undergraduate/postgraduate programmes-this is in
line with the previous research protocols [47]. Therefore, a two-pronged approach was
adopted wherein evidentiary support lent by the OGD-hinged curriculum across the uni-
versities and the interviews of key stakeholders were scanned [48]. The curriculum was
studied across horizontal (i.e. inter-university) and vertical (i.e. certificate, undergraduate
versus postgraduate programmes) lines.

In the second stage of Evidencing, the universities’ OGD curriculum was assessed
based on the three-fold criteria: data analytics and programming, value derivation and
innovation, and, research/other. For this, the OGD curriculum being offered by the uni-
versity programme/course was studied in terms of its aims, syllabus, credits offered,
fee structure, duration of the course, delivery mechanisms, assessment methods and the
resources provisioned for the said course/programme. This step was important to ensure
that the comparison may be done against the established benchmarks. Also, the curricu-
lum ’stated’ and ’unstated’ aims and focus were studied across horizontal and vertical
dimensions. Furthermore, content description, relevance and currency of the programme
was studied alongside the objectives and aims and other metrics. A downside to the anal-
ysis relates to the fact that the figures for actual student enrollment or retention were not
available to the researchers at the point of writing.

In the third stage of Knowing, the attempt is made to include the knowledge and the
deeper comprehension of the relevant OGD professionals and experts regarding the cur-
riculum. Therefore, interviews were undertaken with the experts who are researchers
and/or teaching OGD-specific themes (Table 2). Such expert opinion is conducive
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towards identifying the lacunae and strengths of a curricula besides assessing the require-
ments and constraints associated with floating an ’ideal’ OGD curriculum to facilitate
teaching-learning process. Therefore, the experts’ viewswere synthesized by the authors
themselves to arrive at the inferences.

Table 2. Experts’ background

Expert’s academic background/country/research interests →
• Technology, Policy and Management, The Netherlands, Digital transformation, Business
intelligence, Data protection

• Business Analytics, Poland, Big Data, Computational and Linguistic Analytics, Smart
Sustainable Cities

• Business-Society Management, The Netherlands, Policy and governance, Planning and
decision-making in China, Transport infrastructures, Sustainable urban development

• Information and Communications Systems Engineering, Greece, Data mining, Computer
security and reliability, Artificial Intelligence

• Information and Communications Systems Engineering, Greece, Cybersecurity, Data
privacy, Digital forensics, Gamification strategies, Open and linked data ecosystems

The model curriculum is designed as per Table 3.

Table 3. Model OGD Curriculum

Open Government Data (OGD) Curriculum
Programme & Course Structure
Vision: As the dawn of globalized higher education policies unravel their shimmer across the higher education landscape, it
behooves upon the stakeholders to conceive a roadmap for refurbishing the ecosystem from the perspective of the undergraduate
and postgraduate degree courses. In this vein, the state-of-the-art technological interfacesa upon the socio-economic fabric are
seemingly perceptible wherein the administrative datasets published via the dedicated web portals, so-called the Open Government
Data (OGD), are making giant strides not only in terms of refurbishing the image of the government in terms of increased
transparency but also in terms of unfolding the possibilities of value derivation and innovation by a range of stakeholders,
including the citizens, professionals, businesses, and the like. Thus, the globally-acclaimed (Name of the University) is poised to
launch a full-fledged Open Government Data (OGD) Course wherein the infusion of specialized programming, advanced
analytics, Artificial Intelligence (AI) and Machine Learning (ML) in the multi-pronged heterogeneous OGD shall culminate in an
integrated degree programme
Purpose: As a step forward towards (University vision), the purport of the Open Government Data (OGD) integrated programme
is to churn out technologically-grounded youth with a social visage such that their vaulting spree in their preferred career gets the
best niche and recognition
Structure: The 5-year integrated Open Government Data (OGD) programme is a platform for furthering the already-established
(University’s) transformational learning teaching-learning process. The five-year integrated programme runs across 10 semesters
interspersed with internships, hackathons and attache opporunities. The flagship programme shall progress from preliminaries
(Pre) edifice (First and Second Semester) prior to scaling (Sc) itself from Third until Sixth Semester and attaining its avowed tour
de force (TdF) state from Seventh until Tenth Semester

Open Government Data (OGD) First Semester

OGD Pre-I (7C) Foundations of Statistics-I Fundamentals of
Computing & Data
Science

R programmingb GitHub notebookc

Introduction to Open
Government Data (OGD)

Core Course-1
(Facilitating and
Dampening forces for
OGD initiatives)

Core Course-2 (OGD
Ecosystem)

Microsoft Office-Wordd

& Microsoft Power Pointe

(continued)
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Table 3. (continued)

Open Government Data (OGD) Second Semester

OGD Pre-II (7C) Foundations of
Statistics-II

R programmingf GitHub notebookg Microsoft Office-Excelh

Core Course-3 (Case
studies of OGD Initiatives
by governments-I)

Core Course-4
(Re-using OGD by
stakeholders-I)

Core Course-5 (OGD
Quality Metrics and
Benchmarking-I)

Core Course-6
(Institutional dimensions
of OGD-I)

Open Government Data (OGD) Third Semester

OGDSc-I (7C) Foundations of
Statistics-III

Python languagei Apache Hadoopj D3.jsk

Core Course-7 (Case
studies of OGD Initiatives
by governments-II)

Core Course-8
(Re-using OGD by
stakeholders-II)

Core Course-9 (OGD
Quality Metrics and
Benchmarking-II)

Elective-½
(Institutional dimensions
of OGD-II)

Open Government Data (OGD) Fourth Semester

OGD Sc-II (7C) Foundations of
Statistics-IV

Python languagel Apache Hadoopm D3.jsn

Core Course-10 (Case
studies of OGD Initiatives
by governments-III)

Core Course-11
(Re-using OGD by
stakeholders-II)

Elective ¾ (OGD
Quality Metrics and
Benchmarking-III)

Elective-5
/
6

(Institutional dimensions
of OGD-III)

Summer Internship (preferably with a government organization with value derivation/innovation
applications

Open Government Data (OGD) Fifth Semester

OGD Sc-III (9C) Statistics for society-I PyTorcho Apache MXNetp Apache CouchDBq

Core Course-12 (Case
studies of OGD Initiatives
by governments-IV)

Core Course-13
(Re-using OGD by
stakeholders-
IV)

Elective 7
/
8 (OGD

Quality Metrics and
Benchmarking-IV)

Elective 9/10
(Institutional dimensions
of OGD-IV)

Open Government Data (OGD) Sixth Semester

OGD Sc-IV (7C) Statistics for so ciety-II PyTorchr Apache MXNets Apache CouchDBt

Core Course-14 (Case
studies of OGD Initiatives
by governments-V)

Core Course-15
(Re-using OGD by
stakeholders-V)

Elective 10/11 (OGD
Quality Metrics and
Benchmarking-V)

Elective 12/13
(Institutional dimensions
of OGD-V)

Open Government Data (OGD) Seventh Semester

OGD TdF-I (7C) Cloud computing-I IBM Cognosu RawGraphsv SPSSw

Core Course-16 (OGD &
Law-I)

Elective Course-14/15
(OGD & Artificial
Intelligence (AI))

Hackathon-I

Open Government Data (OGD) Eighth Semester

OGD TdF-II (7C) Cloud computing-II IBM Cognosx RawGraphsy SPSSz

Core Course-17 (OGD &
Law-II)

Elective Course-16/17
(OGD Prosumers-II)

Hackathon-II

Open Government Data (OGD) Ninth Semester

OGD TdF-III (7C) IBM Cloud Paksaa Watson Studioab Attache-I programme (Innovative solutions’
application in an organization under the aegis of an
official/personnel)

Core Course-18 (OGD
Psychology and
Marketing-I)

Elective Course-18/19
(OGD Prosumers-III)

Attache-II programme (Innovative solutions’
application in an organization under the aegis of an
official/personnel)

Open Government Data (OGD) Tenth Semester

OGD TdF-IV (7C) IBM Cloud Paksac Watson Studioad Reflection & The Grand Finale (Channelizing
national and international dialogue, discussion and
analysis of the learning so far and projecting its
applications for Society 6.0 & Industry 5.0)

(continued)
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Table 3. (continued)

Core Course-19 (OGD
Psychology
and Marketing-II)

Elective Course-20/21
(OGD Prosumers-
IV)

Snapshot of the 5-year
Open Government Data
(OGD) (C: Credits)
Pre-requisites: A
penchant for learning is all
that is required so that
whilst you’re standing on
the shoulders of giants,
your job market pitch is
well above the threshold
decibels! Easy, huh! So,
plunge in

a BM (2022). What is data science? Available at https://www.ibm.com/topics/data-science
accessed on 2nd February, 2023
b R programming (2023). R 4.2.2. https://www.r-project.org/.
c GutHub (2023). GitHub. https://github.com/.
d MS Word (2023). https://www.microsoft.com/en-ww/microsoft-365/word?activetab=tabs%3af
aqheaderregion3.
e MS Power Point (2023). MS Power Point. https://www.microsoft.com/en-in/microsoft-365/pow
erpoint.
f R programming (2023). R 4.2.2. https://www.r-project.org/.
g GutHub (2023). GitHub. https://github.com/.
h MS Excel (2023). MS Excel. https://www.microsoft.com/en-ww/microsoft-365/excel.
i Python (2023). Python 3.11.1. https://www.python.org/.
j Apache Hadoop (2023). Apache Hadoop 3.3.4. https://hadoop.apache.org/.
k D3.js (2023).d3-7.8.2.tgz. https://d3js.org/.
l Python (2023). Python 3.11.1. https://www.python.org/.
m Apache Hadoop (2023). Apache Hadoop 3.3.4. https://hadoop.apache.org/.
n D3.js (2023).d3–7.8.2.tgz. https://d3js.org/.
o PyTorch (2023). PyTorch 1.13.1. https://pytorch.org/.
p Apache MXNet (2023). Apache MXNet 1.9.1. https://mxnet.apache.org/versions/1.9.1/.
q Apache CouchDB (2023). Apache CouchDB 3.3.1. https://couchdb.apache.org/.
r PyTorch (2023). PyTorch 1.13.1. https://pytorch.org/.
s Apache MXNet (2023). Apache MXNet 1.9.1. https://mxnet.apache.org/versions/1.9.1/.
t Apache CouchDB (2023). Apache CouchDB 3.3.1. https://couchdb.apache.org/.
u Cognos Analytics (2023). Watson 11.2.2. https://www.ibm.com/in-en/products/cognos-ana
lytics.
v RawGraphs (2023). RawGraphs 2.0. https://www.rawgraphs.io/.
w SPSS (2023). IBM SPSS 29.0 software. https://www.ibm.com/products/spss-statistics-gra
dpack#3066862.
x Cognos Analytics (2023). Watson 11.2.2. https://www.ibm.com/in-en/products/cognos-ana
lytics.
y RawGraphs (2023). RawGraphs 2.0. https://www.rawgraphs.io/.
z SPSS (2023). IBM SPSS 29.0 software. https://www.ibm.com/products/spss-statistics-gra
dpack#3066862.
aa IBM Cloud Paks (2023). IBM Cloud Paks. https://www.ibm.com/cloud-paks.
ab IBM Watson Studio. https://www.ibm.com/cloud/watson-studio/autoai.
ac IBM Cloud Paks (2023). IBM Cloud Paks. https://www.ibm.com/cloud-paks.
ad IBM Watson Studio. https://www.ibm.com/cloud/watson-studio/autoai.

https://www.ibm.com/topics/data-science
https://www.r-project.org/
https://github.com/
https://www.microsoft.com/en-ww/microsoft-365/word?activetab=tabs%3afaqheaderregion3
https://www.microsoft.com/en-in/microsoft-365/powerpoint
https://www.r-project.org/
https://github.com/
https://www.microsoft.com/en-ww/microsoft-365/excel
https://www.python.org/
https://hadoop.apache.org/
https://d3js.org/
https://www.python.org/
https://hadoop.apache.org/
https://d3js.org/
https://pytorch.org/
https://mxnet.apache.org/versions/1.9.1/
https://couchdb.apache.org/
https://pytorch.org/
https://mxnet.apache.org/versions/1.9.1/
https://couchdb.apache.org/
https://www.ibm.com/in-en/products/cognos-analytics
https://www.rawgraphs.io/
https://www.ibm.com/products/spss-statistics-gradpack#3066862
https://www.ibm.com/in-en/products/cognos-analytics
https://www.rawgraphs.io/
https://www.ibm.com/products/spss-statistics-gradpack#3066862
https://www.ibm.com/cloud-paks
https://www.ibm.com/cloud/watson-studio/autoai
https://www.ibm.com/cloud-paks
https://www.ibm.com/cloud/watson-studio/autoai
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5 Conclusion

In order to arrive at a somewhat ‘ideal’ OGD curriculum against which the univer-
sities could benchmark their OGD curriculum, the present study sought to present a
BEKA analysis of the OGD curriculum across certificate/undergraduate/postgraduate
programmes across universities as per the QSWorld University Rankings, 2023. Whilst
the first three components of BEKAcould be done in this study backed by expert opinion,
the fourth stage of empirically validating the OGD curriculum shall be attempted in the
successive research. However, as a primer towards furthering a benchmarking analysis
in the realm of OGD curriculum, the study adds to the OGD literature as also pushing
forth a sense of urgency as far as refurbishing and institutionalizing state-of-the-art OGD
curriculum is concerned which caters to the needs of the different stakeholders.

The study leaves academic implications in that further research is warranted to
undertake the fourth stage of BEKA across developed and developing countries to draw
inferences regarding the benchmarked OGD curriculum as per the students’ needs and
expectations alongside the resources available in the different contexts and programme
formats. The study holds practitioner implications as well in terms of the policy-makers’
involvement in refurbishing theOGD initiatives per se for furthering value derivation and
innovation pursuits by the stakeholders which would sped up dialogue and deliberation
upon the restructuring and rejigging OGD curriclum formats in the universities.
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Abstract. The transformation toward the use of data analytics requires overcom-
ing many challenges. Nevertheless, the interconnections between the challenges
are unclear. Gaining knowledge about these interconnections is important to pri-
oritize strategies that aim to stimulate the transformation. This paper unravels the
relationship amongAudit Analytics (AA) implementation challenges to transform
the Internal Audit Function (IAF) using Matrice d’Impacts Croisés Multiplica-
tion Appliqués à un Classement (MICMAC) – Interpretative Structural Modelling
(ISM) (or MICMAC-ISM) to develop a hierarchical model and determine the
relationships among the challenges and the degree of power of each challenge.
We collect data from internal auditors experienced in using audit analytics. They
suggest that cultural challenges, along with technical challenges, are critical for
enabling transformation. Moreover, combinations of approaches are required to
address the complex interrelationships among challenges to initiate transforma-
tion. The analysis suggests that AA implementation requires a top-down approach
to address cultural challenges blended with a bottom-up strategy to overcome
technical challenges.

Keywords: Audit Analytics · Internal Audit Function ·MICMAC-ISM ·
Transformation

1 Introduction

Audit Analytics (AA) can potentially transform auditing, including Internal Audit Func-
tion (IAF). AA can be defined as “the process of identifying, gathering, validating, ana-
lyzing, and interpreting digital data using information technology to further the purpose
and mission of internal auditing” [1]. The use of AA by IAF is more than a mere change
of approach. AA reshapes all facets of the organization, including the required audi-
tor’s skill, the data collection and analysis, and how to deliver the results [2]. AA also
influences the relationships and interactions between IAF and its stakeholders, such as
data access and analytics process [3, 4]. The fundamental adjustments imply the need
to adapt the current practices, actors, structures, and values [5] for AA implementation,
which resembles a transformational effort by IAF.
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AA encompasses various types of techniques, from simple ones like computer-
assisted audit techniques (CAAT), to more sophisticated ones like continuous auditing
(CA), and advanced use of machine learning for fraud detection [6–9]. This approach
enables IAF to improve its services’ effectiveness and efficiency through real-time (or
near real-time) testing and reporting, expansion of services and testing coverage, and
providing insight and foresight for the organization to anticipate future risks and oppor-
tunities [9–12]. AA also allows for engagement to be performed remotely [13], which
provides a significant benefit in the post-pandemic era.

While the potential benefit of AA is widely recognized, the use of this practice is
surprisingly low [12, 14–16]. In this regard, IAF faces many challenges in implement-
ing AA, ranging from organizational (e.g., funding, (internal) audit process, auditor’s
skills) to technological (e.g., IT infrastructure, data) and even (organization’s) cultural
aspects [17–21]. However, although challenges of AA implementation are mentioned,
the extant literature lacks an understanding of their relationships and significance. Gain-
ing knowledge about these interconnections is important to prioritize strategies that
aim to stimulate the transformation. This understanding is needed to lay the ground
for developing a transformation framework that can overcome the challenges and assist
practitioners in addressing those challenges based on their interrelationships.

Therefore, this paper aims to fill the void in the extant literature by unraveling the
relationships among challenges for AA implementation by IAF. For this purpose, this
paper is structured as follows. The next section describes the research approach, followed
by an explanation of data collection and analysis using the MICMAC-ISM approach to
lay out the interrelation of challenges as this research’s finding. The subsequent section
discusses the resulting model’s interpretation along with the scientific and practical
implications. The final section concludes the paper and suggests fruitful endeavours for
future research.

2 Research Approach

2.1 Literature Research

This research refers to the previous literature review by Ramadhan et al. [1], which
covers the extant literature discusses various aspects of AA from different perspectives
and overview of challenges. The literature review obtained insight into the challenges
related to AA implementation in IAF. It searched the literature using the keywords “audit
analytics”, “continuous audit”, and “audit data analytics”, combined with “implementa-
tion”, “challenges”, “factors”, and “barriers”, which resulted in 15 search strings. This
approach aligns with the suggestion from vom Brocke et al. [22] to help ensure the
relevance of the search results. The review focused on articles discussing AA in IAF
settings. Nevertheless, some general and external audit literature relevant to IAF were
found and included. The resulting articles were filtered based on their format and rele-
vance, i.e., scientific publications (journal and conference paper and book section with
an explicit method) and primary study of AA in the internal audit field or general audit
with relevance to internal audit activity.
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2.2 Analysis of the Challenges

This research adopted the Matrice d’Impacts Croisés Multiplication Appliqués à un
Classement (MICMAC) – Interpretative Structural Modelling (ISM) (or MICMAC-
ISM for short) method. MICMAC-ISM has been successfully utilized in studies on the
barriers to innovation or technology implementation e.g., [23–26], which characterizes
AA implementation. MICMAC-ISM assists in analyzing the complex and multifaceted
system using a systematic approach to acquire practitioners’ views on the matter being
analyzed [23, 27] (see Fig. 1). This approach is arguably more robust and comprehen-
sive than other multi-criteria decision-making approach like analytic network process
(ANP) and analytical hierarchy process (AHP) [24, 26]. Further, practitioners’ opinions
incorporate their experience and the dynamics in the field over time, which improves
the reliability of the analysis result.

For this research, the respondents were practitioners from IAF in a government insti-
tution with experience using AA in their internal audit activities. The setting and respon-
dents were chosen since it has the revelatory characteristic of an emergent phenomenon
being studied.

Fig. 1. MICMAC-ISM Steps

The first step was to finalize the challenges based on the practitioners’ opinions. The
respondent(s) are auditors with more than five years of experience, which included:

a) Auditors from IAF using AA in their (internal) audit projects, and
b) Employees of IAF who are involved in the development of AA in their institution.
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This research asked respondents’ views on the identified factors, i.e., their signif-
icance and additional factor(s), if any, using a questionnaire listing the factors (and a
follow-up structured interview). The first step resulted in the final list of challenges.

The second step was to test the contextual relationship among the final list of chal-
lenges to develop the Structural Self-Interaction Matrix (SSIM). For this purpose, using
the focused group discussion (FGD), participants were asked to determine the relation-
ship between a pair of challenges. The SSIMwas determined based on consensus among
participants.

The SSIM transformed into a reachability matrix in the third step, i.e., a matrix show-
ing relationships among challenges using binary notation (1 and 0, with 1 influencing
another challenge and 0 influenced by another challenge). Transitivity analysis was per-
formed to develop the final reachability matrix (FRM). In the fourth step, the FRM was
partitioned iteratively to develop the hierarchy of challenges as the fifth step. Finally,
MICMAC analysis used the final reachability matrix (FRM) to identify each factor’s
driving power and dependency. The MICMAC analysis then determines the position of
each challenge as:

1) Autonomous, scored low in both driving power and dependence;
2) Independent, which has a high driving power;
3) Linkage, which is relatively high in both driving power and dependence; or
4) Dependent, scored high in dependence and low in driving power which informs that

other challenges mostly influence the (said) challenge.

3 Data Analysis and Findings

3.1 Challenges of AA Implementation by IAF

A broad set of challenges emerged from the literature review. Some were organizational,
whereas others were technical. Some challenges are related to the organization’s opera-
tion or within the scope of authority of the organization, such as ‘auditors’ competence’,
‘cultural readiness’, and ‘organization and business complexity’ [3, 18, 28, 29]. Other
challenges refer to factors that are forced by authoritative entities like ‘inadequate audit
standard/guidelines’ or ‘independence impairment’ [3, 4]. Moreover, as a technology-
based innovation, some AA challenges pertinent to technology, such as ‘data security
concerns’ or ‘infrastructure capabilities’ [30, 31]. Furthermore, some challenges reflect
the problem related to audit activities, such as ‘limited AA use-case’, ‘dynamics in audit
process’, or ‘counter analytics’ [3, 17, 32].

We follow up on the initial results with a group of practitioners. The respondents
provided their views on the list of challenges using questionnaires and follow-up inter-
views1. Eleven practitioners participated in finalizing the list of challenges through ques-
tionnaires and follow-up interviews. All of the respondents have more than six years of
experience in the internal audit, are involved in three or more AA projects, and hold
relevant professional credentials in the technology-related audit fields, like certified
Indonesian government auditor (JFA) or Certified Information System Auditor (CISA).

1 The data collected from the respondents (presented throughout this paper) were in Indonesian,
which was translated into English.
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The questionnaire and interview used a 5-points Lickert scale (from 1-very insignif-
icant, 3-neutral, to 5-very significant) and a narrative description to capture the respon-
dents’ opinions on the significance of each challenge. The significance of each challenge
is assessed based on the view of participants from different organization units, i.e., the
audit unit and research and development unit (or “Innovation Unit”, in Krieger et al.’s
[4] term). We considered the overall average score and the score from each business
units to obtain more-balanced views of the challenges’ significance to be included in the
next analysis.

Further,weobtained follow-up interviewswith someof the respondents to capture the
importance (or lack of it) of the challenges. The follow up interviews provided additional
insight. For instance, respondents #2 and #8 stated that some cultural characteristics like
“reluctant to change”, “expect instant result”, and “fear of missing out”, which are
common in technology-based innovation in an organization, can significantly hinder
AA implementation in IAF (see Table 1).

Table 1. List of Challenges (adapted from Ramadhan et al. [1])

# Challenge Description References Average
Score
(Audit)

Average
Score
(R&D)

Average
Score
(overall)

1 Inaccessible Data
(for AA purposes)

Unavailability of
digital data for the
auditor to collect,
evaluate, and
analyze in the
context of AA
(including
authorization,
approval, and
provision)

[18, 33] 4.43 5.00 4.64

2 Data Security
Concerns

Concern regarding
data
confidentiality1,
i.e., the need to
ensure data is
accessible only to
those with proper
authorization,
might affect data
exchange among
business/data
owners and
including IAF

[30] 3.43 4.25 3.73

(continued)
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Table 1. (continued)

# Challenge Description References Average
Score
(Audit)

Average
Score
(R&D)

Average
Score
(overall)

3 Missing Data Unavailability of
data in the digital
form required for
AA within an
organization’s data
ecosystem
(including database
or data warehouse)

[3, 18] 4.00 4.25 4.09

4 Lack of Cultural
Readiness

Limited
organizations’ and
IAF’s awareness of
the importance and
benefit of AA and
commitment to do
the necessary
process to
implement AA

[3, 19, 21, 31] 4.86 4.25 4.64

5 Different
Stakeholder’s
Interests

Problems due to
varieties of
perceptions,
preferences,
support, and
interests among the
related actors on
the use of AA by
IAF

[28, 34] 4.14 4.75 4.37

6 Auditor’s
AA-related Skills

The limitation of
the Internal
auditor’s ability to
perform the
necessary task
(e.g., obtain
business
understanding in
IT-based
environment,
scripting, statistical
knowledge) to use
AA

[20, 29] 4.14 4.25 4.18

(continued)
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Table 1. (continued)

# Challenge Description References Average
Score
(Audit)

Average
Score
(R&D)

Average
Score
(overall)

7 Dynamics in
Audit Process

Unclear interaction
mechanisms and
dynamics between
the auditor, client,
and other
stakeholders in
internal audit tasks
(or other related
activities),
including the use
of AA in internal
audit tasks

[17, 19, 35] 3.71 4.50 4.00

8 Organization and
Business
Complexity

Complex
organizational
structure and
business processes,
e.g. involving
multiple systems
and actors with
different rules and
regulations,
including IT
system complexity
and variations,
influence the effort
required to
implement AA

[18, 31] 3.71 3.75 3.73

9 Limited Use-Case
availability

Limited audit
analytics use cases
appropriate for an
assurance
engagement by
IAF. Audit
analytics use-case
includes the
engagement
objectives, analysis
techniques, and
data requirements
for internal audit
tasks

[4, 32, 36] 3.86 3.50 3.73

(continued)
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Table 1. (continued)

# Challenge Description References Average
Score
(Audit)

Average
Score
(R&D)

Average
Score
(overall)

10 Inadequate
(Internal) Audit
Standard/
Guideline

Lack of (Internal)
audit standard and
its derivation,
including
guidelines or
procedures; which
inform how
(internal) audit
perform/conduct
the use of AA in
internal audit tasks,
including the
impairment in
independence and
objectivity and
how to mitigate it

[3, 4, 19] 3.57 3.75 3.64

1In most references, data security often refers to confidentiality, integrity, and availability (known
as CIA triad). However, in this paper, security particularly refers to confidentiality.

3.2 Structural Self-Interaction (SSIM) and Reachability Matrix

The SSIM was developed based on the consensus among FGD participants. For this
purpose, we conducted FGD to an audit team experienced in using AA in internal audit
tasks, from simple CAAT to developing a web-based application for CA (with testing
automation). The team consists of one audit manager, one audit team leader, and three
audit teammembers (with one skilled as a programmer and two skilled as a data engineer
and database administrator). The FGD aims to map the relationship between a pair of
challenges to develop theSSIMforMICMAC-ISManalysis. Each relationship is denoted
as follows:

1) V, if the challenge on the left side of the table (L) affects the challenge on the top
side of the table (T);

2) A, if challenge L is affected by challenge T;
3) X, if both challenges (L and T) affect each other; and
4) O, if both challenges (L and T) do not affect each other.

The resulted SSIM transformed into a reachability matrix using binary notation, i.e.,
1 and 0. The reachability matrix was presented as follows:

1) ‘V’ results in 1 for challenge L and 0 for challenge T;
2) ‘A’ results in 0 for challenge L and 1 for challenge T;
3) ‘X’ results in 1 for both challenges L and T; and
4) ‘O’ results in 0 for both challenges L and T.



Transforming the Internal Audit Function (IAF) 147

Further elaboration used transitivity analysis to develop the final reachability matrix.
Transitivity analysis added notation 1 for a pair of unrelated challenges but related
through another challenge (see Table 2).

Table 2. Final Reachability Matrix

Challenge 10 9 8 7 6 5 4 3 2 1 Driving Power 
1  0 1 1* 1* 1 0 0 0 0 1 5 
2 0 1* 0 1 1* 1 0 0 1 1 6 
3 1 1 0 1 1* 0 0 1 0 1 6 
4 1 1 1 1* 1 1 1 1 1 1 10 
5 0 0 0 1 0 1 0 0 0 1* 3 
6 0 1 1 1 1 0 0 0 0 1 5 
7  0 1* 0 1 1* 0 0 0 0 1 4 
8  0 1* 1 1 1 0 0 0 0 1* 5 
9  0 1 0 1 1* 0 0 0 0 1 4 
10  1 1 1* 1 1 0 0 0 0 1 6 
Dependence 3 9 5 10 9 3 1 2 2 10 

*) adding transitivity

3.3 MICMAC (Cross-Impact Matrix-Multiplication Applied to Classification)
and ISM Analysis

MICMAC analysis uses the final reachability matrix (FRM) to identify each factor’s
driving power and dependency. Driving power reflects the measured factor’s influence
on other factors, which is calculated as the sum of the associate row in the FRM; whereas
dependence reflects other factors’ influence on the measured factor, which is calculated
as the sum of the associate column in the FRM [24, 37]. The result of MICMAC analysis
is presented in the Fig. 2 below.

The team’s consensus suggested that the lack of cultural readiness (C4) is the most
independent challenge with strong driving powers, thus influential to other challenges.
This notion suggests that addressing this challenge may benefit in solving problems
derived from other challenges and eventually help the AA implementation. In contrast,
inaccessible data (C1), limited AA-related skills (C6), dynamics in the audit process
(C7), and limited use-case (C9) have a high dependence on other challenges, which
implies that other challenges influence them. This notion indicates that they need the
other challenges to be solved to reduce or eliminate their effect on AA implementation.
Therefore, practitioners can focus on addressing other challenges, which will indirectly
address these challenges with high dependence.

The final step was to define the levels of the challenges based on the reachability and
antecedent set of each factor. The reachability set (R(Ci)) consists of the (analyzed) chal-
lenge and other challenges influenced by the said challenge. Meanwhile, the antecedent
set (A(Ci)) consists of (the analyzed) challenge and other challenges that affect the said
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Fig. 2. MICMAC Analysis for AA Implementation Challenges

challenge. The challenges in which the reachability set equals the intersection set are put
at the first (highest) level and removed from the list. The process performs iteratively
for the remainder of the challenges until all the challenges’ levels are defined (until the
bottom level). The ISM analysis result is presented in the Fig. 3 below.

Fig. 3. ISM Analysis for AA Implementation Challenges
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The hierarchical model visualizes the interrelations among challenges. The inde-
pendent challenges with strong driving powers tend to be the foundational challenge
(low-level). The team seemed to agree on the importance of the lack of culture (C4) as
the foundational level challenge and that the inaccessible data (C1), AA-related audit
skills (C6), dynamics in the audit process (C7), and limited use-case (C9) have the most
direct impact on AA implementation (high-level challenges). This result reinstates the
MICMAC analysis.

4 Discussion

4.1 Model Interpretation and its Scientific Value

AA implementation as a transformational change urges IAF to adjust its culture, process,
and resources simultaneously. In this regard, MICMAC-ISM’s resulting models help to
conceptualize the layers and interrelationships among those challenges. This section
elaborates on the meaning of the result of the MICMAC-ISM analysis.

Participants are concerned with the lack of cultural readiness (C4) as one of the
critical challenges, which affects the data-related challenges, i.e., security (C2) and
capture (C3). In this regard, the lack of cultural readiness renders the organization focused
on confidentiality while undermining the value of data sharing and interconnection.
And implies limited initiative to digitalize business processe. Therefore, addressing the
cultural issue is one of the critical tasks in initiating AA implementation by IAF.

Interestingly, the extant literature focused on the cultural issue from the auditors’
side. This research, however, suggests that it extends beyond the scope of auditors (or
IAF as an entity) and reaches its stakeholders. Therefore, addressing cultural readiness
should be directed towards the auditors (e.g., to overcome the auditors’ resistance) and
the stakeholders, such as audit clients or data owners.

The subsequent layers of challenges focused on data-related issues, which influ-
ence organizational and regulation-related issues. The participants agreed with those
challenges’ influence on other challenges. “[…] if the client is overly concerned with
their data confidentiality, this (concern) will be reflected in their interests towards AA
implementation by IAF […]”, said one of the participants. This notion reaffirms the
previous discussion to include external stakeholders of IAF (e.g., the client) in the AA
implementation effort.

The higher-level challenges consist of technical challenges which are directly influ-
ence the use of AA in audit activities. Many other challenges influence those challenges,
although they also influence each other. For instance, one participant suggested that
“[…] dynamics during audit assignment affect communication between auditors and
the client, which may eventually lead to the challenge of data access […]”, to which
another participant replied, “[…] while I agree with that statement, I can also see that
the difficulty in accessing data may lead to more ‘dynamics’ during the audit assignment
[…]”.

This research contributes to the advancement of this field by theorizing the con-
textual relationships and interrelation among those challenges to better understand the
challenges around AA implementation and how those challenges simultaneously affect
AA implementation. This result sheds light on why AA implementation is low despite
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its promised benefits. This research also addresses the need to examine the relationships
between AA implementation and contextual factors, as [4] suggested. Hence, this result
suggests that interdisciplinary research is promising for advancing this field.

This study also contributes to the advancement of the method. To the best of our
knowledge, this research is the first to use the MICMAC-ISM approach to unravel the
contextual relationships among key challenges of AA implementation. Furthermore,
unlike other MICMAC-ISM research, which mainly relies on survey data, we opt to
obtain an in-depth view of the contextual relationships among the selected challenges
through FGD sessions in the next phase. Therefore, it enables us to obtain the ‘quantized’
data about the relationships among challenges (i.e., influencing or influenced; presented
in binary 1 or 0) and unravel the reasoning behind their view to enrich the analysis. This
approach strengthens the use of MICMAC-ISM by decomposing its complex socio-
technical challenges and incorporates the contextual factor in analyzing the phenomena;
thus, improves the scientific and practical relevance of the findings from this method.

4.2 Practical Implications

This section discusses the implication of the developed model and the possible strategies
to overcome the challenges.

AA implementation requires the IAF and the organization it belongs to adjust its
current values and practices, which is indicated by the significance of the cultural chal-
lenge (C4). The model also acknowledges that technical challenges have an immediate
influence on the use of AA in an engagement.

Transformational change requires the organization to develop a sense of urgency,
form a coalition, and develop and communicate the vision for change within the organi-
zation that wants to transform [38]. This approach will assist in addressing the cultural
issue inAA implementation, whichmay also help address other challenges. For instance,
cultural readiness may develop the clients’ understanding of the benefit of AA and, fur-
ther, pave commonperception on addressing data security concerns and access provision.
These efforts typically require a top-down approach.

However, addressing cultural issues is a long-term effort with no guarantee of an
immediate result. Also, there are caveats in the transformation effort’s initial steps, such
as the lack of patience or overconfidence in the organization’s ability to change [38].
Therefore, another strategy is to address challenges with a more direct impact on AA
implementation and more manageable processes and results. For instance, the IAF may
initiate relevant training related to AA use for the auditors [3, 29]. This approach may
help the transformation through visible results such as improved auditors’ AA-related
skills or concrete ideas for an AA project and address C6 and C9.

The implication ofAA implementation as a transformational changemay also require
adjustment in regulatory settings, e.g., internal audit standards at the industry level
or internal audit charter containing internal audit result communication and follow-up
protocol at the organization level [12, 39]. Moreover, this regulation should encompass
the responsibilities of all related parties, i.e., the responsibility of the governing body
and audit clients, such as providing (data) access for internal audit purposes [40], and
the IAF to mitigate the risks associated with the transfer and use of (internal audit)
client’s data, such as security and contextual integrity risks [41–43]. Furthermore, the
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emergence and growth of predictive and prescriptive analytics may obscure the barrier
between assurance and consulting activities [3]. Therefore, a regulatory update might
be required to safeguard IAF’s conformity with independence and objectivity standard.
In addition, the required skills to implement AA may also transcend beyond the internal
hiring and training strategy by IAF.Hence, there is a need to adjust and improve academic
and professional curricula to incorporate AA-related skills for auditors [44, 45]. These
types of efforts combine top-down and bottom-up approaches, incorporating mid- and
long-term strategies aimed at a more fundamental change in organizational aspects and
short-term effort with expected immediate technical results.

In practice, this combination of approaches can be translated into an AA imple-
mentation roadmap involving various stakeholders in its development and incorporating
different elements. For instance, a long-term roadmap can contain a communication plan
to persuade all actors to embrace AA. It also comprises competency requirements and
a training plan for auditors and pilot projects as a quick-win strategy to acclimatize the
organization and IAF with AA’s actual practice and benefits. Furthermore, this roadmap
may include efforts to update the professional standards and curricula. The formalized
and enacted roadmap represents the top-down or strategic approach, while the pilot
project (combined with the training plan) supports the roadmap from the operational or
bottom-up perspective.

4.3 Limitations and Future Research

We identify several limitations of this study. First, the specific context of the research
may suffer from the findings’ limited generalizability and external validity. In addition,
the identified key challenges in this study derived from the respondents within this study
context, which may be different in another setting. Moreover, this research’s approach
also suggests that the result ofMICMAC-ISM considerably depends on the respondents’
knowledge and experience of the analyzed matter and may limit its applicability in a
particular context. In addition, although mitigated by the use of multiple respondents
and consensus among respondents, this method also acknowledges the nature of possible
subjectivity of the respondents.

Therefore, working on the limitations above, future research may enhance this field
by examining the challenges of AA implementation in a different setting, which includes
the identification of challenges and the analysis of contextual relationships among the
challenges. An in-depth case study to reflect on this research’s result will also be benefi-
cial for the advancement of this field and may reaffirm or extend this research’s findings.
In addition, to address the possible limited expertise of practitioners, future works may
opt to use experts who meet the criteria suggested by [46]. Finally, developing a frame-
work for AA implementation based on the hierarchical model of the challenges will be
fruitful in advancing this research field.

5 Conclusion

This paper views AA implementation as a transformational change for IAF. The
developed MICMAC-ISM model assists AA implementation by unraveling how the
challenges are interrelated and influence AA implementation.
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This research analyzes the relationship between the ten challenges of AA implemen-
tation. This way, different layers of challenges to AA implementation were identified,
from the foundation level with the strongest driving power to the top level directly
impacting AA use. We found that the cultural readiness issue (C4) is a critical challenge
to address in an AA implementation. The next layer is data-related and organizational
issues, which are influenced by cultural issues but indirectly influence technical chal-
lenges. The final layer is technical challenges with a more direct impact on AA imple-
mentation, such as data access (C1), AA-related skills (C6), or limited AA use-case
(C9). The interrelation and hierarchy of challenges help practitioners and academics
to understand the contextual factors around AA implementation better. The resulting
MICMAC-ISM model also emphasizes the nature of AA implementation as a digital
transformation effort for IAF.

Therefore, this research suggests combining a top-down and bottom-up approach and
long and short-termefforts to address challenges and implementAAas a transformational
effort. Finally, this research finds that AA implementation requires action beyond IAF
as an organization and the organization to which the IAF belongs and suggests that
AA implementation needs to reach policymakers and professional bodies, such as to
develop a sound internal audit standard tomitigate risks associated with AA and improve
academic and professional curricula for the internal auditor.
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Abstract. The last decade’s technological advances have enabled firms to offer
their services to users through multiple digital channels like PC, mobile, and
wearable computing devices. Consequently, users tend to cultivate their prefer-
ences towards the PC channels (desktop website or app) or mobile channels (app
or website) for various online activities like informative content, entertainment,
transactions, and location-based services. In this research, we study how users’ IT
characteristics, such as computer self-efficacy, privacy concerns, perceived Inter-
net security, and personal innovativeness in IT, affect their IT usage for online
activities, thereby influencing their e-channel selection intention. We plan to col-
lect data from online users and apply structural equation modelling to test these
relationships. The findings of our study are likely to develop a better understand-
ing of users’ cognitive processes around e-channel selection for online activities.
Our study is expected to provide strong implications for Internet and e-commerce
firms to optimise user engagement and experience across various e-channels.

Keywords: e-channel · Selection intention · Online activities

1 Introduction

The rapid development of ICTs and widespread Internet penetration in the last decade
has changed how users communicate with each other, search for information, and ful-
fil their utilitarian and hedonic needs [1]. Moreover, with the addition of the mobile
Internet as a new channel, users’ accessibility to the Internet has widened to multiple
devices like smartphones, tablets, smart TVs, and wearable devices [2]. According to a
recent report, users across the globe own 3.6 devices and connections on average [3].
At the same time, it allows them to explore and use multiple e-channels, like desktop
websites and apps in the PC computing environment and mobile websites and apps in
the mobile computing environment. The presence of multiple e-channels might necessi-
tate users to decide the most appropriate e-channel for specific online activities [4]. For
instance, Singh and Swait [2] found that users typically used mobile channels to search
for information during their commute or waiting time. Alternatively, they preferred PCs
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to navigate several websites and conduct price comparisons. These findings imply that
users’ cognitive processes for selecting e-channels are often complex and shaped by
their perceptions of e-channels [5]. As such, variances in e-channel attributes make it
increasingly crucial for industry practitioners to understand users’ cognitive processes
around e-channel selection. Understanding how users cultivate preferences towards e-
channels could help practitioners roll offerings that better cater to their requirements.
For example, gaining insights into users’ channel selection behaviour enabled entertain-
ment services firms to rework their pricing strategies and offer different subscription
plans across channels to capture a broader audience [6]. As people’s lives continue to
integrate with the Internet, it becomes essential to understand factors affecting users’
e-channel selection behaviour. Therefore, this study examines “how users’ intentions for
e-channel selection are formed”.

The existing research has identified several antecedents of channel selection
behaviour, like channel characteristics [7], shopping orientations [8], and user motiva-
tion [9]. However, these studies primarily focus on the offline-online scenarios related to
channel selection intentions. They do not consider the different categories of e-channels
and the factors that shape users’ preferences for selecting them. Furthermore, with the
growingmultiplicity of e-channels and their potential to fulfil users’ utilitarian and hedo-
nic needs, it seems surprising that few studies recognise diverse online channels and their
touchpoints [10]. Amongst such studies, Chen et al. [11] explored how specificity about
goal and product knowledge affected users’ choice of online channels.Wagner et al. [10]
emphasised the significance of technological and contextual factors in predicting users’
intentions to utilise e-channels. De Haan et al. [12] examined how switching between
mobile and fixed devices affected users’ purchase behaviours. However, all three studies
predominantly focused on users’ online channel selection behaviours in retail. More-
over, these studies mainly emphasised e-channel selection in the pre-adoption and usage
context. On the other hand, the existing literature is somewhat silent in understand-
ing the impact of users’ behavioural factors on the continued use of online technolo-
gies [13]. Therefore, this research examines how regularly performing online activities
shapes users’ preferences for e-channels in the post-adoption context. Additionally,
while the extant IS studies advance our understanding of users’ cognitive processes for
making decisions on separate channels, they seldom discuss the impact of users’ IT
characteristics on e-channel selection intentions.

We, specifically, address this gap by developing a conceptual model to investigate
howusers’ IT characteristics affect IT usage for online activities, which in turn influences
their e-channel selection intention. Previous studies have extensively explored the role of
users’ IT characteristics like personal innovativeness, computer self-efficacy, perceived
Internet security, and privacy concerns in IS literature. For example, Palash et al. [14]
found that personal innovativeness in IT (PIIT) demonstrated a significant moderating
effect on the association between perceived risk and users’ inclination towards using
facial recognition for digital payments. Gupta et al. [15] found that users’ self-efficacy
andperceived security positively influenced the continueduse ofm-wallets. Furthermore,
Wottrich et al. [16] found that privacy concerns negatively affected users’ intentions to
accept online app requests. In this context, the current research proposes that users’
IT characteristics affect usage for various online activities, influencing their e-channel
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selection. We further assume that when users regularly perform online activities through
e-channels, a relatively stable pattern of their e-channel selection intention emerges.
Hence, in this research, we describe the term ‘e-channel selection intention’ to include
the adoption and continued use of e-channels. As indicated by Goeke et al. [17], the
initial adoption of an IS artefact does not lead to its increased levels of usage. Instead, it
typically indicates its initial trial andworkability to the users [18]. The long-term success
of any IS artefact depends on its regular and frequent usage [19]. Hence, firms can only
attain continued success for their e-channel offerings by optimising users’ experience
across different channels. It further raises the need to understand the role of user IT
characteristics in influencing IT usage for online activities and the continued intentions
towards e-channel selection. Given the context, this study develops a conceptual model
to address the following objectives: (1) exploring the role of users’ IT characteristics on
IT usage for online activities and (2) investigating the influence of users’ IT usage on
their e-channel selection intentions.

2 Theoretical Background

2.1 E-channel Selection Intention

In a multichannel setting, firms are often concerned about the channels users plan to
leverage for their online activities [4]. Prior studies have identified several antecedents
affecting users’ intention for channel selection. Gené Albesa [20] revealed the signif-
icance of social relationships, channel convenience, channel knowledge, and privacy
in influencing users’ channel behaviour in banking services. Likewise, Konuş et al.
[21] examined the role of loyalty, enjoyment, and innovativeness to classify customers
into three segments: uninvolved shoppers, store-focused customers, and multichannel
enthusiasts.

While channel selection is not new, advancements in ICT and the availability of
multiple devices (like smartphones and tablets) have further spurred the interest of aca-
demicians andpractitioners in this field. For instance,Acquila-Natale and Iglesias-Pradas
[22] employed elements like perceived quality, brand knowledge, non-monetary costs,
monetary costs, hedonic aspects, user demographics, and lock-in variables to predict
users’ single or multichannel behaviours. Richard and Purnell [23] explored the role
of channel attributes like structural assurance, channel experience, and channel conve-
nience in affecting users’ satisfaction and preferences for a channel. Xu and Jackson
[4] focused on understanding the effect of channel transparency, convenience, and uni-
formity on channel selection intention by influencing user perception. Similarly, Maity
and Dass [7] found that users preferred channels with medium-to-high media richness
(like e-commerce and offline stores) for complex tasks and low-media richness channels
(e.g., mobile commerce) for straightforward tasks.

Such spillover effects typically observed in online-offline channels could also be
experienced across devices. For example, De Haan et al. [12] observed how switching
from a more portable device (e.g., smartphone) to a fixed device (e.g., PC) often resulted
in greater sales conversion probability. In a randomised experimental study, Naegelein
et al. [24] explored how different visual product presentation techniques (e.g., zoom
technology) on mobile and PC-based channels affect online sales performance. The



E-channel Selection Intention 159

growing diversity in Internet-enabled devices has made users’ experiences versatile and
complex [10]. Thus, differences in technological features and interactive functionalities
across mobile and PC channels further introduce opportunities and constraints for users.
Consequently, users with varying IT expertise and experience would utilise mobile and
PC-based devices differently [25].

Given this context, we expect users’ IT characteristics, such as PIIT, computer self-
efficacy, perceived Internet security, and privacy concerns, to be crucial in shaping their
intentions towards e-channel selection. The more users are familiar with e-channels,
the more they are motivated to continue using them for future online activities [25].
Furthermore, we argue that with increased utilisation of e-channels, relatively stable
patterns of users’ intentions for e-channel selection begin to emerge. It is important
to note that an IS artefact’s commercial success depends on its continued use instead
of its mere adoption [19]. If users no longer feel safe, enthusiastic, and efficacious
in utilising an e-channel, this might eventually result in its disuse [26]. While there
has been much discussion on the antecedents for adopting e-channels, the extant IS
literature is relatively silent on how users’ IT characteristics and IT usage for various
online activities determine their intentions for e-channel selection in the post-adoption
context. Therefore, in this research, we examine the role of users’ IT characteristics
in utilising e-channels for performing various online activities. We further investigate
the effect of users’ IT usage on their intentions towards selecting and continually using
e-channels in the post-adoption context.

3 Hypothesis Development

We now discuss our proposed research model and its related hypotheses, as shown in
Fig. 1. Agarwal and Prasad [27] conceptualised PIIT to explain users’ willingness to
accept and utilise new IT artefacts. It reflects a user’s curiosity in influencing their
decision to adopt and use IT artefacts [14]. In contrast to late adopters, users with high
innovativeness generally have a greater tendency to identify the potential benefits of a
new IT artefact in its early stage of diffusion [28]. They often develop positive perceptions
towards trying new channels and technologies [21]. Prior studies have highlighted PIIT
as a critical factor in understanding the adoption and behavioral usage intention for
different e-channels [28, 29]. Thakur andSrivastava [30] noted that the impact of personal
innovativeness on behavioral intentions to use mobile payments is significantly different
among users and non-users, further emphasizing its importance in influencing the usage
of e-channels. Hence, users with higher PIIT will be more inclined to experiment with
newer functions and features of e-channels, thereby leading to increased IT usage. We,
therefore, posit:

H1: Personal innovativeness positively affects users’ IT usage for online activities.
Compeau and Higgins [31] extended the concept of self-efficacy to the IT domain

and described it as individuals’ belief in their ability to use computing systems compe-
tently. Prior studies have explained how users’ higher self-efficacy is linked to increased
IT usage [32]. Lu and Su [33] claimed that users would be more likely to perform com-
plex smartphone functions when they aremore confident with their mobile-related skills.
Chang et al. [34] highlighted that higher self-efficacy regarding mobile channels moti-
vated users to switch from physical store shopping to an online environment. Moreover,
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when users feel confident in utilising e-channels after the initial use, they will more
likely be inclined towards leveraging these e-channels for their future online activities,
resulting in increased IT usage [26]:

H2: Computer self-efficacy positively affects users’ IT usage for online activities.

Fig. 1. Proposed research model

Perceived Internet security reflects users’ belief that unauthorised parties will not
view, store, or manipulate their personal and monetary information when performing
online transactions [35]. Because of their varying experiences, users tend to develop
different attitudes towards e-channels for executing online activities [36]. For instance,
users who view the Internet as less secure will be less likely to utilise it frequently [37].
Alternatively, a higher perception of the in-built security features of e-channels gives
users the confidence to conduct online transactions, eventually leading to increased IT
usage [15]. Therefore, we posit:

H3: Perceived Internet security positively affects users’ IT usage for online activities.
Advancements in digitisation make it easy for businesses to capture users’ personal

information, browsing patterns, and other digital footprints, thus raising their concern
over information divulging and misuse [38]. Prior studies have demonstrated that users’
growing privacy concerns may negatively affect their technology acceptance [39]. How-
ever, a user’s decision to adopt an e-channel is typically based on the cost-benefit trade-off
[40]. Although users are generally anxious about their online privacy, they seem willing
to share their personal information for perceived benefits [41]. Thus, it can be argued that
users might differ in their experiences and coping mechanisms towards privacy concerns
[16]. Users who are highly concerned for their privacy may respond more negatively
towards IT usage than those with low privacy concerns. Therefore, we hypothesise:

H4: High Internet privacy concerns negatively affect users’ IT usage for online
activities.

Self-determination theory (SDT) says that fulfilling users’ basic innate needs, such
as autonomy, relatedness, and competence, could be a strong intrinsic force in shaping
their attitudes and behaviour [42]. The extent to which these innate psychological needs
are fulfilled enables users to engage in a specific situation, whereas, when unfulfilled,
it diminishes their motivation and psychological well-being [43]. Previous studies have
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indicated that satisfying users’ innate psychological needs intrinsically motivates their
positive attitudes and behaviour towards IT artefacts [44, 45]. In e-channel selection,
we expect users to exercise autonomy in selecting and using channels that activate their
sense of motivation, satisfaction, and emotional well-being. For instance, based on their
perceptions towards innovativeness, competence, privacy and security concerns, they can
select an appropriate e-channel from the multiple alternatives. For instance, while users
may find it convenient to use mobile devices for making payments at retailers’ stores,
they may prefer PC-based channels for more significant transactions. Similarly, users
may utilise mobile devices to watch TikTok videos and prefer Smart TV or PC channels
to watch movies with family and friends. Moreover, as they repeatedly engage with
their preferred e-channel choices, their long-term preferences for e-channel selection
will begin to emerge and stabilise. Given the context, we posit:

H5: Users’ IT usage for online activities positively affects their intention for e-
channel selection.

4 Proposed Research Methodology

In this research study, we plan to measure users’ IT characteristics by adapting scales
from the existing literature. We will utilise the 4-item scale Agarwal and Prasad [27]
developed to measure PIIT. The measurement scale for computer self-efficacy (4-item)
and perceived Internet security (3-item) will be along the lines of O’Cass and Fenech
[37]. We will use the 3-item scale from Cheung and Lee [46] to measure Internet privacy
concerns. Furthermore, we plan to use single-item observed variables for the four IT use
activities based on the work of Mahatanankoon et al. [47] and Agarwal and Dixit [48].
These observed variables will reflect users’ frequency of online and digital activities
associated with entertainment, transaction-based, content delivery, and location-based
services. Finally, to study the construct of e-channel choice intentions, we plan to use the
8-itemmeasurement scale by Xu and Jackson [4]. Based on these scales, we will prepare
a structured questionnaire and collect responses from individuals who use e-channels
to perform various online activities. Upon collecting the data, we will use structural
equation modelling (SEM) to analyse the proposed research model for confirmatory
factor analysis. Furthermore, another crucial aspect is determining the sample size.
Several researchers assert utilising participant-to-item ratio, typically in the range of
10–20:1, for sample size determination [49–51]. According to Kass and Tinsley [52],
a sample size greater than 300 is adequate, while other scholars suggested a minimum
sample size of 200 [53]. Based on this discussion, we plan to gather data from around
450 respondents for the current study.

5 Potential Contribution

We expect this research to make the following contributions to the IS literature. First, by
focusing on user-oriented variables, this study is likely to provide a better comprehension
of the cognitive processes towards e-channel selection intentions for online activities.
The literature examining the relationship between users’ behavioural factors and the
continuance intentions for IS artefacts is relatively scarce [13]. This studymakes an early
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attempt to explore how users’ IT characteristics and IT usage determine their intentions
to select and continue using e-channels. Second, this study delineates the term ‘e-channel
selection intention’ to include the adoption and continued use of e-channels. In doing
so, we contribute to IS literature by emphasising the post-adoption context of the e-
channel selection intention. Third, we extend the extant IS literature by exploring users’
channel selection behaviour in the context of online channels. Within the multichannel
environment, previous research has primarily focused on ‘online-offline’ channels [4]. In
contrast, we emphasise how expanding the number of e-channels might necessitate users
to select the most appropriate channel for specific online activities and, over time, result
in the stabilisation of their preferences. Fourth, past studies have investigated users’
likelihood of adopting and using e-channels [11, 26]. However, often, these studies do
not specify the online activities users usually undertake. In this study, we specifically
explore the association of how users’ engagement in various online activities leads to
the emergence of a relatively stable pattern for their e-channel selection. Moreover,
this study further contributes to the extant IS research by focusing on how users’ IT
characteristics affect the four types of IT usage activities.

We also offer some exciting implications for business managers. First, this study
highlights the fundamental need for managers to understand how users’ IT characteris-
tics shape their preferences towards e-channel utilisation. Consistent with Wagner et al.
[10], we emphasise that users’ perceptions vary across different e-channels. It, there-
fore, becomes essential for business managers to consider users’ IT characteristics in
designing andmanaging e-channel strategies that optimise their experience. For instance,
they can include innovative features in their e-channel offerings (e.g., gamification) to
increase user engagement. Second, this study urges managers to focus on the long-term
usage of their services and not just mere adoption. It specifically draws their attention
towards the association between users’ IT usage and their intentions for e-channel selec-
tion and continued use. In this sense, we believe industry practitioners can find utility in
our model and gather insights to improve organisational performance.
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Abstract. Recent research has highlighted gaps between blockchain technology
and its adoption decision-making process on the corporate level. This paper aims
to resolve these gaps, exploring the issues and processes that need to be consid-
ered before utilizing blockchain-based solutions in various domains. We collected
data using 10 semi-structured interviews among blockchain professionals that
have already adopted blockchain in their companies or were involved in the adop-
tion decision-making process. We analyzed the data using the Gioa approach and
identified five dimensions that must be considered before blockchain utilization,
namely infrastructure, business models, operational processes, management and
environmental impact. Additionally, based on the collected data we provide ques-
tions to ask before considering blockchain and a final framework that includes 18
sub-themes of the identified dimensions. Our study extends prior frameworks that
might help organizations utilize blockchain according to their business strategy.
Based on our findings, we also put forward directions for future studies.

Keywords: Blockchain · decision-making framework · corporate domain

1 Introduction

Blockchain has recently been expanding from a niche technology to a viable solution
for different domains [1]. For example, recent studies show the potential of blockchain
in the supply chain [2], banking or financial industries [3], unified identification and
verification systems [4], medical records keeping and pharmaceutical tracking [5], asset
management [6], etc. Blockchain utilization in various business cases has far-reaching
effects including transparent transactions, disintermediation in crucial processes and
their automation, increased efficiency and confidence among stakeholders in an orga-
nizational ecosystem, etc. [7]. As organizations are focusing on operational efficiency
and effectiveness improvement, adopting and using blockchain may address problems
with inner processes and information exchange in traditional corporate management
and external collaborations [7]. Nevertheless, even though the technology is gaining
momentum and attracting more companies, there is still limited empirical research on
developing a decision-making process framework that organizations can usewhen decid-
ing on whether to adopt blockchain. In the existing literature, we identified the following
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research gaps. First, no unified framework considers the feasibility of using blockchain as
a relevant solution for a particular use case. Second, the prior studiesmostly cover factors
that impact blockchain adoption or discuss various blockchain types and how to choose
the right one (e.g., [8, 9]) without focusing on the decision-making process. Third, only a
few studies covered blockchain adoption frameworks and provide constraints that influ-
ence the intention to utilize the technology [10, 11]. Hence, existing research is focused
on various factors that lead to blockchain adoption in various domains, the applicability
of various blockchain types and models on how the technology can benefit businesses
(e.g., [12–16]) and there is still no clear understanding of the decision-making process
from the practitioners perspective. To address these gaps, we investigate adoption fac-
tors, challenges, and decision-making steps involved in blockchain implementation and
determine the following two research questions:

RQ1. What is the decision-making process in organizations in relation to blockchain?
RQ2. What are the most important dimensions to consider during the process of
blockchain adoption and implementation in organizations?

To answer the research questions, we conducted a qualitative study with 10 semi-
structured interviews with blockchain professionals. Compared to the current litera-
ture, this study contributes to the existing knowledge in several ways. First, while prior
research focused mainly on three dimensions (e.g., technology, organization and envi-
ronment), we included business models and management dimensions as well to broaden
aspects that need to be considered before blockchain adoption on the corporate level.
Second, we empirically tested existing findings. For example, we support that legal regu-
lations, stakeholders’ readiness, financial resources and infrastructure readiness [17, 18]
are among the main dimensions to consider before blockchain adoption. Finally, this
paper expands existing knowledge and proposes a new model of the decision-making
process related to blockchain adoption.

The remaining paper is structured as follows. Section 2 covers the literature back-
ground related to blockchain adoption constants and adoption models. In Sect. 3 we
explain the methodology used in the study and explain data analysis techniques. Results
are described inSect. 4 alongside the adoption process framework andpotential questions
to ask before blockchain utilization. Finally, in Sect. 5 we conclude the findings.

2 Literature Background

During the literature review,we have identified twomajor themes of research studies. The
first theme identified various factors that lead to blockchain adoption decisions [9, 11, 17–
20]. The second theme focusedon the suitability of blockchain and the appropriate type of
blockchain needed for a particular use case [8, 15].Despite these important contributions,
practitioners lack a framework that can guide them in the decision-making process when
they consider adopting and implementing blockchain in their organizations. At the same
time, the prior literature covers narrow solutions and provides frameworks for a single
domain. For example, Sternberg et al. [35] and Sunmola et al. [11] cover blockchain
adoption in the supply chain, focus on the challenges associated with the technology and
provide essential constraints to consider before and during blockchain implementation.
Azogu et al. [36] focus on the healthcare domain, Farahmand and Farahmand [20] give
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insights from the energy sector and Roth et al. [21] cover the public sector. Despite
this valuable contribution, only a few studies focus on blockchain adoption in a cross-
sector context. For example, Chhina et al. [10] focus on the stages and actors involved
in the adoption process, while Gökalp et al. [17], Dehghani et al. [18] and Toufaily et al.
[9] provide a detailed empirical investigation on factors that have an affect blockchain
adoption.

Furthermore, authors in the prior literature claim that blockchain adoption research
is linked with obstacles, potential barriers and benefits for various domains [22–24]. Any
doubts are linked with blockchain-related challenges and the key ones identified in the
literature include technical risks (e.g. scalability), infrastructure requirements, regulatory
uncertainty, mistrust of early decision-makers, and lack of necessary competencies.
Some authors remain sceptical about blockchain adoption and are urged to consider
alternative solutions rather than follow hype trends (e.g., [25]). For example, Radanović
and Likić [26] point out that blockchain integration in healthcare could lead to higher
expenses, at least initially. This is due the cost of implementation can offset any savings
achieved by reducing bureaucracy and increasing efficiency.

From a business models perspective blockchain technology offers new opportuni-
ties for decentralised communication and trust, potentially impacting corporate business
models [27]. Scholars provide a number of research for blockchain integration mod-
els focused on the implementation of new and existing systems and proof-of-concept
demonstrations (e.g. [28, 29]). Blockchain technology adoption can improve the prof-
itability of various organizations, and improve the productivity and efficiency of busi-
nesses, prompting them to rethink their current business strategies [30, 31]. Nevertheless,
because the technology is still in its early stages and research into the implications of
various types of blockchain (public, private, and consortium) is limited, its relevance
in business model innovation requires further research. Hence, before making a major
investment in blockchain infrastructure, companies must carefully consider the potential
benefits and dangers since the utilization of blockchain technology requires significant
investment and skilled labour [30]. To conclude, the phenomenon of blockchain adoption
requires multilevel, empirically tested research involving various interdependent parties
to expand the existing knowledge.

3 Research Method

3.1 Data Collection

In this study, the data collection is divided into two steps. In the first step, we collected
data through online semi-structured interviews with 10 participants from 10 different
companies (see Table 1). The participants for the interviews were selected based on
snowball sampling. When selecting the participants for the interviews, we ensured that
they were willing to take part in the study voluntarily and had experience in implement-
ing blockchain in their organizations. During interviews, we focused on three themes: the
background of the organization, competitive advantages related to blockchain, and fac-
tors influencing blockchain adoption in the particular case. The interviewswere recorded
and transcribed for further analysis. In addition, notes were taken during the interviews.
After analyzing the data, we identified a list of dimensions and sub-dimensions that the
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organizations considered when implementing blockchain. In step 2, we reached out to 5
interviewees who agreed for a second round of one-to-one interviews where we showed
them the identified dimensions and requested them to prioritize the dimensions based
on their importance. We have also asked them to justify their prioritization. These inter-
view sessions were also recorded and transcribed. In addition, notes were taken by the
researcher. After analyzing the collected data, we developed the final decision-making
framework.

Table 1. Interview participants

Participants Country Position Industry Interview
duration

Involved in
the second
round

Expert 1 Estonia CEO Consultancy 1:16 Yes

Expert 2 Kazakhstan/
Turkey

Consultant Consultancy 0:54 Yes

Expert 3 Finland Principal
technology
strategist

Banking 1:03 No

Expert 4 Belgium CEO/co-founder Supply chain 0:45 No

Expert 5 UAE Senior Consultant Consultancy 0:53 Yes

Expert 6 Switzerland Co-founder Supply chain 0:28 No

Expert 7 Finland CEO Information
Technology
and Services

1:17 Yes

Expert 8 USA Senior tech
specialist

Government
official

1:42 Yes

Expert 9 Australia CEO Information
Technology
and Services

0:33 Yes

Expert 10 Netherlands Co-Founder Supply chain 0:41 No

3.2 Data Analysis

To analyze the collected data and classify issues, we used the Gioia method [32] which
allows us to optimize the analysis process and extract all insights from interviews.
The data analysis contained three main stages. First, we repeatedly looked over the
collected empirical data and assigned codes to describe various content parts. Second, to
create more abstract notions also referred to as second-order concepts, we classified the
linked codes. Third, we combined the second-order ideas into four broader dimensions:
infrastructure, business models, operational processes, management and environmental
impact. Figure 1 shows the dimensions together with the related sub-dimensions.
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Fig. 1. Data Analysis

4 Results

From our interviews, we understood that every case is unique and the decision-making
process significantly varies. Nevertheless, it is possible to identify and summarize the
most important steps to consider before blockchain adoption. We also observed that
organizations are most interested in permissioned solutions since there are too many
insecurities and uncertainties around permissionless ones. Based on our empirical data,
we identified 5 main dimensions that experts consider when making adoption deci-
sions regarding blockchain. In Table 2 we summarize the identified dimensions with a
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short explanation and based on the collected data provide 27 potential questions compa-
nies should ask themselves before blockchain implementation. Next, we explain these
dimensions in more detail.

4.1 Infrastructure

The resources and tools that enable blockchain-based systems to work effectively are
blockchain infrastructure [12]. Blockchain is more than just computer code since it com-
bines both hardware and software. Our interviewees mentioned that their organizations
must pay upfront investments in terms of infrastructure and training before implementing
blockchain. They have also mentioned the interoperability issues regarding blockchain
and existing information systems that are used in organizations. They described that
these are often heavy investments, which may result in looking for alternative solutions.
For example, Expert 5 from the financial industry mentioned,

“After 2 years of trying, we decided to choose an alternative solution… blockchain
requires additional investments in new infrastructure for interfaces, hardware,
people… it is not so easy to link various systems together and now we are not
looking for blockchain anymore”.

Our interviewees also noted the complexities of changing existing infrastructure
in comparison to establishing new infrastructure for newly established companies. For
example, Expert 8 from the consultancy agency added that

“When a startup is established based on blockchain ideas the infrastructure is
created for blockchain. For existing businesses, the situation is way complex and
requires a detailed technical architecture analysis”.

Our interviewees also discussed the fact that blockchain-based infrastructure devel-
opment requires different skills. They also mentioned that if the infrastructure contains
both blockchain and other solutions, skills from different areas would be necessary.
Furthermore, the experts need to understand the interoperability issues among different
systems. In order to highlight these issues, Expert 4 mentioned,

“It is important to note that existing knowledge of software project management
is not sufficient for implementing blockchain… So we need to be sure that if there
are multiple solutions in place, it will be possible to make them communicate with
each other so the aspect of interoperability is also a challenge”.

In linewith the above, experts alsomentioned that it is essential to considerwhat other
technologies will be used (e.g. IoT or AI) when developing infrastructure for blockchain.
Finally, a few experts argued that businesses do not want to use a blockchain as it
would restrict their options for future external collaboration. They think the resources or
infrastructure available for blockchain development are not enough, which is a potential
obstacle or constraint to implementation.

Taken together, the frequent themes surrounding infrastructure that were highlighted
during the interviews were interoperability, infrastructure readiness, and alliance with
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other technologies (IoT, AI). Consequently, we have included these sub-themes in the
proposed decision-making framework.

4.2 Management

“When you start thinking about blockchain the question should be not about blockchain”,
Expert 10 claims. Several expertsmentionedmanagement and its support whenmaking a
decision about blockchain adoption. From the interviews we found that senior managers
are more concerned with technical performance, perceived benefits and profitability and
this finding is supported by the literature (e.g. [33]).

Our interviewees argued about strict requirements for additional education before
adopting blockchain not only for regular employees but for business owners in particular.
Experts from consulting agencies claimed that on the market, there is a huge potential
for blockchain but without proper knowledge about the technology and surrounding
environment, a lot of worthy projects fail. At the same time, 2 experts draw attention to
the financial side of blockchain adoption and take into consideration all of the potential
costs associated with the technology. For example, Expert 2 mentioned,

“For me, it is clear that there is a huge gap in education and awareness about
blockchain itself… we can create a fully operational blockchain-based solution
but they fail because of knowledge absence and because company owners decided
just to follow hype… it is about people and may take months and a great deal of
money to create a governance system for people”.

Hence, our interviewees are certain that to make the technology fully operational
it is essential to have skilled employees, arrange additional training for the current
staff member and open additional hiring if needed. To support this statement, Expert 4
mentioned that

“It is really hard to find the right balance between making people understand the
benefits of blockchain, without necessity entering too many technical details that
were not understandable by them”.

Additionally, most experts mentioned data governance must be considered before
blockchain adoption since most companies view the disadvantage of public blockchains
because of their excessive transparency. Our interviewees view data privacy, in terms of
anonymity and transparency, as a contributing factor to the permissioned blockchain
adoption focusing on the benefits and the controlled nature of such solutions. For
example, Expert 8 mentioned,

“There is no pressure from governments in our case: the data access is limited, all
parties involved are trustworthy, the ecosystem is private, sensitive data is stored
on the cloud services … but transparency and data immutability bring the whole
industry (supply chain) to the next stage… there is strict control on who adds data,
what type of data and who verifies it”.
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Overall, the themes surrounding the management dimension include top man-
agement support, human resources readiness, financial resources readiness and data
governance.

4.3 Business Models

In the business model domains we identified 2 themes and included them in the final
framework: value creation and capture, and the existing company’s business model
alignment. Those themes were identified according to the expert’s vision of blockchain
adoption in organisations that can lead to a unique digital infrastructure that facilitates
innovation in business models. Our interviewees mentioned that blockchain has the
potential to transform companies’ operations, offering new opportunities for growth,
efficiency and sustainability in various spheres. For example, Expert 5’s opinion on this
matter is:

“Companies should consider adopting a new strategy and a completely different
approach doing business… it is mostly about new business opportunities and value
networks”.

Because our experts are more familiar with the kind of innovation that blockchain
enables, they are looking for opportunities related to start-up creation. Additionally, they
focused not only on the company level solution but also provided some examples of value
that individuals can generate (e.g., an openmarket for everyone to start a business around
blockchain, low competition among blockchain professionals, new work opportunities,
etc.). For example, Expert 9 added that

“Proportionally, more money can be made in the blockchain technology market…
The value is vivid for both companies and individuals”,

Additionally, our interviewees mentioned that among the main reasons why compa-
nies fail with blockchain implementation are the desire for independence and autonomy,
regulation of industry and individuals, dependence on demand, duplication of projects,
inability to control the project, desire to work with only one communication channel and
new money-making tools. Nevertheless, Expert 2 added that

“Blockchain is transforming the entire digital culture and business models, it is
unparalleled, and we should expect this technology to become fundamental in the
world in the very near future. Activity is higher than you think”.

Overall, almost all experts are confident that the technology is trying to solve a
problem that had not been solved byprevious technologies and there are so few successful
global cases that support the new way of doing business. But the main problem is
explained by Expert 1,

“People who are very, very enthusiastic about the technology may fail…the point
is that they don’t look at the business and do not know how to look at the market…
you would need to have an interdisciplinary approach…It’s really important to
understand the business you’re trying to serve”.
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4.4 Operational Processes

The operational process associated with blockchain adoption varies depending on the
specific domain or sphere. All processes in a company can be classified as core and
supporting [34]. The main difference between them is that the core ones are important
for the fundamental value creation of the organisation, while the latter is important to
the smooth running of the organisation as a whole. Our experts added that core opera-
tional processes directly impact the company’s bottom line, while ancillary operational
processes contribute indirectly to the organisation’s success by providing the neces-
sary infrastructure and assistance. Additionally, experts highlighted the importance of a
detailed analysis of all processes in the company before considering blockchain adoption
and understanding how blockchain can improve them in the short and long term. For
instance, Expert 6 claimed,

“Understanding the core processes of the organization that will be affected by
blockchain is among important steps to take… while the technology will change
the supporting processes and improve the way the company operates”.

Additionally, our interviewees mentioned that there are scenarios for effective
blockchain implementation in almost all areas of business but associated with a number
of risks. We combined answers from experts 2, 5, 7 and 9 and linked them with 3 types
of risks. 1. Systemic risks that include market risks, currency risks (standard currencies
volatility), and random risks (unexpected economic crises or changes in the industry). 2.
Non-systemic risks: user errors and lack of knowledge, fraud at the smart contract level,
technical problems with protocols, poor management of companies leading to inability
to meet the obligations, and high project leverage. 3. Regulatory risk: adoption of a law,
the introduction of a package of by laws, formation of a broad judicial practice. Expert
2 added the following:

“The winners are not those with superficial knowledge of the field, but those who
fundamentally develop in all areas, monitor the market and continually update
their skills”.

Collectively, the themes included in the final framework surrounding operational
processes include core and supporting process involvement and risk exposure.

4.5 Environmental Impact

Based on the conducted interviews, we identified 6 themes that can be taken into con-
sideration in the analysis of the environmental impact: competitors’ pressure, customer
needs understanding, regulations clearness, stakeholders’ readiness, industry readiness
and sustainable industry growth. Our interviewees mentioned that the environmental
impact of blockchain adoption on the corporate level has become a hot topic in recent
years and competitors and consumers analysis is essential because it provides insights
about market needs and preferences. Experts mentioned that with this knowledge a busi-
ness can develop strategies to help it stand out from its competitors, attract and retain
consumers, and succeed in the long term. In this case, Expert 6 mentioned:
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“We are not the only one developing solution in that field… One of the problems
with the blockchain is that it has a level of complexity, which is much bigger than
others working on other technologies. So it’s very important that when you are
ready to launch it, it already includes all the elements that you and all involved
members need”.

In the case of laws, the blockchain itself is a new technology and there is still no
clear vision from central authorities on how to regulate the industry and experts claim
that the speed of blockchain adoption depends on clear regulations. Nevertheless, we
found that experts are not positive about the current state of regulations and are waiting
for debates surrounding blockchain. Our interviewees mentioned that regulation has to
be adequate and understandable not only for companies but also for individuals. For
example, Expert 9 mentioned:

“I do not share the optimism that there will be anything adequate in the next 2–3
years. We are going down the same road as 25 years ago when regulating the
Internet”.

At the same time, Expert 1 added: “The legal body is not ready. Because as I said, the
lowest or assuming is paradigm central planning and central control. Decentralization
means the complete change in the current structure”.

Our interviewees also discussed the challenges surrounding readiness of the key
stakeholders. Some experts were positive about the openness of their partners to trans-
form business using blockchain, while others faced resistance and had to create a new
promotion strategy among stakeholders. For instance, Expert 4 mentioned:

“At least for us we knew what blockchain was, and because one of the main
problems was that everybody was associating blockchain with cryptocurrency. So
it was not easy in the beginning to explain to them why we’re using blockchain, it
was something new for them”.

Finally, experts slightly covered industry readiness and sustainability trends. In most
cases, they agreed there is still a limited number of success stories around blockchain
and all industries are not ready for blockchain adoption. While some businesses have
embraced blockchain as a revolutionary technology, others are still hesitant to explore
its advantages and disadvantages. Blockchain technology is most commonly adopted in
sectors that rely heavily on transactions and data management, such as banking, supply
chainmanagement and healthcare. Nevertheless, our experts are confident that to achieve
sustainable industry growth businesses must overcome regulatory obstacles including
data privacy and security before they can fully utilize blockchain.
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Table 2. Summary of decision-making factors and potential questions to ask

Definition Description Potential questions

Infrastructure for blockchain

Interoperability Blockchains’ capacity to connect
and interact with other systems in
a coordinated manner

What requirements must a
blockchain-based solution meet
to operate successfully with
existing systems?

Integration complexity A set of all required resources to
smoothly integrate blockchain

Do you consider all hardware
and software resources?
What are the maintenance and
system updates requirements?

Alliance with other
technologies

Blockchain can be considered
alongside other technologies
(e.g., AI). A clear understanding
of what technologies will be
connected with blockchain and
why

How many technologies will be
connected with blockchain?
What infrastructure is needed?

Business models

Value creation What value can the company
create for the final customer
utilizing blockchain

How does your company create
value and what is the role of
blockchain in the process?

Value capturing What value can the company
generate and turn into profit
utilizing blockchain

What benefits will you gain
from blockchain adoption?

Existing business models’
alignment

The way blockchain affects
existing models in the company;

Does blockchain disrupt the
current business models of
your company or are slight
adjustments needed?

Operational processes

Core and supporting
processes involvement

The number of core and
supporting processes that will be
affected by blockchain adoption

To what extent the blockchain
adoption will influence the core
processes?
To what extent the blockchain
adoption will influence the
supporting processes?

Risk exposure Evaluation of all potential risks
related to blockchain adoption

How are you going to measure
blockchain-related risks?

Management

(continued)
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Table 2. (continued)

Definition Description Potential questions

Top management support The level of involvement and
awareness about blockchain

Do top managers understand
the whole nature of blockchain
technology and the challenges
associated?

Human resources
readiness

Knowledge level about
blockchain among employees,
required training time, the
relevance of additional hiring, etc

Do you have skilled employees
that are aware of blockchain?
Do you need additional training
for personnel and how long
will it take?

Financial resources
readiness

The efficient number of financial
resources to cover the whole
blockchain adoption process

Do you have enough financial
resources to adopt the
technology?
What is an expected ROI and
how long will it take?

Data governance Set of standards and
requirements on how data is
stored, processed and gathered;
responsible actors

Is there a requirement to store a
large amount of data?
What governance strategies are
the most appropriate for the
case?

Environmental impact

Competitors pressure Assessment of competitors’
readiness and openness to digital
transformation trends; ability to
provide unique solutions using
emerging technologies

What are your direct and
indirect competitors?
What competitive strategies
were crucial to blockchain
commercial success in your
sphere?

Regulations clearness Set of rules to avoid legal and
regulatory fragmentation during
blockchain adoption and
utilisation

What is the regulatory
environment related to
blockchain in the industry?
What are the strategies to
ensure that a company is able
to respond to changes quickly
after blockchain adoption?

Stakeholders readiness The number of participants in the
network for smooth operation;
support from the key
stakeholders

What are your strategies to
promote the acceptance of
blockchain among the main
stakeholders?

(continued)
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Table 2. (continued)

Definition Description Potential questions

Customers needs
understanding

Ability to create a clear vision of
user persona including current
customers and new potential
markets

How do you review your
product development efforts
related to blockchain to ensure
be in line with what the
customers want?

Sustainable industry
growth

Set of activities on how
blockchain can ensure
sustainability in various domains

How can you ensure that you
can contribute to sustainable
growth in the industry?

Industry readiness Set of frameworks, successful
use cases and research in the
particular domain

Are there any success stories
and use cases of blockchain
adoption in your industry?

4.6 Decision-Making Framework

From our analysis, we developed a process model for decision-making and important
dimensions companies must consider before blockchain adoption (Fig. 2). To validate
the model, five experts agreed to prioritize dimensions according to their experience and
vision. The experts prioritized the dimensions into three levels. Experts assigned priority
by considering a detailed analysis of the possible technology adoption effects, ensuring
that both its advantages and disadvantages are considered. Priority levels also make sure
that the technology is aligned with the organisation’s goals and values. By determining
which factors are most important, decision-makers can make more strategic decisions
about whether a particular technology is right for their company.

Fig. 2. Blockchain adoption decision-making framework
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We found the importance of various factors depending on the size of the company,
the experts’ background and their position. For example, in startups that are created
around blockchain, experts give less priority to stakeholders’ readiness and top man-
agement support, since the decisions to adopt blockchain are made by business owners
and “stakeholders are never ready”, according to Expert 1. At the same time, experts
mentioned that for small companies and startups, it is highly important to control and
understand all risks associated with blockchain adoption and prepare human and finan-
cial resources. There are a lot of discussions around blockchain and how it can contribute
to sustainability. In that case, there are a lot of assumptions and speculations around this
topic but more time is needed to notice a real contribution. Indeed, experts did not have a
clear vision on this point and opinions were divided into completely different directions.
Overall, our work provides a guideline onwhat dimensions alongside potential questions
can be considered before adopting any emerging technology. Even though there are a
lot of use cases discussing the applicability of blockchain, the technology still is not a
panacea for most of them.

5 Discussion

5.1 Theoretical Implications

Our paper has two major theoretical implications. First, we found the major concepts
related to blockchain adoption in companies. Under these concepts, we have identified
five dimensions: infrastructure, business models, operational processes, management
and environmental impact. Afterwards, we provide a detailed description of all dimen-
sions and their prioritization according to experts’ comments. We divide impact factors
into 3 levels to explain the most crucial ones for practitioners. For example, we found
that top management support and the technology integration complexity are considered
highly important ones, while industry readiness and competitors’ pressure do not hin-
der business people from blockchain adoption. Second, under the prior research, we
identified that there is no clear answer when to use blockchain at the corporate level.
Our results revealed that it is highly important to consider all dimensions in specific
requirements, challenges, and potential benefits of blockchain adoption.

5.2 Practical Implications

Our study has several practical implications. First, during the interviews with our experts
we revealed that global blockchain adoption is associated with a number of challenges
and among the most important is a limited understanding of the technology itself. A
lot of business people consider blockchain following hype without a proper analysis of
other possible solutions. We provide a detailed framework of potential dimensions to
consider with a 3 level of impact factors to guide decision-makers in various domains.
Additionally, we found that the prioritization depends on the size of the company and
awareness about blockchain among the main stakeholders. Second, the decision-making
process of any emerging technology adoption is a complex procedure that requires
a detailed analysis. We provide a summary of decision-making factors and potential
questions to ask before blockchain utilization.
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5.3 Limitations and Future Research Directions

The current study has several limitations. First, we conducted 10 interviews with experts
from different countries during the research. Future research can expand our findings
by considering a more extensive set of experts from various domains and countries. At
the same time, the study can be limited to one country or a particular domain to provide
a more comprehensive understanding of the challenges surrounding blockchain and the
factors that lead to its adoption. Second, we provide an adoption framework based on
the collected data from the experts and future validation through the case studies may
broaden the findings. Third, future research can also focus on understanding the specific
criteria that influence practitioners’ intention to adopt blockchain in different use cases.

6 Conclusions

Blockchain technology has recently attracted a lot of attention. In this study, we iden-
tified the dimensions that business people take into consideration before blockchain
adoption on the corporate level and developed the adoption decision-making framework
to support the technology utilization process. The current research derived the following
conclusions. First, we contributed to the existing knowledge with empirical findings and
revealed the importance of looking at a broader perspective before blockchain adoption.
Second, during the interviews data analysis using the Gioa method we identified 5 core
dimensions and 18 sub-dimensions surrounding blockchain utilization.We validated the
final framework by means of the second round of interviews with 5 experts and found
that the decision-making process and priority of dimensions depends on various factors
(e.g., size of the company or awareness level about blockchain). Third, the deeper insight
into the business people’s perspective reveals many directions for improvement.
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Abstract. This study explores the perceptions and practices of under-
graduates in Information Technology (IT) regarding privacy issues in
digital games. This topic becomes relevant in the current scenario where
artificial intelligence (AI) is increasingly integrated into digital games,
providing an enhanced experience for players. However, this integration
poses security and privacy challenges, the understanding of which is
crucial for both players and developers. The primary objective of this
research is to comprehend the participants’ perceptions and understand-
ings of privacy in digital games. We employed a qualitative and quanti-
tative methodology to address our research inquiries. Through an online
form of data collection, we obtained 61 responses. Among the obtained
information, we observed that 40% of the students are interested in pur-
suing a career in game development, and 50% would consider this pos-
sibility. Noteworthy among the identified issues is the necessity for com-
panies to devise more effective means of communicating their privacy
policies to players/users, adapting the language to their target audience.
Participants reported attacks related to online multiplayer games and
expressed concerns about the security of personal data.

Keywords: Privacy · Personal data · Game Development · Digital
Game

1 Introduction

In the contemporary era, Artificial Intelligence (AI) has deeply infiltrated vari-
ous technologies, including digital games. Modern games have incorporated tech-
nologies such as AI, machine learning, and data mining to enhance the player’s
experience [10,19]. Experts anticipate that the convergence of games and AI will
become more pronounced in the coming years, especially in titles destined for
the Metaverse, where new technologies and integrations will add value to both
the games and the pedagogical methods employed in serious games [4]. Experts
estimate that by 2025, the serious games market will grow by 25%, an increase
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driven by the influence of the Metaverse [7]. Simultaneously, projections indicate
that the AI and video game markets will reach values of US$ 126 billion and
US$ 268.81 million, respectively, by 2025 [4,10].

However, besides enhancing gameplay and immersion, the integration of AI
can assist in protecting players from attacks and “cheaters”, a growing neces-
sity as many players feel insecure in online multiplayer game environments [4].
Renowned games like FIFA, Half-Life, The Last of Us, Minecraft, and Halo: Com-
bat Evolved have proactively integrated AI into their frameworks [10]. Given this
evolution, undergraduate programs focused on systems and game development
must encourage students to create features that comply with regulations and
safeguard user privacy [1,15].

In response to the escalating concerns about privacy in digital games, this
study aims to explore first-year Information Technology (IT) students’ percep-
tions and understandings of the practices and dilemmas related to privacy in
this context.

The goal is to understand the privacy-related perspectives of future game
developers who are currently beginners in an IT course. These views can signif-
icantly influence how games will be developed and utilized. We seek to answer
the research question (RQ): How do IT students perceive and interact
with privacy features in digital games, and are there gender differ-
ences in intentions to become future game developers?. This RQ is
motivated by an initial investigation of how future developers perceive data pri-
vacy in games [12,18] and if there are divergences in the perspectives of men and
women [13]. To this end, we devised a study with a quali-quantitative approach,
outlined through the following research sub-questions (SQ):

SQ1 - How do perceptions and intentions of becoming a game developer in the
future differ between different gender identities?

SQ2 - How do future game developers perceive and regard the privacy of their
personal data during the use of games?

SQ3 - What experiences of attacks on privacy or leakage of personal data are
reported by participants?

This study is an initial study, which was answered by 61 first-year students
of an IT course at Fluminense Federal University (UFF) in Brazil. The team
collected data through an online questionnaire. Among the collected data, it’s
crucial to note that companies need to adopt innovative methods of communi-
cating their privacy policies to players/users, using vocabulary more suitable for
their target audience. We also observed that 40% of participants are interested
in working with game development, and 50% would consider this possibility.

The structure of this article is as follows: The subsequent section provides
an overview of privacy issues in digital games. Section 3 details the methodology
employed in the research. Next, Sect. 4 unveils the obtained results, while Sect. 5
fosters a brief discussion on the main identified points. Section 6 highlights the
study’s main limitations. Finally, Sect. 7 outlines our conclusions and proposes
suggestions for future research.
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2 Background

Privacy, a concept noted for its complexity and multifaceted nature, often
emerges as a paradox due to the discrepancy between the concerns users express
and the actions they undertake to protect their privacy [5,9]. This paradox is
particularly prominent in the digital gaming industry, where the protection of
personal data has garnered significant attention. This is underscored by recent
lawsuits against companies like Epic Games for privacy violations, a trend
also observed in cases involving games such as Silent Hill, Pokémon Go, and
Ingress [8,9,16,18].

The industry is governed by a myriad of global legislations, including the
General Data Protection Regulation (GDPR) in Europe, the General Data Pro-
tection Law (LGPD) in Brazil, the Personal Information Protection Law (PIPL)
in China, and the California Consumer Privacy Act (CCPA) in the USA [1,6,14].
These legislations pose a considerable challenge for game developers, especially
when incorporating Artificial Intelligence (AI) systems that significantly impact
individual privacy [11].

Current research endeavors are focused on understanding players’ percep-
tions of privacy, particularly within the realm of augmented and virtual real-
ity games, which have raised significant concerns among players [9,12,16,18].
These studies aim to enhance players’ privacy protection by involving them in
the co-creation process, utilizing elements such as cards to foster reflection and
discussion [2]. Moreover, there is a growing recognition of the need for further
discourse concerning the challenges young system developers or ICT undergrad-
uates face in complying with existing legislation, especially when navigating
different laws across countries [1,15]. Furthermore, researchers have noted a cor-
relation between women’s gaming experiences and their propensity to pursue
careers in game development [13].

3 Methodology

In this study, 70 students (were invited) from the first year of a TI course at
UFF were invited via email by the course coordinator to respond to an online
questionnaire (Gooble Forms) available from May-28-2023 to June-02-2023. The
questionnaire, divided into five sections, explored demographic characteristics,
attitudes towards privacy, specific aspects of privacy in digital games, and career
intentions, in addition to offering space for final reflections. The research gener-
ated qualitative and quantitative data, utilizing responses structured in a five-
point Likert scale, ranging from 1 - Strongly Disagree to 5 - Strongly Agree, and
open-ended questions allowing detailed and personalized responses.

The research adhered to the ethical standards outlined in Resolutions
466/2012 and 510/2016 of the National Health Council of Brazil. Despite not
undergoing review by an Ethics Committee, we requested participants to sign
the Informed Consent Form to ensure the confidentiality and privacy of the col-
lected data. To protect the students’ anonymity, we chose not to disclose the
full name of the course, referring to it simply as Information Technology course.



186 M. da Silva et al.

Participants received detailed information about the study objectives and the
responsible researchers, with a clear indication that the utilization of the data
would be for academic purposes only. Moreover, we guaranteed access to the
study results in a suitable environment, implementing strategies to reduce fatigue
and stress, without offering financial compensation. Participation was voluntary
and free from any coercion.

4 Results

The study gathered responses from 61 first-year IT course students out of a
sample of 70. The complete anonymized dataset, including responses from all 61
participants, can be accessed at either of these links: https://doi.org/10.5281/
zenodo.8350533 or the alternative link: https://osf.io/z3ynp/.

The demographic distribution of the respondents included 12 women and 49
men, all of whom are enrolled in an undergraduate course in Information Sys-
tems. Predominantly a young group, the respondents are divided into two age
brackets: 17 to 24 years old and 25 to 30 years old, with further details provided
in Table 1. From the data gathered, it is evident that a significant number of
individuals harbor concerns about safeguarding their personal information dur-
ing gaming sessions. Yet, it emerges that a substantial 77.05% of them seldom
refer to privacy policies before engaging with the games, thus highlighting the
manifestation of the so-called “privacy paradox”.

4.1 Engage in the Game Development Between Different Genders
(SQ1)

When we inquired about the intention to work in the field of game development
in the future, we noticed significant interest among participants, distributed
similarly between men and women. In analyzing the question SQ1 - How do
perceptions and intentions of becoming a game developer in the future
differ between different gender identities?, we explored the current pro-
fessional status of the participants and their past with personal data attacks. As
detailed in Table 1, a significant portion (73.80%) of respondents are currently
unemployed, which is more prevalent among women.

Additionally, it was recorded that 41.67% of women expressed interest in
working in the game development area, while over 50% are considering this
possibility. These data are more promising in our country compared to those
presented in the study by Sigurðardóttir (2019) [13], where lower interest from
women is observed in Iceland and Norway. This study also highlights the need
to expand the dissemination of information and guidance about opportunities
for women in the field of game development.

Regarding the participants’ experiences with possible personal data viola-
tions, 22.95% confirmed they had been victims of some attack, the details
of which can be consulted in Subsect. 4.3. In contrast, a significant majority
(77.05%) stated they had not noticed or suffered any invasion of their digital
privacy.

https://doi.org/10.5281/zenodo.8350533
https://doi.org/10.5281/zenodo.8350533
https://osf.io/z3ynp/
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Table 1. Information about participants.

Question Answer options Gender All
participantsMale Female

Age 17–24 years 98.88% 91.67% 93.40%
25–30 years 6.12% 8.33% 6.6%

Current occupation Works with IT 12.25% 0% 9.9%
Works but is not IT 14.29% 16.67% 14.70%
Don’t work, just study 71.43% 83.33% 73.80%
Others (scholarship
holder, researcher, etc.)

2.04% 0% 1.60%

Interest in working
with games in the
future

Yes 40.82% 41.67% 40.00%
No 10.20% 8.33% 10.00%
Maybe 48.98% 50.00% 50.00%

4.2 Player Behavior Regarding Some Privacy Issues (SQ2)

Regarding SQ2 - How do future game developers perceive and regard
the privacy of their personal data during the use of games?, we con-
ducted an analysis to identify participants’ behavior concerning certain privacy
issues while engaging with digital games, as depicted in Fig. 1. The data were
gathered based on both objective (Likert scale) and discursive questions. Ini-
tially, we noted that a significant number of participants do not peruse the
privacy policies before commencing the game (question 1). On the flip side, as
illustrated in question 2, we found that 16.40% and 32.80% of participants either
fully or partially agree that they harbor privacy concerns, a finding that aligns
with the privacy paradox phenomenon.

To gather participants’ perceptions on certain points, we conducted the fol-
lowing inquiries using the Likert scale. The results are presented in Fig. 1.

Question 1 - Before playing a game I read the privacy policy.
Question 2 - I am concerned about my privacy when using Digital Games.
Question 3 - When I use a game, I block access permissions to my cell phone.
Question 4 - I think my privacy is well protected in the games I play.
Question 5 - When I use a game that asks for identification, I use my real

name.
Question 6 - When I register in the game, I provide my real data (CPF, Phone,

E-mail, etc.).
Question 7 - I deactivate permissions for sensors or folders after using the game

on my smartphone.

One noteworthy finding from Fig. 1 relates to Question 6, where 54.1% of the
participants reported providing their genuine data during game platform regis-
tration. However, 14.75% strongly disagreed with this statement, not providing
their real data, and 16.39% mostly disagreed, not providing real data most of
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the time. Additionally, in Question 5 of the same figure, it can be observed that
27.87% do not use their real names during gameplay, and 18.03% rarely do so.
Nevertheless, many players, totaling 34.39% (24.87% agree and 9.8% strongly
agree), continue to use their real names for in-game identification.

Fig. 1. Information from participants about how they perceive.

In the data analysis, utilizing the Shapiro-Wilk normality test, we observed
that the p-value for the queries is less than 0.001, indicating that the values do
not follow a normal distribution. This phenomenon might be attributed to the
small size of the sample. Table 2 provides statistical information on the collected
data, differentiating the data by gender and including details about the median,
the standard deviation (SD), and the standard error (SE). From this table, we
identified differences in the responses of males and females to questions 01 and
02. In the first question, women appear to pay more attention to the games’
privacy policies than men. However, in the second question, they demonstrate
lesser concern for privacy during gameplay.

We employed the Mann-Whitney test to evaluate the data, given that they
originate from a Likert scale (ordinal qualitative). Simultaneously, we also
applied a distribution to two independent groups (male and female) to examine
the differences in the responses. Despite this, we concluded that there are no
significant differences between the groups.

Considering this study is based on quali-quantitative data, we have struc-
tured some questions to capture the participants’ perspectives more accurately.
Concerning their views on privacy policies, we formulated the following question:
If you have tried to read the game’s Privacy Policies, can you describe
your experience? Due to the similarity of the responses, we have chosen to
present them in a structured manner.

1. Lengthy and complex texts: The majority of respondents expressed that
privacy policies are often long and dense, making them arduous to read.
This characteristic appears to discourage complete policy reading, with many
respondents admitting to abandoning the reading before finishing due to the
length and repetition of terms and phrases. For example, the response from
P4 “the texts are generally too verbose and overly lengthy”.

2. Difficulty in understanding the texts: Furthermore, privacy policies seem
to be complex for many users, especially due to the use of technical and
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Table 2. Statistical information distributed by question and answers by gender.

Gender SE Median SD Variance Mann-Whitney - (p)

Question 1 Female 0.188 2 0.651 0.424 0.684
Male 0.137 1 0.962 0.925

Question 2 Female 0.358 3 1.240 1.538 0.550
Male 0.188 4 1.319 1.741

Question 3 Female 0.477 3 1.651 2.727 0.781
Male 0.204 1.429 2.042

Question 4 Female 0.271 3 0.937 0.879 0.349
Male 0.160 1.118 1.250

Question 5 Female 0.336 3 1.165 1.356 0.515
Male 0.203 1.422 2.023

Question 6 Female 0.417 4 1.443 2.083 0.686
Male 0.187 1.307 1.708

Question 7 Female 0.336 3.5 1.165 1.356 0.758
Male 0.187 3 1.307 1.708

legal terms. Some respondents mentioned that privacy policies contain “I find
the terms extremely difficult to read, with too many things to understand,
and I believe that is intentional ” (P45) and “...referring to various laws or
regulations that, although easily accessible, are difficult to read.” (P7).

3. Disinterest and lack of access attempt: Many participants expressed
disinterest in reading the privacy policies or admitted never having tried to
read. Some have justified this by considering the privacy policies as long-
winded and tedious. Others choose to skip the text and jump right into the
game.

4. Concerns about privacy and transparency in access: Some respondents
expressed discomfort with the amount of data collected by games, as revealed
by privacy policies. This indicates an underlying concern about privacy issues
among some game users. On the other hand, several respondents reported that
locating privacy policies is not a difficult task. Generally, privacy policies are
easily accessible, appearing on the screen during the game registration or
installation process.

5. Trust in large game companies: Some responses suggest a tendency to
trust privacy policies from well-established game companies, as noted by one
participant (P50), “I usually play games that are well-established in the gam-
ing scene, which automatically makes me trust their privacy policies”. This
seems to occur even without careful reading of the policies, with users relying
on the reputation of these companies, as indicated by another participant’s
response highlighting that “It is a reading that is not at all intuitive, but in
games from big companies, it is a clear read. It conveys trust”(P57).

The data gathered underscores the necessity of devising innovative meth-
ods to communicate privacy policies effectively, particularly within the gam-
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ing industry, which encompasses highly creative groups. Modern games often
require conveying privacy protocols to a broad spectrum of users, accentuating
the demand for improved communication channels that encompass players and
their guardians, especially concerning minors.

In an endeavor to delve deeper into the behavior surrounding privacy protec-
tion related to popular features in smartphone games, we solicited responses to the
question: If you have tried to disable privacy permissions/functionality
in the game, such as sensors and found it difficult, can you describe the
functionality and/or problems? This query aimed to understand the players’
experiences and perspectives regarding privacy controls within games.

From the responses to this question, it emerged that a significant segment
of players have actively engaged in modifying game features to enhance their
privacy and security. Participants acknowledged the ease and intuitiveness of
the process, recounting experiences such as restricting access to phone folders
and denying permissions to access contact lists or GPS, primarily to conserve
battery life or bolster privacy. Conversely, some participants found the process
complex and needing clarification, attributing their confusion to verbose and
unclear permission descriptions.

Moreover, concerns were raised regarding the involuntary grant of permis-
sions as certain games or applications failed to operate without specific accesses,
consequently, compelling players to compromise their privacy preferences. This
has been a source of frustration, with particular emphasis on issues related to dis-
abling GPS functionalities, which hinder the gameplay experience. Furthermore,
participants voiced fears over potential personal information misuse, including
unauthorized profile creation or data sales to third parties. We also noted specific
challenges reported in managing access to private features like photo galleries or
microphones, indicating areas needing refinement and improvement.

4.3 Described Privacy and Security Attacks (SQ3)

To identify which negative experiences participants had already encountered
regarding personal data issues, especially in digital games, we formulated the
following: SQ3 - What experiences of attacks on privacy or leakage
of personal data are reported by participants?, we observed in Table 1
that 22.95% of participants reported having experienced some form of attack
involving personal data. Although the majority (77.05%) of the participants did
not report suffering any attacks or data breaches, those who did did disbelieve
the attacks suffered. The data collected was analyzed and grouped by thematic
similarity of the attacks reported by the participants:

1. Attacks related to or within online games:
– Invasion and password change of a League of Legends game account,

which was later recovered.
– Invasion in a game called Point Blank, account invasion by a hacker.
– Game account hacking experiences, without specifying the games.
– Constant game disruptions, possibly caused by hackers, leading to hacked

accounts and loss of access.
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2. Social media account invasions:
– Harassment on social media for an extended period, with the harasser

obtaining personal and residential information.
– Attempted invasion on Facebook.
– Multiple account hacks on platforms like YouTube, Instagram, Twitter,

and League of Legends, with successful resolution of the situations.
3. Financial data attack (credit card cloning):

– Instances of credit card cloning in different banks.
– Information (credit card) theft and unauthorized online purchases.

4. Other identified situations:
– Data leakage due to security vulnerabilities in digital platforms and web-

sites, or the PC invasion through malware and victimization by phishing
on a specific site (OLX).

The response that best exemplifies a privacy problem when third parties
obtain personal data is from participant 13: “A man harassed me on social media
for 2 months and managed to find personal information about me, such as where
I lived, where I studied, my school schedule, and other details”. This issue has
been observed in other studies where women describe persecutions [18].

5 Discussions

This study aims to address a primary research question, which has been sub-
divided into three sub-questions (SQ). From the data analysis, we emphasize
that this research, albeit exploratory, is based on a limited sample from a single
educational institution. As illustrated in Table 1, and considering SQ1, gender
differences did not significantly influence the outcomes, although they might be
affected by the participants’ previous experiences [13]. The underrepresentation
of women, however, signals a persistent male dominance in the sector. Enhancing
the visibility of women as developers in the IT industry could encourage more
young females to pursue careers in game development [13].

Addressing SQ2, which investigates the perceptions of first-year IT students
regarding privacy features in digital games, we acknowledge that a significant
portion of them effectively manage game permissions to access information on
their devices. However, they encounter substantial challenges concerning the
usability and functionality of games, particularly when certain permissions are
disabled, thereby creating barriers to game progression. The implementation of
extensive data collection techniques through sensors or player activities to opti-
mize games using Artificial Intelligence (AI) solutions introduces an additional
layer of complexity [11]. It is pertinent to note, as depicted in question 06 of
Fig. 1, that a significant segment of participants admits to providing authen-
tic data during the registration process on gaming platforms. Simultaneously,
a considerable portion prefers to abstain from sharing real information, a deci-
sion often grounded in the player’s valuation of this information and carefully
considering whether privacy protection should prevail [17].
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We identified that some participants have devised strategies to safeguard
their privacy and prevent indiscriminate data collection by games. The diffi-
culty in disabling sensors emerged as a significant concern, corroborating stud-
ies discussing challenges in disabling features like GPS [17]. It was mentioned
that revoking permissions generally does not compromise the gaming experience,
although some games restrict access when users disable specific permissions.

Our analysis unveils various experiences and viewpoints regarding privacy
and security in digital games. This scenario underscores the urgent need for
improvements in crafting privacy policies, which are often extensive and over-
looked by users. Development companies need to demonstrate deeper engage-
ment in protecting players’ privacy and promoting more transparent privacy poli-
cies, especially in the face of rapid integration of AI, data mining, and machine
learning tools [11,14].

As discussed in Subsect. 4.3 (SQ3), privacy breaches occur prominently dur-
ing attacks in online multiplayer games. These attacks frequently target valuable
information contained in credit cards, bank accounts, and social media profiles,
among others. To mitigate these issues, the gaming industry has been utilizing
AI to anticipate and prevent attacks, facilitating data extraction to initiate per-
sonalized attacks or extract personal information [3,11]. However, perpetrators
also leverage AI technology to facilitate their illicit actions [4].

We note that many IT students are aware of privacy policies. Nonetheless,
a significant portion opts not to engage with these documents, a trend corrob-
orated by Thongmak’s study [16], which found that 35% of veteran and new
Pokémon GO players have never read the privacy policies. Players are cognizant
of the potential to block sensors to prevent data collection. Yet, to fully enjoy the
games, they consent to data collection practices that might compromise privacy
in digital environments, which might be influenced by factors such as sensitivity,
relevance, and convenience [17]. In light of this scenario, game developers must
adopt a critical stance towards implementing AI technologies, discerning the
ethical boundaries of its application and formulating robust strategies to ensure
the protection of players [14].

6 Limitations of the Study

This study has several limitations that should be considered. Firstly, the sample
consists only of individuals enrolled in an IT undergraduate program within a
specific age range (17 to 30 years). Therefore, the results may only be represen-
tative of some of the population of digital gamers.

Secondly, the number of participants is small (61 individuals), which may
limit the generalizability of the results and the detection of statistically signif-
icant differences. Additionally, there is a gender imbalance in the sample (49
males and 12 females).

Lastly, this study is based on self-reporting, which may be subject to social
desirability bias and inaccurate memory. Some participants may have underes-
timated or overestimated their experiences of privacy breaches or the frequency
with which they read privacy policies.
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7 Final Considerations and Future Work

This study offers significant insights into the attitudes and behaviors of young
IT students regarding privacy in digital games. Although most respondents
expressed privacy concerns, many do not devote time to reading privacy poli-
cies, highlighting the privacy paradox present in the gaming universe. This phe-
nomenon emphasizes the need for a proactive approach from the gaming industry
to safeguard players’ privacy.

The findings suggest that the complexity and length of privacy policy texts
can create barriers to understanding, indicating that a more accessible and com-
prehensible presentation of these policies might be beneficial. Regarding involve-
ment in the development of digital games, the study found no significant gender
differences, indicating potential equitable participation between genders. How-
ever, further investigation is required to validate and expand this aspect.

Additionally, we recognize that fostering a deep understanding of effectively
applying privacy strategies in game development remains a notable challenge.
This challenge extends to understanding how perceptions about privacy influence
game design and how to promote a “privacy by design” approach.

In the future, we plan to expand the research to include a broader spectrum
of students and industry professionals, aiming to explore behavioral variations
across different demographics and regions, utilizing additional multivariate tests.
Additionally, we aim to discern how their privacy perceptions influence their app-
roach to game design?. This supplementary aspect will enable us to devise more
robust features, assisting developers in implementing effective privacy protection
strategies.
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Abstract. The relevance of using social media in crisis scenarios has
aroused the interest of researchers and teams responsible for crisis man-
agement. The aim of this study is to explore the experience and skills of
social media users related to such events. To this end, we carried out an
analysis of the social media functionalities used in this context, followed
by a survey of social media users. The research involved the participa-
tion of 159 individuals and collected demographic data, data on the use
of social networks, experience with crisis events, and aspects related to
the production of alert messages. The results suggest that participants
actively use social media and are inclined to share information about cri-
sis events, as long as improvements are made to existing functionalities.

Keywords: Social Media · User Experience · Crisis Management ·
Mobile Technologies · Crowdsourcing

1 Introduction

Crisis events, characterized by natural disasters, accidents, or health and safety
emergencies, have the potential to trigger dangerous situations and temporary
disruptions for people nearby [10]. Climate change has exacerbated the frequency
and intensity of such occurrences, leading to a worrying increase in natural disas-
ters such as floods, wildfires, and earthquakes across the world [18]. The unpre-
dictability of the affected locations and the unpredictability of the severity of
the event make it difficult to develop preventive measures. Therefore, the disclo-
sure of information during the event becomes vital to guarantee the safety and
well-being of individuals, as access to information can avoid risks and save lives
during serious events [2].

With technological advancements and increased connectivity, social media
has emerged as a powerful platform for communication. These platforms provide
a dynamic environment where users can transmit information, supported by
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the information capture capabilities of mobile technologies [15]. This type of
contribution allows the formation of a mass of data on crisis events. Thus, social
media can be used to detect real-world events [7] and identify their locations [1].
Furthermore, the collaborative process, or Crowdsourcing, allows this data to be
used to assess damage [12] or to extract the “Wisdom of the Crowd” to detect
new crisis events [22]. These characteristics transform social media users into
human sensors capable of collecting and sharing crucial information about the
affected area and the severity of the crisis.

In the context of smart cities, social media data is extensively studied to help
local governments make informed decisions during crisis events [20]. Social media
can be used to extract details about events even before they are published in tra-
ditional media [14]. Advanced Artificial Intelligence techniques can be employed
to process this data, assisting with crisis control and mitigation strategies aimed
at increasing the resilience of cities [6]. In addition to enabling real-time moni-
toring of public sentiment, it also allows for rapid action in affected areas and
immediate feedback and support to users [6].

The demand for rapid, automated identification of city-wide crisis events
could spur the development of systems that make use of social media data. A
notable investment has been directed towards improving machine learning algo-
rithms for event detection [10]. However, even when messages are shared during
events, an automatic system needs to deal with ambiguous or incomplete infor-
mation [14]. Consequently, these systems can become complex, facing challenges
related to semantic interpretation, temporal aspects, and geographic data [14].
For messages to be truly useful, it is imperative that users actively participate
during the event by sharing event-related content, including location data. In the
literature, we found, from the users’ point of view, that social media platforms
can be considered easy to use, beneficial, and crucial for disaster management [9].
Therefore, before moving forward with the development of automatic monitor-
ing systems, a deeper analysis of users’ experiences with these platforms during
crisis events is essential.

This study aims to delve into the practices and knowledge of social media
users, delineating their potential to contribute crucial information during crisis
events. We propose a key question to evaluate how users participate on social
media platforms during these events: What is the ability and interest of users
to get involved in disseminating information related to crisis events? To gain
insights into these questions, we designed a research methodology based on the
Goal-Question-Metric (GQM) [5,19] with questions about user experience with
social media platforms in relation to crisis events. We collected data from social
media users in all regions of Brazil through online forms. Next, in Sect. 2, we
delve deeper into the salient features necessary for posting messages on social
media platforms. In Sect. 3 we describe the steps taken to collect data. In Sect. 4
we detail the results of respondents who completed the survey, while in Sect. 5 we
present the discussion of these results. We conclude the study in Sect. 6, where
we offer suggestions for future research.
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2 Background

2.1 Using Social Media Tools

Social media platforms offer a plethora of tools that users can leverage in a
variety of ways, affording multiple usage possibilities. The ability to share text
messages enables users to express views, share relevant information, and report
crisis events ahead of news channels [14]. Moreover, hashtags are used to cat-
egorize and index content, simplifying the search for specific information on
various topics, such as natural disasters or emergencies [11]. The functionality of
tagging or mentioning, others using the “@” symbol draws attention to private
posts, thereby alerting authorities, emergency services, or individuals possessing
pertinent knowledge in crisis situations [21].

Many social media platforms also offer location sharing [16]. This feature,
usable in real-time, can be invaluable during crisis situations, informing those
nearby of one’s current location and facilitating appropriate assistance or rescue
in emergencies. In addition, users can share the location of a specific place,
such as an address or landmark, to inform others about crisis events at specific
locations. The check-in feature, albeit not directly related to crisis events, can
provide valuable information about people’s movement in affected areas, aiding
situation analysis and response coordination.

Social media platforms enable users to share videos and images, which play
a crucial role in transmitting information during crisis events [17]. They allow
users to document and share first-hand experiences, giving others a more pro-
found understanding of the situation. Furthermore, the sharing feature of social
media platforms promotes rapid and efficient content dissemination [13]. With
a few clicks, users can share posts, photos, videos, and links with their network,
reaching a potentially limitless audience.

2.2 Analysis of Tools for Crisis Events

La Rocca & Greco (2022) [11] analyzed the use of hashtags during the ini-
tial phase of the COVID-19 pandemic in three languages: Italian, Spanish, and
French. Utilizing emotional text mining, the aim was to comprehend the repre-
sentation of the pandemic, containment measures, and the perception of Europe
within tweets containing the #Covid-19 hashtag. The study underscored the
significance of hashtags as analysis tools in media events and crises, highlighting
the prevailing attitudes towards Europe during times of crisis.

Scalia & Francalanci & Pernici (2022) [16] presented the CIME algorithm, a
tool for geolocating pertinent social media posts for crisis mapping. This algo-
rithm employs the context of posts, such as metadata and relationship networks,
to filter and geolocate information. It was assessed during an emergency event
and showed superior performance in terms of geolocated posts, accuracy, and
relevance for rapid mapping.

Shang & Liou & Rao-Nicholson (2022) [17] investigated corporate communi-
cation on social media during the COVID-19 pandemic. They observed that busi-
nesses adopted functional and informative approaches initially during the various
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phases of the crisis, later seeking to increase customer engagement through the
incorporation of videos and links. High media richness data formats received
a higher rate of responses/retweets. The findings highlight the importance of
strategic adaptation during an evolving crisis.

Atkinson & Lee (2023) [3] examined the use of Facebook by Australian emer-
gency response agencies during a specific wildfire event. The results unveiled
distinct agency approaches and their relationship with user engagement. Under-
standing user engagement with official social media content is essential in light
of the increasing reliance on these platforms for crisis communication.

The research mentioned in this text provides an interesting insight into the
different social media tools used in crisis situations. However, studies focus on
analyzing posts and using text analysis tools and algorithms to extract valuable
information. A new study that focuses on collecting user information could pro-
vide a deeper understanding of users’ individual experiences and perceptions of
social media in times of crisis. Furthermore, it is critical that a new study expands
the scope to cover a variety of crises and emergency situations to develop more
comprehensive recommendations and guidelines for interaction between users
and social media tools.

3 Methodology

The survey was conducted through online questionnaires via Google Forms
to facilitate access to participants. We adopt ethical measures based on the
Informed Consent Form (ICF) [4] to guarantee the protection, well-being, and
minimize risks to participants: presentation of the objective of the research and
of those researched; anonymity of participants; non-identification of participants
in the responses collected; free and uninfluenced participation; and, possibility
of interrupting the research at any time if they wish. We adopted measures to
mitigate possible weaknesses in the questionnaires that could hinder the inves-
tigation [4]: questions in a sequence from general to specific; closed questions
with neutral options or alternatives such as “I don’t know”, “I don’t want to
answer” or “other”; and, instructions describing how to answer the questions. In
addition, we established inclusion criteria, such as a minimum age of 18 years,
and exclusion criteria, such as refusal of the ICF or non-compliance with the
inclusion criteria. The minimum age of 18 is necessary to comply with legal and
ethical requirements, ensuring informed consent and protecting the rights of par-
ticipants. Combined with the acceptance of the ICF, it strengthens the integrity
and validity of the results.

The research seeks to answer the research question: “What is the ability and
interest of users to get involved in the dissemination of information related to
crisis events?”. We used the Goal-Question-Metric (GQM) paradigm to define the
objectives, questions, and metrics used in the research [5,19]. We can characterize
the objective of this work as analyzing factors that can influence interactions and
posts on social networks during a crisis event, with the aim of characterizing the
participants’ experience. Following Basili et al. (1992) [5], we can characterize the
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research with four Specific Objectives (SO). SO1 seeks to collect demographic
information to contextualize the evaluation of the tool. SO2 seeks to characterize
the use of social media by participants. SO3 seeks to characterize participants’
experience with crisis events. Finally, SO4 seeks to characterize the perceptions
related to the production of the alert message.

The objectives were refined into questions, moving from an abstract level
to a more practical one [19]. All questions were objective and alternatives are
presented in Sect. 4. To answer SO1, we use questions to recording age, gender,
location and education. To answer SO2, we use questions to collect the frequency
of use of social media and knowledge of existing features. To answer SO3, we
use questions to gather whether participants witnessed any crisis events, whether
they shared information about crisis events, and whether they consider it impor-
tant to share this information on social media. To answer SO4, we used questions
to determine whether participants would be willing to provide data to a tool that
generates messages, whether they consider it important for the message to be
temporary, and whether they prefer the message to be anonymous. Finally, met-
rics are a refinement of questions [19]. Metrics play a fundamental role in defining
the information necessary to analyze the data collected. In the context of this
research, the data collected underwent a quantitative analysis [8]. This analysis
used basic and descriptive statistical methods with the aim of summarizing and
synthesizing the data in a concise and understandable way.

4 Findings

The questionnaire was available for 5 days: between February 27th and March
3rd, 2023. We received 159 responses, all of which were submitted following
acceptance of the Informed Consent Form (ICF). The questions were adminis-
tered in the same way and order for all participants. The anonymized dataset is
available at the following link: https://zenodo.org/records/10118628.

4.1 Demographic Data (SO1)

To achieve SO1, we present Questions to Characterize the Participants (QCP):
age (QCP1), gender (QCP2), region of the country (QCP3), and level of edu-
cation (QCP4). As per Table 1, a concentration of participants was observed in
the younger first third of age, with 147 (92.5%) of participants aged between 18
and 35 years: 34% were under 24 years, 44.7% between 24 and 29 years, and
13.8% between 30 and 35 years. In addition, Table 2 (QCP2) shows that 61% of
participants who identified as female (F), 38.4% identifying as male (M) e only
0.6% chose not to disclose their gender (N/A). Table 2 (QCP3) also presents the
regions with the most participants, with the Southeast region standing out with
38.4%, followed by the North region with 31.4%, and the Midwest with 22%.

Table 3 presents the education level of the survey participants. We can divide
the sample into two groups. In the first, 79 (49.7%) individuals who completed
higher education: 34% have a completed higher education degree, and 15.7%

https://zenodo.org/records/10118628
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Table 1. Responses for Participants’ Age (QCP1)

Question QCP1

Options 18–24 24–29 30–35 36–41 42–47 48–53 54–59 >59 N/A
Answers 54 71 22 3 5 1 1 1 1
Percent 34.0% 44.7% 13.8% 1.9% 3.1% 0.6% 0.6% 0.6% 0.6%

Table 2. Responses to the gender of participants (QCP2) and responses to the partic-
ipants’ region of residence (QCP3)

Question QCP2 QCP3

Options M F N/A North Southeast Midwest South North East N/A
Answers 61 97 1 50 61 35 6 6 1
Percent 38.4% 61.0% 0.6% 31.4% 38.4% 22.0% 3.8% 3.8% 0.6%

have completed or are currently enrolled in postgraduate studies (Spec., M.Sc.
or Ph.D.). In the second, 80 (50.3%) individuals have not yet completed higher
education: 32.7% are higher education students, 15.1% are high school gradu-
ates, 1.9% have not completed high school, and 0.6% have completed primary
education. There were no participants with incomplete primary education or
who were illiterate.

Table 3. Answers regarding the level of education of the participants (QCP4) consid-
ering Complete (C) or Incomplete (IC)

Question QCP4

Options (C) primary
education

(IC) high
school

(C) high
school

(IC) higher
education

(C) higher
education

(C or IC)
Spec. M.Sc.,
Ph.D.

Answers 1 3 24 52 54 25
Percent 0.6% 1.9% 15.1% 32.7% 34.0% 15.7%

4.2 Social Media Using (SO2)

To achieve the SO2 objective, we present Questions related to Social media
Using (QSU): frequency of use of two type of social media platform (QSU1)
and knowledge about the functionalities used to share information about crisis
events (QSU2). Table 4 reveals that private messaging social media platforms
were the most used. We asked participants to consider their use of WhatsApp.
While public messaging platforms were the least used. We asked participants to
consider their use of Facebook.
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Table 4. Frequency of social media usage by participants (QSU1)

Question QSU1 - Private message QSU1 - Public message

Options Frequent Infrequent Frequent Infrequent
Answers 153 6 60 99
Percent 96.2% 3.8% 37.7% 62.3%

The Table 5 presents the number of participants who know each feature
of social networks that can be used to generate an alert message. Overall, the
participants demonstrated a high level of knowledge concerning the presented
tools. All participants (159) responded to the question, with a minimum of 120
of them (75.5%) confirming their familiarity with each of the options presented.
It indicates that at least three-quarters of participants are familiar with all the
features presented.

Table 5. Knowledge of social media functionalities by participants (QSU2)

Question QSU2

Options Text
message

Index terms
(#)

Mention
account (@)

Real-time
location

Location of
specific
place

Check-in at
location

Answers 157 121 152 143 130 120
Percent 98.7% 76.1% 95.6% 89.9% 81.8% 75.5%

4.3 Experience with Crisis Events (SO3)

To achieve SO3, we presented questions related to the Participant Experience
(QPE): whether the participant has previously been present at a crisis event
(QPE1), whether they have had any interactions with information about crisis
events through social media (QPE2), and whether they consider it important
for such information to circulate on social media platforms (QPE3). Upon ana-
lyzing the responses, we found that 145 (91.2%) of participants stated they
had experienced at least one crisis event beyond the pandemic. Table 6 presents
the percentage of participants who marked each presented crisis event. Among
these events, the pandemic was the most frequently experienced, indicated by
153 (96.8%) participants. Overall, the participants reported experiencing other
types of crisis events, such as traffic problems with 79.1%, flooding with 53.8%,
and riots with 43.7%.
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Table 6. Experience of crisis events by participants (QPE1)

Question QPE1

Options Health
(pandemic)

Water
(flooding)

Fire (blaze) Earth (slip) People
(riot)

Vehicle
(accident)

Drought
(water
scarcity)

Answers 153 85 36 10 69 125 35
Percent 96.2% 53.5% 22.6% 6.3% 43.4% 78.6% 22.0%

Table 7 (QPE2) displays the percentage of participants who interact on social
media with information about crisis events, whether through posting, comment-
ing, or sharing: 66% confirmed having some form of interaction, 28% stated not
engaging, and 6% were unsure or did not respond. Moreover, Table 7 (QPE3)
presents the percentage of participants who consider the circulation of informa-
tion about crisis events on social media important: 94% affirmed its importance,
3% expressed it as unimportant, and 3% were unsure or did not respond.

Table 7. Participants already had some kind of interaction on social media related to
the crisis event (QPE2) and participants consider it important that information about
crisis events circulate on social media (QPE3).

Question QPE2 QPE3

Options Yes Maybe No Yes Maybe No
Answers 104 10 45 149 5 5
Percent 65.4% 6.3% 28.3% 93.7% 3.1% 3.1%

4.4 Production of Alert Messages (SO4)

To achieve SO4, we addressed questions about Production of Alert messages
(QPA): the intention of providing information to a tool that generates the mes-
sage (QPA1), the need for the message to be temporary (QPA2) and the need
for the message is anonymous (QPA3). Table 8 shows that, for QPA1, 82.8% of
the participants evaluated that they would provide the information requested by
a tool to generate the message. Furthermore, for QPA2, 47.1% of participants
expressed that if the message was deleted after 24 h (temporary), they would
post more often. Finally, regarding QPA3, 44.6% of the participants stated that
they would publish more frequently if the publication did not include their name
(anonymously).
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Table 8. Participants would use a tool to generate the alert message (QPA1), Par-
ticipants consider that the message needs to be temporary (QPA2) and Participants
consider that the message needs to be anonymous (QPA3).

Question QPA1 QPA2 QPA3

Options Yes Maybe No Yes Maybe No Yes Maybe No
Answers 130 18 11 74 53 32 70 49 40
Percent 81.8% 11.3% 6.9% 46.5% 33.3% 20.1% 44.0% 30.8% 25.2%

5 Discussion

This study comprised of 159 participants, predominantly between the ages of
18 to 35. Additionally, there were more female participants. It was conducted
entirely online, thereby enabling a broader reach and diffusion of the research
through sharing on social media platforms such as Facebook and WhatsApp.
This strategy enabled data collection from cities across 14 different states, with
the Southeast region having the most participants, followed by the North and
Midwest regions. Researchers had some network of contacts in these regions,
which may have introduced a bias to the research. None of the participants
had an education level below completed high school or were illiterate, with the
majority of the sample being composed of individuals who have completed or
are pursuing higher education.

This study involved a group of individuals, where almost all of them make
frequent use of some social media that allows the sending of private messages.
Moreover, three-quarters or more of the participants are familiar with social
media features that enable public crisis alerting. This reinforces the notion that
social media is widely accessible and perceived as user-friendly [9]. On the other
hand, within this same group, just over half of the participants make frequent use
of social media that allow the sending of public messages. Although most par-
ticipants are aware of the resources available to raise awareness of crisis events,
it is of great importance that this is done quickly so that other people and crisis
managers have access [14]. However, a small part of the participants may have
contributed via private messages.

The survey revealed that the vast majority of participants have already expe-
rienced at least one type of crisis event, in addition to a health-related event:
traffic problems, floods, or riots. They also considered the circulation of infor-
mation about crisis events on social media as important. This reinforces the
notion that social media is perceived as beneficial for communication during cri-
sis events [9]. In addition, most participants claimed to have interactions with
information about crisis events on social media, be it by posting, commenting,
or sharing. However, despite having experienced such events and being familiar
with most of the tools available to generate crisis alerts, the percentage of inter-
action was almost 28% points below the participation rate. It is possible that
the majority of participants in this study experienced emotions related to crisis
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events, which may explain the importance they attach to sharing information
about crisis events on social media. In this way, the difference between interest
and participation may be associated with: the lack of specific tools for sharing
alerts; the lack of greater interaction between government officials and crisis man-
agers with citizens; or, the low circulation of related messages to encourage and
serve as an example for participants to get involved in these online discussions.

By analyzing the features available on social media, we realized that there
are tools that allow the production of data that facilitate the construction of
solutions based on Crowdsourcing. One such solution is to identify and share
crisis events [2]. In this context, a user can use these tools to notify both the
relevant authorities and friends and family [21]. Hashtags can be used to index
information about specific events or relevant locations [11]. In turn, crisis man-
agers would receive complete information that would help them in rescue and
control actions in crisis situations. While there are general tools, there isn’t a
specific option for writing about crisis events. Thus, more research is needed
to investigate the factors that can influence the frequency of interactions when
participants witness a crisis event. As well, the complexity of the user expe-
rience on social media during crisis events may requires a joint effort between
users and platforms to improve communication and provide accurate and reliable
information in critical situations.

Social media have technological support to provide tools that help the pro-
duction of messages during crisis events [2]. For this, social media can use data
available on users’ devices, such as location and time. However, in settings with
low participation, messages can be difficult to collect and with little useful infor-
mation [14]. In this sense, social media themselves could offer tools to generate
the message and establish a pattern of messages, depending only on the user’s
express willingness to participate. In our research, we observed that more than
half of the participants would use a tool for this purpose. Moreover, they didn’t
show great concern about making this message temporary and anonymous. To
encourage participation, the platform could offer additional features that assist
in decision-making and guide users, such as targeted notifications for those close
to a crisis event and the creation of an interface to view the points where an
event was flagged. However, before investing in the production of such a tool,
it is essential to adjust the characteristics and desires of the local communities
that can use this tool. This must be done to check whether people are willing to
adopt it in their daily lives. The receptiveness of local users can guarantee the
effectiveness of a Crowdsourcing tool and support Smart Cities solutions.

6 Final Considerations

Aspects related to the experiences and skills of social media users are essential
to gain a comprehensive understanding of usage during crisis events. The results
of this research reveal that the participants are active users of social media, have
already experienced a crisis event and have the necessary knowledge to share
information. Although participants recognize the importance of this information
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to support communication, not everyone engages in discussions of this type on
social media. During crisis events, users’ interaction with social media can be
affected by the negative effects of the crisis itself. In addition, the lack of a
specific tool for crisis situations can make communication difficult during the
event. Participants stated the need to improve existing resources, considering
the user’s context. Therefore, this study contributes to a deeper understanding
of user interaction and need for information sharing during crisis events.

During our research, we faced challenges related to the validity of the study,
such as the adequate representation of the questions under study and the lack
of an instrument to verify the understanding of the participants. Obtaining a
diverse sample was a challenge, and we recognize that the sample used may have
limited the generalizability of the results. Furthermore, the lack of adequate
statistical support and the predominance of descriptive statistical evaluations
may have weakened our conclusions.

In future work, we consider the development and testing of a user-centered
alert publishing tool for social networks. This tool can be designed with specific
functionalities to facilitate communication during crisis events, allowing users to
send important information about the type of event, location and time of crisis-
related issues. In addition, we intend to conduct further research to understand
the needs and expectations of local communities regarding the use of such tools.
For this, the research may include interviews, focus groups or even conducting
a pilot study with a specific group of users.
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Abstract. The popularity of social media as a useful tool for socialization and
information exchange has resulted in a new type of electronic commerce known
as social commerce. The rapid expansion of social media has generated significant
interest from many e-retailers to enlarge their operations by taking advantage of
social technology and services. Social commerce has gone mainstream among
marketers, businesses, and scholars in recent years. Many countries, including
the United Kingdom, United States, China, and South Korea, have already imple-
mented the social shopping system. However, consumers in developing countries
like Bangladesh are slower to accept social commerce. Despite the hype around
this technology, no previous research has specifically studies consumer adoption
of social commerce in the context of Bangladesh in a systematic manner. Conse-
quently, this research aim to “develop and empirically validate a conceptual model
for understanding factors influencing consumer behavioural intention of social
commerce in the context of Bangladesh” utilizing the UTAUT2model. This study
utilized price value, hedonic motivation, habit, risk and attitude in order to investi-
gate consumer behavioural intention. This study collected the data (n= 302) from
social commerce users of Bangladesh using survey method in order to test and
validate the research model. The results supported that price value and hedonic
motivation have significant influence on consumer attitude while habit, risk and
attitude have significant impact on consumer behavioural intention. This research
contributes to the knowledge through adoption and validation of constructs that
overlooked in social commerce studies.
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attitude · hedonic motivation
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1 Introduction

The development and adoption of technology has acted as an enabler for social com-
merce and has become mainstream following the success of social networking sites [1].
Although the term has been widely used within the literature, there is no universally
accepted definition of the term ‘social commerce’. It generally refers to the delivery of
electronic commerce (e-commerce) activities and transactions conducted through social
networking sites via Web 2.0 software [2]. According to Turban et al. [3], the combina-
tion of e-commerce, e-marketing, social media, web 2.0, and support theories creates a
platform called social commerce.Within the last few years social commerce has become
a key discussion point for many businesses. Not only businesses using this platform to
be selling the goods, but also using this technology for understand consumer require-
ment, measuring consumer satisfaction, interaction with consumers and brand aware-
ness. Many developed and developing countries are incorporating this technology to
develop their business. Social commerce adoption is relatively higher in technologically
developed countries such as USA, UK, South Korea and China. However, developing
countries such as Bangladesh are far behind to adopt this technology.

In the last few years many scholars have attempted to investigate various influential
factors of social commerce. Prior studies highlighted number of factors and models that
repeatedly used in social commerce domain [4–13]. For examples, trust, social support
and perceived usefulness and TAM, S-O-R model and social support theories are some
frequently utilizedmodels and constructs. However, there aremany technology adoption
constructs that have been overlooked for use in the social commerce research. Capturing
the holistic literature review, this study found that consumer attitude has been overlooked
despite its importance in many technology acceptance studies. For example, measuring
consumer attitude can help businesses to understand an individual’s behaviour, which
helps company decision-making. A more positive attitude drives the consumer towards
behavioural intention the technology [14]. Therefore, adopting a promising technol-
ogy adoption model and empirically investigate and validating in the social commerce
research is important. Thus, this study seeks to fill the gaps that theoretically enhance and
contribute to the research as well practically implemented on social commerce system.
This research conducts the empirical research on social commerce considering the users
of Bangladesh.

The next sectionswill outline the theoretical foundation and conceptualmodel, draw-
ing on relevant literature to select a promising model for this study. The methodology
of the research will be discussed in Sect. 3, while Sect. 4 will present the results of the
structural equation modelling (SEM). Following that, Sect. 5 will provide a discussion
of the findings, along with contributions, limitations, and directions for future research.

2 Literature Review and Conceptual Model Development

Social commerce studies have shown that constructs such as perceived usefulness, per-
ceived ease of use, trust and social support have been examined most frequently [15].
Constructs such as attitude, hedonic motivation, price value and habit have been over-
looked in social commerce research despite being a significant predictor of many tech-
nology acceptance research. For examples, student perception using coursemanagement



Investigating Social Commerce Factors 209

software [20]; Mobile commerce [21]; Mobile banking [22] and consumer behavioural
intention of social commerce in the context of Saudi Arabia [6].

Few studies in social commerce research examined hedonic motivation, price value
and habit as a part of UTAUT 2 model. For example, Sheikh et al. [6] examined UTAUT
2 in order to examined consumer behavioural intention of social commerce in the context
of Saudi Arabia. Study found that hedonic motivation, habit and price saving orienta-
tion have significant influence on behavioural intention. Shoheib and Abu-Shanab [5]
examined UTAUT 2 in the context of Qatar and found that the core constructs of the
model have significant influence on behavioural intention. Additionally, there are limited
studies that consider consumer attitude in the model despite being a significant predictor
of behavioural intention. Additionally, negative factors such as risk has been utilized in
limited studies. Scholars suggests that Risk factors can be change based on the geograph-
ical location and environment. Due to its novelty, there is a limited amount of literature
available on social commerce considering the context of Bangladesh. Therefore, atti-
tude, hedonic motivation, price value, habit and risk are needed further investigation in
the context of Bangladesh.

2.1 Development of Conceptual Model

Although, UTAUT is a highly cited model within technology adoption research [18].
Few studies have utilized it for examining social commerce adoption. UTAUT con-
tain four key constructs (independent variables) namely, performance expectancy, effort
expectancy, social influence and facilitating conditions. UTAUT was proposed and vali-
dated for understanding IT/IS adoption at individual level in the organizational context.
Afterwards, Venkatesh et al. [19] further extended this theory for consumer context by
including three additional independent variables namely, price value, hedonic motiva-
tion, and habit for predicting behavioural intention to adopt technology. However, those
constructs were rejected or cannot be validated in many contexts. Therefore, this study
decided to examine those constructs utilizing attitude and behavioural intention in the
context of Bangladesh.

Risk is another factor that is found to be negative in various aspects of technology
acceptance research [24–26]. Internet usage for shopping causes additional uncertainty
and risk perception due to its intangible nature [27]. Therefore, utilizing risk with will
generate relevant information to understand consumer’s behavioural intention in the
social commerce domain. Therefore, the proposed conceptual model and hypothesis is
structured below (see Fig. 1).

2.1.1 Hedonic Motivation (HM)

“Hedonicmotivation can be defined as the fun or pleasure derived fromusing technology,
and it has been shown to play an important role in determining technology acceptance and
use [19]. In technology acceptance research, hedonic motivation has been found to be an
influential factor in consumer’s behavioural intention [19]. In social commerce studies, a
few examinations of hedonicmotivation have been conducted. For example, Shoheib and
Abu-Shanab [5] found that hedonic motivation has a positive and significant influence
on consumer behavioural intention in the context of Qatar. Additionally, Sheikh et al. [6]
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Fig. 1. Proposed Conceptual model (Adopted UTAUT2 by Venkatesh et al., 2012)

found that hedonic motivation has significant influence on behaviour in the context of
Saudi Arabia. It is evident that hedonic motivation and behavioural intention have been
examined in many existences. Therefore, hedonic motivation and consumer attitude
would be beneficial to investigate in order to understand consumer’s attitude toward
social commerce. The following hypotheses is proposed:

H1: Hedonic motivation positively influences consumer attitude towards social com-
merce.

2.1.2 Price Value (PV)

Price value is another essential concept in UTAUT2. Consumers often incur the financial
expense, and pricing structure may have a considerable impact on consumer technology
adoption [19]. Price value is a significant consideration because social commerce does
not incur any costs for technology use; instead, it gives consumers with a variety of
benefits and cost-saving possibilities [6]. Furthermore, the UTAUT2 specific construct
“price value” has been replaced with “price saving” because social commerce does not
incur any costs for technology usage; instead, it gives consumerswith a variety of benefits
and cost-saving possibilities. Price value is an assessment of the value that a consumer
will accrue and realize from utilizing a service or product, such as quality, functionality,
after-sales service, and brand [5]. As a result, few studies in social commerce research
have indicated that price value has a substantial influence on consumers’ behavioural
intention [5, 6]. This construct with attitude purpose was chosen and hypothesized in
this investigation.

H2: Price value positively influences consumers’ Attitude towards social commerce.

2.1.3 Habit (HT)

“Habit has been defined as the extent to which people tend to perform behaviour auto-
matically because of learning” [19]. Many technology acceptance studies have found
habit to be important and favourable [51]. A rise in habit, according to Limayem et al.
[51], increases the inclination to utilize technology. In social commerce, habit has been
employed sparingly; for example, Sheikh et al. [6] reported that habit has a considerable
influence on consumer behavioural intention in the setting of Saudi Arabia. As a result,
the following hypotheses is proposed:
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H3: Habit positively influences consumer’s behavioural intention towards social com-
merce.

2.1.4 Risk

Risk is one of the negative factors that inhibit consumer to use social commerce. Wu and
Li [52] found that social commerce risk negatively and significantly influence consumer
value in social commerce. Commerce risk decrease the intention to buy from the web-
site and that perceived participation risk limits the intentions to post comments on social
commerce forums. The result further reported that the influence of these risk assess-
ments reduced when the degree of social identification with the website’s community
enhances [43]. Biucky et al., [53] found that privacy risk, functional risk, social risk,
and time risk are negatively significant with intention to buy. Therefore, the less risk of
psychological trauma generated from the unsuccessful buying. Risk concern increased
when the perceived usefulness of e-service and usage intention reduce [54]. Thus, the
proposes hypothesis is:

H4: Risk negatively influence consumer’s behavioural intention towards social com-
merce.

2.1.5 Attitude (AT)

Attitude could be defined as the psychological path of evaluating an object with a posi-
tive or negative reaction [44]. Attitude is an individual’s positive and negative feelings
about performing the target behaviour [45]. Fishbein and Ajzen, [46] defined attitude
as a belief that is sometimes influenced by socio-environmental pressure rather than
personal behaviour. Venkatesh et al. [28] mentioned that enjoyment, interest, fun, and
usefulness are essential factors that positively influence consumers’ attitude. From a
social commerce perspective, several studies found a significant positive relationship
between attitude and intention to buy [16, 23, 47, 48, 55]. However, social commerce
adoption in Bangladesh may be significantly influenced by customers’ positive attitudes
towards online shopping. Realizing that, this research utilizes the relationship between
attitude and behavioural intention and proposes the following hypothesis:

H5: Attitude positively influence consumer’s behavioural intention towards social
commerce.

3 Methodology

After proposing a conceptualmodel, it is necessary to determine an appropriatemethod to
validate the model. Thus, the methodological choices made in this study. The empirical
part of this research was conducted in Bangladesh and its involved 500 Bangladeshi
social media users. A self-administrated questionnaires was developed and distributed
to the targeted participants. The survey method was used in this research to collect the
data. It is evident that the survey approach allows for the measurement of a variety
of unobservable variables, such as an individual’s preferences, attitudes, beliefs, and
behaviour [49]. This approach is ideal for collecting information about a population that
is extensive to observe in person [49].



212 P. Sarker et al.

The measuring items of this research has been collected from various technology-
based research [14, 16, 19]. A seven-point Likert scale was preferred to measure respon-
dents’ perception on survey questions. The survey questions were developed using
google form and distributed through various social media sites such as Facebook, Insta-
gram, WhatsApp, LinkedIn and twitter. To ensure an adequate level of reliability, a pilot
study was conducted before the main survey. Reliability of the constructs were verified
using 40 pilot samples. And found that all the constructs were the recommended thresh-
old 0.70. SPSS v.28 and AMOS v.28 were selected as an appropriate exanimating tool
to assist with data analysis.

4 Results

This study involved the collection of 500 samples using a surveymethod. After removing
unengaged samples and outliers, a total of 302 samples remained for further analysis.
The subsequent analysis was conducted in two stages. In the first stage, the results of the
structural equation modelling (SEM) measurement model largely supported the level
of goodness of fit. All the model fit indices demonstrated satisfactory values (refer to
Table 1). The goodness of fit index showed AGFI = 0.93, CFI = 0.98, PNFI = 0.77,
and RMSEA = 0.26. Similarly, the reliability of all constructs was found to be above
0.70, which is considered satisfactory. The composite reliability and average variance
extracted are on the satisfactory level. For example, RISK (a = 0.93; CR = 0.94; AVE
= 0.77); PV (a = 0.75; CR = 0.75; AVE = 0.51); HT (a = 0.84; CR = 0.84; AVE =
0.72); HM (a = 0.72; CR = 0.64; AVE = 0.47); AT (a = 0.72; CR = 0.72; AVE =
0.46); BI (a = 0.83; CR = 0.84; AVE = 0.51).

Table 1. Model fit indices

Model χ2/DF < 3.00 AGFI ≥ 0.80 CFI ≥ 0.90 PNFI > 0.50 RMSEA ≤ 0.06

Measurement
model

1.26 0.93 0.98 0.77 0.026

Structural
model

2.40 0.88 0.94 0.76 0.059

Oncemeasurement model found to be satisfactory, this research conducted structural
model analysis corelating the proposed hypothesis. The model fit indices found to be
satisfactory in the structural model analysis without any further modifications in the
model (Table 1). The goodness of fit index AGFI = 0.88; CFI = 0.94, PNFI = 0.76;
RMSEA = 0.059. The analysis further found that all the hypotheses are significant.

The results also found that p-values for the structural model analysis are below the
threshold value of 0.05 [58]. An examination of path coefficients reported that price
value (γ = 0.37, p = 0.004) and Hedonic motivation (γ = 0.19, p = 0.001) positively
and significantly influenced consumer’s attitude to use social commerce. Additionally,
Habit (γ = 0.21, p= 0.008), Attitude (γ = 0.20, p= 0.001) have positive and significant
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influence on consumer’s behavioural intention to use social commerce. Finally, risk (γ
= −0.18, p = 0.05) has a negative and significant influence on behavioural intention to
use social commerce. Therefore, all five-hypothesis found to be supported (see Fig. 2).

Fig. 2. Validated conceptual model

5 Discussion

The analysis of the structural model revealed the predictive power of the proposed
model in examining social commerce adoption in this research. Based on the analysis
of the structural model, this can conclude that the proposed model is highly predictive
in investigating social commerce adoption. The results demonstrate that the validated
model accounted for 70 percent of the variance in attitude and 58 percent of the variance
in behavioural intention. For example, Patil et al. [31] reported the model explained 59
percent of the variance, Shin [47] found 23.80 percent of the variance, and Rashid et al.
(2017) found 49.80 percent of the variance in attitude. Similarly, For instance, Rahman
et al. (2020) investigated social commerce within Bangladesh, and the model explained
41.4 percent of the variance in behavioural intention. Abed [4] found 53 percent of
the variance, Nadeem et al. [17] found 18.90 percent, and Wang and Yu [59] found 31
percent of the variance in behavioural intention, which are comparatively lower than the
findings of the current research.

As discussed in the results, this study validated all five hypotheses. Two predic-
tors price value and hedonic motivation found to be significant influence of consumer
attitude. The relationship between price value and attitude in this study yielded better
results compared to the relationship between hedonic motivation and attitude in many
social commerce studies. In the context of Bangladesh, social commerce technology is
relatively new for buying and selling products online. Many Bangladeshi consumers are
unaware of this system and still rely on traditional outlets. Therefore, the user’s percep-
tion towards price value plays a crucial role in creating a positive attitude, which leads to
technology adoption. Price value is related to financial cost of using any new system like
social commerce. When financial cost is more than the perceived benefit, consumers are
not fully satisfied with the service [61]. Social commerce platform/manager should pro-
vide cost effective service to the consumer so that users can easily adopt this technology
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without concerning the cost. Consumers found to habitual to use social media specif-
ically Facebook in Bangladesh which could turn to the customer of social commerce.
Consumers already aware of various features of social media therefore, this is beneficials
for social commerce vendors/managers to provide enjoyment and entertaining services
so that users can easily adopt this technology. Consumer experience with new system
could be impacted by the role of intrinsic motivation. Therefore, Social commerce could
provide users with wide ranges of support and services that could motivate users to
shape their attitude and eventually motivate to use social commerce. Entertaining apps,
fun games could be accelerated users the feeling of pleasure and trigger the motivating
factors to use the technology.

Three predictors (habit, risk and attitude) reported significant influence on con-
sumer’s behavioural intention while risk found to be negative factors that inhibit con-
sumer to use social commerce. Consistent with the prior technology acceptance studies,
risk has a negative and significant influence on consumer’s behavioural intention to adopt
social commerce. Bangladeshi consumers who are more comfortable using any technol-
ogy are less likely to feel anxious using social commerce. The result reported that 76
percent of respondents prefer the cash-on- deliverymethod, which reduces financial anx-
iety amongst consumers. However, the negative and significant relationship between risk
and behavioural intention clearly shows that there is still a sense of apprehension and fear
among consumers while using social commerce. Risk levels might be higher for new
social commerce users if they are comparatively new to technology adoption. Social
commerce platforms should ensure the security and privacy of the users to minimize
risk amongst consumers. Trustworthiness between the social commerce platform/seller
and the consumer would reduce the risk, and eventually the consumer would adopt the
social commerce technology without any hesitation. Users appear to be highly attached
to social media, forming a habitual part of their daily lives, and becoming potential
customers. This habitual behaviour on social media has the potential to transform into
social commerce consumer.

Attitude, defined as a psychological evaluation of an objectwith a positive or negative
response [44]. Attitude represents an individual’s subjective evaluation of the social
commerce technology. Attitude is crucial when studying consumer behaviour, as it helps
businesses understand individual behaviour and make informed decisions. A positive
attitude fosters an intention to use the technology and more positive attitude drives the
consumer towards an intention to use the technology [14].

5.1 Research Contribution

As yet no study has explored social commerce considering the factors analysis and
validated in study in the context of Bangladesh. Also, the literature review of social
commerce found that price value, habit and hedonic motivation has been explore in very
limited studies in the context of Qatar and Saudi Arabia. However, those studies cannot
be applied to the Bangladesh due to cultural, political and environmental difference.
Attitude is an another factor that is utilized in a limited number of studies. However,
understanding the importance of attitude and validating the relationship with Price value
and Hedonic motivation confirms that attitude can shape users’ behaviours and further
attitude, risk, and habit influence user’s behaviour to adopt social commerce.



Investigating Social Commerce Factors 215

The Findings offer valuable and practical insights for both Bangladeshi consumers
and business which engage social commerce. Managers are required to comprehend the
validated model’s constructs to implement it effectively. In terms of hedonic motiva-
tion and price value, it is recommended that managers incorporate entertaining, enjoy-
able content into their social commerce pages. This could include designing fun adver-
tisements that have a positive impact on consumer attitudes towards adopting social
commerce. Additionally, businesses should provide consumers with various cost-saving
options, such as price and product comparison charts, free delivery choices, reasonable
pricing, and assistance in finding the best prices on different websites. Habit and per-
ceived risk have a direct influence on consumer behavioural intentions. Social shopping
is not yet a habitual practice among Bangladeshi consumers due to a lack of technolog-
ical advancement. However, businesses should acknowledge these challenges and offer
user-friendly and easily learnable technology to encourage the development of habits
around using their systems. Furthermore, perceived risk negatively affects consumer
adoption of social commerce sites. Transaction-related issues, potential financial losses,
lack of online safety and security, and insufficient post-purchase services are some of
the risks associated with social commerce sites. Considering Bangladeshi consumers
as risk-averse individuals with a tendency to be cautious when it comes to accepting
or trusting new technology, managers need to provide enhanced safety and security
measures, transparent transactions system, and financial assurances to instil confidence
in consumers. This will facilitate the smooth adoption of social commerce technology
without hesitation.

6 Conclusions

The development of social media platforms provides value to the customer through
innovations such as creating a virtual marketplace, buying features, promotions, and
advertisement options. Although Bangladeshi consumers are becoming innovative by
adopting different technologies, people still feel hesitant about purchasing online, partic-
ularly via social commerce platforms, despite the platforms’ efforts to offer value-added
services. Therefore, the following section discusses limitations, future research, and
recommendations for further enhancement of this technology. This research makes a
valuable contribution to the existing literature by introducing and empirically validating
several customer-centric constructs that are often overlooked or underrated, including
price value,motivation, habit, attitude, and risk. The findings of this study reveal that both
price value and hedonic motivation have a significant and positive impact on consumer
attitude. Additionally, it was observed that consumer habit and attitude exert a significant
influence on consumer behavioural intention. However, risk has a negative influence on
consumer behavioural intention. Bangladesh as a developing country has a huge poten-
tial for new entrepreneurs and small businesses on social commerce platforms to grab
the attention of the consumer. The appropriate implementation of the research model
into the social commerce platform could significantly influence consumers to adopt
this technology. For instance, offering price-saving options, enabling price comparisons
between pages, incorporating fun and entertaining content, mitigating transaction and
data-related risks, and fostering a habit of using the technology are recommended to
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use in this technology. Therefore, a proper implementation of the results presented can
improve the social commerce system to a significant extent in the context of Bangladesh.

6.1 Limitation and Future Research

The first limitation of this research is the use of the non-probability-based conve-
nient sampling method for data collection. The non-random sampling techniques are
associated with less generalizability [50]. However, the research specifically included
respondents who use and purchase through social commerce sites. Given that the non-
probability sampling did not make a significant impact on this research. Future research
could test the proposed model of this research with random samples to improve the gen-
eralizability of the findings. The quantitative method was adopted for this research due
to the need to conduct statistical analysis to test the conceptual model and hypotheses.
However, future research may use a qualitative method to explore more views of social
commerce users and understand the technology adoption behaviour. Additionally, the
data for this research is cross-sectional by nature. It is recommended that further research
may use a longitudinal approach, which would enable researchers to explore the changes
in the importance of antecedents over time. The model did not analyse demographic
variables such as age and gender as a moderator. Moderators may be valuable but not
universally applicable in all contexts. As a result, the majority of the existing research
did not consider demographic variables in the models. However, future research may go
beyond this by including the demographic variables as a moderator, which might help
to obtain a more in-depth view of the social commerce research. Another limitation of
this research is generalizability of the results. As previously mentioned, this research
collected the data from social commerce users of Bangladesh. There is an economic,
political, and cultural difference between one country and another, which limits the gen-
eralizability of the research model to other contrasting contexts. However, future studies
could use this model with modification to examine social commerce adoption in other
contexts.

Appendix

Research Questionnaires

Construct Code Item(s) Source(s)

Hedonic motivation (HM) HM1 Using social commerce sites
for shopping online is fun

Venkatesh et al. (2012);
Sheikh et al. (2017)

HM2 Using social commerce sites
for shopping online is
enjoyable

HM3 Using social commerce sites
for shopping online is very
entertaining

(continued)
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(continued)

Construct Code Item(s) Source(s)

Price value PV1 Buying through social
commerce sites is reasonably
priced

Venkatesh et al. (2012);
Sheikh et al. (2017)

PV2 Buying through social
commerce sites is a good
value for the money

PV3 I can save money by
examining the prices of
products on different social
media websites

PV4 I like to search for cheap
products in different social
media websites

PV5 Social media websites offer
better value for money for
online purchase

Habit HT1 Buying though social
commerce sites has become
a habit for me

Venkatesh et al. (2012);
Sheikh et al. (2017)

HT2 I am addicted to online
buying though social
commerce sites

HT3 I must use social commerce
platforms for online
shopping

HT4 Using social commerce sites
for online shopping has
become natural to me

Perceived risk (PR) PR1 Other people can know
information about my
transactions if I use social
commerce sites

Gan and Wang (2017);
Chiu et al. (2014); Farivar
et al. (2017); William
(2018)

PR2 There is high potential for
financial loss if I make
purchases using social
commerce sites

PR3 There is a significant risk in
making purchases via social
commerce sites

(continued)
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(continued)

Construct Code Item(s) Source(s)

PR4 Purchasing from social
commerce sites would
involve more product risks
such as defective product

PR5 Purchasing from social
commerce sites poses a risk
that I will not be satisfied
with the product, service or
delivery

PR6 It is likely that shopping on
social commerce sites will
cause me to suffer a financial
loss due to the lack of
warranty in case of faults

PR7 It is likely that the online
payment system required for
social commerce is unsafe

PR8 It is likely that the customer
services of post-purchase are
not guaranteed

Behavioural intention (BI) BI1 I will always try to use social
commerce sites for shopping
online in my daily life

Venkatesh et al. (2012);
Liang and Turban (2011);
Hajli and Sims (2015);
Gibreel et al. (2018)BI2 I plan to use social

commerce sites for shopping
online frequently

BI3 I am willing to provide my
experiences and suggestions
when my friends on the
social commerce sites want
my advice on buying
something

BI4 I am willing to share my own
shopping experience with
my friends on social
commerce sites

BI5 I will recommend others to
purchase using social
commerce sites

Attitude (AT) AT1 I would have positive
feelings towards using social
commerce sites for online
shopping

Shin (2013);
Patil et al. 2020)

(continued)
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(continued)

Construct Code Item(s) Source(s)

AT2 I think using social
commerce sites for online
shopping would make my
life more interesting

AT3 It would be a good idea to
make use of social commerce
sites for shopping online

AT4 Using social commerce sites
for online shopping is
pleasant

AT5 Using social commerce sites
for online shopping is
beneficial

AT6 I like the idea of online
buying through social
commerce

AT7 Using social commerce sites
for online shopping is a good
idea
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Abstract. This study outlines essential elements needed to develop a Health Data
Marketplace (HDM) by building upon an existing data platform in Norway. A
comprehensive framework is proposed that accounts for technical, legal, financial,
and additional considerations. The results highlight the pivotal roles of key HDM
actors - Marketplace Operators, Marketplace Users, and Legal Authorities - and
emphasize critical enablers such asData Standardization, Interoperability, Integra-
tion, Security, Trust, and Legal Frameworks. Such a marketplace has the potential
to catalyze the effective, secure, and ethical use of health data, contributing to
enhanced healthcare outcomes, research, and innovation.

Keywords: Health Data Marketplace · Data Marketplace · Health Data · Data
Sharing · Data Exchange · Gateway

1 Introduction

In Norway, reliable and good-quality health data are collected for patients. This is mainly
attributable to the utilization of a singular, standardized personal identifier, which facil-
itates data combination and analysis [1–3]. Since 2017, the Norwegian eHealth Direc-
torate has invested significant resources and collaborated closely with researchers and
partners to enhance services for citizens, researchers, and patients across Norway. The
primary focus of these development efforts lies in essential functions, including enabling
quicker and more secure access to health data. The overarching objective is to stimulate
research and innovation, improve public health, and support economic growth [4, 5].

Several innovative initiatives have emerged in the Norwegian e-health landscape,
including Helseanalyseplatformen (Health Analysis Platform) and Helsedata.no. The
Health Analysis Platform aimed to optimize health data usage, enhance understanding
of diseases, and develop better medications and treatment methods, enabling researchers
to interconnect and utilize data across stakeholders in Norway more effectively. Despite
its promising and innovative premises, the initiative stopped in December 2021 due to
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legal and technical challenges related to adequately protecting the data [6, 7]. In contrast,
Helsedata.no, a part of the health data program focusing on healthcare infrastructure
and services, has successfully been established. This platform hosts different types of
data and facilitates data access for research, quality improvement in health services,
medical development, and other health-related aims.While the platformprimarily targets
research, healthcare services and commercial enterprises can also benefit. Although
Helsedata.no is unique within Norway, operating with data from various sources, it has
its limitations. The data sources belong only to specific categories such as central health
registries, national medical quality registries, national health surveys, biobanks, and
socio-economic data, while a complex and strict access request process is limiting its
potential [5].

The observed limitations within present-day health data exchange systems inspired
us to delve deeper into their potential. To do this, we performed a literature review,
focusing on Data Marketplaces (DMs), Business Models, Gateway technologies, and
the nuances of the Norwegian e-health context. Through this process, we identified
critical gaps in our understanding of implementing a Health Data Marketplace (HDM)
successfully. The literature highlights the importance of thorough case studies on DMs
and their providers [8] and suggests the need for more research into novel marketplace
solutions that tackle issues within data ecosystems [9–13]. Research areas that need to
be further developed include privacy of sensitive data in DMs [14, 15], standardized
data formats, and interoperability [16]. Also, there additional research is needed on data
governance frameworks and their influence on DM dynamics [17]. The current study
aims to address these complex issues through an exploratory case study. The study uses
the Egde Health Gateway (EHG) as a case. EHG is a platform for data flow between
health information systems and actors in line with the Norwegian target architecture
for data sharing in the health and care sector. EHG is continuously expanded adding
new connections to health record systems and application providers. The objective is to
identify components required to establish a secure, efficient, and collaborative platform
for health data exchange. The study is guided by two primary research questions (RQs):

RQ1: “What are the essential components for successfully implementing a Health
Data Marketplace in Norway?”.

RQ2: “How can a Health Data Marketplace be established using an existing data
platform?”.

The paper is organized as follows. Section 2 presents related literature. Section 3
presents the method employed. Section 4 presents the findings, and Sect. 5 provides a
discussion along with implications and suggestions for future work.

2 Related Literature

This section presents key findings from our literature review. To facilitate structure, we
have organized the content into four primary categories: Technology, Legal Hurdles,
Financial, and Other Aspects in DMs. This literature is the background of our study.

Technology. IoT technology is vital for data gathering in and healthcare but there are
challenges including scalability, data standardization, and AI integration [12]. Standard-
ized protocols can improve wearable device data flows in healthcare [18]. Data sharing
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requires adherence to FAIR (Findable, Accessible, Interoperable, Reusable) principles
and stable end-to-end systems [16, 19]. Health data interoperability involves both tech-
nology and human activity aspects [20, 21]. Storage arrangements can vary, with some
DMs using cloud storage and others decentralized storage [8, 9]. Blockchain can enhance
data trading trust and transparency [22].

Legal Hurdles. More and Alber [23] discuss the balance between gaining insights
and maintaining privacy in DMs. Regulations like GDPR have specific provisions for
data collection and retention [23, 24]. For instance, prior research discussed GDPR and
HIPAA’s impact onwearable health devices [18]. Furthermore, research by Spiekermann
[25] outlines challenges related to trust, security, and the lack of established regulatory
frameworks for data trading.

Financial Aspects. Prior research has suggested business model archetypes for DMs,
useful across industries [8, 9]. Teece [26] underscores the role of dynamic capabilities and
organizational design in business models. Specifically for healthcare, prior research [16]
calls formore open solutions in health sensor industry. Furthermore, researcher identified
essential properties for traded data, including compliance with FAIR principles [27] and
emphasizes the role of metadata in data quality and trading [28].

Other Aspects in Data Marketplaces. Prior research explored non-economic benefits
like knowledge transfer in open DMs [29]. Trust issues are common challenges in DMs
[15, 23]. Decentralization and blockchain can address these by establishing trust and
preventing market monopolies. Chowdhury, Ferdous [15] propose a trust framework for
health data sharing. Nguyen and Ali [14] recommend a reputation system for transparent
and trusted transactions. These insights set the stage for our study.

3 Research Method

To address the RQs, we opted for semi-structured interviews [30, 31]. The interviews
were conducted based on a guide developed from the literature review and following a
purposive sampling strategy [32]. The data collection method enabled the exploration of
unanticipated themes and tailoring to different participant’s background and expertise
[33, 34]. Inherent in the study design are ethical considerations to safeguard the rights
and information of the participants. This includes obtaining informed consent, adhering
to data security measures following all Norwegian guidelines for research data [35]. We
established a collaboration agreementwithEgde, the developers of EgdeHealthGateway
(EHG), which provided us access to connections and resources within their ecosystem.
As a result of this collaboration, we identified various interview participants that have
roles as data providers, data users and consultants. Table 1 provides an overview of all
study participants. The participants received the interview guide in advance and this
allowed them to reflect on the questions before the interview. We recorded all interviews
and transcribed them. The recordings enabled us to review the interviews multiple times,
making them a more reliable data source.

Data analysis followed a systematic approach per Oates [31] and Miles, Huberman
[36]. An inter-coder reliability approach was adopted to enhance the validity and relia-
bility of the results [37]. Two authors individually coded the interview transcripts into
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Table 1. Overview of study participants.

ID Description Category Organization

HRE1 E-health Executive Healthcare & Research Egde Consulting

HRE2 Medical Researcher Healthcare & Research Academic Institution

HRE3 Healthcare Researcher Healthcare & Research Academic Institution 2

HRE4 Academic Researcher Healthcare & Research Academic Institution

TDS1 IT Consultant Technology & Data IT Consultancy firm 2

TDS2 Data Specialist Technology & Data Egde Consulting

TDS3 Data Consultant Technology & Data Egde Consulting

PMI1 Innovation Consultant Project Management Egde Consulting

PMI2 Project Manager Project Management Egde Consulting

PMI3 Innovation Consultant Project Management Egde Consulting

PHP1 C-Level Executive Private Health Provider Private Health Company

PHP2 C-Level Executive Private Health Provider Private Health Company

themes. We discerned patterns and trends in the data and synthesized the findings to
respond to the RQs. We used NVivo to code the data into categories and grouped the
codes into the themes identified in the literature.

4 Findings

4.1 Technical Findings

The operation of a Health Data Marketplace (HDM) hinges on the ability to address
various technical aspects, including data standardization, integration, interoperability,
and security. This section provides an overview of these findings.

Data Standardization and Interoperability. Both data standardization and interop-
erability were frequently discussed during the interviews. HRE1 highlighted the use of
standardized data formats, like HL7’s FHIR, noting that “having intentional standard-
izations, the more people use it, the better it gets”. PMI3 discussed the importance of
terminology standards stating: “…apart from how the data is structured and formatted.
There is the whole terminology side of things…”.

Integration and Collaboration. HRE1 mentioned the role of Egde Health Gateway
(EHG) in enabling collaboration by providing an integration platform for secure sharing
and interaction. PMI2 further noted: “We see that customers communicate using the
gateway [EHG], sharing services that can be complementary to each other.”

Data Storage and Access. Data sharing difficulties within healthcare were noted by
PMI1, stating: “There is quite a silo in this sector…”. HRE4 identified an issue with
how data are stored by vendors, stating: “most of it (data) stored by the vendor that
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provides digital home follow up services, and if you as a hospital specialist want to have
an insight into the data, you have to log in into a separate system for digital home follow
up so you don’t see these data from the EPR system”.

Potential of Emerging Technologies. Interviewees often mentioned the potential of
emerging technologies like artificial intelligence (AI), machine learning (ML), and
blockchain. TDS2 noted: “When ML and AI are to be developed as services for end-
users, for example, to provide recommendations, they need data input to be able to give
good recommendations. This data can be tapped into and obtained from such a data
marketplace”. However, uncertainty surrounds the applicability of new technologies.
PMI3 discussed AI and ML’s potential but showed skepticism regarding blockchain’s
immediate relevance saying, “I am not too sure where blockchain is going to come in
right now, to all of this”.

4.2 Legal Findings

Regulatory Compliance and Privacy. The interviews highlighted the pivotal role of
the General Data Protection Regulation (GDPR) and privacy in operating an HDM.
HRE1 stressed stricter privacy standards in the Nordics, saying, “GDPR, laws, and
privacy are the challenges that come to mind (…) We have strict rules that govern
privacy in nordic countries.”Referencing thewell-rounded security framework provided
by “Normen,” PMI3 termed it as “probably the most comprehensive security framework
for health data in Europe”.

Ethical and Anonymization Challenges. Beyond mere legal compliance, partici-
pants drew attention to the considerable ethical issues coupled with the difficulties in
anonymizing large population datasets. Consent was deemed crucial and also national
ethical approvals as explained byHRE3 - “…approval from the data owner at the service
level… And you must have an overarching national ethical approval”.

Balancing Innovation and Overcoming Legal Barriers. The balancing act between
fostering innovation and sticking to regulatory compliance posed a significant challenge.
HRE4 expressed this as“many times, instead of taking the risk, you decide to be cautious.
So, you would rather not do too much instead of trying to manage the risk afterward”.

4.3 Financial Findings

Emerging Business Models and Collaboration. Interviewees often referred to the
ongoing transition from traditional consultant services to subscription-based services,
stimulating new business models. HRE1 noted, “consultant services are being replaced
by subscription-based services, with a connection fee.” and TDS3 proposed a consume-
based service model where consumers pay for the data they use on the marketplace.

DataMarketplaces as a Source of Financial Benefits. Participants pointed out poten-
tial financial gains through DMs. HRE1 saw opportunities for entrepreneurs, stating,
“EHG, allows entrepreneurs to bypass the complexities of setting up different integra-
tions with data providers.” PHP1 shared similar views, highlighting that HDMs could
fill data gaps in organizations, thereby offering ready-made solutions for customers.
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Financing and Financial Incentives. Participants pointed to important financial
aspects. HRE2 emphasized the role of data storage costs, saying, “We pay quite a large
sum to (data storage provider)”. PHP1 stressed the need for a just and transparent pric-
ing model: “The pricing model should be fair and transparent to encourage widespread
adoption. It should incentivize data providers to share their data while ensuring that
researchers can access the data they need at an affordable price”.

4.4 Other Findings

Trust Between Stakeholders. The critical role of trust among stakeholders was a dom-
inant theme during the interviews. HRE2 highlighted the importance of trust in relation
to the quality assurance of collected health data, stating. HRE4 cautioned about the dif-
ficulty of restoring faith following a breach of trust, “Even one scandal can make it very
difficult to regain trust subsequently”.

Usability and Acceptability. The usability and acceptability of data solutions were
brought up in several interviews. For instance, PHP1 stated: “Data solutions must be
transparent and user-friendly, offering clear data type descriptions … Awareness of the
data providers and price variations is critical”.

Ongoing Projects and Initiatives. Various ongoing projects and initiatives related to
HDMs were highlighted by the interviewees. For instance, Agder County efforts to
improve mental health and reduce social inequality among children and young people
were relayed by HRE3. Additionally, collaborations among partners like Kristiansand
municipality, SiemensHealthineers, Fundable, andZyberiawere touched upon by PMI2,
who works on EHG.

4.5 Synthesis – Proposed Set of Components

The investigation of the potential development of an HDM in Norway led to the
identification of several key components, each of which can plays a vital role.

Data Standardization, Interoperability, and Integration (DSII). This component
embodies the technical requirements for effective data exchange. Interoperability ensures
that different systems and software applications can communicate and exchange data
efficiently, whereas standardization promotes consistency and facilitates compatibility
between different data sets. Integration and standardization ensure that data can be
combined and used across various systems and institutions.

DataSecurity, Trust, andLegal Frameworks (DSTLF). The dual challenges ofmain-
taining data security while also fostering trust between various stakeholders are encapsu-
lated in this component. Building trust between stakeholders requires clear, consistent,
and enforceable legal frameworks that protect data rights while facilitating cooperation
and data sharing. Ensuring regulatory compliance is crucial.

Anonymization, Ethical, andLegal Considerations (AELC). Anonymizing personal
health data is an ethical necessity, not just a legal requirement. Striking a balance between
utilizing health data for benefit and protecting individuals’ privacy is vital.
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Overcoming Legal and Regulatory Barriers (OLRB). Navigating the complex legal
and regulatory requirements is critical to successfully establishing an HDM. Identifying
and overcoming legal hurdles merits dedicated attention. Innovation must be balanced
with compliance, ensuring advancements do not violate laws or regulations.

Exploration of Emerging Technologies (EET). This component reflects the neces-
sity of keeping abreast of cutting-edge technological developments. Utilizing emerging
technologies such as AI and blockchain technologies could significantly enhance the
functionality and capabilities of an HDM. However, it requires careful exploration and
evaluation to determine the most appropriate and beneficial applications.

Business Model Development and Sustainability (BMDS). This component empha-
sizes the significance of having viable and sustainable business models. A collaborative
approach is essential to drive innovation and ensure sustainability.

Financial Benefits and Incentives (FBI). The potential financial benefits derived from
HDMs must be thoroughly assessed. Moreover, creating incentives to promote data
sharing and exploring innovative financing methods for infrastructure and data storage
is crucial to ensuring the marketplace’s financial viability.

Collaboration and Innovative Solutions (CIS). This component underlines the impor-
tance of a cooperative approach, pooling resources, and leveraging existing projects to
drive innovation in the marketplace. Collaboration saves resources and promotes a sense
of shared ownership and responsibility, fostering innovation.

Usability and Acceptability of Data Solutions (UADS). A user-friendly, transparent,
and acceptable system is essential for ensuring the efficient utilization of health data,
thereby driving the marketplace’s success.

A consolidated HDM framework including all components is provided in Fig. 1.
The role of each component, as described above, aligns with its placement within this
framework, demonstrating its influence and primary domain within the HDM.

5 Discussion

The synthesis of the literature and the empirical insights in our framework contribute
to the existing body of knowledge on Data Marketplaces (DMs). The proposed frame-
work aligns with past studies emphasizing the critical importance of privacy in handling
sensitive data within DMs [14, 15]. The framework, focusing on secure data handling,
anonymity, and compliance with regulations like GDPR, supports this. EHG supports
standardized data formats like HL7 FHIR, HL7v2, CDA, ebXML, and KITH, and is
compatible with various APIs, electronic message exchanges, and sensor data protocols.
However, the practical implementation of these standards and the interoperability across
health systems may pose challenges. Further research is required to in actual operational
contexts.

Building on recent studies [17], our study also underscores the critical role of data
governance frameworks for DMs. Our approach to data governance mainly focuses
on data standardization, security, and compliance with regulations. Furthermore, the
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Fig. 1. Consolidated Framework

framework aligns with prior research on health data that points to the importance of
arrangements for data quality assurance, data access (easing search and retrieval), and
data crediting-rewarding (enabling tracing, attribution, and rewarding of data contribu-
tions) [38]. Additionally, the study provides a unique perspective on the role of HDMs in
promoting sustainability. By reducing the resources needed for data acquisition, storage,
and exchange, the framework suggests a new direction for research on sustainability and
responsible data use in DMs, specifically HDMs [39]. Lastly, our research provides a
novel view on democratizing health data by enabling various stakeholders, including
citizens, to donate, sell and acquire data.

Implementing the framework can enhance data sharing and reduce data acquisition
costs through a single, accessible platform, streamlining the process of obtaining and
sharing data. Additionally, it allows for data donation and monetization, creating new
revenue streams and encouraging participation in the health data ecosystem. This also
promotes sustainability by mitigating the need for repetitive data collection, leading
to more efficient resource usage. Furthermore, the availability of health data facilitates
the development of AI models tailored to the needs of specific populations and bol-
sters healthcare research by offering a diverse and accessible data source. Implementing
the framework can create an environment conducive to innovation and cross-sector
collaboration with easy data access and sharing.

Despite the rigorous approach adopted in this study, its limitations must be acknowl-
edged. Firstly, the study involved only twelve interviews, with uneven representation
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from each stakeholder group.While the selected participants provided valuable insights,
more stakeholders in the ecosystem, such as patients or citizens who can donate/sell
health data, were not interviewed. Additionally, the study lacked the perspectives of
Legal Authorities, an important stakeholder group that remained unexplored. A notable
future research direction would be addressing this study’s methodological limitations by
broadening stakeholder perspectives. Interviewingmore stakeholders, including patients
about their willingness to donate or sell health data can contribute to developing a more
comprehensive understanding. Furthermore, as the regulatory landscape for health data
continues to evolve, future research could explore the implications of these changes on
marketplace dynamics. Amore detailed economic analysis of the HDMecosystem could
also be valuable as pricing mechanisms and business models certainly require further
research.

6 Conclusion

In addressing the first RQ “What are the essential components for successfully imple-
menting a Health Data Marketplace in Norway?” our study identified several vital com-
ponents, includingData Standardization, Interoperability, Integration (DSII), Data Secu-
rity, Trust, Legal Frameworks (DSTLF), Anonymization, Ethical, Legal Considerations
(AELC), Overcoming Legal and Regulatory Barriers (OLRB), Exploration of Emerging
Technologies (EET), Business Model Development and Sustainability (BMDS), Finan-
cial Benefits and Incentives (FBI), Collaboration and Innovative Solutions (CIS), and
Usability and Acceptability of Data Solutions (UADS).

In this context, we seek to highlight the roles of the identified components. Data
Standardization, Interoperability, and Integration can ensure effective data exchange,
and Data Security, Trust, Legal Frameworks can help in fostering trust while ensuring
data security. Further,Anonymization, Ethical, LegalConsiderations can balance privacy
and public benefit, and by Overcoming Legal and Regulatory Barriers can ensure com-
pliance with technological advancements. The Exploration of Emerging Technologies
ensures that emerging tech, such as AI and blockchain, is part of new platform devel-
opment, and through Business Model Development and Sustainability enables devising
sustainable business models to drive innovation. Financial Benefits and Incentives can
encourage data sharing and managing platforms’ financial viability, Collaboration and
Innovative Solutions can help promoting resource pooling and shared ownership, and
finally, Usability and Acceptability of Data Solutions can help ensuring user-friendly
and accepted data solutions.

Further, in addressing the second RQ: “How can a Health Data Marketplace be
established using an existing data platform?”, our study outlined how the Egde Health
Gateway (EHG) could extend its functionalities to accommodate a Health Data Mar-
ketplace. Leveraging on the EHG’s infrastructure and addressing our identified key
components, we propose a framework where the technical requirements of DSII, the
regulatory aspects per OLRB, emerging technologies as per EET, financial benefits and
incentives (FBI) aligned with business models, and usability and acceptability of data
solutions (UADS), among others, are addressed.

By effectively surmounting the challenges identified and leveraging opportunities,
we believe our work can contribute towards an ethical, secure, and efficient use of health
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data, consequently leading to improved healthcare outcomes, enhanced research, and
stimulated innovation in Norway and beyond.
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Abstract. To improve production processes, manufacturing companies have
made efforts to implement Industry 4.0 technologies and spread the use of Lean
Manufacturing (LM) tools. Besides, in addition to the improvements in produc-
tion processes, these efforts have also been reflected in other issues such as in
the Product Development Process (PDP) and Market Performance. In this sense,
the objective of this article is to elaborate a conceptual framework covering the
constructs of Industry 4.0, LM, and PDP, and to evaluate the importance of these
constructs on Market Performance in manufacturing companies in the South of
Brazil. The conceptual framework, elaborated with the help of high-impact arti-
cles in the area, was evaluated by managers of 111 manufacturing companies in
the southern Brazil. The research showed that the implementation of LM tools
is more related to the PDP than Industry 4.0 and that large companies have had
more positive effects in the implementation of both Industry 4.0 technologies
and LM tools. This research can serve as a guide for manufacturing companies,
showing the benefits, challenges and opportunities regarding the implementa-
tion of LM and Industry 4.0 tools and technologies aiming to improve PDP and
Market Performance. It is possible to observe through a structured and systemic
framework.

Keywords: Industry 4.0 · Smart Manufacturing · Lean Manufacturing · Product
Development Process ·Market Performance

1 Introduction

Product development involves following up on the product after launch to make it pos-
sible to make any necessary changes to specifications, plan for product discontinuation
in the market, and incorporate lessons learned throughout the product lifecycle [1]. In
this sense, continuous development and innovation that include the development of new
products, or significant improvements to existing products, are necessary for organiza-
tional existence [2]. Thus, faced with intense global competition, business organizations
have begun to shift their operations to smart business environments.
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Lean Manufacturing is one of the optimization approaches that have been used in
manufacturing processes to improve the management of shop floor operations [3], being
an approach that provides a new production plan with a higher level of productivity [4].

Lean manufacturing is an integrated set of systems for optimizing production pro-
cesses composed of interrelated elements whose main objective is to eliminate waste,
reducing orminimizing the variability related to supply, processing time and demand [5].
In this way, the importance of implementing Lean in an integrated manner to improve
production processes is highlighted [6]. The objective of Lean is to modify production
processes seeking continuous improvement through the elimination of activities that do
not add value to the product [7].

The use of hybrid approaches to improve production processes has shown good
results in manufacturing environments [3].

Lean Product Development (LPD) can be defined as the application of lean principles
to product development, aiming to develop new or improved products that are successful
in the market [8].

The Aim of Industry 4.0 is to realize not only smart, intelligent, and cognitive manu-
facturing systems or factories but also to generate smart products and services. Therefore,
also product development has to leave traditional ways coming closer to the development
of Industry 4.0 [9].

Liker and Morgan [10] defined lean product development as: “a knowledge work
job shop, which a company can continuously improve by using adapted tools used in
repetitive manufacturing processes to eliminate waste and synchronize cross-functional
activities”.

Traditional products are becoming more and more multidisciplinary, intelligent, net-
worked, and agile, and include product-related services. However, not only consumer
goods (i.e. smartphones) but also industrial goods are becoming ‘smart’. Thus, the engi-
neering of these smart products will be of crucial importance for the competitiveness
of industrial companies. There is a need for new Smart Engineering approaches, which
also use the latest innovation [11].

Really understanding what drives a customer to purchase a product should be the
main concern in product development [12].

Digitized product development processes allow us to face four major challenges:
the need for multi-objective optimization, the need to enable multi-domain simulation,
the need to explore different topological product families, and the need to deal with
ever-changing environments [13].

Industry 4.0 is a way of promoting competitive advantages through the application
and integration of new technologies, being also known for the diversification and power
of its tools and techniques, such as Internet of Things (IoT), BigDataAnalytics, Artificial
Intelligence, DeepLearning, and others [14]. Industry 4.0 includes production processes,
efficiency, data management, consumer relations, and competitiveness [15]. In Industry
4.0, technologies such as Big Data and Cloud Computing are integrated through IoT to
enhance industrial performance [16].

Industry 4.0 and its technologies can potentially improve the market performance
of companies in the age of digital transformation through the implementation of its
technologies [17]. Reactivity to the market, flexibility and the development of smart
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products are some goals of companies within the context of Industry 4.0 [18]. The
introduction of Industry 4.0 and its integration with Lean introduced the hybrid term
‘Lean 4.0’ [19].

Using these initial premises as a background, this article is motivated by the need
to understand the phenomena and relationships between the Lean philosophy and the
use of Industry 4.0 technologies, and how these relationships contribute to improve-
ments in Product Development Plans, and consequently, impacting the performance of
companies’ markets.

This way, the objective of this research is to analyze and identify the concepts
of Industry 4.0 related to the principles of Lean Manufacturing with the PDP (pre-
development, in the development and post development of the product) and the effects
of these relations with the market performance in the companies of general manufac-
turing. Alongside, a literature review will be conducted on the pillars of this research,
identify industry 4.0 technologies and Lean Manufacturing tools that relate to the PDP,
and carry out data collection through a survey.

This article has contributions in academic and managerial ways by presenting a
systemic approach involving Lean Manufacturing, Industry 4.0 with PDP and Market
Performance, where the search for all terms simultaneously in Scopus and WoS showed
little or no results in the search for articles, so this article seeks to contribute to new
literature and future related work. From the business point of view, companies face
many difficulties when developing new products, mainly with project quality problems,
long lead times and very high development costs. And it is in this scenario that a more
efficient product development system with less waste becomes very strategic with the
help of Industry 4.0 and Lean Manufacturing.

The remainder of the paper is organized as follows: Sect. 2 shows a theoretical back-
ground on the constructs of this research, Sect. 3 details the methodological procedures,
Sect. 4 presents the results and discussion, and Sect. 5 presents the conclusions.

2 Theoretical Background

In this section, a theoretical background on the concepts, technologies, tools and imple-
mentation of Industry 4.0 and Lean Manufacturing, the Product Development Process
and its impact on Market Performance will be presented.

2.1 Industry 4.0 – Resources, Innovation, and Implementation

In the current era, product life cycles are shortening and consumers are increasingly
demandingproducts to bemore complex andunique,whichposes challenges for theman-
ufacturing process [20]. Industry 4.0 is changing production – traditional processes pre-
viously controlled centrally are becoming decentralized and are based on self-regulation
of products and work units that interact with each other [21]. This occur through the
integration of technologies to provide connectivity, capturing and data processing in
real time [22, 23]. The concept works on the principle that products manage their own
production, during which virtual reality is intertwined with real [24].
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From the point of view of competition, it is no longer enough to produce faster,
cheaper and better, but it is also important and necessary to outline new innovative and
digital strategies in the short term to guarantee a competitive advantage in the long term
[9].

Digital innovation has become a key to the survival of all companies and by inno-
vating digitally or producing innovative products, processes or business models using
technology platforms, digital innovation helps transform industry and society to reach
new levels of development and sustainability [25]. In this sense, the existence of a diver-
sity of companies partners [26]will depend on the dominant innovation processes that
this industry sector seeks [27].

Various technologies such as IoT, cloud computing, big data analytics, machine
learning, and artificial intelligence are used to improve redundant and obsolete business
models aswell as the performance of existing organizational systems and “Smart factory”
or “Smart manufacturing” has become the buzzword for organizations seeking to keep
up with Industry 4.0 paradigms [28].

To thrive in the fourth industrial revolution (Industry 4.0), every company strives for
smart production or manufacturing systems, efficient supply chains, improved customer
services, and the development of innovative products, all of which can be accomplished
through digital innovation [29].

2.2 Lean Manufacturing – Concepts, Tools, and Implementation

Lean production originates from the management system of Toyota Motor Corporation,
also known as the Toyota Production System [30]. Inspired by the success of Toyota, the
concept of Lean has spread all over the world and has been applied in various processes
and sectors [31, 32].

Lean Manufacturing has as the first key objectives for Toyota were “the efficiency
of production through the consistent and complete elimination of waste”, Emiliani [33]
states that Toyota later states that ‘continuous improvements’ and ‘ respect for people’
are the main principles.

Lean Manufacturing is characterized by seven main types of waste and losses that
need and must be eliminated [34]: the first of them is Overproduction: producing too
much or too soon; Waiting: produces long idle periods of people, parts and information;
Transport: motivated by excessive movement of people, information or parts; Over-
processing: as being thought of as using the wrong set of tools, systems or procedures;
Inventory: the excessive storage and shortage of information or products; Handling: can
cause disorganization of the work environment; Defective products: frequent problems
with process charts, product quality issues, or poor delivery performance.

Value stream mapping (VSM), Kanban, Kaizen, Standard work, 5S, 8 wastes, Total
Productive Maintenance (TPM), single minute exchange of dies (SMED), GEMBA,
and failure mode effects analysis (FMEA) are some of the well-known techniques or too
called tools available for manufacturing facilities nowadays [35].

Previous research has shown that Lean Manufacturing directly affects production
processes, which improves the three pillars of sustainability: economic, social and busi-
ness environment [36, 37]. For example, Lean improves cost reduction measures during
the production process by reducing the number of non-value-added activities (activities
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that the customer does not want to pay for and that do not add value to the product),
which leads to better economic performance [38].

2.3 Product Development Process and Market Performance

Many academic studies there is pressure to introduce new products into the market as
soon as possible. Yet access to incubators, research facilities, and funding can often be
limited, and the longer the time spent on New Product Development (NPD), the higher
the cost and the higher the risk of failure [39]. However, faster is not always better
[40]. Bringing a new product, albeit an innovative one, to market without carefully
investigating the market’s needs and the product quality exposes academic spin-offs to
market failure [41].

In the context of NPD, speed, and quality are frequently discussed and regarded
as key success strategies [42]. While extant research finds that both speed and quality
define superior performance, few studies have investigated how both strategic orienta-
tions together impact market performance [43]. The literature has suggested for some
time that introducing a new product faster than competitors has a positive effect on
performance [44, 45]. Simultaneously, a strategic focus on product performance can be
highlighted as important duringNPD.Furthermore, product companies should prefer ser-
vice customization over service standardization when facing environmental turbulence
[46].

Collaborative cross-organizational NPD projects can potentially improve the design
quality and market performance of a new product if external knowledge inputs are effec-
tively integrated with internal knowledge to generate a significant increase in synergy
[47]. Thus, successful new product development (NPD) projects, as a form of firm
innovation, can generate and sustain competitive advantage across all industries.

3 Research Development

The development of this research took place in two stages: in the first stage, a conceptual
framework was developed integrating the concepts of Industry 4.0, LeanManufacturing,
PDP, and Market Performance; while in the second stage a survey was carried out with
managers of manufacturing companies in the South of Brazil to evaluate the implemen-
tation and use of these concepts in order to improve the market performance of these
companies.

3.1 Conceptual Framework

Given the objective of this research to relate Industry 4.0, Lean Manufacturing, PDP
and Market Performance, it was necessary to seek in these themes the main constructs
that can be connected in a conceptual framework aimed at manufacturing companies.
Under this approach, the most relevant technologies of Industry 4.0 are IoT, Automation,
Artificial Intelligence, Cloud Computing [48], while the most relevant Lean Manufac-
turing tools are Kaizen, 5S, VSM, and Root Cause Analysis [49]. PDP consists of the
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Pre-Development, Development and Post-Development stages [50]. The Market Perfor-
mance constructs were defined as competitiveness [51], productivity [52] and innovation
[53]. The framework’s design integrates Industry 4.0 and Lean Manufacturing in par-
allel, with both concepts influencing the PDP. Afterwards, there is the connection with
Market Performance (Fig. 1).

Fig. 1. Conceptual framework

From this framework, it is expected to obtain an assessment of how interactions
occur between the application of Industry 4.0 concepts and technologies and Lean Man-
ufacturing concepts and tools on the PDP stages. In addition, it is intended to verify
the effects of these interactions on the competitiveness, productivity and innovation of
small, medium and large manufacturing companies.

3.2 Survey

From the elaboration of the framework, the instrument was designed to capture the
opinion of managers about the development degree of Industry 4.0 using questions
about innovation practices, practices related to resources and practices for implementing
Industry 4.0 technologies. Managers were also asked about the level of development of
LeanManufacturing and PDPpractices in their companies. Questionswere used to verify
the applicability of Lean concepts, the use of Lean tools and on Lean implementation
practices In all these questions the scale used was from 1 to 5: 1 - We hardly develop,
2 - Low development, 3 - We develop moderately, 4 - We develop a lot and 5 - We
always/almost always develop. In addition,managerswere consulted regarding questions
that assess the degree of improvement in the companies’ market performance. In these
questions, the evaluation scale used was 1 - Very low, 2 - Low, 3 - Regular, 4 - High, and
5 - Very high.

Besides, to enable comparisons with respect to the different levels of approach and
adoption of the concepts studied in this research, managers were also asked with regard
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to the time in the company, 7 had less than 1 year, 28 between 1 and 5 years, 16 between
6 and 10 before, 41 between 11 and 20 years, 14 between 21 and 30 years old and 5 had
worked for the company for more than 30 years. Regarding the size of the companies,
14 respondents represented small companies (up to 100 employees), 42 respondents
represented medium companies (between 101 and 500 employees and 56 respondents
represented large companies (more than 500 employees).

The survey instrument was answered by 111 managers in the area of product devel-
opment of manufacturing companies, such as managers, analysts, engineers and product
development supervisors.Data collection tookplace over the internet betweenSeptember
and October 2022.

4 Results and Discussion

The survey results show that there is a considerable discrepancy between small and
medium-sized companies in relation to large companies, both in relation to innovations,
resources and implementation of 4.0 technologies, as well as in relation to the concepts
and implementation of Lean Manufacturing tools [54]. In these areas, large companies
are at a more advanced stage of development compared to small andmedium-sized ones.
The smallest difference in development is related to Industry 4.0 resources, where the
degree of development of small and medium-sized companies is 0.611 lower than that of
large companies. Meanwhile, the biggest difference is in the adoption of Lean concepts
where the level of development of large companies is 0.876 higher than that of small
and medium-sized companies.

Another interesting fact is that for both small andmedium-sized and large companies,
Industry 4.0 concepts are less developed than LeanManufacturing concepts. Industry 4.0
innovations were the research point with the least development for companies, while the
implementation of Lean has been the biggest concern for managers of these companies
[55]. Table 1 shows the average results of the responses obtained.

Table 1. Evaluation of Industry 4.0 and Lean Manufacturing issues

Small and Medium Companies Large Companies All Companies

I 4.0 Innovations 2,680 3,321 3,004

I 4.0 Resources 2,796 3,407 3,105

I 4.0 Implementation 3,142 3,814 3,481

Lean Concepts 3,153 4,029 3,595

Lean Tools 3,287 4,086 3,690

Lean Implementation 3,498 4,271 3,888

Regarding the stages of development of the PDP, there is also a difference related to
the size of the companies in the levels of development between the companies. Large
companies have a more advanced level of development in the three stages of the PDP
than small and medium-sized companies.
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Table 2. Evaluation of PDP stages development

Small and Medium Companies Large Companies All Companies

Pre PDP 3,124 3,811 3,470

PDP 3,273 3,818 3,548

Post PDP 3,250 3,763 3,509

Still as a way to evaluate these research constructs, based on the data obtained from
the survey, the dendrogram in Fig. 2 was created, where the levels of similarity between
Industry 4.0, Lean and PDP are presented. In this figure, a red line was drawn so that it
can be seen a higher level of similarity between Lean Manufacturing and PDP. This can
be explained by the level of development that, as seen in Tables 1 and 2, is closer among
these constructs in the surveyed companies, regardless of size [56].

Besides, in Fig. 2, it can be highlighted the greater similarity between the develop-
ment of resources and innovations within Industry 4.0 itself compared to the implemen-
tation of these innovations in manufacturing companies [57]. Furthermore, there is a
difference in similarity between the implementation of Lean concepts and tools within
manufacturing companies [58]. This may indicate that there can be a certain difficulty
in implementing new practices and technologies in manufacturing companies.

Fig. 2. Similarity dendogram

In Table 3, it can be highlighted that demand by product and productivity on aver-
age has increased more in large companies than in small and medium companies [59].
Similarly, profitability has increased and the market response has improved on average
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in large companies than in small and medium companies [60]. This may indicate, in
both situations, that there can be particular difficulty in implementing new innovation
and resources in small and medium manufacturing companies.

Table 3. Market performance evaluation

Performance indicators Small and Medium
Companies

Large Companies All Companies

Profitability has increased 3,109 3,464 3,288

Market response has
improved

3,000 3,625 3,315

Maintenance in the market 3,182 3,857 3,523

Customer loyalty has
increased

3,255 3,679 3,468

Delivery time of our
products has decreased

2,855 2,929 2,892

Demand has increased 3,145 3,911 3,532

Productivity has increased 3,273 3,679 3,477

Production methods have
improved

3,291 3,625 3,459

Lead time has improved 3,018 3,464 3,243

The assertiveness of the
production has improved

3,036 3,411 3,225

Companies, in general, seek to sustain themselves in themarket in a competitive way.
However, for decades, the focus of lean processes was focused only on manufacturing,
extending to some support areas. At the same time, customers are constantly demanding
new products, which results in an ever-shorter life cycle.

In this way, the market is volatile and demanding, configuring the permanent chal-
lenge of transforming ideas into sustainable projects that can help the organization to
survive within its environment. Therefore, the PDP needs to be seen as a strategic ele-
ment, not only for innovating or improving products in the customer’s perception, but
mainly for seeking a Lean essence that, in addition to making the production process
customized, also makes product development itself more agile and, above all, effective.

With studies that technological innovations arising from the implementation of
Industry 4.0 promote changes in line with the Lean approach that provide an evolu-
tion in the development of systems and production processes, consequently causing an
improvement in profits for the company and greater satisfaction of customers.

The similarities found in the studies demonstrate that the Lean approach and Industry
4.0 seek to complement each other inwhat each production process requires. This reflects
positively on companies, which thus seek to satisfy customer needs through greater
possibilities provided by technological advances.
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The implementation of Lean Manufacturing concepts is a great challenge for com-
panies and the solutions provided by Industry 4.0 can corroborate the perspective of
integration. Likewise, industries that have Lean Manufacturing as part of their cultures
are better suited to explore the benefits of Industry 4.0 technologies.

Lean can be perceived as a fundamental agent in the implementation and consolida-
tion of Industry 4.0, and Lean concepts such as standardization of work, organization
and transparency are fundamental in supporting the implementation and consolidation
of Industry 4.0.

Through this research, it can be observed that the interaction and alignment of per-
spectives between Lean Manufacturing, Industry 4.0 and the PDP can generate, for
large companies, significant gains in productivity, consequently increasing their mar-
ket performance and finally increases in profits, in the on which the existence of every
competitive company is based.

5 Conclusion

This article concentrated efforts on elaborating a conceptual framework that encom-
passes the Industry 4.0, LM and PDP constructs, and evaluating the importance of the
relationships between these constructs in the market performance of 111 manufactur-
ing companies in southern Brazil. The development and implementation of Industry
4.0, LM and PDP concepts, technologies and tools were assessed. Market performance
was evaluated from the perspective of competitiveness, innovation and profitability of
manufacturing companies.

Among the implications of this article, it is important to mention the proximity found
between the implementation of LM tools with the PDP stages, showing that, before there
are investments in technological infrastructure, manufacturing companies usually imple-
ment LM concepts and tools such as Kaizen, 5S, Value StreamMapping and Root Cause
Analysis. While these tools are implemented, concerns arise with the implementation
of 4.0 technologies, demonstrating that the surveyed companies seek, in a first moment,
to improve the productive processes through the improvement of the existing processes
without the execution of large investments. If the market’s performance is still stagnant,
in a second moment investments in technology are made.

The research was limited to investigating the level of development of manufacturing
companies in relation to the presented constructs. For future research, it is intended to
verify the existing mediating role between these constructs in order to improve market
performance.
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Abstract. More and more companies are increasingly using cloud services.
Accordingly, the decision for a cloud service provider is crucial for the poten-
tially added value of the cloud service to the company, which is why the selection
should be subject to a well-planned process, and the final decision must be made
carefully. Since cloud service providers make resources available via the inter-
net, performance parameters are important for assessing cloud service providers
and play an important role in the decision-making process. Therefore, this paper
addresses the question of which network performance metrics are relevant for
selecting a cloud service provider and how these metrics can be collected and
evaluated. It provides and instantiates an assessment method that can be used as
guidance for cloud service provider selection. Thereby, the results show the pos-
sibility of testing and evaluating technical instead of merely qualitative aspects
of infrastructure provided by cloud service, which is a contribution to existing
literature in the field.

Keywords: Cloud computing · cloud service provider selection · cloud
performance · network connectivity

1 Introduction

Cloud computing (CC) plays an important role for digital transformation – promising
organizations of all sizes new benefits such as consuming computing resources (e.g.,
networks, servers, storage, applications, and services) with low/minimal entry costs,
pay-per-use options, and greater flexibility and scalability [1]. By using various cloud
services, organizations are enabled to create higher efficiency in daily business operations
[2]. The areas of application range from simple software-as-a-service (SaaS) applica-
tions, like e-mail and video conferencing tools, to complex infrastructure-as-a-service
(IaaS) outsourcing scenarios with a multi-vendor strategy. To remain competitive, com-
panies must balance two important considerations. First, they need to integrate their IT
and business strategies to keep pacewith evolving technologies, enabling them to venture
into new digital markets and offer digital services. Secondly, they need to find the most
appropriate service or application that aligns with their specific business model, whether
it’s through digital support for their IT infrastructure or the implementation and delivery
of value propositions. Therefore, the selection of suitable cloud service providers (CSP)

© IFIP International Federation for Information Processing 2023
Published by Springer Nature Switzerland AG 2023
M. Janssen et al. (Eds.): I3E 2023, LNCS 14316, pp. 250–264, 2023.
https://doi.org/10.1007/978-3-031-50040-4_19

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-50040-4_19&domain=pdf
https://doi.org/10.1007/978-3-031-50040-4_19


A Performance-Based Assessment Approach 251

as a prerequisite for the right cloud service should be made carefully and systematically.
However, especially the pre-adoption phase of CC, which comprises the evaluation and
selection of suitable cloud services, is a challenging and knowledge-intensive task for
potential cloud service consumers (CSC), which requires experience [3] widespread
participation, and ownership among heterogeneous stakeholder groups (e.g., business
managers, IT departments, etc.) [4]. Even though various evaluation criteria (e.g., flex-
ibility, cost, IT security & compliance, etc.) have already been considered in research
(i.e., [5]) one crucial aspect is still neglected: the network performance, which allows
the respective cloud service to operate.

Based on the strong relationship between the functionality of a cloud service and
the CSP’s performance, and thereby the crucial impact on the business performance of a
CSC, this paper focuses on the selection process of CSPs based on network performance
metrics. Since all cloud resources rely on their network or internet availability, the
network connectivity fromCSC to CSP should therefore be high-performance and liable
to ensure high stability and good user experience and usability. This paper therefore
addresses the following two research questions (RQs):

RQ1: Which network performance metrics can be identified in literature as being
relevant for the selection of a CSP?

RQ2: How can these metrics be used to provide an adaptable assessment approach
for CSP selection?

The results of our study show that network performance depends on the individual
environmental factors and are influenced through incompatibilities (e.g., to a specific
geographic location), which can be revealed by adequate measurement and then be
considered when selecting a CSP. The remainder of the paper is structured as follows.
First, we provide a brief overview of the fundamentals of CC and network technology as
well as the conceptual research approach of the paper. Section 3 provides the literature
review of measurement and assessment models for CSPs and presents the results. We
then propose an assessment approach for the determined performance parameters in
Sect. 4, which is applied in a case study in Sect. 5. Section 6 discusses the results and
presents the contribution as well as directions for future research.

2 Theoretical Background

2.1 Cloud Computing (CC)

CC is an approach to IT sourcing that enables companies to access a shared pool of
managed and scalable IT resources (e.g., networks, servers, storage, applications, and
services) that are accessible via the internet on a pay-per-use basiswithout requiring long-
term investments [6] or specific IT knowledge on the customer side [7]. CC represents
a transformational shift in IT that is rapidly changing the way in which organizations
manage and deliver IT services over the internet. In literature, the definition of the
National Institute of Standards and Technology (NIST) is well accepted, which describes
CC as “a model for enabling ubiquitous, convenient, on-demand network access to
a shared pool of configurable computing resources (e.g., networks, servers, storage,
applications, and services) that can be rapidly provisioned and released with minimal
management effort or service provider interaction” [8]. The resources are to be made
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available with little administrative effort and require little or no provider interaction
[8]. Thus, especially small companies gain access to state-of-the-art technologies and
standards without providing development, maintenance, and operation [9].

Even though CC provides numerous technical and organizational advantages for
organizations, CC is vulnerable to the same security issues as traditional web appli-
cations or data hosts. These include phishing attacks, downtime, data loss, weak pass-
words, and botnet-compromised hosts or a variety of security risks [10]. Themultitude of
security-relevant aspects becomes apparent, for instance, in the discussion of challenges
on different abstraction levels, like the communication level (shared network infrastruc-
ture and virtual networks), architecture level (virtualization, storage, applications, and
identity management), and a contractual level [11]. Due to this complex security envi-
ronment, the concept of trust can be considered as a decisive factor in the initiation of
the selection process [5, 12].

2.2 Network Technology

Internet-based communication between devices is enabled via standardized rules for
syntax and semantics. Such protocols are typically stacked in a layer system and each
layer holds a necessary function in communication. The most important reference in this
context is the seven-layer ISO/OSI reference model by Zimmermann [13]. The public
internet consists of many interconnected Autonomous Systems (AS). Each of these ASs
has a unique number, which can be used to identify the respective AS. ASs, to which
users are connected, are usually operated by internet service providers (ISP). A data
packet, which is sent from a client to a server, usually passes through several ASs before
reaching its destination. Due to the dynamic routing of ASs, these paths can change
constantly. The number of connections between ASs varies. For example, either one’s
own ISP may have a direct connection to a destination AS, or several transit systems
need to be passed. Furthermore, the performance of the connection between two ASs
can vary, so that the quality of a connection depends on individual circumstances [14].

To measure the quality of such connections, various performance indicators have
been established in practice. The round-trip time (RTT) describes the time required for
a packet to get from source A to destination B and return to A, whereas a low RTT
should be aimed [15]. An important variable related to RTT is its variance. This occurs
because network packages do not always follow the same path due to redundant paths.
This variance is called Jitter and should be as low as possible, especially for time-
critical applications (e.g., Voice over IP telephony). Another performance indicator is
the throughput. This specifies how much user data can be transferred in a given time
[16]. The throughput is consequently specified for a specific layer in the OSI reference
model. For end users, the throughput on layer four is usually of interest, as it shows
which transfer rate can be effectively used for the protocols of the application layer.
The CPU load during a network transfer can be an indicator, whether the hardware of
a CSP supports offloading mechanisms or not. Offloading mechanisms assign functions
to efficient hardware components that should be executed by the CPU and thus cause
CPU load. For example, part of the transmission control protocol (TCP) processing is
offloaded to the Network Interface Controller using the TCP offloading engine, resulting
in a significant reduction in CPU load and significantly higher throughput rates [17].
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Finally, packet loss can also occur due to a weak connection. This means, for example,
that real-time applications such as voice-over-IP lose quality and TCP connections are
interrupted. Therefore, the goal is to achieve a packet loss of zero.

2.3 Conceptual Research Approach

Trends like the digital transformation of companies encourage an ongoing dependence on
the functionality of digital services like cloud services. Such services enable companies
to digitally align their business models and daily business operations in order to stay
competitive [3]. However, this dependence relies on the quality of the performance
of the respective cloud service, which is why the selection process of the CSP in the
first place becomes highly relevant. Therefore, on the one hand, this selection process
should be considered from a practical perspective, as it is decisive for the competitive
positioning of a CSC company in the future. On the other hand, the process should be
considered from a theoretical perspective, as an abstracted assessment approach for the
selection of a CSP based on network performance is able to address the problem class of
network performance capabilities in companies. Our research approach focuses on the
antecedents of cloud service applications as we address the ability of a CSC to evaluate
the technical performance capabilities of CSPs, thus focusing on the IaaS level. Only
by being able to assess the reliability of a CSP in terms of technical performance can
a company be able to plan for the long time and defend its competitiveness in times of
digital transformation. Thus, we argue that an assessment approach for the evaluation of
CSP is needed to enable companies to not only identify the right cloud service but also
to be aware of their own resources and thereby find a suitable CSP who will provide
the required service with the suitable sourcing performance. Thus, we extend existing
work in this field (i.e., [3, 18]) and provide further guidance in the complex setting of
enabling CSCs in digitally transforming business processes.

3 Literature Review

To identify relevant literature addressing selection models for CSPs the databases IEEE,
Xplore, Science Direct, and Wiley Online Library were selected due to their focus on
computer science, information systems, and economics. As keywords we chose “cloud
service provider”, “selection model”, and “selection framework”. The initial search
results were reduced regarding the publishing year (after 2015), exclusion criteria (PaaS,
SaaS selection), and the availability (online access) to 386 papers. The remaining publi-
cations were analyzed for the topics of computer science and CC, IaaS, as well as a focus
on the physical components of CC infrastructure, which are decisive for the deployment
and operation of the services. Based on the abstracts we were further able to reduce the
results to 23 relevant publications, which were then thoroughly analyzed for criteria in
CSP selection models. We then analyzed the remaining eleven core papers for five main
attributes. First, we determined whether they contain a model for automated selection
of a CSP by a cloud broker (Table 1).

Such brokers provide the needed resources at runtime based on aCSC’s requirements
and dynamically select a suitable CSP for this service [19]. Otherwise, the CSC usually
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Table 1. Results of the literature review

Paper Aut.
Sel.

Ranking algorithm Criteria Qual./Quant. Specific Characteristics

Garg et al. [22] yes AHP 13 quantitative
criteria

Quant. - consideration of
“service response time”
instead of RTT and
throughput

Ghosh et al. [20] no Level-based
assessment

3 main criteria with
sub-criteria:
Trustworthiness,
Competence, Risk

Quant. and
qual.

- selection of a
trustworthy and
competent CSP for
business outsourcing
- assess trustworthiness
and SLA interaction
risk

Baranwal & Vidyarthi
[23]

no Improved ranked
voting method (IRVM)

2 main criteria
Application-related
User-related

Quant. and
qual.

- extension of SMI with
additional metrics
- consideration of
“service response time”
instead of RTT and
throughput

Muhammad-Bello &
Aritsugi [24]

no Not specified min. 5 QoS criteria:
CPU, RAM,
persistent memory,
user feedback

Quant. and
qual.

- performance
parameter for the
comparison of CSPs
- network performance
parameters not
considered (but
mentioned)

Hajlaoui et al. [25] yes Structure Matching
and QoS ranking

2 main criteria with
sub-criteria:
Structure Matching
QoS requirements

Quant. - graph-based model
for single cloud
environments
- user interface is
populated with
requirements
- system automatically
generates resources that
match the user’s
requirements

Tripathi et al. [26] no Analytical nework
process (ANP)

16 QoS criteria
divided into
Provider-related,
user-related and
system-related

Quant. and
qual.

- implementation and
extension of SMICloud
with ANP
- detailed description of
all criteria and their
quantification as well
as the ANP procedure
- consideration of
“service response time”
instead of RTT and
throughput

(continued)
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Table 1. (continued)

Paper Aut.
Sel.

Ranking algorithm Criteria Qual./Quant. Specific Characteristics

Farshidi et al. [27] no Multi-part decision
support
system/Weighted point
evaluation

18 criteria Quant. and
qual.

- description of a DSS
for multi criteria
problems; application
to CSP selection
- complex method
evaluation

Ghule & Gopal [21] no Weighted score Economic,
technological,
organizational, and
legal criteria

Quant. - large collection of
possible parameters
- simple evaluation
procedure

Chauhan et al. [28] no Utility Value Analysis
(WSM),
Analytic hierachy
process (AHP),
Revised AHP

10 main criteria
based on SLAs

Quant. - selection model with
focus on criteria of
redundant IaaS
environments
- values are not
measured but
determined by means
of SLAs
- several comparison
algorithms yield the
same result

Ramamurthy et al.
[29]

yes Linear
optimization/TOPSIS

approx. 19 criteria Quant. and
qual.

- explicitly for
multi-cloud
environments
- combination of VM
selection and location
selection

Liu et al. [30] no Evaluation of mixed
data (EVAMIX)

14 criteria and
Regret-Rejoice
Function

Quant. and
qual.

- reduction/avoidance
of regret of a decision
(avoidance psychology)
- pairwise comparison
of evaluation data
prevent loss of original
information

receives a ranked list of the compared CSPs, which is why we also analyzed for ranking
algorithms. Furthermore, the criteria for comparing the CSPs are listed and further
specified whether they are either quantitative (quant.) and/or qualitative (qual.) in nature.
In addition, specific characteristics were mentioned if they required further explanation
(Table 1).

The literature review revealed that CSP selection is a field that needs to be inves-
tigated from different perspectives. No uniform consensus of comparison algorithms
could be determined, but rather a broad diversity (Table 1). For instance, Ghosh et al.
[20] follow an approach in their work that determines “competence” based on quan-
titative characteristics of a CSP that are assured by service level agreements (SLAs).
Even though these are not specified in detail, RTT and throughput are given as exam-
ples. Ghule & Gopal [21] provide a large number of metrics for IaaS environments in
their work. Within each category, 3 to 16 evaluation criteria are mentioned superficially.
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However, network performance parameters are only roughly summarized. Thus, each of
the eleven models presented has unique capabilities (Table 1). While some models have
a quantitative and qualitative focus, others are merely quantitatively oriented. Often,
Quality of Service (QoS) parameters, such as CPU performance or disk performance,
are measured based on SLAs or actual data logging using a benchmark for comparison.
However, consistently across all papers it was revealed that very few to no network
performance parameters are used. Even though RTT and throughput were mentioned
they were not considered. In the following, we propose an assessment model which also
focuses on CSP selection but based on different performance indicators.

4 Proposal of a New Assessment Approach

CC poses new technical challenges, since the quality indicators described are often no
longer within the customers’ scope of responsibility, and CSCs themselves are forced to
maintain SLAs, e.g., due to contractual relationshipswith own customers. So far, possible
performance indicators have been presented with which the network performance and
thus the quality of the network connection to a cloud or to a CSP can be evaluated.
However, the literature review revealed that these are used very little or not at all, due
to a focus on rather complex and multi-characteristic models. The following section
presents methods for collecting data that can be used to provide the network performance
snapshot. From this data, a metric was developed that allows the CSC to include and
consider network performance as indicator in the CSP selection process.

Initially, we defined a test scenario in which various constellations of locations
and CSPs are collected. These scenarios are summarized in Table 2. They represent a
collection of possible and common combinations for the case of having one on-premises
location which needs to be connected to maximum two CSPs each in two available
regions. We defined regions as data centers that differ in their geographical location.
The aim was that the list should be extendable as well as adaptable to others than the
given characteristics. The proposed scenarios are intended to cover the following cases:

• An organization wants to connect one CSP,
• An organization wants to connect two CSPs,
• An organization with an existing CSP wants to add another CSP.

To determine the final metric, it is necessary to define lower and upper thresholds,
which must be met. Each user will define these limits individually since they depend
on the individual scenario. A distinction is made between a soft and a hard limit. This
is necessary to represent a desirable state in which an application is no longer expected
to function and can therefore no longer be considered acceptable. Furthermore, a test
period is defined in advance during which the data is collected. The data will be gathered
at different times of the day and thus at different load conditions of the CSP and the
public internet. From the data values collected, a single goal achievement level (GAL)
is to be determined. For this purpose, a straight line is formed with the soft and hard
limit value (LV ) by means of linear interpolation. The points required for this are P_soft
(LVsoft, 100) and P_hard (LVhard, 0). The measurement result (x) is then transferred to
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the straight line and the value achieved is calculated.

GAL = 100 − 100 × x − LVsoft

LVhard − LVsoft

A measurement result corresponding to the soft limit value, thus, fulfills the require-
ments 100%. If a better value is achieved, it results in a better evaluation. If ameasurement
result is determined that cannot meet the hard limit, it is given a rating of ≤0. This pro-
cedure can be used for all measurement values except the jitter. To calculate the degree
of target jitter, the measurement points of the RTT whose distance from the mean value
is within half the jitter value (X0) are set in relation to the total number of measurement
points (X).

GALJitter =
∣
∣X′ = {

x ∈ mean(RTT) ± Jitter
2

}∣
∣

|X|
Once all data has been gathered and the performance metrics have been evaluated

individually, a weighted average of the n degrees of target achievement can be used for
the overall evaluation. The weights (∅) are also determined by the user, using.

GALJitter =
∣
∣X′ = {

x ∈ mean(RTT) ± Jitter
2

}∣
∣

|X| .

5 Instantiation

5.1 Case Study Design

Theproposedmethodwas then applied in a case study.As a scenariowe chose a company,
which decides on the extension of an on-premises installation by comparing different
CSPs. In a pre-selection, we already limited the set of CSPs to the two leading CSPs on
themarket (AWS andAzure) for creating a realistic setting. Our aimwas further to verify,
based on our developed model and the performance parameters, whether these CSPs can
extend the existing network. For the use case we considered two locations: Germany
and Ireland. Each location could have multiple regions that differ in their geographical
location, which were operated by both CSPs. Table 2 provides an overview of the two
locations with the geographical regions of each CSP.

A small virtualmachine (VM)was used, basedon the reference of 1CPUcore, 0.5GB
RAM, and Ubuntu 20.04 long term support, which is assumed to be the representative
VM size for this case. The following values were set as thresholds for the performance
parameters (Table 3).

The connections between the clouds and the on-premises location were each estab-
lished with managed services of the CSP based on OpenVPN. The connections between
the cloud services were also established with managed services, but IPsec is used as the
VPN protocol here. The test period was defined as ranging from 10 a.m. - 6 p.m. CET to
record a cross-section over one business day. During this period, the RTT of the scenarios
mentioned in Table 2 was recorded with the tool “Ping” and saved in CSV files. At the
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Table 2. Overview of the Considered Scenarios in the Case Study.

# Location 1 Region 1 Location 2 Region 2 Connection

1 On-premise 1 Azure 2 P2S OpenVPN

2 On-premise 1 Azure 4 P2S OpenVPN

3 On-premise 1 AWS 3 P2S OpenVPN

4 On-premise 1 AWS 5 P2S OpenVPN

5 Azure 2 Azure 2 VNET/VPC

6 Azure 2 Azure 4 VNET/VPC

7 AWS 3 AWS 1 VNET/VPC

8 AWS 3 AWS 3 VNET/VPC

9 Azure 2 AWS 3 S2S IPsec VPN

10 Azure 2 AWS 5 S2S IPsec VPN

11 Azure 4 AWS 3 S2S IPsec VPN

12 Azure 4 AWS 5 S2S IPsec VPN

Regions: 1 = Germany, 2 = Germany West Central, 3 = Europe (Frankfurt), 4 = North Europe
(Ireland), 5 = Europe (Ireland)

Table 3. Thresholds for the Case Study

Metrics Threshold (soft) Threshold (hard)

RTT near location 20 ms 80 ms

Jitter near location 20 ms –

RTT distant location 50 ms 80 ms

Jitter distant location 20 ms –

Network throughput 300 Mbit/s 50 Mbit/s

CPU load 1% 10%

same time, measurement points of the throughput were collected at 15-min intervals. To
avoid the results being falsified by the fact that two throughput measurements are carried
out simultaneously, they were each carried out offset by one minute. The measurement
was done with the tool “iperf3“, and the output was converted from JSON format to
CSV format. However, the described procedure caused some upward outliers in the RTT
measurement because the network adapter was partly fully utilized, and delays in the
RTT measurement occurred correspondingly. These outliers were excluded by using
only data within the 99th percentile. In addition, the measurements of the individual
scenarios were split over two days and then combined.
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5.2 Findings

The collected data were analyzed using the R programming language and plotted in
Figs. 1, 2, and 3. Figure 1 shows that the RTT from the on-premises location in Germany
to the datacenter region of Azure located in Germany is slightly higher than to the same
region of AWS, but the remote location in Ireland is better connected by Azure.

Fig. 1. RTT Results.

Here, the connection to AWS has a higher RTT and is associated with some fluctua-
tions over the day. The reason for this could be that more transit ASs need to be passed
to reach the network of AWS than that of Azure. The intra-region RTT is very low and
stable. This indicates that the CSPs have a reliable internal network and have well estab-
lished exchange points. Across geographical regions, RTTs are at a comparable level
both within and between providers and are subject to onlyminor fluctuations, whichmay
be due to distance. For the connection between the German and Irish locations of AWS,
we could see that the RTT change visibly during the day. In contrast, the throughput
shows a different result (Fig. 2). The connection to the on-premises location is stable
but significantly lower than the CSP can provide. The throughput to the remote location
in Ireland is mostly below what was previously expected to be a hard limit. The highest
and most stable throughput was achieved by the Azure network. In both regional set ups
and to the corresponding remote location, there is little to no fluctuation and the highest
measured throughput. The intraregional throughput of AWS is also high, but with strong
fluctuations.

Fig. 2. Data Throughput Results.
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As already shown by the measurements for RTT, the interconnection between the
two CSP is very reliable. This is also reflected in high and relatively stable throughput
rates, although these are significantly better at the location in Germany than in Ireland.
Packet loss was not measured. Since throughput measurements were performed using
TCP, lost segments were retransmitted. The tool only provides absolute numbers of
retransmits and the total number of the sent TCP segments is missing, so that no ratio
can be formed. However, the retransmits have a direct effect on the throughput and
are therefore included in the evaluation. They reflect the partly large exclusions of the
ger-AWS - ger-AWS connection, but otherwise do not allow any conclusion.

Fig. 3. CPU Results.

Figure 3 shows the measurement results of the CPU load that occurred at the receiver
of the Iperf3 segments at the measurement time. Despite the low CPU performance
of the VMs with only one core, all measurement points are in the low single-digit
percentage range. It can therefore be assumed that efficient offloading mechanisms are
used.However, in the case study, only comparatively low throughput rateswere achieved.
To test the relevance of this metric, a one-time measurement was performed on high-
performance VMs at the CSP Azure. The VMs “Standard F8s v2” with 8 CPU cores and
16 GB RAM as well as Ubuntu 20.04 LTS were used for this purpose. A measurement
with IPerf3 resulted in a TCP throughput of 4.73 GBit/s, whereby the target system had
a CPU load of 12.98%. This shows that with higher throughput comes a significantly
higher CPU load.

6 Discussion and Conclusion

Based on our developed metrics for the assessment of a CSP’s service performance
ability, we were able to demonstrate a sensitive performance difference in the provided
infrastructure of the two leading IaaS providers AWS and Azure. For an exemplary
use case scenario, we decided on a fictive weighting and the results showed that both
CSPs are basically suitable for CSCs to extend the existing network from a network
performance perspective. In this specific case, Azure was rated slightly above AWS,
which is primarily due to thehigher internal throughput and the slightly higher throughput
to the on-premises location (Fig. 1 and 2). However, the weighted average results of the
specific metrics revealed values of 0.78 (AWS) and 0.83 (Azure). Thus, for both CSPs,
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the location in Ireland does not fulfill ideal characteristics for potential CSCs. Since this
occurs with both tested CSPs, it is likely to be caused by the on-premises location or
the local ISP. The assessment approach is intended to uncover such incompatibilities in
a specific constellation so that they can be considered in the final selection of a CSP.
Our approach is thereby able to provide a possibility for companies to easily test and
evaluate the technical aspects of IaaS provided byCSPs. Even though similar approaches
exist in literature, they often consider quantitative performance parameters, like CPU
and RAM [24], investigate merely SLA parameters [28], or service response time [22,
26]. Network parameters, like RTT or throughput are not yet considered. However,
especially in IS research, such functional parameters are the missing link, when it comes
to an overarching consideration of CSP selection and need to be considered rather than
focusing onmerely non-functional parameters, like trust [5, 12], flexibility and scalability
[1], or efficiency [2]. Another remarkable result in literature was the partially high
number of investigated parameters [26, 27, 29]. Although this complexity promises a
fully comprehensive assessment basis, the actual applicability of approaches with more
than 16 criteria might remain limited. Due to the missing accessibility to quantitative
and qualitative criteria, CSCs’ ability to select the most suitable CSPs may be limited, as
well as the prediction of long-term effects of a selection decision (e.g., vendor lock-in)
[31]. Thus, our presented approach, based on the network performance parameters as
crucial prerequisite of the IaaS functionality, provides on the one hand an extension of
existing assessment approaches (i.e., [3, 18, 24]), but on the other hand also an alternative
and more feasible approach for companies, trying to identify the best CSP according to
rather functional technical measurements.

The objective of this paper was to identify suitable network performance parameters
and to quantitatively process them so that they can be integrated into a CSP selection
approach. This is especially relevant in today’s ongoing dependence on companies from
CSPs as they often provide the infrastructure required for relevant business processes
and even entire business models. To this end, a method was presented for quantitatively
recording and evaluating the metrics so that a key figure is created that can subsequently
be used. The literature review revealed that research had addressed the selection of a CSP
from qualitative and quantitative perspectives and with various evaluation algorithms.
However, network performance parameters had only minor importance in this context.
Our approach focused on this research gap and elaborated an assessment approach
applied in a case study. We revealed that throughput and RTT were the most critical
performance metrics. Packet loss played a minor role, as it only indirectly influenced the
evaluation in the tests used due to a reduction in throughput influence on the assessment.
In addition, we show that the CPU load has little relevance at low throughput rates
but that this becomes clearly measurable and thus comparable at considerably higher
throughput rates. The case study showed that network performance depends on the
individual environmental influences and that incompatibilities, e.g., to a specific location,
can be revealed and considered when selecting a CSP.

Our research contributes to the body of knowledge in computer and information
science in several ways. First, we provided insights in the academic literature in the
field of IaaS assessment approaches and the evaluation of CSPs. Further, our presented
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assessment approach reveals the potentials of network performance parameters as guid-
ing decisional criteria for the identification of the most suitable CSP. As a practical
contribution, our research results provide guidance for CSCs that are forced to maintain
and measure contracted services (SLAs), e.g., due to contractual relationships with their
own customers. To improve the evaluation algorithms, proposals for defining the limits
and weightings could be developed in future work. Furthermore, additional methods
for collecting performance data should be evaluated. For instance, the influence of the
throughput on the CPU load should be investigated, since above a certain throughput
the CPU load increases significantly and, thus, becomes relevant for the assessment.

References

1. Schneider, S., Sunyaev, A.: Determinant factors of cloud-sourcing decisions: reflecting on
the IT outsourcing literature in the era of cloud computing. J. Inf. Technol. 31, 1–31 (2016).
https://doi.org/10.1057/jit.2014.25

2. Wulf, F., Westner, M., Schön, M., Strahringer, S., Loebbecke, C.: Preparing for a digital
future: cloud strategy at continental AG. In: ICIS 2019 Proceedings, Munich (2019)

3. Hentschel, R., Bley, K., Schön, H.: Shifting micro-enterprises into the cloud: guidelines for
cloud service providers. Presented at theHawaii International Conference on SystemSciences
(2021). https://doi.org/10.24251/HICSS.2021.575

4. Winkler, T.J., Brown, C.V.: Horizontal allocation of decision rights for on-premise appli-
cations and software-as-a-service. J. Manag. Inf. Syst. 30, 13–48 (2013). https://doi.org/10.
2753/MIS0742-1222300302

5. Hentschel, R., Leyh, C., Petznick, A.: Current cloud challenges in Germany: the perspective
of cloud service providers. J. Cloud Comput. 7, 1–12 (2018). https://doi.org/10.1186/s13677-
018-0107-6

6. Yang, H., Tate, M.: A descriptive literature review and classification of cloud computing
research. Commun. Assoc. Inf. Syst. 31, 2 (2012)

7. Venters, W., Whitley, E.A.: A critical review of cloud computing: researching desires and
realities. J. Inf. Technol. 27, 179–197 (2012). https://doi.org/10.1057/jit.2012.17

8. Mell, P., Grance, T.: The NIST definition of cloud computing. Natl. Inst. Stand. Technol. 53
(2011)

9. Mitra, A., O’Regan, N., Sarpong, D.: Cloud resource adaptation: a resource based perspective
on value creation for corporate growth. Technol. Forecast. Soc. Chang. 130, 28–38 (2018).
https://doi.org/10.1016/j.techfore.2017.08.012

10. Dillon, T., Wu, C., Chang, E.: Cloud computing: issues and challenges. In: 2010 24th IEEE
International Conference on Advanced Information Networking and Applications, pp. 27–33.
IEEE (2010). https://doi.org/10.1109/AINA.2010.187

11. Ali, M., Khan, S.U., Vasilakos, A.V.: Security in cloud computing: opportunities and
challenges. Inf. Sci. 305, 357–383 (2015). https://doi.org/10.1016/j.ins.2015.01.025

12. Khan, K.M., Malluhi, Q.: Establishing trust in cloud computing. IT Prof. 12, 20–27 (2010).
https://doi.org/10.1109/MITP.2010.128

13. Zimmermann, H.: OSI reference model - the ISO model of architecture for open systems
interconnection. IEEE Trans. Commun. 28, 425–432 (1980). https://doi.org/10.1109/TCOM.
1980.1094702

14. Tozal, M.E.: The internet: a system of interconnected autonomous systems. In: 2016 Annual
IEEE Systems Conference (SysCon), pp. 1–8. IEEE (2016). https://doi.org/10.1109/SYS
CON.2016.7490628

https://doi.org/10.1057/jit.2014.25
https://doi.org/10.24251/HICSS.2021.575
https://doi.org/10.2753/MIS0742-1222300302
https://doi.org/10.1186/s13677-018-0107-6
https://doi.org/10.1057/jit.2012.17
https://doi.org/10.1016/j.techfore.2017.08.012
https://doi.org/10.1109/AINA.2010.187
https://doi.org/10.1016/j.ins.2015.01.025
https://doi.org/10.1109/MITP.2010.128
https://doi.org/10.1109/TCOM.1980.1094702
https://doi.org/10.1109/SYSCON.2016.7490628


A Performance-Based Assessment Approach 263

15. Sun, P., Yu, M., Freedman, M.J., Rexford, J.: Identifying performance bottlenecks in CDNs
through TCP-level monitoring. In: Proceedings of the first ACM SIGCOMM Workshop on
Measurements up the Stack - W-MUST 2011, p. 49. ACM Press, New York (2011). https://
doi.org/10.1145/2018602.2018615

16. Constantine, B., Forget, G., Geib, R., Schrage, R.: Framework for TCP throughput testing
(RFC Nr. 6349). (2011)

17. Chase, J.S., Gallatin, A.J., Yocum, K.G.: End system optimizations for high-speed TCP. IEEE
Commun. Mag. 39, 68–74 (2001). https://doi.org/10.1109/35.917506

18. Lang, M., Wiesche, M., Krcmar, H.: Criteria for selecting cloud service providers: a delphi
study of quality-of-service attributes. Inf. Manage. 55, 746–758 (2018). https://doi.org/10.
1016/j.im.2018.03.004

19. Gutierrez-Garcia, J.O., Sim, K.M.: Agent-based cloud service composition. Appl. Intell. 38,
436–464 (2013). https://doi.org/10.1007/s10489-012-0380-x

20. Ghosh,N.,Ghosh, S.K.,Das, S.K.: SelCSP: a framework to facilitate selection of cloud service
providers. IEEE Trans. Cloud Comput. 3, 66–79 (2015). https://doi.org/10.1109/TCC.2014.
2328578

21. Ghule, D., Gopal, A.: Comparison parameters and evaluation technique to help selection
of right IaaS cloud. In: 2018 5th IEEE Uttar Pradesh Section International Conference on
Electrical, Electronics and Computer Engineering (UPCON), pp. 1–6. IEEE (2018). https://
doi.org/10.1109/UPCON.2018.8597059

22. Garg, S.K., Versteeg, S., Buyya, R.: SMICloud: a framework for comparing and ranking cloud
services. In: 2011 Fourth IEEE International Conference on Utility and Cloud Computing,
pp. 210–218 (2011). https://doi.org/10.1109/UCC.2011.36

23. Baranwal, G., Vidyarthi, D.P.: A cloud service selection model using improved ranked voting
method. Concurr. Comput.: Pract. Exp. 28, 3540–3567 (2016). https://doi.org/10.1002/cpe.
3740

24. Muhammad-Bello, B.L., Aritsugi, M.: TCloud: a transparent framework for public cloud
service comparison. In: Proceedings of the 9th International Conference on Utility and Cloud
Computing, pp. 228–233.ACM,NewYork (2016). https://doi.org/10.1145/2996890.3007864

25. Hajlaoui, J.E., Omri, M.N., Benslimane, D., Barhamgi, M.: QoS based framework for con-
figurable IaaS cloud services discovery. In: 2017 IEEE International Conference on Web
Services (ICWS), pp. 460–467. IEEE (2017). https://doi.org/10.1109/ICWS.2017.53

26. Tripathi, A., Pathak, I., Vidyarthi, D.P.: Integration of analytic network process with service
measurement index framework for cloud service provider selection. Concurr. Comput.: Pract.
Exp. 29, e4144 (2017). https://doi.org/10.1002/cpe.4144

27. Farshidi, S., Jansen, S., de Jong, R., Brinkkemper, S.: A decision support system for cloud
service provider selection problem in software producing organizations. In: 2018 IEEE 20th
Conference on Business Informatics (CBI), pp. 139–148. IEEE (2018). https://doi.org/10.
1109/CBI.2018.00024

28. Chauhan, N., Agarwal, R., Garg, K., Choudhury, T.: Redundant IaaS cloud selection with
consideration of multi criteria decision analysis. Procedia Comput. Sci. 167, 1325–1333
(2020). https://doi.org/10.1016/j.procs.2020.03.448

29. Ramamurthy, A., Saurabh, S., Gharote, M., Lodha, S.: Selection of cloud service providers
for hosting web applications in a multi-cloud environment. In: 2020 IEEE International Con-
ference on Services Computing (SCC), pp. 202–209. IEEE (2020). https://doi.org/10.1109/
SCC49832.2020.00034

https://doi.org/10.1145/2018602.2018615
https://doi.org/10.1109/35.917506
https://doi.org/10.1016/j.im.2018.03.004
https://doi.org/10.1007/s10489-012-0380-x
https://doi.org/10.1109/TCC.2014.2328578
https://doi.org/10.1109/UPCON.2018.8597059
https://doi.org/10.1109/UCC.2011.36
https://doi.org/10.1002/cpe.3740
https://doi.org/10.1145/2996890.3007864
https://doi.org/10.1109/ICWS.2017.53
https://doi.org/10.1002/cpe.4144
https://doi.org/10.1109/CBI.2018.00024
https://doi.org/10.1016/j.procs.2020.03.448
https://doi.org/10.1109/SCC49832.2020.00034


264 R. Hentschel et al.

30. Liu, Z., Wang, D., Wang, W., Liu, P.: An integrated group decision-making framework
for selecting cloud service providers based on regret theory and EVAMIX with hybrid
information. Int. J. Intell. Syst. 37, 3480–3513 (2022). https://doi.org/10.1002/int.22698

31. Silva, G.C., Rose, L.M., Calinescu, R.: A systematic review of cloud lock-in solutions. In:
Proceedings of the 2013 IEEE International Conference on Cloud Computing Technology
and Science, vol. 02, pp. 363–368. IEEE Computer Society, USA (2013). https://doi.org/10.
1109/CloudCom.2013.130

https://doi.org/10.1002/int.22698
https://doi.org/10.1109/CloudCom.2013.130


Unveiling the Golden Thread: Unmasking
the Power of Blockchain for Sustainable

Consumption

Maryam Hina1(B) , Najmul Islam1 , and Amandeep Dhir2

1 Department of Software Engineering, LUT University, Lappeenranta, Finland
{Maryam.Hina,Najmul.Islam}@lut.fi

2 Department of Management, University of Agder, Kristiansand, Norway
amandeep.dhir@uia.no

Abstract. There is limited empirical support for understanding how blockchain
transparency shapes consumers’ sustainable consumption. Therefore, this study
investigates the impact of blockchain transparency on consumers’ sustainable
consumption choices. This study delves into the impact of blockchain transparency
on consumers’ intentions to purchase sustainable products, a topic of increasing
relevance in contemporary markets. Employing a novel blockchain-based app
scenario in the fashion apparel industry, we surveyed 282 European consumers.
Robust data analysis using the partial least squares method reveals that blockchain
transparency signals product sustainability trustworthiness and effectively satisfies
consumer concerns, resulting in increased purchase intent and positive word of
mouth. Notably, we uncover a moderating effect of information seeking on the
trust-consumer satisfaction relationship. Our study contributes pivotal insights
to the evolving discourse on blockchain and sustainable consumption, offering
valuable implications for both academia and industry.

Keywords: Blockchain · Transparency · Sustainability · Consumer · Sustainable
Consumption

1 Introduction

The growth of sustainability related concerns and consumers’ demand for authentic sus-
tainable products have encouraged sustainable consumption behavior [1]. While putting
sustainability ideas into practice is essential for companies, it is also critical to effectively
communicate this information to stakeholders, especially customers. The firms’ disclo-
sures of sustainability related information demonstrate their dedication to and credibility
of sustainable activities, which influence consumers’ decisions [2]. However, consumers
face difficulties in validating sustainability promises made by the firms. Since producers
have more information than consumers, they can decide on what information to share
with stakeholders [3]. Moreover, due to the proliferation of digital technologies, con-
sumers now have access to various information sources, making it much harder for them
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to determine the veracity of sustainable claims. It is also challenging for the companies
to operate, communicate, and be transparent in the supply chain since the supply net-
work connects multitiered companies at different geographical locations [4]. Together,
these factors have caused information asymmetry, making it challenging for consumers
to determine the sustainability of a product and to believe the information found on cen-
tralized systems or other numerous dispersed sources. Blockchain has recently emerged
as a viable solution to supply chain transparency and lowering related risks [5].

The review of prior literature highlighted the dominance of previous investigations
of blockchain applications for upstream supply chain aspects, such as tracking produc-
tion processes and product components [5], and its technical usage in reducing carbon
footprints, emission trading, avoiding fake products, and avoiding unethical behavior
[6]. Despite the acknowledged benefits of blockchain for supply chain management and
sustainability, outcomes of blockchain from consumers’ standpoint have not been suf-
ficiently manifested. We found that there has been relatively little prior scholarly work
done to empirically identify the blockchain’s influence on consumers’ sustainable con-
sumption behavior. For example, consumers’ blockchain experience was acknowledged
as strongly influencing impulsive buying in the context of green products [7]. While
such findings offer insightful information on how blockchain affects consumer behav-
ior, they fall short of offering a thorough understanding of the underlying mechanisms
that influence consumers’ purchase decisions for sustainable products from consumers’
viewpoint. The current study extends this nascent research to examine how blockchain
transparency shapes sustainable consumption behavior. Therefore, our study is an effort
to address the following research questions (RQs).

RQ1: What effect do consumers perceive from blockchain transparency that
influences their sustainable consumption behavior?

RQ2: Through what mechanism blockchain transparency shape sustainable con-
sumption behavior?

Drawing upon signaling theory [8], we found blockchain transparency as a tool a
company utilizes to indicate its reliability to consumers. The signaling of blockchain
transparency can increase consumers’ trust in product sustainability. This study con-
tributes to the prior literature in two ways. Firstly, this study expands blockchain litera-
ture by explicitly exploring blockchain transparencywith amarket-focused approach and
identifying its influence on consumers’ sustainable purchasing decisions. Second, we
delineate the mechanism through which the effect of blockchain technology is realized.
We found that when companies transparently disclose information about their sustain-
able products using blockchain, consumers perceive them as trustworthy and satisfy
their concerns about product sustainability. Which in return increases their intention to
purchase sustainable products and the likelihood of spreading positive word of mouth.
The adherence to signaling theory highlights the need for transparency to foster trust,
shape consumers’ responsible behavior, and encourage sustainable consumption habits.
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2 Theoretical Background

2.1 Blockchain Transparency

Transparency is defined as the level of accessibility and visibility of information [9],
generally referred to as an open flow of information amongst stakeholders [10]. Uti-
lizing an advanced combination of consensus protocols, distributed architecture, and
cryptography, blockchain technology unveils a revolutionary technique enabling trans-
parent transactions to foster stakeholder trust [11]. Across the supply chain, blockchain
has been recognized to improve product and process transparency by enabling informa-
tion traceability and accessibility to the companies and end users involved in the supply
chain [5]. Moreover, due to individuals’ growing sensitivity to social and environmental
issues, blockchain has arisen as a solution to sustainability issues such as sustainability
in agrifood [12]. For example, referring to the ecological effect of sustainable fashion
products, the information transparency provided by blockchain has been emphasized
to induce an ideal environmental quality level of fashion products [13]. Such informa-
tion (e.g., related to the sustainability of the product), when consumers find, lessens
the uncertainty surrounding the likelihood that their needs and preferences will match
the qualities of the product [14]. Blockchain’s ability to trace product components can
foster consumer trust in product’s authenticity, quality, and ethical processing. These
findings highlight the role of blockchain in protecting the consumer market by offering
proof of authenticity and enabling customers to track and trace the product history. Prior
research on the blockchain has mostly concentrated on the use of blockchain in the
supply chain to measure its effects on sustainability. However, our study falls under the
narrowly focused area of consumers’ sustainable consumption decisions and quantifies
the impact of blockchain transparency thereupon.

2.2 Signaling Theory

Signaling theory originated from an information economics study assuming that buyers
and sellers have asymmetric information when they are involved in a market exchange
[15]. This theory observes that signalers, aware of intangible values and qualities of
the company, product, and individual, tend to transmit positive signals to the recipients
[16]. In the digital realm, digital platform owners act as signalers and send signals using
technology to attract and build trust with consumers. Our study adopted signaling theory
to explain that consumers perceive signals transmitted by the blockchain and might
draw conclusions about a product’s sustainability by differentiating between high and
low sustainability. In this way, blockchain transparency signaling trust effectively allays
consumers’ concerns about product sustainability by showcasing accurate sustainability
related information [17]. In the prior literature, such blockchain signaling effect has
been highlighted to be helpful in consumers’ decision making [18]. Therefore, in the
interaction of blockchain based information and sustainable consumption, signaling
theory underpins the notion that a buyer’s trust in product sustainability is associated
with trustworthiness signals. Following the nascent literature that proposes blockchain as
a trustworthy signal in supplier-buyer relationships [19],we extend this signaling effect to
the context of blockchain transparency – sustainable consumption relationship and argue
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that the implementation of blockchain can signal the trustworthiness of sustainability
related information about the product and ensuring its sustainability.

3 Hypothesis Development

Blockchain transparency, through a commitment to information sharing, serve as a signal
of sellers’ trust (i.e., product sustainability) [19]. The comprehensive information that
many parties have compiled and disseminated via the blockchain includes information
on the product’s origins, the material used, the environmental effect of the product, and
the impact of its life cycle [20]. Since blockchain is decentralized and all participants on
the chain can view the information, it promotes trust in temper-proof information. Hence,
in the quest for sustainable consumption, blockchain transparency enables consumers
to trust the veracity and accuracy of numerous pieces of information provided [20].
Our study theoretically frames blockchain transparency as a signal of trust in product
sustainability. Thus, we postulate:

H1: Blockchain transparency positively influences trust in product sustainability.
Tracing product sustainability has become significant as a means to encourage sus-

tainable consumption by giving consumers a greater awareness of process sustainability
and product life cycle [21]. The visibility of transactions and interactions on a blockchain
contributes to its transparency [9], which increases consumers’ confidence in the product
[22]. Thus, the level of blockchain transparency confirmation affects consumer satisfac-
tion [23]. Consumers find blockchain transparency satisfying them by solving their
product sustainability related concerns. To examine this, we postulate:

H2: Blockchain transparency positively influences customer satisfaction.
Trust is the key element to determining how satisfied consumers are with a product’s

sustainability. Consumers are more satisfied, for instance, when they view blockchain
as trustworthy [24]. It is assumed that trust and degree of satisfaction are associated. A
transaction would not likely take place without a certain level of trust, let alone con-
sumer satisfaction [25]. Trust is important as a crucial heuristic signal for consumers’
satisfaction and meaningful decision making [24]. In the context of blockchain, a few
studies have hypothesized blockchain based trust and consumers’ satisfaction with sus-
tainable products, suggesting that blockchain based trust is closely associated with con-
sumers’ satisfaction [26]. Similarly, we anticipate that blockchain based trust toward
product sustainability is positively associated with consumers’ satisfaction. Thus, we
hypothesize:

H3: The presence of blockchain based trust positively influences consumer satisfac-
tion with sustainable products.

Prior research suggests that consumer satisfaction significantly influences con-
sumers’ propensity to buy sustainable products. For example, consumers who are satis-
fied with sustainable brands do not plan to switch [27]. Accordingly, it may be assumed
that consumers may continue to have the intention to purchase sustainable products if
they are satisfied with product sustainability ensured by blockchain based trustworthy
information. Consumer satisfactionwith the sustainability of the product explains greater
intention to purchase it [28]. Hence, we postulate:

H4: Consumer satisfaction positively influences consumers’ purchase intention.
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Prior scholars have acknowledged that satisfied consumers show the intention to
recommend the company by good word of mouth [29]. Similarly, consumers are more
inclined to accept and spread the word about firms’ disclosures on product sustainability
if they are satisfied with the information [30]. On the contrary, if they find it unsatisfac-
tory, they will dissuade others from using it [31]. Consumer satisfaction is undoubtedly
a key factor in influencing the propagation of positive word of mouth. Therefore, we
hypothesize:

H5: Consumer satisfaction positively influences positive word of mouth.
People who believe in a product with high social value intend to seek information

that enables them to assess the product benefits (i.e., sustainability) of making a purchase
[32]. Consumers could be uninformed about sustainable products as a result of infor-
mation asymmetry between producers and consumers [33]. For example, prior findings
on consumers’ perception of sustainable packaging have revealed a mismatch between
what consumers believe about the qualities of sustainable packaging and how well it
performs based on life cycle evaluation [34]. Therefore, consumers who are also infor-
mation seekers may significantly seek information on sustainable products in order to
engage in sustainable consumption [35]. To come to a decision or find a solution to the
question, information seekers synthesize knowledge from several sources, which may
strengthen their trust in the sustainability of the product. Consumer tendency to learn
more about the sustainability of the product is important to understand the link between
blockchain based trust and consumers’ satisfaction with product sustainability. Thus, we
posit:

H6a: Information seeking moderates the association between trust and consumers’
satisfaction.

H6b: Information seeking moderates the association between blockchain trans-
parency and consumers’ satisfaction.

4 Methods

4.1 Study Design

To validate our research model, we conducted a scenario-based survey involving con-
sumers of sustainable products, using vignettes to present plausible situations and gather
responses through rating scales. Scenario based methods have been applied in informa-
tion systems research on various topics. We selected the apparel fashion industry as our
study context due to its significant sustainability challenges, such as contributing 4%
global emission and 92 million tons of waste. Factors like high water usage, chemical
pollution, and waste production amplify its environmental impact. A recent McKinsey
report in 2022 highlighted low trust among 88%ofGeneration Z consumers in theUnited
States regarding brands’ sustainability claims, emphasizing the need for transparency
and data backed evidence. The fashion apparel industry thus becomes the most pertinent
setting for examining our research model.

To design our study scenario, we conducted two focus group discussions in April
2023 involving seven participants with a mix of genders. Participants were required
to have a basic understanding of sustainability and blockchain. At least one participant
from each group was chosen with a working knowledge of blockchain and sustainability.
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Insights gained from this discussion informed the development of our study scenario and
user interface (UI), aligned with the discussion’s key themes.

4.2 Instrument Development

A multi-item scale was used to evaluate each construct. A five-point Likert scale was
used to measure scale items, with 1 representing strongly disagree and 5 representing
strongly agree. We adapted the validated study items from the prior studies. Three items
were adapted for blockchain transparency [36], three items for trust [37], four items for
consumer satisfaction [38], three items for consumers’ purchase intention [39], and four
items for information seeking [35].

4.3 Data Collection and Analysis

We collected data through the Academic Prolific platform to recruit study participants.
Our sample was restricted to the Europe continent. The data pool consisted of 332
respondents in total. 39 of these collected responses were either not submitted at all
or incomplete and therefore returned. After additional analysis, 14 responses that failed
attention checks and did not match the screening criteria were removed from the remain-
ing dataset. As a result, we received 282 valid responses. According to the descriptive
analysis, there were 111 females (39.4%), 168 males (59.6%), and three other genders
(1.1%) among the respondents. Respondents aged 21–30 years provided the majority of
the responses (62.1%). We used partial least squares structural modelling (PLS-SEM)
to analyze the empirical data.

5 Results

5.1 Measurement Model

The sample of 282 responses considered for analysis. First, we looked at item loadings
that are required to be 0.70 or higher and are commonly used to assess the indicators’
reliability. From this study’s set of construct indicators, two items were found below this
threshold and were eliminated. All the remaining item loading values were higher than
the suggested threshold, as shown in Table 2. Next, we examined the constructs’ con-
vergent reliability and discriminant validity of the study model that includes six latent
constructs such as blockchain transparency, trust, consumer satisfaction, consumers’
purchase intention, positive word of mouth, and information seeking. To assess the con-
structs’ internal consistency, we used Cronbach’s alpha (CA) and composite reliability
(CR) as alternative measurement. The reflective constructs in this research model met
the prerequisite by having values greater than the cutoff values of CA= 0.50 and CR=
0.70. To verify the convergent validity of the constructs, the average variance extracted
(AVE) values are more than the threshold value of 0.50. Since the values were higher
than the thresholds, they satisfied the requirements of construct reliability and conver-
gent validity (Table 1). The higher factor loading indicates higher internal consistency
among proposed factors as a result showing higher value of CA and CR. However, these
values are within the cutoff value prescribed by Hair et al. [40].
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Table 1. The assessment of measurement model of constructs

Constructs Indicators Loadings Mean SD CA(α) CR AVE

Transparency TRNSP1 0.812 4.245 0.663 0.771 0.867 0.686

TRNSP2 0.854 4.142 0.773

TRNSP3 0.818 4.110 0.794

Trust TRST1 0.924 3.940 0.729 0.904 0.94 0.838

TRST2 0.916 3.858 0.791

TRST3 0.908 3.901 0.682

Consumer
satisfaction

CS1 0.902 3.862 0.728 0.849 0.909 0.77

CS2 0.914 3.830 0.748

CS3 0.813 3.996 0.844

Consumers’
purchase
intention

PI1 0.943 3.468 0.872 0.93 0.956 0.878

PI2 0.953 3.429 0.881

PI3 0.915 3.557 0.870

Positive word
of mouth

WOM1 0.905 3.777 0.805 0.881 0.927 0.808

WOM2 0.907 3.791 0.86

WOM3 0.885 3.433 0.909

Information
Seeking

IS1 0.793 3.734 0.909 0.827 0.897 0.745

IS2 0.883 3.681 0.870

IS3 0.91 3.599 0.918

The measurement model met the requirements for discriminant validity, as high-
lighted in Table 2, where the diagonal (bold) values denote the AVE square root of every
construct, which is higher than the relevant correlation coefficient.

Table 2. Correlation matrix and the square root of AVEs

1 2 3 4 5 6

1. Consumer satisfaction 0.878

2. Consumers’ purchase intention 0.639 0.937

3. Information seeking 0.639 0.677 0.863

4. Transparency 0.526 0.416 0.402 0.828

5. Trust 0.629 0.428 0.421 0.539 0.916

6. Positive word of mouth 0.752 0.766 0.626 0.396 0.520 0.899
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5.2 Structural Model

The outcomes of the hypothesis testing are shown in Fig. 1. It shows that blockchain
transparency is positively associated with trust (β = 0.538, t = 9.351, p < 0.001) and
consumer satisfaction (β = 0.159, t = 2.979, p < 0.01) and supported H1 and H2
respectively. Trust is also seen to be positively related with consumer satisfaction (β =
0.323, t= 6.232, p< 0.001), supporting H3. Next, it is shown that consumer satisfaction
is strongly associated with consumers’ intention to purchase (β = 0.581, t = 10.694, p
< 0.001) and positive word of mouth (β = 0.752, t= 19.655, p< 0.0), which supported
H4 and H5 respectively. The study model is significant since it shows a variance of
28.9% in trust, 60.1% variance in consumer satisfaction, 41.8% variance in consumers’
purchase intention, and 56.5% variance in positive word of mouth, which is above
26%. Moreover, information seeking does moderate the relationship between trust and
consumer satisfaction (β= 0.092, t= 1.997, p< 0.05). The positive association between
trust and consumer satisfaction is seen dampened by information seeking. Thus, our
hypothesis H6a has been confirmed.

Fig. 1. Structural model results

6 Discussion

This study’s results present several key findings. First, our study’s findings highlight
the considerable impact of blockchain transparency on consumer satisfaction, implying
that disclosure of product sustainability related information on the blockchain increases
consumer satisfaction. This result is consistent with prior literature which has validated
the significant impact of blockchain transparency on consumer satisfaction [23]. This
transparency fosters consumer satisfaction with the sustainability of the product which
encourages them to adopt sustainable consumption behavior. Prior scholarly findings
endorsed the causal nexus of transparency and satisfaction [22, 23]. This contrasts with
the traditional environment without blockchain, where consumers would not use a prod-
uct if they are not satisfied with its sustainability [28]. Such breakthroughs suggest that
consumers value information offered through transparent and traceable systems.

Second, we delved deeper into the findings to investigate the signaling effect of
blockchain technology through which it encourages sustainable consumption behavior.
We found that the trust that consumers place in blockchain due to its transparency
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is aligned with the prior findings, suggesting the importance of overall transparency
for establishing trust [20]. Since blockchain transparency signals trust, consumers can
observe and verify the company’s claim on sustainability. Such as this is realized through
the verification of certificates that the third party granted to acknowledge the company’s
sustainable practices, for example, organic certifications [41]. This signaling impact
becomes apparent when the problem of information asymmetry is resolved between
consumers and producers, removing forgery suspicions. Consequently, consumers get
satisfied with products’ sustainability and eventually engage in sustainable consumption
since they trust the information is indisputable. Hence, our study findings align with
signaling theory [8], and prior findings [24], highlighting blockchain transparency as a
trust building mechanism and promoting sustainable consumption.

Third, the study findings highlighted that the association between trust and con-
sumer satisfaction is adversely moderated by information seeking behavior. We found
this reasonable on the grounds of prior findings. First, many individuals lack digital
information literacy, potentially leading to omitting vital details or retrieving inaccurate
information through internet searches [42]. Second, the increased tendency of infor-
mation seeking may result in information overload and conflicting information, such
as ‘reuse protects the environment’ versus’ reusable alternatives take more energy and
generate greenhouse gas emissions’, leaving the consumers perplexed. As a result, con-
sumers overloadedwith information are less confident, less satisfied, andmore confused,
dampening the relationship between trust and satisfaction.

7 Study Implications

7.1 Theoretical Implications

This study contributes in several ways. First, the study contributes to signaling theory
highlighting the blockchain’s signaling effect in terms of trustworthy information disclo-
sure on product’s sustainability. The results show that blockchain transparency signals
the veracity of the company’s sustainability claims. Second, prior literature has mainly
covered blockchain for inbound supply chains. This study adds to the consumer research
by exploring the individual consumers’ perspective of blockchain, precisely when they
are to make sustainable consumption decisions. The findings showed how consumers
react to the blockchain based sustainability related product information and are likely
to be satisfied when they believe blockchain is trustworthy. To decide on sustainable
consumption, this study disclosed a mechanism through which blockchain facilitates
consumers’ decision making. This finding could lead to further intriguing exploration of
signal effectiveness by examining the time and effort consumers will use to determine
product sustainability through blockchain. Third, we identified that information seek-
ing consumers might not be able to fully trust the mechanism owing to the conflicting
information accessible from many sources, information overload, or lack of internet
skills. This offers some observable prepositions on the consumers’ sustainable beliefs in
the event when they encounter insufficient or conflicting information from many other
conventional sources as well as blockchain.
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7.2 Practical Implications

Based on the study findings, this study presents some practical implications for man-
agers and practitioners. First, it highlights that consumers trust blockchain based infor-
mation due to its transparency. Managers can strategize the information disclosure using
blockchain in a way that reduces information asymmetry between producer and con-
sumer. Second, given that the consumers are exposed to a diversity of information from
different sources, managers should consider the pertinent information available on other
sources when maximizing the blockchain signaling effect. This will be beneficial in two
ways: 1) they will be able to connect their sustainability claims with the sustainability
policy framework, and 2) they could refute any contradicting information accessible
from other sources to lessen its negative impact. As a result, the blockchain’s signaling
effect would be strengthened. Third, managers should coordinate with the designers to
decide what sustainability related information should be presented in what way so that
consumers can readily comprehend it and do not feel overloaded with the information.
This will assist managers in considering and evaluating the relative observability and
cost of blockchain signals to improve signal effectiveness.

8 Conclusion and Future Work

This study highlighted how blockchain signals work (i.e., the disclosure of trustworthy
product sustainability-related information) to encourage sustainable consumption behav-
ior (i.e., satisfying consumers’ sustainability concerns leading to purchase intention).
The findings emphasized the significance of blockchain signaling impact. In particular,
blockchain transparency is the in-built mechanism that signifies the trustworthiness of
product sustainability through transparent information disclosure and influencing con-
sumers’ decisions. However, we found that the tendency of information seeking might
stifle the link between trust and sustainability. This could be due to information overload
or a lack of information search skills.

Despite the nuanced findings, this study has some limitations that prospective
research efforts could overcome. First, to examine the signaling effect, this study model
only considered blockchain transparency and ignored other crucial aspects of blockchain,
such as immutability and decentralization. Future scholars can consider other blockchain
characteristics to validate the blockchain signaling effect. Next, given the early phases
of blockchain development, this study undertook an exploratory step to assess how con-
sumers perceive blockchain while making a decision. Future studies are encouraged
to perform more systematic surveys with a bigger and wider population in order to
generalize these findings.
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Abstract. As the Blockchain gains prominence as a disruptive technology, there
has been a rapid growth in the number of decentralized applications (dApps)
built on them. Despite the growing number and importance of dApps, we still
know very little about the success factors surrounding such applications. While
the existing research is primarily focused on the creation and development of
dApps, very little research is dedicated to the challenges from dApps developers’
perspective. We addressed these issues in the paper by collecting data by means of
individual discussions with technical people. The purpose of this collection is to
map, classify, and describe the challenges surrounding dApps to help organizations
make adequate decisions regarding decentralized applications’ development and
promotion.We identified five dimensions of challenges and proposed a framework
to describe dAppsmanagement and highlight how identified factors influence such
applications’ adoption.

Keywords: decentralized applications · dApps · developers · challenges

1 Introduction

Over recent years, the growth and rapid development of information and communica-
tion technologies disrupted existing business organizations. Blockchain, hailed as one of
the most disruptive technologies of recent decades, promises organizations to transform
from centralized governance to a decentralized approach [1]. After Satoshi Nakamoto
introduced Bitcoin in 2008, the interest in blockchain technology rapidly increased both
in industry and academia [2]. The main features of blockchain that attract organizations
are decentralization, immutability, and transparency [3, 45]. As blockchain-based plat-
forms gain momentum, decentralized applications (dApps) are becoming increasingly
popular nowadays.

Existing research (e.g., [4–6, 43, 44]) in dApps is mostly focused on creating decen-
tralised applications, providing development guidelines and strategies, or discussing
such applications’ benefits. However, there is little empirical evidence and understand-
ing of the existing challenges and barriers related to dApps adoption from developers’
perspective and only a few studies covered this dimension [7, 8]. To fill this gap, this
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study aims to contribute to the literature by identifying the most common challenges in
dApps. Consequently, we address the following two research questions.

RQ1. What are the common challenges surrounding existing dApps adoption from
the developers’ perspective?

RQ2. How those obstacles should be overcome to increase the global adoption of
dApps?

In order to answer the above research questions, we collected data from 14 decentral-
ized applications developers. We analyzed the collected data using the GIOIA method
[9]. The findings suggest that the dApps ecosystem is still in its infancy and widespread
adoption is limited. Our paper contributes to the literature in twomain dimensions. First,
we empirically identify existing challenges surrounding existing dApps development and
promotion by collecting data from developers. Second, we provide a conceptual frame-
work for dApps management [10, 11] that can guide developers during the process of
blockchain-based applications creation and future promotion on the market.

The remaining part of the paper is structured as follows: in Sect. 2, we shed light on
the open blockchain platforms for dApps development and various types of decentralized
applications. Section 3 focuses on the researchmethodology and data analysis. In Sect. 4,
we summarize our findings that include observed challenges and a framework that unites
various concepts which have an impact on further dApps development, followed by the
discussion in Sect. 5. Finally, in Sect. 6, we provide conclusions of the study along with
its limitations.

2 Background

Decentralized systems are mainly used to create fault-tolerant distributed computing
systems where authority can be distributed without relying on a centralized system [12].
As the first application of blockchain, Bitcoin [2] contributed to the global popularity of
the technology and made the world aware of its benefits. Blockchain can be described as
a distributed system and a data structure that is arranged as a continuously growing chain
of blocks [13]. It is open, allowing anyone to read the information. Various blockchain
platforms have been developed over the last decade and since there are many technical
features required to implement blockchain technology, choosing the right blockchain
platform for a particular application can be a challenge [13]. For example, scalability,
security, and cheap transaction costs are the most important issues to be considered.
Gariga et al. [14] focused on the most popular public blockchains (e.g., Ethereum,
Cardano) and their features namely cost, consistency, security, functionality, etc.

An application operating on a blockchain network is known as a decentralized appli-
cation. Hence, dApps take advantage of the main blockchain characteristics: trans-
parency, reliability, and data immutability [15]. Antal et al. [16] provided a detailed
guideline for dApps application architecture design and implementation steps. Among
the main features of such applications is the possibility to run on a distributed network,
securely store information, and substantially protect the privacy of users. Decentralized
programs, like mobile apps, generally have a user-friendly interface and nowadays the
UX is straightforward. The application layer only handles user registration, transactions,
queries, and other routine tasks [17]. The fundamental layer is made up of smart con-
tracts created by developers and the code is written in special programming languages.
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In other words, once developers have released their software into the public domain,
no one can ever change the logic of the program [18, 44]. Pure decentralization can be
achieved only if all the data is stored and all processes are handled in the blockchain and
a dApp must be protected by a cryptographic token. This means that data and records
must be publicly available and not operate under the control of a single person or group
[15]. Nevertheless, modern dApps are far away from full decentralization. Wu et al. [19]
described 3 types of architecture in DAPPs. The first type is a direct architecture where
users interact directly with smart contracts and blockchain (e.g., NFT marketplaces).
The second type of architecture has back-end services on a centralized server, and users
communicatewith smart contracts via the server (e.g., cryptocurrency hardwarewallets).
Finally, mixed architecture DApps are the combination of the previous 2 types, where
users interact with smart contracts both directly and indirectly via a back-end server
(e.g., GameFi domain).

At the same time, the prior literature is focused on the technical features of blockchain
technology to take into consideration. The importance of providing safe management
of personal clients’ data creates a broad discussion about on-chain and off-chain data
storage [20, 21]. On-chain storage involves storing data directly on the blockchain and
has limitations such as finite capacity, scalability challenges, and increased transaction
costs for large data volumes. While, off-chain storage utilizes external systems like
centralized databases or cloud storage, offering scalability and efficiency advantages.
Combining both storage methods is common, with critical data stored on-chain for
trust and transparency, while larger or complex data is stored off-chain for scalability.
Additionally, some research (e.g., [22, 23]) discusses the importance of business mod-
els in dApps. Unlike traditional centralized models, dApps leverage the decentralized
nature of blockchain technology and create new models on the market that have never
existed before. These applications offer diverse revenue streams, including tokenomics,
subscription-based models, licensing fees, or transactional charges for accessing their
services. Overall, the evolving landscape of business models in dApps showcases the
potential for innovative and sustainable approaches that can disrupt traditional industries
and create new economic paradigms.

3 Methodology

3.1 Data Collection and Participants

Our goal was to collect respondents that have development experience and can give
comments from various perspectives regarding the technical side of blockchain and
decentralized applications. To collect empirical data, we identified several active open
groups on social networks (e.g., Twitter, Discord, and Telegram). Over there we found 14
current blockchain developers from various countries who are currently working on the
creation or the decentralized applications testing. We interviewed these 14 blockchain
experts. The interviews contained 3major themes: 1. basic overview of the decentralized
applications and the current situation on the market; 2. challenges associated with the
development and adoption processes; 3. obstacles that hinder dApps global adoption. The
background of some respondents is not only technical but additionally covers business,
marketing and interface design domains.
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3.2 Data Analysis

To analyze the collected data and classify issues we used the Gioia method [9]. The
data analysis contained three main stages. First, we repeatedly looked over the collected
empirical data and assigned codes to describe various content parts. Table 1 presents the
codes that were produced at this point along with the relevant data quotations. Second,
we classified the linked codes to create more abstract notions, also referred to as second-
order concepts. Third, we combined the second-order ideas into five broader dimensions:
infrastructure, limited resources of users, limited resources of developers, mechanics of
a project, and governmental regulations. Figure 1 shows the dimensions together with the
related sub-dimensions. In Table 1 we present 2nd and 1st-order concepts with example
quotes.

Fig. 1. Influencing factors on dApps adoption dimensions and sub-dimensions

At the same time, in Table 1 we present some quotes from experts that were extracted
from the interview data and place them according to the dimensions identified earlier.
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Table 1. Key concepts and associated codes with examples

2nd order concept Example code/1st ordefr
concept

Example quote

Scalability and stability
challenges

Switching off transactions for
a while; more than 24 h
transactions delay

“It is easy to suspend
transactions in various
blockchains. I missed a couple
of good opportunities because
of those limitations”
“The network can be easily
overloaded if the number of
users increases. There are still
complexities to achieve a
perfect scalability level”

Absence of additional
services standards; on-chain
and off-chain data storage

Personal data collection
(e.g./e-mail address,
locations), payment systems
connection (e.g., bank
transfers or card payments)

“I’ve heard a lot of stories
about the data and assets leak.
It happens because of smart
contacts’ insecurities,
manipulations from dishonest
teams or a targeted attack on
Access Control. A developer
downloaded a new job invasion
that was a virus file and this
resulted in a millions dollar
loss of assets for users…
external solutions are full of
vulnerabilities”
“I have a secured e-mail
address and a phone number
that is not associated with me.
Transactions in blockchain are
visible to everyone, while
sensitive data is stored on
other servers and can be
compromised one day”

(continued)
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Table 1. (continued)

2nd order concept Example code/1st ordefr
concept

Example quote

Easy access for the market
for everyone

Potentially scam projects, the
stolen ideas, lack of
experience that can make an
interesting project unnoticed,
focus on financial products

“I’ve been on the market since
2018 and have seen too many
projects. The sphere gives a lot
of opportunities but, at the
same time, unscrupulous
developers hold most of the
market”
“Most projects do not have a
normal community and
developers easily make
changes in the product when
something goes wrong,
especially at the early stage”
“The majority of projects are
just for speculations. They are
created in a rush just for
money and with basic on-chain
analysis skills you can easily
detect this”

Traditional market
economics

Dependency on the leading
market (the USA), a sphere
with a high risk

“I always support my
experience with analytical
reports and it’s foolish to
expect that during the
economic crisis, everything
will be smooth here” (in
dApps)
“Even though I can create a
full working project, there is
still a limited number of
potential clients… the industry
is claimed as a high-risk one
and nowadays (2022–2023) it
is too vivid”

(continued)
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Table 1. (continued)

2nd order concept Example code/1st ordefr
concept

Example quote

Knowledge about the market
among potential users

Lack of awareness about the
market, following hype
projects rather than potential
ones

“I am on the market since
2018. Even though it’s 2022, I
still see people that say, “Hey,
I got scammed, can you help
me?”. I understand that the
level of education around
blockchain is still low. I always
tell people that knowledge and
a “cold head” is a key to
success”
“There is a lot of information
about blockchain in the
internet… but the majority
have too limited knowledge
about the technology”

Market share and
tokenomics of the project

Projects purpose, inner
mechanics, speculations on
price by big players, absence
of open documentation

“From the developer’s
perspective, there is still a
reluctance to add explanatory
text for complete beginners or
some guidance for a smooth
experience”
“Developers should create
more value out of the product
than they do now. The key is in
the mechanism, which must
work properly, avoiding chaos
and dead loops.”

(continued)
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Table 1. (continued)

2nd order concept Example code/1st ordefr
concept

Example quote

Financial side and project’s
viability

Ways to attract create a
revenue stream, collaborations
with other successful
companies, strong community

“It is very important to
permanently evolve alongside
the market and understand the
reasons for all changes for a
long-term and effective market
collaboration”
“Whitepaper is something I
always follow in the first place.
Of course, there are a lot of
other factors that attract me to
a project but well-structured
open documentation gives me
more trust and is proof that
developers are scrupulous to
details”

Set of government-based
challenges worldwide that
limit dApps adoption

Unclear position about
blockchain; strict limitations;
lack of from authorities; no
government-based programs

“Some regulations and clear
government positions can
simplify things. Better than
uncertainties”
“If we want to see a global
dApps adoption there should
be cases from governments…
People tend to follow the
majority and without
governments, it is likely
possible in a global sense.
Internet adoption is a good
example”

4 Results

From our interviews, we found that blockchain and dApps in particular are surrounded
by numerous challenges. We identified 5 main categories as we discussed them next.

4.1 Infrastructure

Despite the growing number of blockchain platforms, there is still no well-functioning
infrastructure for dApps. For example, it is still tough to choose the right blockchain plat-
form: some of them have expensive transactions (e.g., Ethereum), while the new ones can
cause problems when scaling dramatically, provide a lack of stability or lose popularity
with essential liquidity. Due to source data, and the general principle of transparency,
the public nature of dApps, an on-chain structure offers hackers a unique opportunity
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to find and exploit vulnerabilities that would otherwise go undetected [15]. In addition
to on-chain activities that are linked with bridges between blockchains and smart con-
tract execution results, dApps rely on off-chain infrastructure (e.g., web interface, and
backend servers to index data from a blockchain used). Oracles give blockchains the
ability to interact with the real world for the first time and transfer information securely
from a blockchain platform to external services [24]. This opens up a huge range of
new possibilities, as smart contracts can now work with data from the real world. But
our experts mentioned that existing off-chain storage alternatives do not have equivalent
security and immutability as on-chain data storage. It is essential to make transactions
faster, not overload blockchain networks, hide some details about transactions when pri-
vacy is required (e.g., special use cases such as private data healthcare according to legal
regulations for data protection – GDPR [25]), and provide an ability to delete or modify
sensitive data outside blockchain [16]. The respondents mentioned that developers solve
this problem independently since there is no unified and standardized model.

There are several key issues with existing data storage [26] hard access for third
parties (e.g., auditors), risk of disclosure by a malicious team member, storage of a
cryptographic proof to the blockchain that the data was not modified since the last access
and in frequently modified repositories processing of such keys can be burdensome, lack
of uniform response time from various sources, etc. Hence, the infrastructure dimension
has a huge impact on the dApps future growth and it is included in the final framework.

4.2 Limited Resources for Developers

Since the market is at the early stage, non-homogenous and non-regulated, there are a lot
of low-skilled developers with substandard projects. Hence,most people consider it as an
opportunity for speculation. Respondents mentioned that dApp projects can be classified
into cutting-edge and moderate. Cutting-edge projects can improve existing ecosystems
with their ideas or even ground-breaking, while moderate ones do not provide innova-
tive ideas, use open-source data of similar projects and may quickly lose popularity.
At the same time, a lot of dApps lack good open documentation or even its absence.
While brochures and other marketing materials can be flashy and include obvious sales
pitches, a whitepaper [27] is designed to provide convincing and factual/technical evi-
dence that a particular proposal is a superior method of solving a problem or challenge.
Experts are sure that well-written open documentation with a roadmap can be among
the most important features to take into consideration before using the app and showing
the qualifications of a team. The respondents mentioned a lot of important elements
of good documentation and we grouped them into 6 categories: 1. The project value
from customers’ perspective; 2. A relevant format with FAQ, guidelines, overviews,
and analysis; 3. Writing style and literacy (preferably in English); 4. Readability and
attractive design; 5. Sharing in various open resources (e.g., social networks). 6. Rele-
vant information about the team, investors and other interested parties. In the technical
documentation of the project, developers describe how their platform works, talk about
the protocols used in the blockchain, and what problems their project solves.

Additionally, from the technical side, the smart contracts’ immutability makes dApp
design particularly difficult when the experience in the sphere is limited. Developers
need to plan the whole process carefully from the beginning and ensure that future
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applications are consistent with decentralized applications. However, lack of knowledge
about smart contracts’ programming languages results in failures during the execution,
security, and privacy issues that attractmost hackers. Smart contracts audits showvarious
errors at different levels and according to recent research [28], 40% of smart contract
developers indicated the existence of vulnerabilities in the code. Overall, a lack of good
educational programs or advanced training courses leads to low educational levels and
unwillingness to improve skills.

In general, we found that the project can be easily listed without a proper audit
and testing. This happens due to the costly audit process for small teams and code
protection is not a paramount concern for the majority. Therefore, when the number of
users grows, the load on each member of the team increases and negatively affects the
project management at the company, individual and institutional levels (e.g., [10]). From
the end user’s perspective, dApps should not differ much from traditional applications
from the usability side as well as problem resolving by the team.

4.3 Limited Resources for Users

Overall, respondents mentioned that most people consider all blockchain-related activi-
ties as a high-risk investment and a dependency on the traditional stockmarket. Themain
indicator of the cryptomarket is Bitcoin as the leading coin [29]. Currently, its correlation
with stock indexes (especially S&P500 or NASDAQ) is a benchmark of market reac-
tion. Additional factors include the exchange balance of the coin, transaction volume and
the outflow of exchange capital [30]. Therefore, considering the most popular dApps
categories, in the bearish market most people are less likely to use blockchain-based
applications because of the market volatility, limited knowledge and concerns about the
market potential. In the bullish market, the level of interest among potential users is
high with fear of missing out on the high revenue and a lot of new projects emerge. Our
interviewees mentioned that most new projects are gaining momentum for a short period
and during our short-time analysis, we saw how some projects rose rapidly against the
market and also lost their value instantly. Additionally, experts mentioned that the Defi
sector offers a lot of possibilities and attracts users (e.g. P2P crypto exchange, coins stak-
ing, trading, mining, etc.). But as usual, manipulations by “big players” in every dApps
category are significant which makes the whole industry more unpredictable rather than
a traditional market.

At the same time, the more dApps developed, the more scams and high-risk projects
emerged [1]. We noticed that a lot of users are not fully aware of blockchain technology,
cannot analyse projects, and follow hype trends without a proper understanding of the
inner mechanics. However, the market is dynamic and regular people are not able to fol-
low all trends simultaneously without research. In this case, our experts strongly believe
that individuals who have had unpleasant experiences with blockchain technology in
the past would be hesitant to engage with any blockchain-based activities in the future,
exercising an increased amount of caution.

An additional serious barrier for users is the complex procedure for account creation
(e.g., wallet tools installation, data import, personal wallet creation with remembering
seed phrases or private keys, gaining tokens for every particular blockchain (e.g., ETH
for Ethereum) that requires knowledge and additional skills. Therefore our experts are
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sure that complex strategies are not very convenient for complete beginners, as most
people are, while the ultimate goal of dApps should be an open, decentralized product
that is available to everyone [31].

4.4 DApps Mechanics

Traditional apps are based on a robust businessmodelwhere the companies develop them
purposefully, emphasizing usability. But dApps tend to be developed by the community,
lacking the essential resources (e.g., deep knowledge of the market, ability to create
good project tokenomics, maintain stable transactions inside apps, collaborations with
well-known and trusted brands, etc.) that traditional enterprise apps have. This means
that the most popular business models are social or community-based, where success is
determined by the activity of the users involved. Nevertheless, taking into consideration
the GameFi sector, which holds more than half of active users [32], the business model
can be described using a Ponzi scheme [33] or financial pyramid. The income system for
members of the structure is created by constantly attracting funds from new members
[3, 34].

Additionally, the main project token economics takes an important part in dApp
mechanics. It describes the basicmain features of various types of cryptocurrencies (e.g.,
demand or supply), studies the development mechanisms, and describes the rules that
determine the development path of each currency’s token [36]. The most valuable infor-
mation includes token usage, launch with tokens model (inflationary or deflationary),
distribution (how coins or tokens are mined, earned, and managed by the community),
and supply schedule. This information can be used not only by active players but has a
great impact on potential investors and speculators that may add value to the project.

4.5 Regulation Guidance

Last is regulation guidance and government involvement in the dApps market control.
We revealed that countries are divided into four groups: 1. Loyal to the technology with
governmental-level solutions, with low taxes (or without) on cryptocurrency transac-
tions, with transparent laws and regulations of the industry and startups (e.g., Switzer-
land, Estonia, Japan, Germany, Sweden, etc.). 2. Less progressive than the first group
but accept cryptocurrencies as a digital asset, have tax laws to regulate the sphere, less
enthusiastic, trying to control somehow but do not prohibit any activities (e.g., Finland,
France, Czech Republic, the USA, etc.). 3. Where blockchain is allowed only on the
governmental level, strict regulations restrain and where regular citizens cannot easily
access the market (e.g., China, Ecuador, Vietnam, Indonesia, Morocco, etc.). 4. Com-
pletely forbidden (e.g., North Macedonia, Iraq). Any uncertainties are because dApps
offer significant opportunities alongside risks and concerns to regulators, investors, and
financial markets. For example, because of their anonymity cryptocurrencies are widely
used to make payments for criminal activities, such as money laundering, drug traffick-
ing, and terrorist financing. Therefore, governments cannot agree on the international
status of blockchain technology and blockchain-related activities. This, on the other
hand, gives the industry an advantage over the developers of traditional applications.
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Finally, taking into consideration low-quality projects, they can be easily identified
since all transactions are stored on the blockchain [20, 21]. But experts are sure that
this requires a lot of additional work such as on-chain data collection, processing, and
visualization which cannot be easily done by individuals without proper knowledge.
Therefore, with an absence of control and regulations, users with a lack of knowledge
will suffer from information asymmetry, fraud, and self-trading (e.g., NFT collections
on dApp marketplaces).

5 Discussion

5.1 Conceptual Framework

Our research supplemented existing literature, and according to the collected evidence,
we developed a framework that contains factors that influence the adoption of dApps.
We presented the factors that affect dApps management, business models, and long-term
outcomes that have direct implications for the future of dApps (Fig. 2).

Fig. 2. Conceptual framework of dApps management

In the current study, we revealed 5 main challenges (Fig. 1) that affect the future
of dApps adoption. Tallon et al. [35] describe such factors as antecedents and can be
divided into external (e.g., regulations, infrastructure, limited resources for users) and
internal (e.g., project mechanics and resources for developers). We found that all factors
mentioned above have an impact on 16 market dApps categories (e.g., games, finance,
wallets, etc.) [31]. For example, the mechanics of the project as an economic model
contains the data on how tokens are distributed, in what proportions, the total supply of
circulating coins, the price of the token on the launchpad, unlocks by rounds, etc. Hence,
the capitalization of the project at the start should be low, it is calculated on the basis
of the total sum of the project and the main emphasis with respect to the allocation of
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tokens should be the dominant area from which the project will work: the reserves and
liquidity for DeFi, commissions for marketplaces, rewards for GameFi, etc. Resources
for developers and users are limited in all categories and impact the further experience,
while regulations are essential to reduce low-quality projects.

Data management in dApps depends on the complexity of the project, and the mar-
ket category depends on the dApp architecture. Mixed and indirect types are divided
into on-chain and off-chain, while direct includes only on-chain that relies on smart
contracts [31]. The on-chain structure is most common for all dApps where the use
of multiple blockchains with bridges can reduce the load on one network and provide
faster transactions [24]. As it was mentioned before, sensitive data (e.g. phone num-
bers, e-mail addresses or even the customers’ names) cannot be stored in blockchain.
For this purpose, oracles were created to connect on-chain data with off-chain services.
Some ideas from the developers’ side include: “If an oracle needs a reliable reputation,
it can retrieve its data from multiple sources. In addition, when an on-chain contract
makes a request, contracts are executed on several off-chain nodes as well”. Connection
with off-chain storages (external services) depends on the sphere and should be adapted
according to the basic needs (e.g., traditional payment systems connection, extensions
for browsers, data storage for personal clients’ data).”Among the options for how to move
to blockchain is to connect existing systems with decentralized platforms. Nevertheless,
there is no need to migrate the entire system to blockchain - only to identify areas where
increased transaction speed, data protection and scalability are needed”.

A lot of existing research is focused on business models in blockchain-based appli-
cations [10, 35, 37] but in the case of dApps, the data is limited. Business models that are
mentioned in the current research are the basic methods that prevail in the majority of
dApps. First, market makers and keepers may represent two types of dApps – innovators
that set a trend in the sphere (e.g., CryptoKitties [34]) was the first blockchain-based
game); and marketplaces with exchangers that act as an intermediary between market
actors, systematize data, provide statistics, etc. Second, in “cold” storage value is created
by connecting various blockchains to deliver completely decentralized access for users
to their assets (e.g., SafePal wallet that helps to store assets and where the access can
be restored only using a mnemonic phrase which is not available for any third parties).
Third, the cooperation or partnership model is based on the shared experience with var-
ious projects to increase the number of active users (e.g., exchange platform Binance
created a TrustWallet for “cold storage”). Nevertheless, the situation with partnerships
is more ambiguous since those who are indicated in this role sometimes do not have
any serious impact on the project. So, in low-grade projects, big projects (blockchains
or marketplaces) can be indicated. Fourth, social and community-based as usual linked
with other models and determines the success of a dApp on the market. The value is
generated by active users that drive the industry forward by increasing the community
size (e.g., Decentralend where users monetize their content and the project success is
based on the number of active users). Fifth, assets digitalization and tokenization are
linked with transferring physical property into digital objects (e.g., Brickken [38] dApp
offers the infrastructure required for businesses to list their assets on the market, raise
money on their own through securities offerings (STOs), and run DAOs in a compliant
manner).
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Currently, blockchain-related projects and dApps in particular evolve faster than
standardization [11]. As a result, the industry evolves without the support of any inter-
national standards organization and complies individually with the regulations of various
countries. For example, in Aave [39] management mechanism can be explained as fol-
lows: first, we can see that there is a precise distribution of responsibilities in the teams
(e.g., CEO, the division into marketing, development, compliance, business, etc. depart-
ments)which leads to effectivemanagementwhere the area of responsibility corresponds
to the area of employees’ influence. The platform was created based on Ethereum which
is among the most popular blockchains in the world and the POS consensus mecha-
nism. Second, the project has huge and trusted investors, as well as collaborations with
other successful projects from other market categories (e.g., Axie Infinity Game [40]).
Third, for a better user experience, there is an active GitHub where important updates
are provided regularly, the whole documentation is provided on the website and users
can easily reach the team in a live chat with any possible issues. Finally, in the ranking of
Coinmarketcap [41] in 2022, the Aave token ranks among the top 50. Therefore, since its
launch in 2017, the project successfully covered institutional, company, and individual
layers implementing the mechanisms mentioned earlier.

Finally, outcomes refer to the main consequences that are linked with dApps devel-
opment and promotion. We identified 2 of them which are linked with long-term dApps
performance. Adoption of blockchain and dApps in particular have a number of influ-
encing factors such as social, organizational, user efficiency, technology characteristics,
etc. [42]. Nevertheless, the research on this matter is essential in various industries, mar-
ket categories, and counties as the result may vary across different domains. Sustainable
industry growth leads to dApps promotion in various spheres since blockchain-based
platforms can help to standardize and evaluate data, asset metrics and compliance (e.g.,
sustainability or ESG standards) [11]. A number of policies are needed to promote the
development of blockchain-based solutions in a safe and fair manner.

5.2 Theoretical and Practical Implications

The paper has several theoretical contributions. First, even though there is a huge number
of papers discussing challenges surrounding blockchain adoption [4–8, 43, 44] there is
still limited feedback from the technical people’s perspective surrounding dApps devel-
opment and promotion. For example, Chiu andMeng [4] provided a detailed overview of
a platform that can support the development of decentralized applications. Dao et al. [7]
focused on challenges and strategies associated with decentralized applications devel-
opment. Nevertheless, we found that prior research provides a broad overview of dApps.
In research, we aim to fill the mentioned gaps and narrow the findings.

Second,we foundup-to-date challenges surrounding themodern and rapidly growing
industry from the developer’s perspective. Under these concepts, we have identified five
dimensions: infrastructure, limited resources for users, limited resources for developers,
mechanics of the project and regulations guidance.We divide impact factors into 3 levels
to explain the most crucial ones for practitioners to support future research. Third, under
the prior research, we identified that there is no clear answer to how to create successful
dApps and promote them. We collected and expanded the existing knowledge using the
interview data with experts.
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At the same time, we can identify 2 practical implications. First, as it was mentioned
before the industry is at an early stage and companies that want to create dApps, make
them fully operational and attract users should consider all potential challenges and over-
come the most common obstacles. To support our findings, we conducted 14 interviews
with experts from different countries during the research. Future research can expand
our findings by considering a more extensive set of experts from various domains and
countries. Second, we provide a conceptual framework based on the collected data from
the experts and future validation through the case studies may broaden the findings.

6 Conclusions

The current research on existing dApps revealed the following conclusions. First, the
existing sphere of decentralized applications or dApps is gaining momentum but still
is not mature enough. Most people lack knowledge about blockchain technology, and
scrupulous developers use this to create low-quality projects. Second, the lack of involve-
ment from governments and the absence of standards creates a free area for low-quality
projects. The current situation allows low-budget teams to show their potential and win
market share in various categories. Third, uneven progress is still progress. The deeper
insight into the market reveals that there are many directions for improvement, and
we found a surprisingly small group of people involved in the development process of
a quality product. Fourth, the level of maturity of dApps’ UX is somewhere between
“hostile to users” and “developer-centric”, but not “user-centric” at all. It takes years for
this area to reach full maturity and there are a lot of improvements.

Among the main limitations of the study is that we did not focus on the respon-
dents’ location since some of them do not permanently reside in one country and have
a different experience with regulators. Additionally, we mostly focused on challenges
and gaps rather than the benefits of the adoption. Further research can be linked with
data privacy and frameworks that comply with existing legal regulations, ways how to
increase awareness and acceptance levels among users, and some technical features of
dApps (e.g., what are themain steps of blockchain-based applications development, how
to keep synchronization on-chain and off-chain, how to increase the performance of such
application or focus on frameworks both for private and public solutions). Additionally,
more detailed and targeted research on businessmodels in blockchain-based applications
may complement the findings and expand the conclusions of this research. The results
of the current study can be validated among users from one particular country.
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Abstract. The global wave of Digital Transformation (DT) requires a large num-
ber of organizations to effectively respond to relevant challenges, plan andmanage
changes by aligning organizational elements. Enterprise Architecture (EA), which
has a history of about 50 years, is considered to be a good alignment approach.
But its application is mainly limited to developed countries and large enterprises,
partly due to its high threshold. To benefit more organizations that are not yet
familiar with EA, this study suggests EA beginners to firstly attempt to benefit
from EA Artifacts (EAAs) without knowing/using EA Frameworks (EAFs). We
conducted a survey with students in a Chinese university who participated in an
EA course to verify the significance and feasibility of this proposal. The results
showed that EA beginners recognized the value of EAAs and were willing to
learn relevant knowledge and skills such as modeling languages and tools. It was
also found that EAFs brought considerable complexity and its necessity was not
directly perceived by participants. It should be noted that for EA beginners, even
if they only attempt to benefit from EAAs, certain knowledge and practical skills
are required. Some practical tips such as providing coaching style support are
suggested accordingly.

Keywords: Digital Transformation · DT · Enterprise Architecture · EA · EA
artifacts · EA frameworks

1 Introduction

Digital Transformation (DT) has become a global trend [1]. DT means significant
changes [1] and requires organizations to better understand and align various elements
to respond to such changes [1].

There are several types of such approaches like business analysis frameworks (e.g.,
Porter’s Five Forces), EnterpriseModeling (EM), Digital Management Information Sys-
tems (MIS), and unstructured graphic& textual architectures. They present different ben-
efits and shortcomings. Enterprise Architecture (EA), with a history of around 50 years,
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synergy benefits of such approaches and has been acknowledged to be an effective align-
ment approach for Strategy Alignment (StrA) [2], Business-Information Technology
Alignment (BITA) [3], Stakeholder Alignment (StaA), and etc.

But EA’s application is mainly used in developed countries [4] and large enterprises
due to its high threshold and other challenges. To benefit more organizations that are
not yet familiar with EA, we propose EA beginners may firstly attempt to apply EA
Artifacts (EAAs) without knowing/using EA Frameworks (EAFs).

Traditionally, EAF is almost synonymous and discussed together with EA, and the
former is usually developed within the scope defined by the latter. But EAF is not
theoretically inevitable. Actually, empirical studies showed that many organizations
announced EAF usage but in practice only produced a set of discrete EAAs [5]. In
[6], it showed that studied EA practice hardly resembled established EAFs. We hereby
further propose that EA beginners are able to benefit from EA Artifacts (EAAs) without
referring to specific EA Frameworks (EAFs).

To verify the feasibility and significance of this proposal, we conducted a survey
study with students in a Chinese university who participated in an EA course. The rest
of this article is structured as follows. We introduce some background information in
Sect. 2 including organization requirements caused by digital transformation, extant
alignment approaches, EA basics, and challenges for EA beginners. We propose our
research questions afterwards. Then in Sect. 3, we introduce the research method. The
results are presented in Sect. 4 and discussed in Sect. 5. Lastly, we conclude the paper,
discuss the limitations and point out future research work in Sect. 6.

2 Background

In this section, we introduce what digital transformation means to organizations, and
how EA helps organizations align elements. Further, we introduce the challenges of
large-scale application of EA and why lowering the threshold is important. We raise
research questions afterwards.

2.1 Digital Transformation Requires Effective Alignment Approaches

DT as a global trend means significant changes [1] and requires organizations to better
understand and coordinate various elements to respond to such changes. In order to man-
age (plan, design, implement and manage) such changes brought by DT, organizations
are required to be able to align organizational elements with proper approaches.

Various organizational elementsmight need to be aligned.Alignment is often referred
to but not limited to Strategic Alignment (how to implement strategies), Stakeholder
Alignment (how different stakeholders collaborate), Digital projects alignment (how
digital projects collaboratively support business goals), and Business and Information
Technology Alignment (BITA). To summarize, the content of alignment includes key
elements such as strategy, institutions, members, and IT assets in different domains and
at different levels related to enterprise composition and operation.

Alignment, as a series of mechanisms, covers organizational processes not only
including thinking and expression, but also subsequent communication, decision-
making, actions, and maintenance.
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2.2 EA, EA Artifacts and EA Frameworks

EA, which has a history of about 50 years, is considered to be a good alignment approach
[3].

EA is often called the blueprint of an enterprise, which describes the core logic of
organizations’ composition and operation. EA includes high-level strategic and business
architecture documents, so it theoretically includes business analysis frameworks such
as Porter’s Five Forces model. Moreover, EA also includes lower-level architectures that
support such high-level architectures [7], such as business architecture and Information
Technology (IT) architecture. They are usually based on best practices. Therefore, EA
has good comprehensiveness and prominence.

EA is usually presented in a graphic way, but is strictly defined using meta-models
which describe which concepts and relations among such concepts are presented in EA
models. Therefore, EA can present a user-friendly interface like enterprise models do,
and can also be digitized to leverage computing advantages. Therefore, EA has good
user-friendliness and computer-friendliness.

EA at the highest level, is a collection of diverse EAArtifacts (EAAs). Or, in another
word, the smallest deliverable of EA is EAA. EAA is a single document describing
specific aspects of EA, such as value chain, business process, organizational structure,
and digital project roadmap. It can be textual but more often graphical.

EAAs can be used separately. But often, they are used in sets, which can ensure align-
ment among artifacts and makes all EA documents work as an integrated whole. For
this purpose, EA Frameworks (EAFs) are further invented. An EAF typically includes
a content framework and a process framework. Content frameworks usually divide EA
aspects into layers according to the degree of abstraction, and into domains accord-
ing to different elements of interest. For example, one of the earliest frameworks, the
Zachman EAF, used a 5 × 5 framework to classify relevant EA documents. A process
framework generally specifies how to develop and maintain models defined by the con-
tent framework. For example, the best-known framework TOGAF defines a nine-step
process named Architecture Development Method (ADM).

EAFs can be designed and used not only for a general purpose, but also for specific
purposes such as security [8] or specific domains such as smart cities [9]. Organizations
can choose existing EAFs or develop their own EAFs as needed. Some EAFs are hosted
by international organizations/communities and have gradually matured over years of
development. They are even worked as international standards, such as TOGAF. The
existence of such frameworks greatly expanded the popularity and promotion of the
EA discipline. TOGAF is so well-known that it has even become a synonym for EA.
From this perspective, EA can be integrated wellwithmany other well-known and open
platforms, standards, and documents.

2.3 Challenges and Our Proposal

Although EA brings many benefits, especially alignment [3], EA applications do not
always succeed [10]. EA has not been adopted in large-scale either. Such a situation
might be caused by EA challenges (e.g., high threshold, high cost, and the difficulty to
assess the benefits).
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To solve such challenges, practitioners and researchers explored different solutions
such as Business Objects Driven EA (BODEA) [11], on demand informal EA process
[12, 13], scenario-basedmetamodels, and softened EAmodel requirements of complete-
ness and rigor [14]. Such approaches lowered the cost and made it easier to evaluate the
benefits of EA. However, the threshold to apply EA is high to many organizations. To
address this issue, the mechanisms that EA realizes its benefits/values are questioned
and examined.

Traditionally, EA’s learning and application are usually assumed to be based on
frameworks, partly due to the successful promotion of the most well-known TOGAF
framework [15]. However, the value of EAFs is questioned. As explained in [18], EAFs
tend to evaluate all aspects of an enterprise. However, this might not be inevitable. Some
empirical studies also showed that many organizations practically developed discrete
EAAs only for specific purposes. Following this direction, we argue that EA beginners
might benefit from EAAs without claiming the use of EAFs.

To validate the feasibility and significance from EA beginners’ perspective, we pro-
pose the followingResearchQuestions (RQs). It should be noted that EAdomain covers a
large number of concepts which are abstract and have complex relationships in between,
such as framework and meta-model (usually as one type of framework). It is often diffi-
cult for beginners to clearly distinguish the meaning of EA, EAAs and EAFs. Therefore,
we do not highlight such different concepts in RQs, but refer to them as EA in general.
Nevertheness, with the answers to RQ3, RQ4, and RQ5, we will be able to determine
what participants assume EA means (EAAs, or EAAs and EAFs).

• RQ1: Which organizations might benefit from applying EA/EAAs?
• RQ2: Which benefits can EA beginners expect from learning EA/EAAs?
• RQ3: Which knowledge and skills should EA beginners have to apply EA/EAAs?
• RQ4: Which challenges are EA beginners facing to apply EA/EAAs?
• RQ5: How to enable EA beginners to benefit from applying EA/EAAs?

3 Methods

We conducted a survey with first-year undergraduate students enrolled in an EA course
to obtain responses to these questions. After a semester of study, these students from dif-
ferent majors had learned some basic enterprisemanagement knowledge, EA knowledge
including basic concepts, use cases, frameworks, as well as EA modeling techniques in
ArchiMate.

We assume that these students can be qualified as EA beginners in terms of educa-
tional level, limited knowledge about management and EA. In addition, these students
might have a keen perception of the trend and needs of digital transformation, as they
are born in the digital era.

The survey was distributed to students as one part of the final assessment of the
course. The survey questions were developed based on the proposed research questions
and adapted based on the background of the students and the course, and were written in
Chinese. The students were sufficiently briefed about the purpose of this survey study.
The students were informed that they can answer them open-ended without affecting
their grades. By doing so, it is good that almost all participants providedwritten responses
to almost all questions, with details and rationale.
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We extracted information from the responses. We analyzed the information using
the qualitative analysis method by following the five steps of thematic analysis [16]: 1)
extracting data, 2) coding data, 3) translating codes into themes, 4) creating a model of
higher-order themes, and 5) assessing the trustworthiness of the synthesis. We answer
the questions accordingly.

4 Results

In early 2023,we conducted a surveywith first-year undergraduate studentswho enrolled
in an EA course at a Chinese university. A total of 37 people from 5 different majors
(e.g., computer science, e-commerce), participated in the survey and provided written
responses.

4.1 RQ1: Which Organizations Might Benefit from Applying EA/EAAs?

Twelve students answered this question from the perspective of the scale and field of
the enterprise. They believe that established enterprises (1), traditional manufacturing
enterprises (1), and emerging field enterprises (1) are potential customers. 2 students
provided example industries such as aerospace, government, semiconductor, automobile
and Industrial Internet. It is worth noting that when talking about large enterprises (3),
some students added the qualifier “ready to start Digital transformation”.When referring
to SMEs, almost all students added qualifiers such as “those with good momentum”
(1), “those in the network industry” (2), or “those who have begun to explore Digital
transformation and EA” (2).

More students answered this question from the perspective of the needs of enter-
prises. Enterprises with business problems, innovation and transformation needs (12),
or that are not making good progress in digital transformation (12) may potentially need
EA.Business problems include “poor management”, “asset coordination issues”, “poor
coordination between business and information technology”, and “unclear processes that
need to be optimized”. The needs for innovation or transformation include “the exis-
tence of huge problems”, “stagnation of development”, “lack of innovation”, “active
pursuit of change”, “eagerness to change the status quo”, and “the lack of appropriate
methods, paths, and tools for transformation or innovation”. The situations where digital
progress is not good include “facing some transformation difficulties and unable to bal-
ance efficiency and innovation”, or “innovation is effective, with higher scale and profit
pursuit”, or “hoping to improve efficiency, enhance resource integration, and enhance
competitiveness”.

One student indicated that organizations might need EA if high executives feel
interested in EA. Two students did not provide specific answers to this question.

To summarize, EA is thought to be meaningful for organizations that need to change
their operational logic for various reasons. These reasons seem to have no specific
limitations, whether they are passively facing challenges, actively hoping for innovation,
planning to start transformation, or the transformation failing to meet expectations. This
means that the number of potential EAA beneficiaries is very large.
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However, two premiseswere indicated here. First, specific meaning should be iden-
tified. Or, what kind of changes should EA be applied to deal with? Is this change
complex enough that there is no alternative solution to EA available? Goals to apply
EA should be clarified. Second, it needs to be cost-effective, or, the corresponding costs
need to be affordable. This is why participants recognized the needs of large enterprises,
but for small and medium-sized enterprises with limited resources, EA may need more
preconditions to make sense.

4.2 RQ2: Which Benefits Can EA Beginners Expect from Learning EA/EAAs?

In overall, participants described their benefits frommultiple perspectives. Interestingly,
a considerable number of participants pointed out that the learning of EA is very helpful
to their way of thinking. This may help them understand and work for enterprises, and
it is also very helpful for their career growth. The overview of the answers is shown in
Fig. 1.

Fig. 1. Which benefits can EA beginners expect from learning EA/EAAs

As the figure shows, 12 students mentioned that learning EA improved their way of
thinking. Such improvementsmight cover “macro coordination”, “framework thinking”,
or “logic”, “rationality”, “rigor”, “speculation”, or “simplification”or “agile” thinking, or
simply “enriching problem-solving thinking and perspectives”. 4 other students believe
that this is helpful for their cross-disciplinary growth (2), career development (1), or
entrepreneurship (1).

10 students believe EA learning helped them to have a full perspective on enter-
prises. It helped them understand the different components of building an enterprise
(5), understand the complexity of the enterprise (1), build an architecture suitable for
the enterprise (1), realize digital transformation (5), adapt to changes in the times or
maintain competitive advantage (3). EA learning can help them clarify their personal
roles, improve their ability to collaborate with others and integrate themselves into the
enterprise (1).

To summarize, in addition to the expected benefits to the organization, participants
also clearly stated that learning EAwould benefit their personal development, especially
their thinking mode. We assume this will benefit organizations as well. On the one hand,
for organizations, this is how EA value starts to be realized. Architects use EA to think
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first. Then they analyze, express, and further communicate and cooperate with other
stakeholders with EA deliverables to realize changes and achieve expected benefits. On
the other hand, this will establish positive EA reputation and enhance the user base
of the organization’s EA. It paves the way of EA understanding, EA knowledge and
skills, improves organizations’ ability to realize EA value, and the impression of EA.
As user understanding [17] and engagement [18] has been thought as a significant issue
corresponding to many EA failure projects. We assume that user base improvement is
quite important.

4.3 RQ3: Which Knowledge and Skills Should EA Beginners Have to Apply
EA/EAAs?

Compared to other research questions, responses to this one showed more concentrated
opinions. As indicated in Fig. 2 and Fig. 3, 22 students believe that learning EAAs (5),
EA languages (i.e., ArchiMate) (6), EAmodeling (6), and EA tools (i.e., (5) are the most
valuable knowledge and skills. These knowledge and skills have been introduced and
practiced in the EA course around a series of EAA modeling exercises based on a case
study.

In addition, students believe that learning EA composition (1), EA management
methods (2), EA challenges(1), enterprise architects roles and responsibilities (1), IT
strategic planning (1) are also valuable. It is worth noting that almost no students
mentioned EAFs.

Fig. 2. What should be learned about EA Fig. 3. What should be learned about
EA modelling

To summarize, nearly 2/3 of the students pointed out that learning EA modeling
knowledge and skills is the most important thing. This means that they can perceive the
value of EAmodelingwork, and assume that the corresponding learning threshold can be
overcome. Therefore, for EA beginners, the threshold for EA modeling, especially for
EAAsmodeling, might not be quite high.The scope of learning seems clear and direct,
including EA language and EA tool knowledge, together with some general modeling
techniques/skills. When talking about EAFs, their value seems indirect and is difficult
to be perceived by beginners.

4.4 RQ4: Which Challenges Are EA Beginners Facing to Apply EA/EAAs?

Regarding the challenges encountered, 23 out of 37 participants indicated that under-
standing EA, especially EA relevant concepts, is challenging, as shown in Fig. 4 and
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Fig. 5. On the one hand, they have never heard of EA before and everything is new to
them (6). There are many concepts (4) which are cross domain (1), involving a wide
range of things (2). On the other hand, these concepts are quite abstract (7), such asmeta-
model (1). Moreover, the relationships between concepts are complex (2) and prone to
confusion (4).

Fig. 4. What challenges do EA beginners
have

Fig. 5. Why understanding EA concepts is
challenging

Nearly half of the students thought that the flexible and practical part of EA is a
great challenge (17/37). There is no standard answer (2), and EA needs to be “practices
oriented”, “combined with practical application” (1), and applied in a flexible way (1).
Applying EA is not just an engineering task (1), but rather needs to consider the interests
and needs of customers and other various people (3). It requires communication (2),
coordination (1), decision-making (1), the use of management and political skills (2)
and the “willingness of everyone to accept” (2).

In addition, few students pointed out that modeling skills (1), English requirements
(1), especially the consistent translation of terms (1), and personal interest (1) are the
main challenges they have faced.

When summarizing the answers to RQ4, it is interesting that although students think
EA modeling is the most important part that they should learn, almost no student feels
it challenging. Maybe this is because students feel modeling is tangible and concrete,
based on concrete cases. They feel EA concepts are difficult to understand, not only
because they are new, but also because there are “Many”, “cross-domain”, “related
to each other”, and “abstract”. We assume frameworks might take responsibility for
such challenges mostly, and such challenges might be greatly alleviated if we focus on
modeling specific EAAs without considering EAFs.

4.5 RQ5: How to Enable EA Beginners to Benefit from Applying EA/EAAs?

As this question is quite open and exploratory, participants’ responses varied signifi-
cantly. 5 students did not provide clear answers, and 1 student mentioned that conversa-
tions with senior management is important. While in general, the students reviewed their
learning experiences, pointing out works of four aspects might be helpful to the popu-
larization and promotion of EA, providing rich clues for further work in this direction,
as indicated in Fig. 6.

Firstly, 5 students mentioned the need to introduce the EA discipline in general, such
as from top-level planning to specific work breakdown, or, from strategy to architecture
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and its implementation. 3 of them thought that it was useful to inspire architectural
thinking and use blueprints for analogy in combination with discussing the environment
of digital transformation. It should be noted that terminologies should be explained in
plain language as much as possible and presented in graphical form as much as possible.

Second, compared with EA itself, 8 students pointed out that the EA value to enter-
prises should be clarified and emphasized. That is to say, in addition to introducing
functions, benefits, general values and application prospects of EA, what kind of com-
petitiveness can it bring to the enterprise, or how can it promote the development of the
enterprise? For example, simplifying organizational structure, reducing costs, improving
efficiency, sharing data, coordinating work, increasing profits, etc. should be discussed.

Fig. 6. How to enable EA beginners to benefit from applying EA/EAAs

In particular, 3 students pointed out that EA should be compared with other alterna-
tive approaches. Discussing its shortcomings and cost performance ratio helps to build
dialectical thinking and understanding.

Third, 10 students mentioned the power of role models. They thought that other
user stories should be introduced (3), about large enterprises or small and medium-
sized enterprises in transition (2), “successful”, “well-known”, or excellent enterprises,
especially domestic leading enterprises (1), such as Haier, Huawei, and Aviation (1).

Twelve students believe that experienced architects should further participate in EA
activities and provide demonstrations. For example, they can demonstrate how and sup-
port beginners to find suitable EAAs (4) considering the enterprise’s specific difficulties,
goals, needs and expectations (3). They can provide EA services (5) on need to help the
enterprise find areas for improvement by applying EA in practice, and evaluate the
benefits afterwards.

To summarize, the response to RQ5 provided us much inspiration that is rarely
discussed in traditional cognition. Firstly, compared to the advantages of EA, users
are more concerned about the value of EA to a specific organization. Secondly, in
addition to the value of EA, the discussion of cost performance and EA alternatives
also matters. Thirdly, similar use cases or customer stories are important. This may
be because learning about similar experiences in peers can alleviate the related pressure
[19, 20], or it may be because people are accustomed to learning from examples. Lastly,
beginners need personal successful experience to recognize and acknowledge EA’s
value. But personal experience often requires practical support, even if it is only about
modeling relatively entry-level EAAs. Coaching-style support or participatory learning
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can be challenging and costly, but stillmaybe a crucial step for beginners. Thismeans that
in each step of applying EA and realizing its value, timely and specific support may need
to be provided for beginners, such as identifying potential beneficial scenarios, selecting
potentially useful EAA types, using modeling languages and tools, and reflecting on the
entire process and making improvements for the next iteration.

5 Discussion

In this section, we discuss benefits, implications of our proposal, as well as some related
works.

5.1 Summary

According to the results of RQ1 and RQ2, the participants recognized the value of
EA. To be noticed is that no participants mentioned EAF specific knowledge or skills
when being asked what should be learned (RQ3). Without frameworks, EA is generally
delivered as discrete artifacts. Therefore, we assume that participants recognized the
significance of EAAs, without knowing EAFs. Furthermore, according to the results
of RQ4, participants thought that the biggest challenges for beginners to benefit from
applying EA are understanding EA concepts and EA management skills. Although these
two challenges are related to both EAAs and EAFs, EAFs brought extra complexity and
difficulty in addition to EAAs. Considering the suggestions indicated in RQ5 results,
we find that realizing such suggestions will be much eaiser, if we assume EA means
EAAs without using EAFs. To summarize, applying EA is challenging, even without
frameworks. Participants are willing to learn and apply EA artifacts. They can be enabled
in a smoother way if some practical tips can be employed.

5.2 Benefits

There are many potential benefits for beginners to benefit from EAAs without
using/knowing EAFs. Firstly, it is much easier for beginners to understand and use
EAAs thanEAFs.The content of frameworks, namely content frameworks,meta-models,
and development methods, are abstract and difficult for beginners to understand. While
general-purpose oriented EAFs often present significant complexity, specific-purpose
oriented or home-made EAFs require professional expertise which beginners can hardly
manage. Beginners often do not have the essential qualifications to have a good under-
standing of EAFs. Secondly, the workload is much lower. Without EAFs, beginners can
focus on one or a limited set of EAAs, instead of a more comprehensive set of EAAs. In
addition, much wasted work can be saved. Due to the existence of EAFs, EAmodeling is
often a pre-existing and separate process. This leads to unclear modeling scopes. When
developing EA deliverables, the work tends to be an endless task. Therefore, focusing
on business goals based on artifacts may significantly reduce unnecessary investment of
EAmodeling, as well as investment of related EAmaintenance. Thirdly, the success rate
has increased. On the one hand, direct outputs of EA development are artifacts, whether
EA documents or models. On the other hand, EAAs are also the smallest units to assist
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in analysis, communication, and decision-making. It is easier for organizations to set
business goals for EA development, to evaluate the inputs and benefits, to improve the
experience, and to succeed in EA application.

It is worth noting that, making use of EAAs without knowing EAFs in the early
stages does not hinder organizations to leverage frameworks in the future and boost
more EA potentials [21]. It lays a good foundation and organizations can be more ready
to leverage frameworks afterwards. There are three main reasons. Firstly, by leveraging
EAAs in small cases, individuals and organizations can accumulate understanding of EA
knowledge, as well as practical skills such as management, communication, and politics.
Secondly, successful application of EA can accumulate EA reputation in organizations.
Thirdly, EAAs are also accumulated. They can be integrated with appropriate frame-
works when needed. It is technically feasible to derive meta-models based on existing
discrete EAAs/repositories for further EA potential mining.

5.3 Implications

According to the results to the RQs, we validated that beginners felt EAAs useful and
are willing to learn. Although EAFs brought much more complexity and difficulty than
EAAs, their value does not appear appealing to beginners. Therefore, we draw the main
conclusion that: For EA novices, individuals or organizations, it might be beneficial
and feasible to learn to benefit from applying artifacts without frameworks. However,
something still needs to be noticed:

• Such EAAs can come from some EAFs, suggested by experienced EA experts.
• Appropriate artifacts should be selected to generate value or business outcomes.

That means, although EA novices can try to learn EAAs and benefit from them. The
success of EA application might still be challenging. Some empirical lessons can be
helpful. We have collected some suggestions from our survey such as employing use
stories and providing coach style support. We plan to further work on this part and test
them in an industry environment.

5.4 Related Works

There are some related works regarding the EA adoption and EA success factors. In
[22], a theoretical model was proposed based on literature reviews and interviews, and
a survey of 133 EAM practitioners was conducted to test it. As a result, ‘EAM product
quality’, ‘EAM infrastructure quality’, ‘EAM service delivery quality’, and ‘EAM orga-
nizational anchoring’ were confirmed as EAM success factors. And the construct ‘EAM
organizational anchoring’ was thought to be a core focal concept that mediated the effect
of success factors such as ‘EAM infrastructure quality’ and ‘EAM service quality’ on the
success measures. Here ‘EAM organizational Anchoring’ consists of three dimensions:
EAM top management commitment, EAM awareness, and EAM understanding.

Similarly, in [19] and [20], the researchers proposed a conceptual model based on the
technology-organization-environment framework and organizational theory. The model
was validated with data collected from 255 key informants from the public sector. The
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results showed that clear communication, coercive pressure, expected benefit, good gov-
ernance, mimetic pressure, normative pressure, and organizational size have a significant
influence on the adoption of EA by public sector organizations. [23] also pointed out
that the main challenges to adopting EA was the lack of EA knowledge, leadership and
involvement of senior management. Further, in [24], Performance Expectancy (PE) was
found to be a significant predictor of EA use. In addition, training is also shown to
enhance use of EA while also playing a mediating role within the relationship between
PE and use of EA.

To summarize, most researchers recognized that how organizations are aware of
EA and how well they understand EA is crucial to the EA adoption and success of
EA application. Training is also thought to be important to improve the awareness and
understanding of EA. However, few researchers provided more information about how
to design such a training. In addition, previous research regarded EA as a whole and
did not focus on how to enable beginners to gradually get involved in EA application.
In our research, we propose that beginners can learn and try to benefit from applying
EAAs without frameworks. During practices, they might progress to benefit from EAFs
when they feel ready and necessary. We also provide some practical suggestions for
references.

6 Conclusion

Traditionally, EA is often discussed tightly together with some general purpose frame-
works such as well-known TOGAF. But according to previous research, enterprises
often practically chose to use EAAs without EAFs. However, this might not be a must.
Present research explores the possibility and practical way for EA beginners to benefit
from EAAs without using/knowing EAFs.

We conducted a survey among students in a Chinese university. The results showed
that EA beginners generally recognized the benefits/value of EAAs and were willing
to learn necessary modeling techniques, as well as knowledge of languages and tools.
These preliminary findings showed that, by leveraging EAAs without frameworks,
many potential organizations might gain enough benefits. We assume EAAs can
generate enough short-term benefits. More importantly, it increases the user base in the
long run, and lays base for further exploring EA value.

However, the study also shows that for EA beginners, even just learning to leverage
EAAs to gain value, there is still a certain threshold and cost. It is still necessary to
carefully consider cost-effectiveness issues and alternative solutions. Careful operation
and coaching style support might be necessary. Beginners may need experienced archi-
tects to provide necessary EA knowledge and skills, as well as to show how to find usage
scenario, leverage appropriate artifacts, evaluate the benefit, and reflect on the process
in practice.

The limitation of this study is that surveyswere only conductedwith college students.
The future research plan is mainly to promote in actual enterprises, so as to further verify
the possibility of EAAs promotion, best practices, and the possibility and necessity of
developing to a higher maturity of EA application.
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Abstract. Digital Transformation (DT) integrates digital technologies like AI,
IoT, and automation into organizations for efficiency and growth. It demands cul-
tural change and an agile mindset alongside tech adoption. While DT enhances
efficiency and decision-making through automation and real-time data, it impacts
job roles, requiring new skills and attention to worker well-being. Digital Trans-
formation’s impact on work includes positive and negative effects on workers due
to technology adoption and process automation. Negative impacts encompass skill
inequality, information overload, multitasking strain, accelerated pace, and altered
work relationships. These factors elevate cognitive load by overwhelmingworkers
with excessive information, multitasking demands, interruptions, time pressures,
and constant skill updates. In this way, this paper proposes to carry out a systematic
literature review to identify contributions and limitations published on the topic
of Digital Transformation, considering Ergonomics/Human Factors. Therefore, it
was used the Scopus© and Web of Science™ database for the bibliometric lit-
erature review to achieve the research aim. As a result, it seeks to discover the
gaps remaining in the literature and discover future research opportunities in this
domain.

Keywords: Industry 4.0 · Digital Transformation · Ergonomics · Human
Factors · Cognitive impacts

1 Introduction

The Digital Transformation (DT) is a process that involves integrating digital technolo-
gies into all areas and processes of an organization to drive efficiency, innovation, and
growth [1]. This transformation is fueled by the rapid advancement of technologies such
as artificial intelligence, big data, cloud computing, the Internet of Things (IoT), and
automation [1].
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However, Digital Transformation is not just about adopting technology; it also
encompasses cultural and organizational change. It requires an agile mindset, flexibility
to adapt to changes, and the ability to leverage opportunities presented by emerging
technologies [2].

Digital Transformation brings numerous benefits and opportunities to industries.
Process automation enhances efficiency and productivity, reduces errors and operational
costs, and enables more personalized and flexible production. Real-time data collection
and analysis provide valuable insights for strategic decision-making and identifying
improvement opportunities [3].

Process automation is a consequence of digitalization. While digitalization involves
transforming analog workflows into electronic ones, automation refers to the applica-
tion of technology to execute tasks automatically, reducing human intervention [4].
Digitalization provides the foundation for automation, allowing tasks to be accessed,
manipulated, and shared more efficiently [4].

However, process automation significantly affects workers, impacting cognitive
workload. With digitalization, many routine and repetitive tasks are automated, free-
ing up workers to focus on more strategic and cognitively challenging tasks [5]. This
can be positive asworkers can utilize their higher cognitive skills, such as abstract reason-
ing, creativity, and decision-making. However, it can also present challenges, requiring
greater mental effort and specific skills to manage complex tasks [5].

Additionally, digitalization can change the nature of work, introducing new roles
and replacing traditional occupations. This demands that workers acquire new skills and
quickly adapt to the changing demands of the job market [6].

Therefore, understanding the impacts of digitalization on the cognitive workload of
workers is crucial for adequately preparing for the changes and maximizing the benefits
of Digital Transformation. This may involve developing training and empowerment
programs, creating healthy work environments, and implementing strategies to ensure
an equitable distribution of cognitive tasks and promote employee well-being [7, 8].

In this way, the research problem explored in this study is: “How to achieve Dig-
ital Transformation in the administrative processes of companies using emerging
technologies, while considering the cognitive impacts on workers?”.

2 Problem Statement

TheDigital Transformation is causing a significant impact on theworld ofwork. As com-
panies adopt digital technologies and automate processes, workers are facing changes
in their routines and responsibilities. These changes can have both positive and negative
effects on workers and their cognitive capacity [9]. Some examples of negative impacts
generated by Digital Transformation for workers are:

(i) Skill inequality: According to [10], Digital Transformation can exacerbate skill
inequality among workers. Those with advanced digital skills are more likely to
benefit from Digital Transformation, while those with less developed skills risk
falling behind.
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(ii) Information overload and multitasking: Digital transformation can lead to an
increase in the amount of information that workers need to manage and process.
Constant digital connectivity and the need for multitasking can lead to cognitive
overload, stress, and decreased productivity [11].

(iii) Accelerated pace of work: Digitalization of processes often aims to increase effi-
ciency and speed of operations. This can result in an accelerated pace of work, with
shorter deadlines and urgent demands. Workers may face pressure to produce more
in less time, leading to burnout and exhaustion [12].

(iv) Changes in work relationships: Digital transformation can also alter work relation-
ships, such as the growing adoption of remote work.While this may bring flexibility
for some workers, it can also lead to job insecurity, lack of benefits, and precarious
work conditions [13].

Furthermore, these impacts can also affect workers’ cognitive load, for example:

i) Information overload:With the advancement of Digital Transformation, workers are
exposed to an increasingly large volume of information [13].

ii) Multitasking:Digitalization ofwork often requiresworkers to performmultiple tasks
simultaneously, leading to cognitive overload. A study from Stanford University
[14] found that multitaskers are less able to filter out irrelevant information and have
difficulty maintaining focus. While many believe that multitasking can increase
productivity it can have the opposite effect. Constantly switching between different
tasks can lead to a loss of efficiency and quality of work, resulting in an overall
reduction in productivity.

iii) Frequent interruptions: The presence of digital devices, such as smartphones and
communication apps, increases work interruptions. According to research from the
University of California [15], it takes an average of 23 min for a person to refocus
on a task after an interruption.

iv) Time pressure and demand for speed: Digitalization accelerates the pace of work,
requiring quick responses and agile decision-making. This can increase workers’
cognitive load, leading to stress and mental fatigue. A study from the British Psy-
chological Society [16] found that time demand and pressure to instantly respond to
work messages contribute to mental exhaustion.

v) Constant need for skill updating: Digital transformation requires workers to con-
stantly acquire new skills and knowledge to stay relevant. This need for continuous
learning can increase cognitive load, especially for those who struggle to adapt to
new technologies [17].

These data highlight how Digital Transformation can increase workers’ cognitive
load due to information overload, multitasking, frequent interruptions, time pressure,
and the constant need for skill updating. It is essential for organizations to recognize
these challenges and implement appropriate strategies to manage cognitive load, such
as establishing communication policies, providing adequate training, and promoting a
balanced work environment [18].
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3 Research Methodology

This research carried out an extensive literature review based on two studies’ guidelines:
i) [19]which recommend the use of frequently cited bibliographies, and newspaperswith
a high impact factor to obtain a high-quality review, and ii) [20] which uses three main
stages for literature review (1) literature reviewplanning, (2) literature review conducting
and (3) report (content analysis).

3.1 Literature Review Planning: Stage 1

The systematic literature review must be strictly planned to cover all the literature to
identify the main contributions related to the research. In this way, for the literature
review planning stage, three steps are necessary (i) identification for the need for a
review; (ii) preparation of a proposal for a review and (iii) development of a review
protocol.

(i) Identification for the need for a review. In this step, the authors propose conducting
a scoping study to assess the relevance and size of the literature, and to delimit the
subject area or topic. For this purpose, a scoping study was conducted on the four
pillars of this review, which is aligned with the research objective: Digital Transfor-
mation/industry 4.0, Business ProcessManagement (BPM), Emergent Technologies,
and Ergonomics/Human Factors. An isolated search for each term was performed
in the Scopus® database to identify related terms and define the research keywords.
The relevant terms and keywords for each area were identified in the articles title,
abstracts, and keywords sections. A similarity analysis was used to count and clas-
sified them according to the appearance frequency. The most frequent terms in the
articles, that is, the most relevant terms to each research areas were elected as the
search keywords for the next step and are shown in Table 1.

Table 1. Selected keywords.

Digital
Transformation/Industry
4.0

Business Process
Management

Emergent
Technologies

Ergonomics/Human
Factors

Digitalization Business Process
Improvement

Artificial
Intelligence

Human-Computer
Interaction

Process Automation IoT Usability

Digital Twin Industry 5.0

(ii) Preparation of a proposal for a review.Based on the previous step and the research
objective, the focus of this systematic review was identified, and the following
guiding questions were outlined:
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• “Which articles address emerging technologies in management processes with a
focus on Digital Transformation?”

• “Is there a framework/method/model/approach for the application of emerging tech-
nologies in management processes? Do any of them consider human factors or
ergonomics?”

• “Which prominent authors and journals have published on the topic?”
(iii) Development of a review protocol. To obtain the answers to the guiding questions,

a review protocol was developed. This protocol contains information about the
specific questions addressed by the study, the search strategy to identify relevant
studies, and the criteria for inclusion and exclusion of studies in the review.

Initially, a search was conducted in the Scopus® ad Web of Science™ databases
using the following equation, considering only the main terms: (“Digital Transforma-
tion” OR “Industry 4.0”) AND (“Business Process Management”) AND (“Emergent
Technologies”) AND (“Ergonomics” OR “Human Factors”). This search yielded no
results.

Afterward, the search was revised to include related keywords as well: (“Digital
Transformation” OR “Industry 4.0” OR “Digitalization” OR “Process Automation”
OR “Digital Twin”) AND (“Business Process Management” OR “Business Process
Improvement”) AND (“Emergent Technologies” OR “IoT” OR “Artificial Intelligence”)
AND (“Ergonomics” OR “Human Factors” OR “Human-Computer Interaction” OR
“Usability” OR “Industry 5.0”). As a result, 2 articles were found.

Subsequently, the four pillars of the research were related, first in trios and then in
pairs. The correct relationship between the keywords ensures that a greater number of
satisfactory results are achieved during the search for scientific literature related to the
study topic, which also contributes to the optimization of the literature selection process.

Fig. 1. Keywords relationship.
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Thus, to obtain objective results in this research, the relationship presented in Fig. 1 was
defined. Each number represents an equation used in Scopus® and Web of Science™
databases.

Afterward, inclusion and exclusion criteria were defined based on the research
questions and the general characteristics of the articles found during the identification
stage. The application of inclusion criteria selects articles from the pool gathered in the
identification stage that have characteristics that might address the research questions.

On the other hand, exclusion criteria are used to eliminate works that do not cover
relevant issues for the study or are duplicates. The articles that meet all the inclusion
criteria are selected for further analysis. The inclusion and exclusion criteriawere applied
to the article’s title, abstract, and keyword sections. The criteria are presented in Table 2.

Table 2. Inclusion and exclusion criteria

Inclusion criteria Exclusion criteria

✓ English papers
✓ Full-text available papers
✓ Last 10 years (>2012 until now)
✓ Digital Transformation/ I4.0 keywords
✓ BPM keywords

✗ Duplicated papers
✗ Non-English papers
✗ < 2012 papers
✗ Does not approach Digital Transformation,
Industry 4.0 or BPM

3.2 Literature Review Conducting: Stage 2

This second stage consists of five phases. These phases correspond to (i) definition of
the systematic review (keywords and search terms), (ii) filters and resulting articles, (iii)
evaluation and selection of articles, and (iv) data extraction.

(i) Definition of the systematic review. The systematic search began with the identifi-
cation of keywords and search terms, built from the scoping study. A comprehensive
and unbiased search on the topic was conducted using the search equations presented
in Table 2, which were generated based on the keyword’s relationship (Fig. 1). All
the equations are detailed in Annex I with their respective results (Table 3).
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Table 3. Search equations.

# Equations

1 (“Digital Transformation” OR “Industry 4.0” OR “Digitalization” OR “Process
Automation” OR “Digital Twin”) AND (“Business Process Management” OR “Business
Process Improvement”) AND (“Emergent Technologies” OR “IoT” OR “Artificial
Intelligence”) AND (“Ergonomics” OR “Human Factors” OR “Human-Computer
Interaction” OR “Usability” OR “Industry 5.0”)

2 (“Digital Transformation” OR “Industry 4.0” OR “Digitalization” OR “Process
Automation” OR “Digital Twin”) AND (“Business Process Management” OR “Business
Process Improvement”) AND (“Ergonomics” OR “Human Factors” OR
“Human-Computer Interaction” OR “Usability” OR “Industry 5.0”)

3 (“Digital Transformation” OR “Industry 4.0” OR “Digitalization” OR “Process
Automation” OR “Digital Twin”) AND (“Business Process Management” OR “Business
Process Improvement”) AND (“Emergent Technologies” OR “IoT” OR “Artificial
Intelligence”)

4 (“Digital Transformation” OR “Industry 4.0” OR “Digitalization” OR “Process
Automation” OR “Digital Twin”) AND (“Emergent Technologies” OR “IoT” OR
“Artificial Intelligence”) AND (“Ergonomics” OR “Human Factors” OR
“Human-Computer Interaction” OR “Usability” OR “Industry 5.0”)

5 (“Business Process Management” OR “Business Process Improvement”) AND
(“Emergent Technologies” OR “IoT” OR “Artificial Intelligence”) AND (“Ergonomics”
OR “Human Factors” OR “Human-Computer Interaction” OR “Usability” OR “Industry
5.0”)

6 (“Digital Transformation” OR “Industry 4.0” OR “Digitalization” OR “Process
Automation” OR “Digital Twin”) AND (“Business Process Management” OR “Business
Process Improvement”)

7 (“Digital Transformation” OR “Industry 4.0” OR “Digitalization” OR “Process
Automation” OR “Digital Twin”) AND (“Emergent Technologies” OR “IoT” OR
“Artificial Intelligence”)

8 (“Business Process Management” OR “Business Process Improvement”) AND
(“Ergonomics” OR “Human Factors” OR “Human-Computer Interaction” OR
“Usability” OR “Industry 5.0”)

9 (“Emergent Technologies” OR “IoT” OR “Artificial Intelligence”) AND (“Ergonomics”
OR “Human Factors” OR “Human-Computer Interaction” OR “Usability” OR “Industry
5.0”)

10 (“Digital Transformation” OR “Industry 4.0” OR “Digitalization” OR “Process
Automation” OR “Digital Twin”) AND (“Ergonomics” OR “Human Factors” OR
“Human-Computer Interaction” OR “Usability” OR “Industry 5.0”)

11 (“Business Process Management” OR “Business Process Improvement”) AND
(“Emergent Technologies” OR “IoT” OR “Artificial Intelligence”)

Also, the chosen databases for the research were Scopus® and Web of Science™.
The selection of the Scopus® database is justified because it is considered the largest
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multidisciplinary database of abstracts, citations, and full-text scientific literature world-
wide, launched by Elsevier in 2004 [19]. [20] states that Scopus® andWeb of Science™,
ranks among the largest multidisciplinary databases.

(ii) Filters and resulting articles. The results based on the search equation produced
a comprehensive list of articles for the review. The search was conducted in June
2023 across the two selected databases. Filters were applied progressively, and the
results of each step were recorded and are presented in Fig. 2.

Fig. 2. Steps/filters for selecting articles.

The initial searches in the Scopus® and Web of Science™ databases yielded 13,195
and 11,958 articles, respectively. Then, for both cases, the “articles” filter was applied,
as it was a bibliographic search, narrowing down the results to 9,939 and 6,453 articles.
The second filter applied was the language filter, selecting only articles in English to
ensure broader results, which led to 9,312 and 6,205 articles. Then, a temporal filter was
applied, where only articles from the last completed 10 years were selected, resulting in
8,199 and 6,079 articles, respectively.

After that, the articles were added to the Mendeley© software, and the duplicates
were removed from the base. Finally, the “full article” filter was applied, returning only
articles published in their final stage, resulting in 7,928 articles.

(iii) Evaluation and selection of articles. To begin the selection of relevant articles,
they were analyzed using the VOSviewer© software, which allowed the creation of
a keyword network based on the keywords found in the articles, shown in Fig. 3.

All the keywords were identified and filtered based on their alignment with the
research scope. Consequently, certain articles were excluded from the sample due to
their lack of adherence to the defined inclusion criteria (e.g. words such as hydrogel,
breast cancer, and ophthalmology were excluded). This selection narrowed down the
results to 6,414 articles.
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Fig. 3. Keywords network.

From the initial 6,414 articles, a thoroughevaluationwas conductedbasedon the titles
and abstracts of each study. For this selection, new inclusion and exclusion criteria were
established, and only articles that met all the defined inclusion criteria were considered.
The defined criteria were as follows:

• Clearly addressing one of the areas of this research in the title or abstract;
• Discussing the application or proposal of a framework/method/model/approach in

the theme.

As a result, only studies that fulfilled both inclusion criteria were incorporated into
the review, resulting in a total of 145 articles for evaluation and selection based on full-
text reading. Prior to the full-text reading, a pre-selection based on journal classification
was performed, including only Q1 and Q2 journals according to the Scimago Journal
Rankings (SJR) scale. Therefore, after this selection process, 108 articles remained for
full-text reading and extraction of relevant data for this research.

(iv) Data extraction. Data extraction from the 108 articles was conducted in a custom
database using Microsoft Excel® software. The extracted information was divided
into two parts: a) article characteristics, including publication year, authors, journal,
country of publication, and title; and b) information related to the research variables
and outcomes, such as the degree of alignment of the articlewith the research themes
(DT, I4.0, BPM, and Technologies) (see an example in Table 4). Following the data
classification and analysis, only articles that align with the main themes will be
chosen as relevant for this research.
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Table 4. Example of the classification of articles by adherence to the theme.

Title Theme: BPM Theme: Industry
4.0/DT

Theme: Emergent
Technologies

Theme:
Framework/Application

A business
process and
portfolio
management
approach for
Industry 4.0
transformation

WELL-ADHERENT WELL-ADHERENT PARTIALLY
ADHERENT

WELL-ADHERENT

A conceptual
framework to
support Digital
Transformation in
manufacturing
using an
integrated
Business Process
Management
approach

WELL-ADHERENT WELL-ADHERENT WELL-ADHERENT WELL-ADHERENT

Digital
Transformation
Models for the
I4.0 Transition:
Lessons from the
Change
Management
Literature

WELL-ADHERENT WELL-ADHERENT WELL-ADHERENT SLIGHTLY
ADHERENT

After classifying the 108 articles, only 15 were selected and will be considered as
the basis for future proposals in this research.

3.3 Content Analysis: Stage 3

The Content Analysis was performed based on the reading, interpretation, and compre-
hension of the selected research in the Systematic Literature Review. Initially, an exam-
ination of the articles’ characteristics, such as publication countries, authors, journals,
and more, was conducted.

This analysis was based on the complete reading of the 108 previously selected
articles. The bibliometric analysis aims to explore the authors, the year of publication, the
keywords, and the journals. From the 108 identified articles, about the most productive
authors in the literature (Fig. 4), 15 authors wrote more than one article, while another
307 authors contributed only one.
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Our findings on research productivity indicate that at least 74% of the articles were
published during the past five years. These numbers indicate the research trend in these
topics and show that research productivity increased from 2018 onward (Fig. 5).

Themost frequent keywords among the articles are shown in theword cloud in Fig. 6.
The most used keywords in the articles were “Industry 4.0”, “Artificial Intelligence”,
“Digital Transformation”, “Internet of Things”, “Business Process”, “Digitalization”,
and “Human Computer Interaction” (see Fig. 6).

And finally, The 108 articles were distributed in 52 different periodicals, concen-
trating on two journals: Business Process Management Journal and Sustainability (see
Fig. 7). Only 11 journals had more than 1 article. The other 41 journals had 1 article
each.
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Fig. 6. Most used keywords.
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Fig. 7. Main journals.

The articles were classified to answer the research questions previously defined.
Then, the purposes of each research were observed, and the contributions and limita-
tions of each article were listed. The limitations shows the existing gaps in the theme and
provided an opportunity to propose a preliminary framework to support Digital Trans-
formation in the administrative processes of companies using emerging technologies,
while considering the cognitive impacts on workers (Ergonomics/Human Factors). And
the contributions helps to strengthen the suggested proposal.

The objectives, limitations, and contributions of the 15 articles selected as relevant
to the scope of this research are detailed in Table 5.
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4 Considerations and Future Research

This article aimed to report the main contributions, practical applications, and remain-
ing limitations in Digital Transformation and Industry 4.0, considering BPM and
Ergonomics/Human Factors, based on the literature. To this end, the study defined some
guiding questions that helped achieve the proposed objective.

• Which articles address emerging technologies in management processes with a focus
on Digital Transformation? 15 paperswere selectedwithin the study topic, addressing
DT, Technologies, BPM and Ergonomics/Human Factors.

• Which prominent authors and journals have published on the topic?The three authors
with the most publications were Indihar Stemberger, Bosilj Vukšić and Liu. Indihar
is a Professor of Information Management from the University of Ljubljana, Bosilj
Vukšić is a professor of Business Process Management, Simulation Modelling and
Business Computing at the Faculty of Economics and Business from theUniversity of
Zagreb, and Liu is a Professor at the University of Electronic Science and Technology
of China. The main journals that addressed the issue studied were Business Process
Management Journal and Sustainability.

• Is there a framework/method/model/approach for the application of emerging tech-
nologies in management processes? Do any of them consider human factors or
ergonomics? Some frameworks or models are related to the theme, but some have
not been used or validated. All articles have a limitation, such as not considering or
giving little consideration to one of the four pillars of this research.

Table 5. Limitations and contributions.

Title Limitations Contributions

A business process and
portfolio management
approach for Industry 4.0
transformation

Framework focused on the
management of digital
transformation projects and
not on the actual application
of technologies to achieve
digital transformation. It is
necessary to validate the
method with other companies
and portfolios with more
projects to ensure the
method’s robustness. Do not
consider human factors

The project portfolio
management approach enables
creating transparency and thus
offers an existing framework
less vulnerable to risks for
companies wishing to
implement an I4.0
transformation

(continued)
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Table 5. (continued)

Title Limitations Contributions

A conceptual framework to
support digital
transformation in
manufacturing using an
integrated business process
management approach

Directed only to
manufacturing, but with
expansion potential for any
organization and sector. There
was no actual application of
the proposal and no
validation. The framework
proposed can help
manufacturing organizations
transition from traditional
manufacturing to Industry 4.0.
But the article deals with the
organization and is not
directed at administrative
management processes

Presents a structured
methodology that can be
employed by manufacturing
organizations to facilitate their
transition towards Industry
4.0. it incorporates factors
often overlooked in Industry
4.0 implementation, e.g., skills
gap analysis, risk management,
contingency planning, change
management, and cost-benefit
analysis. Shows the
importance of KPIs to
understand the requirements of
the process. The authors show
that one of the key challenges
highlighted in the framework
of Work 4.0 is Industry 4.0 and
human-machine interaction.
This raises serious concerns
about job losses, the erosion of
skills, and work intensification,
to meet the technological
demands of the business.
Considering this challenge,
they say it is imperative to
invest in boosting skills and
improving individual prospects
for advancement at an early
stage. The target for such a
skills upgrade should not only
be low-skilled workers or the
people directly responsible for
technical work, but the
organization as a whole, to
ensure that everyone can
participate in value creation

(continued)
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Table 5. (continued)

Title Limitations Contributions

Digital Transformation
Models for the I4.0
Transition: Lessons from the
Change Management
Literature

It does not present its
proposal. It only analyzes
existing models and relates
them to change management.
The proposal did not specify
or mention emerging
technologies because it is a
theoretical study

Investigates and analyze
existing digital transformation
models and roadmaps for the
I4.0 transition. The authors
suggest adopting a
participatory and
human-centric approach in
managing a complex I4.0
transition. Adopting a
participatory and
human-centric approach
means that the digital
transformation must be carried
out through with the active
involvement of all the actors
affected by the digital change
in all the phases of the digital
transformation process, from
the definition of digital vision
and strategy to the digital
redesign of business processes.
A participatory approach
facilitates the identification of
changes that are feasible and
desirable from the perspectives
of the actors affected by the
change, thereby preventing
resistance to change and
reducing the change
initiative’s risk of failure

Digitalization Canvas -
Towards Identifying
Digitalization Use Cases and
Projects

No practical application. They
are focused on
digitizing/digitalizing
processes only. Do not focus
on human factors

They conducted a study on the
implementation of digitization
in companies. Then, through a
case study, the authors defined
steps to implement digitization
in canvas format

(continued)
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Table 5. (continued)

Title Limitations Contributions

Industrie 4.0 process
transformation: findings from
a case study in automotive
logistics

The article uses a single case
study to attest to activities for
transforming the processes
toward Industry 4.0. However,
the method could be further
validated in a multiple case
study covering different
techniques and industries. It is
a model that assesses maturity
concerning Industry 4.0 and
does not specify any emerging
technology

The study provides guidelines
for designing and managing
Industry 4.0 compliant
processes. It is a first version
of a method for Industry 4.0
processes transformation.
Consider human technology
interaction in the framework

Managing business model
innovation: an innovative
approach towards designing a
digital ecosystem and
multi-sided platform

The article uses a single case
study to attest to activities for
transforming the processes
toward Industry 4.0. However,
the method could be further
validated in a multiple case
study covering diverse types
of techniques and different
industries. Only mentions
human resources issues and
not human factors

Demonstrates how different
digital technologies and
services can be implemented
systematically and how added
value is created through new
offerings and collaborations
within a business ecosystem

Methodology for Digital
Transformation with Internet
of Things and Cloud
Computing: A Practical
Guideline for Innovation in
Small- and Medium-Sized
Enterprises

The solution was developed
for vertical plant walls so
companies with similar needs
can reference it. It had a focus
only on IoT and Cloud
Computing. Do not focus on
human factors

The paper highlighted
instructive principles for
solution design to accelerate
the digitalization process
further and reduce the risk of
failure

Process excellence the key
for digitalization

The proposal did not specify
or mention emerging
technologies because it is a
theoretical study. However, it
could summarize the paths
applied by the companies and
establish a more efficient and
evaluated single way. Do not
consider human factors

The research compares the
paths and summarizes the
findings into a digitalization
path model. It explains the
digitalization of the studied
organizations and serves as a
guide for other organizations

(continued)
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Table 5. (continued)

Title Limitations Contributions

Reviewing Literature on
Digitalization, Business
Model Innovation, and
Sustainable Industry: Past
Achievements and Future
Promises

There was no actual
application of the proposal
and no validation. The
research was focused on the
sustainable industry

Contribute by developing a
research agenda that
communicates and sets the
direction for future research by
linking digitalization, business
model innovation, and
sustainability in industrial
settings. The authors mention
that an important criterion for
value creation is that digital
technology should not replace
but rather complement human
capabilities in the
value-creation processes

A digital twin framework for
online optimization of supply
chain business processes

The framework was developed
for the supply chain area. The
authors described the steps
and only exemplified how
they would be in practice.
There was no validation.
Focus on simulation tools. Do
not consider human factors

The research presented a
framework for a supply chain
business process digital twin,
leveraging highly performant
network modeling, simulation,
and optimization packages. In
addition, it gives a
mathematical approach using
discrete event simulation and
mathematical programming as
critical enablers

Industry 4.0 and the human
factor: A systems framework
and analysis methodology for
successful development

The need for more research
that can help teams
understand the psychosocial
impacts of their choices (e.g.
the implementation of a
specific I4.0 technology) on
employees and, ultimately,
system performance.
Psychosocial stressors and
their impact on work
autonomy, motivation or job
satisfaction in the context of
I4.0 are still not fully
understood and require further
research

The framework developed can
be used in research and
development to systematically
consider human factors in
Industry 4.0 designs and
implementations. It enables the
analysis of changing demands
for humans in Industry 4.0
environments and contributes
towards a successful digital
transformation that avoid the
pitfalls of innovation
performed without attention to
human factors

(continued)
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Table 5. (continued)

Title Limitations Contributions

Human-centered design of
work systems in the
transition to industry 4.0

The authors have tested the
framework through one single
case study, it might lack the
necessary rigor to support the
claim of its applications in all
industrial settings

Proposes a framework for
(re)designing industrial work
systems in the transition
towards Industry 4.0. The
framework combines human
factors and ergonomics, work
system modeling, and strategy
design

Augmented Workforce
Canvas: a management tool
for guiding human-centric,
value-driven
human-technology
integration in industry

Besides exploring how
Operator Assistance Systems
have been successfully
deployed in industry, it may
be beneficial to review both
industry use cases and related
work for approaches
specifically for
technology-mediated learning
and workforce training. The
integration of
human-technology systems
addressing issues around
technology mediated learning
require some distinct
considerations. It is expected
that learning and education
science are anticipated to
become more relevant in
future HTI research.
Therefore, it appears
promising to identify further
requirements and develop
managerial recommendations
for technology-mediated
learning on-the-job

The Canvas takes a
value-driven,
technology-neutral approach
to Human-Technology
Integration. The tool begins
with an assessment by key
stakeholder groups of the set
of underlying problems and
the required added value of the
Human-Technology
Integration. It can be used as a
methodological framework for
industrial researchers to
identify their respective
contributions to the overall
context of Human-Technology
Integration in industrial
contexts

(continued)
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Table 5. (continued)

Title Limitations Contributions

A framework to promote
social sustainability in
industry 4.0

In terms of applicability, one
notable limitation is the small
size of the sample, which
could affect the
generalizability of the
findings. A statistically
significant sample size is
crucial to draw reliable
conclusions and ensure that
the results can be applied to a
broader population

This study stems from the
identification of the need to
bring an update of the
ergonomic analysis, going
beyond the analogue tools
used to assess the working
conditions in production
processes. The work presented
focused on describing how a
theoretical model can be used
for the analysis of human
posture and fatigue, can be
integrated with technological
devices and IoT algorithms to
specify, analyse and support
the assessment of working
conditions, associated with
specific variables

A framework for operator
workstation interaction in
Industry 4.0

The system is designed for a
single operator in a single
workstation. The proposed
system is not equipped for
cases in which more than one
operator is interacting with the
system, or in which the work
is performed by a team of
workers

The framework is general
enough to allow a broad range
of production types in a wide
variety of work environments.
The OWI 4.0’s capabilities
enable adaptive, ongoing
interactions that enhance the
operator’s safety, well-being,
performance, and satisfaction

In this context, we saw that the adoption of Industry 4.0 is no more a prolonged
choice. It has become a necessity for businesses to succeed in the market. But, during
the reading of the articles, it was revealed awealth of information about how the adoption
of new technologies and digital transformation impact business processes and human
interaction in the workplace. It became evident that adequate consideration of human
factors is crucial for the success of digital transformation initiatives [21].

An important conclusion is that the success of Digital Transformation goes beyond
merely adopting innovative technologies; it is essential to understand how these tech-
nologies affect the people involved in business processes and how to ensure that the
changes implemented improve employees’ experience and performance.

To summarize, the impact of Digital Transformation on human factors presents a rich
landscape for further study. The positive aspects, such as increased efficiency and flexi-
bility, offer opportunities to enhance workplace productivity and employee well-being.
However, the negative consequences, including skill inequality, information overload,
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accelerated work pace, changes in work relationships, and cognitive load, reveal sig-
nificant gaps in our understanding of how to effectively navigate this digital landscape.
Future research should focus on developing strategies to mitigate these negative effects,
promote skill development for all, and create a balancedwork environment that harnesses
the benefits while addressing the challenges brought about by the Digital Transformation
era. This evolving field presents an exciting avenue for exploration and innovation in
optimizing the human experience in the digital age.

So, an opportunity for further research in this area is to investigate best practices for
integrating human factors into the digital transformation process. This includes identi-
fying effective strategies to engage and empower employees during the implementation
of technological changes, ensuring that their perspectives and needs are considered from
the outset.

Additionally, research could explore innovative approaches to measure the impact
of Digital Transformation on employee satisfaction, productivity, and well-being. These
metrics can help companies evaluate the success of their initiatives and identify areas
that require ongoing improvements.

Furthermore, analyzing how emerging technologies such as Artificial Intelligence
and Automation affect the work environment and how business processes can be
redesigned to optimize human-machine collaboration is also relevant.

In summary, research in this area offers a valuable opportunity to enhance our under-
standing of how digital technologies shape business processes and workforce dynam-
ics. By prioritizing human factors and creating more inclusive and empowering work
environments, organizations can reap the benefits of Digital Transformation in a more
sustainable and successful manner.

So finally, the upcoming stages of the research will entail conducting an in-depth
analysis of the 15 selected articles to identify opportunities and gaps in the literature. This
will serve as a basis for proposing a comprehensive framework that integrates emerging
technologies for digital transformation in business processes while also accounting for
Ergonomic/Human Factors considerations.

In future research, one step will be to extend the analysis of the identified gaps in
the literature to provide a more comprehensive understanding of the research landscape.
Another crucial step will be to propose and validate the framework mentioned in this
study. The validation and application in real-world scenarios are essential to enhance the
practical validity of these theoretical contributions.After the validation of the framework,
it will be possible to define practical strategies for organizations to effectively incorporate
human factors considerations during the digital transformation process.

As study limitations, it is considered that the exclusion criteria of the research may
inadvertently eliminate studies that have useful information, innovative methodologies,
or insights that could have been valuable for the review.
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Abstract. This paper examines 17 case studies from the Open Data Research
Network with the objective of identifying capacity of using open (government)
data. The method used was a literature review of relevant concepts leading to the
construction of a typology checklist to determine the capacity level of data use of
each case. The findings are summarised in a stairs of open data capacity with nine
of the case studies found to be in the intermediate category and the others in the
advanced cluster. The findings have implications for identifying local capacity,
capacity building needs, and areas for intervention.

Keywords: Open Data · Open Government Data · Capacity Building · Data
Use · Typology

1 Introduction

The past five years has witnessed an increase in Open Data (OD), particularly Open
Government Data (OGD) activity. This paper examines the data use and capacities in
the 17 case study research exploring the emerging impacts of open data in developing
countries (ODDC) to proffer a solution for OD capacity building across the global south.
By examining the literature on OD practical initiatives, life cycle of usage, and capacity
building level typology, the study proposes a model for organisational capacity building
and situates each of the 17 case studies within this1.

Recently, several international initiatives promptedmilestones in theOD,OpenGov-
ernment (OG) and OGD discourse. The ObamaMemorandum of Open Government and
Transparency (Coglianese 2009; Obama 2009; Obama 2013), the Public Sector Infor-
mation (PSI) European Directive (Cretu and Manolea 2013; Janssen 2011; Manolea and
Cretu 2013), the Open Government Partnership (OGP) and the Tim Berners-Lee Open
Data speech (Bizer et al. 2009)were some of those initiatives on the practical perspective.
The most visibly seen results were the increasing number of Open Government Data
Portals (OGDP) in different countries: 45 countries with OGDP since 2009 to 2014.
Also, a “sibling” of the OG and OGD initiatives, Freedom of Information (FOI), can be
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included here. Since 1995, there are 102 countries with FOI Legislation, enabling citi-
zens to ask about anything from their governments (Ackerman and Sandoval-Ballesteros
2006; Foerstel 1999).

On the other hand, the scientific literature reveals that since the boom of OGDP in the
world there are 52 papers with the keywords Open Data and Open Government Data at
Google Scholar but published on regular journals of the area (Scholl 2005). This shows
us the increased relevance and importance of during the last 6 years around the OD and
OGD subject. Of course it is possible to argue that FOI and transparency keywords could
be inserted into this sum, however, this paper has the focus to only verify the OD and
OGD concepts. Further on the governmental aspects and the scientific literature, civil
society was also identified as using and improving the OGD arena (Matheus et al. 2020;
Matheus and Janssen, 2015).

The Research Network of Open Data in Developing Countries (ODDC) initiative
(Davies 2010; Davies et al. 2013), founded by International Development Research
Centre (IDRC) and the Web Foundation during 2013, had 17 research case studies from
across Africa, Asia and Latin America led by scholar institutions and non-governmental
organizations (NGOs) (Mutuku and Mahihu). These case studies provide a wide variety
in socio-political, economic, and technical context for OD discourse in the global south.

From this scenario, questions around the subject emerged and drove our objectives
and research approach: “What type of data did the case investigate?”, “What type and
quality of data formats–5 stars of Open Linked Data - were found by the groups?”,
“What has been done with the data?” and “How have the institutions and organizations
dealt with data”.

The objective of this paper is to identify characteristics of data usage and capacity
building of civil society organizations in the developing countries, using as database and
object of study the 17 case study reports from the Research Network of the Open Data
in Developing Countries initiative. The method used was based on a literature review of
Open Data and Open Government Data concepts and the 17 case studies of ODDC to:

1. Verify determinants that enable and/or impede the open–or not–data usage in
developing countries;

2. Develop a checklist of case studies characteristics found on the OGDLife Cycle from
scientific literature and capacity level typology; and

3. Propose an Open Data capacity building level via a construction of typology.

2 Literature Review

International Practical Initiatives and Scientific Literature
Some international milestones on Open Data and Open Government Data helped to
boost the number of practical initiatives and scientific literature in the world. With the
Obama Memorandum of Open Government and Transparency, PSI European Directive,
Tim Berners-Lee open Linked data speech and the Open Government Partnership, it
was possible to identify that the number of OGDP started to rise significantly as the
Fig. 1–Count of Countries with Open Government Data Portal reveals.

Coincidently, the jump of the OGDPs happened after the third milestone, that is,
President Obama’s Memorandum in 2009. However, this is not the only coincidence
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about OD and OGD. The number of scientific literature appearing in the top journals of
the subject area also started to rise significantly only after 2009, as the Fig. 2–Count of
Publications on Open Data and Open Government Data show us.
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Fig. 2. Count of Publications of Open Data and Open Government Data (2002–2014)

From these numbers of governmental practice and scientific literature, we can con-
clude that despite the low numbers of OGD portals at the national level and the low
number of top articles published, the quantities have risen fast over the past five years
with a tendency to increase even exponentially due to the increased relevance of the sub-
ject. The results of the Open Data Barometer already showed the same trends including
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the accompanying improvement in the quality of those portals (Davies 2013) which this
paper does not focus on.

On the scientific literature three mainstreams of publications were identified:Guide-
lines ofODandOGD,NewTheoretical frameworks andCase studies, as theFig. 3–Type
of Publications shows. The concept of Guidelines of OD and OGD considered was liter-
ature that only presented guidelines on how to produce, treat or measure OD and OGD.
The concept used for new theoretical frameworks came from the first type, Guidelines
of OD and OGD, which are more practical than the in-depth studies found on the second
type, theoretical frameworks. Normally the theoretical frameworks were published after
the guidelines and improved small parts and methods previously published. The last
type, case studies, only has the application of the first and second types. For example,
case studies of opening data portals, or quality of opened datasets and usage of open
data by institutions and organizations. The majority of the publications are on the last
type, case studies with 29 publications. The new theoretical frameworks type has 18
publications and the Guidelines of OD and OGD has only 5 considered publications, on
a total of 52 publications.
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Life Cycle of Open Data Usage
To create the checklist for the 17 case studies it was necessary to create a theoretical
background around the Life Cycle of open data usage. For this, the literature reveals that
there are several cycles focusing on different aspects of open data usage such as infras-
tructure (Auer et al. 2012; Zuiderwijk and Janssen 2014c), the quality of the data (Davies
and Frank 2013), maturity (Lee and Kwak 2012) and the flow of usage (Alexander and
Hausenblas 2009; Fraunhofer 2013).

We decided to use the simpler Fraunhofer Institute model (Fraunhofer 2013), shown
in Fig. 4, which is more directed toward open data usage for case studies. This life
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cycle takes into consideration linked data (Hendler et al. 2012; Höchtl and Reichstädter
2011; Janev et al. 2014) and semantic web technologies (Berners-Lee et al. 2006). The
dimensions identified on this flow are:

1. Identifying datasets on the City Content Management System (CMS): the first
part is the basic, which in this case is the recommended usage of the Comprehensive
Knowledge Archive Network (CKAN) (Winn 2013; Matheus and Janssen, 2017) as
environment to receive the data;

2. Publishing Open Datasets from the owners: the second part enables finding the
place to store or just link the data, the Open Data Portal, via CMS. At this point it
is possible to start sharing the open data from secretariats, municipalities, etc. (Bizer
et al. 2009);

3. Discovery of datasets by consumers to be used: the third part of the flow is consid-
ering that the open data at the Open Data Portals is of interest to consumers (Hartig
and Langegger 2010);

4. Enriching data to create apps and citizen portals: the last part happens when
citizens start to access databases and create original analysis and applications with
the open data (Matheus and Janssen 2013).

Fig. 4. Open Data Life Cycle

Capacity Building
Capacity building is conceptualized in this article as the way that institutions, in this case
the scholar institutions and non-governmental organizations use open data to realize their
objectives (to account and produce advocacy) to achieve measurable and sustainable
results. It has become a topic of interest because capacity building started to enhance
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stakeholders’ understanding of evaluation concepts and practices (Preskill and Boyle
2008a; Preskill and Boyle 2008f).

The asymmetry of information (Eisenhardt 1989; Laffont and Martimort 2009;
Waterman and Meier 1998) between the agent and the principal (founders and orga-
nizations founded), was reduced through capacity building. Organizations have been
implementing a variety of strategies to help their members learn from and about evalu-
ation, and this paper makes an effort to create an evaluation checklist, and this is one of
the biggest contribution of this article. Discovering ways to evaluate what is missing on
the OD and OGD area.

For some authors (Berg 1993; Hawe et al. 1997; Jänicke and Weidner 1997; Preskill
and Boyle 2008a; Preskill and Boyle 2008f), developing regions do not have organiza-
tions and institutions with the essential capacity building to achieve their objectives due
to several reasons, summarized in the following three main dimensions:

• Access of infrastructure;
• Access of Human Resources and knowledge (know-how);
• Access of Data.

Open Data Capacity Building Level Typology
To identify answers to the issues raised by the types of case studies we considered
two possible methodological tools: typology or taxonomy (Marradi 1990). Typologies
were considered for this paper specially because of the simplicity to identify a form
of theory building and fitting the need of the paper, an examination of actual 17 cases
studies. Taxonomies are more generalist and requires rigorous meticulous work on the
area (Rich 1992; Sokal 1962), and we considered it to be too ambitious a tool for the
purposes of this paper.

Indeed our type of typology is an intentional classification identified on the sci-
entific literature review and the practical observation of the authors on the field, all
of the lecturers, consultants and activists in the area (Doty and Glick 1994). So, each
class (dimension) defined in the typology, presented in Table 1–Typology Dimensions
of Open Data Capacity Building Level, is the extension of the correspondent class
concept. For the cluster analysis that we aimed for this paper, this tool fits very well.
However, it is not the scope and the objective of the paper to create generality, which
can be another future paper with the findings presented for the 17 case studies.

From the literature review about capacity building and the typology constructed,
we decided to group, intentionally, on three main dimensions extended for more sub-
dimensions as the Table 1 presents. The threemain dimensions (or classes) of groups are:
Access of Infrastructure; access ofHumanResources (HR) andKnowledge (know-how);
and, Access of Data.
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It is important to highlight that for those dimensions, it is understood that every one
of them need at least a minimal amount of funds to provide the needed resource. This
list is not exhaustive and is expectedly, continuously growing, due to the flexible aspects
of needs of some specific areas. Given again the type of the tool built - exploratory
and intentionally grouped to form classes already known - based on scientific literature
and practical perspective of authors, a description and reasons for inclusion of a sub-
dimension, as well as the sources are presented in Table 1.

Table 1. Typology Dimensions of Open Data Capacity Building Level

Dimension Sub-Dimensions Description and Reason Source

Access of
Infrastructure

Hardware
(Computers, Internet,
printer)

At least basic hardware
is needed to create
analysis and reports for
accountability and
advocacy

(Berg 1993; Hawe
et al. 1997; Jänicke
and Weidner 1997;
Preskill and Boyle
2008a; Preskill and
Boyle 2008f)

Office with adequate
electricity, water,
security, etc

Office is a need for
meetings and space for
work focused on the
subject without any
interference of anyone

(Berg 1993; Hawe
et al. 1997; Jänicke
and Weidner 1997;
Preskill and Boyle
2008a; Preskill and
Boyle 2008f)

Access of Human
Resources (HR) and
Knowledge
(know-how)

Administrative and
accountancy

Human resources that
have knowledge of
administrative and
accountancy duties to
provide for donors and
founders. Knowledge
from HR that can use
properly the
administrative and
accountancy
knowledge to provide
for donors and founders

(Berg 1993; Hawe
et al. 1997; Jänicke
and Weidner 1997;
Preskill and Boyle
2008a; Preskill and
Boyle 2008f)

Information
Technology (IT) for
network and
hardware

Human resources that
have knowledge of IT
for network and
hardware if the
institution have any IT
problem

(Fountain 2004;
Fountain 2007;
Mansell and Wehn
1998)

(continued)
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Table 1. (continued)

Dimension Sub-Dimensions Description and Reason Source

Information
Technology for
programming and
Analytical Software
Usage (Statistical
Programs, Business
Intelligence)

Human resources that
have knowledge of IT
for programming and
software usage if
needed to create
analysis. Knowledge
from HR that can use
properly the analytical
software to produce
analysis and reports.
For languages
programming to create
specific programs for
collecting, treating,
analysing and
visualizing data

(Fountain 2004;
Fountain 2007;
Mansell and Wehn
1998)

Research
development (survey,
interviews, search,
etc.)

Human resources that
have knowledge of
research development,
to plan, implement and
evaluate the research
methods,
implementation and
results. Knowledge
from HR that can use
properly information
from the political,
cultural and social
aspects of the object of
study

(Fountain 2004;
Fountain 2007;
Mansell and Wehn
1998)

Access of Data Open and Structured
Databases

Open Data and
structured databases are
needed to better results
of analysis

(Davies 2010; Davies
2013; Davies et al.
2013; Fraunhofer
2013)

Updated Data Data must be updated,
otherwise is not
possible to work for
analysis

(Berners-Lee et al.
2006; Bizer et al.
2009)

(continued)
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Table 1. (continued)

Dimension Sub-Dimensions Description and Reason Source

Data History Data must have history,
otherwise is not
possible to compare
and create analysis

(Höchtl and
Reichstädter 2011;
Janssen 2011;
Matheus et al. 2012;
Zuiderwijk and
Janssen 2014a;
Zuiderwijk and
Janssen 2014c)

Data Documentation It is the manual of the
data, with information
about how deal with it

(Höchtl and
Reichstädter 2011;
Janssen 2011;
Matheus et al. 2012;
Zuiderwijk and
Janssen 2014a;
Zuiderwijk and
Janssen 2014c)

Application
Programming
Interface (Data in
Real Time)

Data in real time is
needed when the
subject is ephemeral
and change fast, such
as traffic conditions

(Marienfeld et al.
2013; Matheus and
Janssen 2013)

Completeness Data must be complete.
Not complete data
cannot be analysed

(Berners-Lee et al.
2006; Bizer et al.
2009)

Online and Free Data must be online
and free to access

(Berners-Lee et al.
2006; Bizer et al.
2009)

3 Results and Findings

Organizational Capacity Building of Case Studies
After the creation of theTypologyDimensions ofOpenDataCapacityBuildingLevel,
described at Table 1, it was possible to do the checklist on the 17 case studies from the
ODDC Research Network. The checklist results for each dimension and sub-dimension
(classes) revealed that the analysis could be further than a “yes/no” to the dimensions.
A cluster division, based on the same structured method of the typology, was designed
based on the level achieved by the groups, as a ranking with detailed challenges of
developments to go further or be downgraded. Three main levels were recognized as
described in Table 2–Clusters Maturity level of Open Data Capacity Level.

The first dimension (class) identified is the Maturity of the group of case studies.
In this case, the initiatives were catalogued as Advanced, Intermediate or Beginner as
follows:
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• Advanced are the institutions or organizations that have equipment, personnel and
data, meeting all the sub-dimensions of the three catalogued groups of the typology.

• The second cluster identified is the Intermediate, considered when the organisation
onlymeets someof the sub-dimensions of the three dimensions (personnel/know-how,
data access and infrastructure/equipment).

• The last group considered on the typology of Maturity open data capacity level was
theBeginner. The beginners do not present any of the dimensions at all. For example,
no data, no people and not reasonable hardware. No case study group was identified
in this cluster.

The lower the maturity of capacity building, the higher the probability of
failures to accomplish the organizational objectives.

Table 2. Clusters Maturity level of Open Data Capacity Level of 17 Case Studies from ODDC

Maturity Description

Advanced All of the three dimensions on the checklist of typology 1 - Dimensions of
Open Data Capacity Building Level are identified

Intermediate Some of the three dimensions on the checklist of typology 1 - Dimensions of
Open Data Capacity Building Level are identified

Beginner None of the three dimensions of typology 1 - Dimensions of Open Data
Capacity Building Level are identified

Howeach case study organisation fared is summarised inTable 3–ClustersMaturity
level of Open Data Capacity Level of the 17 ODDC Case Studies. Eight organisa-
tions were found to be in the Advanced cluster while the remaining nine were in the
Intermediate cluster and each cluster had a countries from each region–Africa, Asia and
Latin America.

Table 3. Clusters Maturity level of Open Data Capacity Level of the 17 ODDC Case Studies

Maturity Case study organisation Country Case study citation

Advanced Step-Up Consulting Philippines M.P. Canares; J. de Guia; M.
Narca; J. Arawiran (2014).
Opening the Gates: Will Open
Data Initiatives Make Local
Governments in the Philippines
More Transparent?

(continued)
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Table 3. (continued)

Maturity Case study organisation Country Case study citation

Opening the Cities, Polis
Institute

Brazil Fumega, S., Mattheus, R.,
Scrollini, F. (2014). Opening
The Cities:Open Government
Data InLocalGovernments Of
Argentina, BrazilAnd Uruguay

University of Cape Town South Africa F. van Schalkwyk; M. Wilmers;
L. Czerniewicz (2014) Case
study: Open data in the
governance of South African
higher education

GPoPAI, University of Sao
Paulo

Brazil Beghin, N., Zigoni, C.,
Craveiro, G., Tavares, M.
(2014). Measuring open data’s
impact of Brazilian national and
sub-national budget
transparency websites and its
impacts on people’s rights

University of Ilorin Nigeria Mejabi, O.V., Azeez, A.L.,
Adedoyin, A. and Oloyede,
M.O. (2014). Case study report
on Investigation of the use of
the online national budget of
Nigeria

Hasgeek India S. Chattapadhyay (2014)
Opening Government Data
through Mediation:
Exploring the Roles,
Practices and Strategies of
Data Intermediary
Organisations in India

Transparent Chennai India

De La Salle University Philippines

Intermediate i-Hub Research Kenya

Freedom Forum Nepal Sapkota, K. (2014). Open Aid
and Budget Data in Nepal:
Experiences, perspectives and
intentionalities

The Energy and Resources
Institute

India

(continued)
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Table 3. (continued)

Maturity Case study organisation Country Case study citation

INESC Brazil

CIPPEC Argentina

Jesuit Hakimani Centre Kenya Chiliswa, Z. (2014). Open
Government Data for Effective
Public Participation: Findings
of a Case Study Research
Investigating The Kenya’s Open
Data Initiative in Urban Slums
and Rural Settlements

Development Initiatives /
Development Research and
Training

Kenya /
Uganda

Lwanga-Ntale, C., Mugambe,
B., Sabiti, B., and Nganwa, P.
(2014). Understanding how
open data could impact resource
allocation for poverty
eradication in Kenya and
Uganda

Society for Democratic
Initiatives

Sierra Leone Emmanuel Saffa Abdulai
(2014). Digital divides and open
data definitions hinder the
efficacy of open data in
developing countries

Sinerganta Indonesia Srimarga, I.C. (2014). Open
Data Initiative of Ministry of
Finance on National Budget
Transparency in Indonesia

Beginner No case study fell into this
cluster

Stairs of Open Data Organizational Maturity of Capacity Building Level
From the foregoing, the results demonstrate a model of maturity for capacity building
which we propose as described in Fig. 5–Stairs of Open Data–ODDC Network. This
“stairs” contains all the 17 studied cases on the ODDC network and present how they
can go further toward the Advanced degree or be downgraded if they do not maintain or
achieve minimal expectations of capacity.
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Fig. 5. Stairs of Open Data within the ODDC Network studies

4 Conclusions and Further Research

Having employed a typology checklist determined from the scientific literature on OD
and OGD, we have established a three –cluster classification of organisations in the
“stairs of open data capacity” in which not surprisingly, none of the 17 case studies were
found in theBeginners cluster. Understandably, as all ratings are prone to be, summations
falling around the boundaries may be sensitive to rating bias and this is a limitation of
the methodology. To minimise this, conclusions based on only one set of ratings is to be
avoided.

The findings have implications for identifying local capacity and capacity building
needs, areas for intervention by funding agencies. The theory of open data and open gov-
ernment data via the literature review of the subject and for the practice, the identification
of determinants found that enable and influence the organization to use OD and OGD,
leading to the clustering of organizations according to their maturity and capacity level,
is a major contribution of the paper. As an extension of the present study, we propose
the distinction of the separate stakeholder groups across the different case studies and
the application of taxonomy as a methodology.

End Notes. 1 Case study reports are available through each of the case studies on http://www.
opendataresearch.org/emergingimpacts.
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Abstract. Among the reasons for migration, place branding is one important
consideration. The present study seeks to present a gist of the reasons, possibilities
and challenges for migration to Smart Cities which are ‘branded’ in terms of
repute and specific unique aspects of the Smart City which pull and attract the
migrants. Experts’ opinion was considered as a viable research method for the
purpose. It may be inferred from the experts’ opinion that migrants prefer moving
into ‘branded’ Smart Cities contingent upon the opportunities anticipated from
moving into such Smart Cities apart from the avenues of a better quality of life
in such ‘branded’ Smart Cities. As a first study aiming to understand the host of
factors responsible for the migration in such Smart Cities, it is anticipated that a
more nuanced understanding of the issues is attained.

Keywords: Migration · branding · smart city · experts’ opinion · reasons ·
opportunities · challenges · barriers

1 Introduction

Branding of places is reflective of the identity espoused by the place such that the interna-
tional standing is secured for the said place [1]. Given the increasing competition among
the cities in the urbanized and globalized ecosystem, governments and the other stake-
holders, including the private sector, invest heavily in the marketing of the places such
that the uniqueness of the places is highlighted for retention of the existing populace and
drawing the attention of the others from elsewhere [2]. Thus, owing to their anticipated
economic value [3], such places are liable to draw the attention of the migrants-both
domestic and international. Moreover, such places are liable to harbour cosmopolitan
and urban outlook such that that the class, religious affiliations and ethnicity [4] are well-
accommodated. Another aspect relates to the designing and implementation of policies
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suited to the branded places [1, 5]. Furthermore, there is a strong correlation between
place branding and decision-making of the target and potential individuals who may be
influenced by place branding for some or the other reasons [6].

Given the impetus of the governments to refurbish the public service delivery formats,
Smart Cities evolution has happened at a rapid pace over a period of time. Thus, the
technological, economic and ‘humane’, i.e., quality of life, environment and societal
inclusivity, dimensions of Smart Cities are being considered as the. metrics for their
ranking [7]. As such, there is no unanimity regarding the definition of a Smart City
but for the fact that there are user-friendly services being provisioned to the people
with promises of advanced infrastructures, quality of life and a sustainable environment
such that the invocation of digital innovations across a range of services facilitate or
are initiated by the involvement of a range of stakeholders covering the public sector,
private sector and the others concerned-all of these efforts result in the provision of
agile and smart services resting on the state-of-the-art Information and Communications
Technologies (ICTs) alongside the conservation and optimum deployment of natural
resources [8–14]. Implicitly, the Smart Cities invokes Artificial Intelligence (AI) and
advanced data analytics including Internet of Things (IoT) and Blockchain Technologies
[15]. Incidentally, it has been attested that there is a linkagebetweenmigration andquality
of life as well [16]. Extant research has also focused on the migration into Smart Cıties
alongside the issues related with migration movements (See, for instance, [17–21].

The study’s objective is also in line with the assertion that the smart cities should
be sustainable wherein the impetus is upon economic development and social inclusion
apart from environmental protection [22] and these facets are spurs formigration propen-
sities [23]. The research question for the study is: “What is the role of place branding on
the migration propensities in Smart Cities?” In order to attend to this research question,
expert opinion was sought from 15 academic professionals. Inferences drawn from the
interviews were helpful in ascertaining the possibilities, challenges and barriers related
with the place branding dimensions linked with migration in Smart Cities.

The rest of the paper is structured as follows: Sect. 2 provides a gist of the literature
on place branding and migration in Smart Cities for deriving at the research question;
Sect. 3 provides a brief on the research methodology; Sect. 4 enumerates the inferences
from the interviews’ responses and the final Section relates to the concluding remarks
alongside the study limitations, implications for further research and implications for
practitioners.

2 Related Research

2.1 Place Branding

Projecting an affirmative image of a place is important for ascertaining the commercial
and non-commercial, i.e. personal and social, value in the eyes of the migrants [24, 25].
Place branding is pertinent not only for the local inhabitants but also for the outsiders
[26]. Place branding is suggestive of the overarching aims and comprehensive identity
of a place [27] such that the context in terms of the uniqueness is being projected upon
in relation to its being a Smart City. It has been conceded that a Smart City has its own
unique personality, tradition and attraction which maintains the emotional attachment
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of the people concerned [28]. One such parameter for branding relates to the potent
quality of life based on the state-of-the-art ICT platforms. Similarly, another component
of branding of Smart Cities relates to the aspects of being inclusive in terms of accom-
modating the diversely constituent migrants [29–31]. Furthermore, place branding is
about self-image building such that the migrants are able to perceive belongingness and
urban identity [32, 33] apart from clinching social networking and societal cohesion [34].
Place branding includes promotional campaigning highlighting the cultures, ethnicities
and the inclusive and accommodative nature of the city apart from underscoring the
ICT-edificed agile services and the opportunities of innovation and ingenuity by all alike
[35, 36]. Place branding showcases the availability of the requisite amenities and the
sophisticated accommodative and conducive lifestyles that are pertinent for its whole-
some economic development [37]. On the opposite end of the spectrum is the assertion
that place branding is a superficial ploy and does not have any bearing on the actual
sound public policy objectives focused on the economic development or urban gover-
nance [38]. Place branding is reflective of the cultural diversity as well as the inherent
civic pride apart from the distinctiveness and development of the place [39].

It may be pertinent to note that place branding incorporates the collaboration and
involvement of a range of stakeholders like citizens, professionals, academic community,
bureaucrats, and the like [40, 41]. The impact of place branding for Smart Cities may be
evinced in the policy framing, objectives, vision and implementation strategies. In the
specific context of Canada, it was clinched that immigrants were drawn to the country
on account of the place branding initiatives rather less when compared with the other
drivers like the availability of housing facilities or the conducive economic conditions
[42]. A place’s futuristic and progressive orientation in terms of the environmentally-
conducive habitation, easy connectivity via transportation, availability of the required
public space and the possibilities of unleashing one’s creative potential are significant
benchmarks of place branding which in the case of an Italian locale resulted in social
cohesion and alliances on the one hand, and, divisive tendencies between the multiple
ethnic identities, on the other hand [43]. Place branding helps in identifying a Smart City,
as in the present case, with reference to its advanced technological infrastructure apart
from the conducive features for individuals’ drawing benefits from the economically
developed agile city [13, 44]. Place branding is also reflective of the globalized and
cosmopolitan outlook where the fulfilment of aspirations and dreams gets materialized
optimally-case in point being dimensions like the entrepreneurial and innovative pursuits
of the individuals which actualized in the branded cities [45].

2.2 Migration in Branded Cities, Including the Smart Cities

Given the impetus of Smart Cities on the two-fold impetus on envisioning sustain-
able ICT-backed futuristic economy and a knowledge and innovation economy [46],
migration into the Smart Cities is determined by factors such as economy, mobility,
environment, people, living and governance [19]. Immigration, especially of the labor
class or the blue collar workers and other professionals, is important for refurbishing the
economy of the destination country [47] given the fact that the immigrants are signifi-
cant producers and consumers besides being involved in the factors of production [48].
Migration in Smart Cities is a factor of human capital formation such that the graduated
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migrants become a part of the workforce in the Smart Cities, and, hence, contributing
towards the fast growth of the Smart Cities [21]. Thus, human capital management is
furthered on account of migrants’ movements [49]. This is also suggestive of the move-
ment of the knowledge workers who are highly-skilled and well-educated [17]. Thus, it
has been underscored how the migrants’ creativity and ideation is conducive to the host
country’s affiliation organization, and, on the other hand, there are escalating costs to
the host country’s affiliation organization such that the retention policy of the concerned
affiliation organization may want to provide increased perks and emoluments in contrast
with the native workers [50]. Also, in the case of migration trends vis-a-vis the drive for
seeking lifestyle accommodation and change promising better quality of life, individuals
prefer places branded as global, borderless and international with accommodation for
one and all [51].

2.3 Research Question

It is clear from the aforesaid that whilst place branding has been conceived as a potent
reason for drawing the attention of the people towards moving into such sophisticated
places, the specific case of the migration patterns in Smart Cıties has not been discussed
in the extant literature: the present study seeks to plug this gap by addressing the research
question: “What is the role of place branding on the migration propensities in Smart
Cities?”

3 Research Methodology

Given that extant research is silent regarding the research question addressed in the study,
a qualitative research methodology was adopted wherein the semi-structured interviews
were conducted with professionals in the academia [52–54]. Expert opinion is regarded
as a significant research methodology wherein the experts help in understanding the
intricacies entailed in an under-researched or neglected research theme. For the present
study, perspectiveswere drawn fromfifteen experts acrossmyriad academic backgrounds
with a focus on management, information and communications systems engineering,
digital systems, and the like. Each of the experts have published extensively in the ICT
(Information and Communication Technologies) domain with specific focus on Smart
Cities and the societal ramifications.

The experts belonged to established varsities (Erasmus University, University of the
Aegean, Gdansk University of Technology, TU Delft). Experts were contacted given the
authors’ familiarity with them as well as the propinquity with these experts. Authors
contacted the experts personally via email wherein the study objectives were mentioned
alongside the research question. In all, the authors contacted 21 academic professionals
and 15 of them responded affirmatively. Semi-structured interviews were conducted via
Google Meet, Skype or WhatsApp calls with the experts with an objective to derive
insights regarding the issues and concerns of migration vis-a-vis the Smart Cıties given
the branding and visibility of the said cities. The academic experts were requested to
deliberate upon the research context given their direct and/or indirect involvement in the
Smart Cities- migration nexus. The entire interviewing process was done in February,
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2023 through May, 2023 and each interview lasted for about 40–50 min. Thereafter,
two of the authors sought to transcribe and validate the transcriptions. Furthermore,
the interview responses were tape-recorded, transcribed and then coded manually by
three of the authors individually and an open coding approach was being adopted [53].
Thereafter, the results were compared and any differences were resolved. The experts’
profiles may be summarized in Table 1 and the generic questions posed to them are as
below:

A) How do you perceive the efficacy of the branding of Smart Cities for inviting the
attention of the migrants?

B) What are the drivers for migrants’ preferring such branded Smart Cities?
C) What are the hindrances for migrants’ patterns into the branded Smart Cities?
D) Can branded Smart Cities be considered as possibilities of value creation and

sustainability with the involvement of the migrants?

Table 1. Experts’ background

Expert’s academic background/country/research interests→
• Technology, Policy and Management, The Netherlands, Digital transformation, Business
intelligence, Data protection

• Business Analytics, Poland, Big Data, Computational and Linguistic Analytics, Smart
Sustainable Cities

• Business-Society Management, The Netherlands, Policy and governance, Planning and
decision-making in China, Transport infrastructures, Sustainable urban development

• Information and Communications Systems Engineering, Greece, Data mining, Computer
security and reliability, Artificial Intelligence

• Information and Communications Systems Engineering, Greece, Cybersecurity, Data
privacy, Digital forensics, Gamification strategies, Open and linked data ecosystems

4 Inferences Drawn from Experts’ Opinions

Three cohorts of perspectives were drawn from the study:

4.1 Possibilities of Place Branding for Migration in Smart Cıties

A country’s image has been found to have direct and significant relationship to the
migration decision [55]. Furthermore, destination branding and positioning in terms of
its being a tourist attraction and the equitable imagery draws the migrant labors in the
specific sector of hospitality and tourism, for instance, towards such places [50]. Even
in the case of municipal planning, the migrants are involved in the policy sketching
initiatives alongside the other stakeholders and this is suggestive of the inclusivity and
engagement of the migrants in value co-creation pursuits [56–58]. Besides contributing
towards value derivation and innovation pursuits, it is likely that the migrants shall be a
significant asset for shaping the identity of the Smart City. As succinctly put by one of
the experts:
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“… Smart Cities are a haven for the entrepreneurs and professionals alike… You
can perceive the influx of migrants in the Smart Cities where they raise their
entrepreneurial ventures and earn names for themselves.”

Therefore, the place branding must factor into account the aspirational needs of the
migrants such that the opportunities of moving into the Smart Cıties are being spelt
out clearly. Place branding must incorporate the aspects of easy acclimatization and
entertainment avenues such that a balanced quality of life is being laid out for them.
Place branding would of Smart Cities should include the unique features of the Smart
Cıties with their focus on the efficacious service delivery based on the ICT formats such
that the sustainable development is realized in the Smart Cıties.

There are opportunities for the policy-makers and practitioners for place branding
of Smart Cıties for the migrants as well. For one, place branding would bring to the
fore stakeholders across different socio-economic sectors such that enriched messages
are being percolated among the locals and the prospective populace. Messages should
be designed for ensuring that a mutually-understandable language is being used for
impressing upon the migrants the advantages of moving to such Smart Cities. Novel
technologies shall be used in the Smart Cities wherein the state-of-the-art technological
solutions are being provisioned to the people and this would be an efficacious service
delivery format. Therefore, the governments stand to gain from the robust place branding
initiatives of the Smart Cıties.

4.2 Challenges vis-a-vis Place Branding for Migration in Smart Cities

Three sets of challenges arise from the place branding initiatives for influencing the
migrants to move into the Smart Cıties. First, what may be a unique selling proposition
(USP) for the place managers may not be conceived as a viable reason for moving into
the Smart City. Thus, if ICT-backed public service delivery formats are considered as the
reasons for the uniqueness of the Smart City, not all themigrants-to-bemay be influenced
by such a message because they may be more inclined towards specific distinctiveness
of the Smart City contingent upon the target migrant populace-case in point being the
people in their post-retirement phase or the ones in search for a better higher education
varsity.

Second, the perceived identification and sense of belongingness of the people may
vary such that the migrants might perceive threatened or vulnerable in terms of their
personal security given the multitudinous online transactions being done by them on the
ICT Platforms. Thus, the migrants would feel uncomfortable as far as the knowledge
exchange or online commercial and non-commercial activities are concerned for want
of anonymity and confidentiality. In the words of one of the experts:

“… Brand management and control mechanisms are such that the locals as well
as the immigrants feel a sense of safety while conducting the online transactions.
Therefore, their insecurity vis-a-vis the lack of robust ICT infrastructures might
pose potential bottlenecks in influencing their decisions in terms of making the
desired move to Smart Cities.”
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Finally, there are serious concerns regarding themanagement of place branding initia-
tives by the governments given the kind of international relations which the governments
have with the other countries. There are also concerns regarding themanagement, execu-
tion and institutionalization of place branding initiatives by the government on account
of the heavy expenditure being incurred in such pursuits wherein resources-human and
technological-are required on an ongoing basis.

4.3 Barriers vis-a-vis Place Branding for Migration in Smart Cities

Primarily speaking, the barriers regarding place branding of Smart Cities catering to the
needs and aspirations of the migrants relate to the lack of sustained political will and
direction for instituting a brand management initiative. This includes the non-committal
stance of the political leaders and bureaucrats for the allocation of resource alloca-
tion for the initiatives. Picking up the messages and customization of the messages for
the migrants are challenges in themselves. Image-building is an important consider-
ation for campaign designing for Smart Cities because the migrant communities are
strongly influenced by the message content. Furthermore, the choice of the place brand-
ing initiatives-electronic or print-is a potent issue that merits attention. Government’s
disposition towards institutionalization of such brand management initiatives is likely
to be determined by a host of factors like domestic economic standing, ICT Infrastruc-
ture, motivation of the personnel and leadership apart from the extraneous conditions
involving the ties with the international leaders and coordination with the embassies.

5 Conclusion

The overall purport of the studywas to ascertain the implications and role of place brand-
ing for influencing migrants’ influx into the Smart Cities. Specifically, perspectives were
drawn from 15 experts from the academia community regarding the research question,
“What is the role of place branding on the migration propensities in Smart Cities?”.
It was inferred that there are opportunities and challenges associated with place brand-
ing vis-a-vis the migrants’ propensity towards moving into the Smart Cities. The study
sought to underline the possibilities, challenges and barriers in the context of place brand-
ing of Smart Cities with a focus on the migrants. Besides individual factors, contextual
factors also likely to impact the attitudinal disposition of the migrants. On the end of
the policy-makers, the role of place branding of the Smart Cities vis-a-vis the migrants
was also factored into account by the experts. Key inferences drawn from the expert
opinion underline the need to strategize the brand management of the Smart Cities for
securing the attention of migrants-current and prospective. Pitching forth the sustainable
and entrepreneurial images of the Smart Cities wherein the aspirations of the migrants
are realized in terms of improved quality of life and efficacious public service delivery
formats, imagery of the Smart Cities needs to be customized accordingly. Finally, it
was inferred from the perspectives of the interviewees that a sustained branding impetus
needs to be led by the governments themselves which is directed towards encapsulating
the knowledge capital in the Smart Cities which is contributory towards the economic
growth, eventually.
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As a contribution towards the extant literature on Smart Cities, the study furthers
our understanding of the impinging role of branding of Smart Cities with its ramifi-
cations for the mobility of the individuals in the Smart Cities. However, the study is
limited in its scope on account of the qualitative research approach including inter-
viewees from a specific professional background, i.e., the academic community. It is
anticipated that a broad-based focus group discussion or Delphi technique is undertaken
to solicit responses from the practitioners as well.

The study leaves implications for further research. For one, an empirical researchmay
be conducted to ascertain the manner in which the inferences drawn from the experts’
opinionmay be further validatedwith the actual or prospectivemigrants, on the one hand,
and, the government representatives, on the other hand. Contextual influences as also
the socio-demographic characteristics of the current migrants and the prospective ones
are also significant determinants of the extent to which place branding of Smart Cities
influences the individual decision-making. It is likely that there are disparities in terms
of economic standing of the migrants thereby leading to differential impact on them as
far as place branding is concerned-this is a potent research option in future. Finally, it
is warranted that a more nuanced understanding of the relevance of place branding of
Smart Cities is arrived at by drawing a comparison of the economic development of the
Smart Cities across time and space.

There are practitioner implications as well. For one, there are lessons for the policy-
makers and the designers of instruments related with place branding as to how to pitch
the campaign messages which suit the interests of the migrants as much as they do for
locale populace [57, 58]. Likewise, it is important for the governments to realize the
importance of institutionalizing its place branding initiatives with a focus on the Smart
Cities such that the influence on the locals and the migrants-current and prospective-
is strategized accordingly. Thus, policy- making for the Smart Cities needs to factor
into account the dimensions of urban development [59] for aligning them with brand
management and migration management. Finally, the causal factors for the behavioral
intention to migrate to Smart Cities need to be factored into consideration while framing
the brand management strategies of the Smart Cities.
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3. Glick Schiller, N., Çağlar, A.: Towards a comparative theory of locality in migration studies:
migrant incorporation and city scale. J. Ethn. Migr. Stud. 35(2), 177–202 (2009)

4. Foner, N., Rath, J., Duyvendak, J., van Reekum, R.: New York and Amsterdam: Immigration
and the New Urban Landscape, vol. 22, pp. 13-42. NYO Press, New York (2014)

5. Eshuis, J., Klijn, E.: Branding in Governance and Public Management. Routledge, NewYork,
London (2012)

6. Cleave, E., Arku, G.: Putting a number on place: a systematic review of place branding
influence. J. Place Manag. Dev. 10(5), 425–446 (2017)



What’s in a Brand? Place Branding and Migration in Smart Cities 357

7. IMD. Smart City Index 2023. https://www.imd.org/smart-city-observatory/home/#:~:
text=Index%20was%20published.-Smart%20City%20Index%202023,and%20Canberra%
20(3rd) (2023)

8. Albino, V., Beradi, U., Dangelico, R.M., Berardi, U., Dangelico, R.M.: Smart cities:
definitions, dimensions, performance, and initiatives. J. Urban Technol. 22, 3–21 (2015)

9. Allam, Z., Newman, P.: Redefining the smart city: culture, metabolism and governance. Smart
Cities 1, 2 (2018)

10. Kahn, M.E.: Sustainable and smart cities. In: World Bank Policy Research Working Paper,
6878 (2016). https://ssrn.com/abstract=2439699

11. Mouazen, A.M., Hernandez-Lara, A.B.: The role of sustainability in the relationship between
migration and smart cities: a bibliometric review. Digit.Policy Regul. Gov. 23(1), 77–94
(2021)

12. Pardo, N.: Conceptualizing smart city with dimension of technology, people and ınstitutions.
In: 12th Annual International Digital Government Research Conference: Digital Government
Innovation in Challenging Times, Atlanta, GA, USA. (2011)

13. Valencia-Arias, A., Urrego-Marin, M., Bran-Piedrahita, L.: A methodological model to
evaluate smart city sustainability. Sustainability 13(20), 11214 (2021)

14. Yigitcanlar, T., Kankanamge, N., Vella, K.: How are smart city concepts and technologies
perceived and utilized? A systematic geo-twitter analysis of smart cities in Australia. J. Urban
Technol. 1–20. (2020)

15. Silva, B.N., Khan, M., Han, K.: Towards sustainable smart cities: a review of trends, archi-
tectures, components, and open challenges in smart cities. Sustain. Cities Soc. 38, 697–713
(2018)

16. IMF.: Impact of migration on income levels in advanced economies (2016). https://www.imf.
org/en/Publications/Spillover-Notes/Issues/2016/12/31/Impact-of-Migration-on-Income-
Levels-in-Advanced-Economies-44343

17. Betz,M.R., Partridge,M.D., Fallah, B.: Smart cities and attracting knowledge workers: which
cities attract highly-educated workers in the 21st century? Pap. Reg. Sci. 95(4), 819–841
(2015)

18. Monachesi, P.: Shaping an alternative smart city discourse through Twitter: Amsterdam and
the role of creative migrants. Cities 100, 102664 (2020)

19. Tariq, M.A.U.R., Hussein, M., Mutti, N.: Smart city ranking system: a supporting tool to
manage migration trends for Australian cities. Infrastructures 6, 37 (2021)

20. Visvizi, A., Mazzucelli, C., Lytras, M.: Irregular migratory flows: towards an ICTs’ enabled
integrated framework for resilient urban systems. J. Sci. Technol. Policy Manage. 8(2), 227–
242 (2017)

21. Winters, J.V.: Why are smart cities growing? Who moves and who stays. Reg. Sci. 51(2),
253–270 (2011)

22. United Nations. Transforming our world: The 2030 agenda for sustainable development, New
York, US (2015)

23. Gil-Garcia, J.R., Chen, T., Gasco-Hernandez,M.: Smart city results and sustainability: current
progress and emergent opportunities for future research. Sustainability 15, 8082 (2023)

24. Belabas, W., George, B.: Do inclusive city branding and political othering affect migrants’
identification? Experimental evidence. Cities 133, 104119 (2023)

25. Govers, R.: From place marketing to place branding and back. Place Brand. Public Dipl. 7,
227–231 (2011). https://doi.org/10.1057/pb.2011.28

26. Zenker, S., Petersen, S.: An integrative theoretical model for improving resident-city
identification. Environ Plan A 46(3), 715–729 (2014)

27. Kavaratzis, M.: From city marketing to city branding: an interdisciplinary analysis with
reference to Amsterdam, Budapest and Athens. Groningen: Rijksuniversiteit Groningen.
Unpublished PhD thesis (2008)

https://www.imd.org/smart-city-observatory/home/#:~:text=Index%20was%20published.-Smart%20City%20Index%202023,and%20Canberra%20(3rd)
https://ssrn.com/abstract=2439699
https://www.imf.org/en/Publications/Spillover-Notes/Issues/2016/12/31/Impact-of-Migration-on-Income-Levels-in-Advanced-Economies-44343
https://doi.org/10.1057/pb.2011.28


358 R. Matheus et al.

28. Batten, J.: Sustainable Cities Index 2015. Arcadis 2015 (2015). https://media.arcadis.com/-/
media/project/arcadiscom/com/perspectives/global/sci/sustainable-cities-index-2015.pdf?
rev=-1

29. Falcous, M., Silk, M.: Olympic bidding, multicultural nationalism, terror, and the epistemo-
logical violence of ‘making Britain proud. Stud. Ethn. Natl. 10(2), 167–186 (2010)

30. Hollands, R.G.: Will the real smart city please stand up? City 12(3), 303–320 (2008)
31. Winter, A.: Race, multiculturalism and the ‘progressive’ politics of London 2012: passing the

‘Boyle test.’ Sociol. Res. Online 18(2), 137–143 (2013)
32. Ashworth, G.: The instruments of place branding: how is it done? Eur. Spat. Res. Policy 16(1),

9–22 (2009)
33. Belabas, W., Eshuis, J., Scholten, P.: Re-imagining the city: branding migration-related

diversity. Eur. Plan. Stud. 28(7), 1315–1332 (2020)
34. Mommaas, H.: City branding: the importance of socio-cultural goals. In: Hauben, T., Ver-

meulen, M., Patteeuw, V. (eds.), City Branding: Image Building and Building Images,
pp. 34–44. NAI Uitgevers, Rotterdam, The Netherlands (2002)

35. Lucarelli, A.: The political dimension of place branding. (PhD Thesis) Stockholm University
(2015)

36. Oliveira, E.: Place branding in strategic spatial planning. (Published PhD Thesis) University
of Groningen, Groningen (2016)

37. Jackson, T.: Interregional place-branding concepts: the role of amenitymigration in promoting
place- and people-centred development. In: Zenker, S., Jacobsen, B.P. (eds.) Inter-Regional
Place Branding, pp. 73–86. Springer, Cham (2015). https://doi.org/10.1007/978-3-319-153
29-2_7

38. Cleave, E., Arku, G., Sadler, R., Gilliland, J.: Is it sound policy or fast policy? Practitioners’
perspectives on the role of place branding in local economic development. Urban Geogr.
38(8), 1133–1157 (2017)

39. Hall, C.M.,Rath, J.: Tourism,Migration andPlaceAdvantage in theGlobalCultural Economy.
Tourism, Ethnic Diversity and the City. London, Routledge (2006)

40. Andersson, I.: Green cities’ going greener? Local environmental policy-making and place
branding in the ‘Greenest City in Europe. Eur. Plan. Stud. 24(6), 1197–1215 (2016)

41. Boisen, M., Groote, P., Terlouw, K., Couwenberg, O.: Patterns of place promotion, place
marketing and place branding in Dutch municipalities. J. Place Branding Public Diplomacy
14(2), 78–88 (2018)

42. Cleave, E., Arku, G.: Immigrant attraction through place branding? Evidence of city-level
effectiveness from Canada’s London. Cities 97, 102502 (2020)

43. DelBono,A.:More than ‘creative’: analyzing place branding strategies andChinesemigration
in the City of Prato Italy. Soc. Identities 28(5), 643–657 (2022)

44. Riezebos, R.: Position paper Rotterdam 2014. Brand values and style characteristics regarding
the marketing of the city of Rotterdam. Report by Municipality of Rotterdam (2014)

45. Gehrels, C., Van Munster, O., Pen, M., Prins, M., Thevenet, J.: Kiezen voor Amsterdam:
Merk, concept en organisatie van de city marketing. Berenschot, Amsterdam (2003)

46. Angelidou, M.: Smart cities: a conjuncture of four forces. Cities 47, 95–106 (2015)
47. Williams, A.: Tourism, migration and human capital: knowledge and skills at the intersection

of flows. In: 9th Bi-annual Meeting of the International Academy for the Study of Tourism,
Beijing (2005)

48. Jarman, N.: Migrant workers in Northern Ireland. Labour Market Bull. 18, 51–59 (2004)
49. McLaughlin, D.: Immigration helps economy’s performance. The Irish Times, 17th June,

2005, 5 (2005). https://www.irishtimes.com/business/immigration-helps-%20economy-s-per
formance-1.456875

https://media.arcadis.com/-/media/project/arcadiscom/com/perspectives/global/sci/sustainable-cities-index-2015.pdf?rev=-1
https://doi.org/10.1007/978-3-319-15329-2_7
https://www.irishtimes.com/business/immigration-helps-%20economy-s-performance-1.456875


What’s in a Brand? Place Branding and Migration in Smart Cities 359

50. Baum, T., Hearns, N., Devine, F.: Place branding and the representation of people at work:
exploring issues of tourism imagery and migrant labour in the Republic of Ireland. Place
Brand. Public Dipl. 4, 45–60 (2008)

51. Torkington, K.: Place and lifestyle migration: The discursive construction of ‘glocal’ place-
identity. Mobilities 7(1), 71–92 (2012)

52. Doringer, S.: The problem-centered expert interview’. Combining qualitative interviewing
approaches for investigating implicit expert knowledge. Int. J. Soc. Res.Meth. 24(3), 265–278
(2021)

53. Maylor, H., Blackmon, K. Huemann, M.: Researching Business and Management. 2nd edn.
McMillan Education, UK (2017)

54. Saunders, M., Lewis, P., Thornhill, A.: Research Methods for Business Students. Prentice
Hall, Harlow (2007)

55. Nadeau, J., Olafsen, A.H.: Country image evaluations and migration intentions. Place Brand.
Public Diplomacy 11, 293–308 (2015). https://doi.org/10.1057/pb.2015.8

56. Jha, P.P., Iqbal,M.A.: A perspective onmigration and community engagement in Smart Cities.
In: Ahmed, S., Abbas, S.M., Zia, H. (eds.) Smart Cities—Opportunities and Challenges.
LNCE, vol. 58, pp. 521–526. Springer, Singapore (2020). https://doi.org/10.1007/978-981-
15-2545-2_43

57. Mapitsa, C.B.: Mıgratıon governance as place making: South African experiences. J. Place
Manag. Dev. 12(3), 391–407 (2019)

58. Kavaratzis, M., Hatch, M.J.: The dynamics of place brands: an identity-based approach to
place branding. Theory Mark. Theory 13(1), 69–86 (2013)

59. Sokolov, A., Veselitskaya, N., Carabias, V., Yildirim, O.: Scenario-based identification of key
factors for smart cities development policies. Technol. Forecast. Soc. Chang. 148, 119729
(2019)

https://doi.org/10.1057/pb.2015.8
https://doi.org/10.1007/978-981-15-2545-2_43


Comparison of the Prediction of Anaerobic
Digestion Through Different Architectures

of Neural Networks

Leandro Correa Pykosz1,2(B), Alysson Nunes Diogenes2,
and Maura Harumi Sugai-Guerios2

1 Universidade do Estado de Santa Catarina, Florianópolis, Brazil
Leandro.pykosz@udesc.br

2 Positivo University, Curitiba, Paraná, Brazil
{diogenes,maura.guerios}@up.edu.br

Abstract. In this work, multilayer perceptron and convolutional neural networks
were trained in order to model the flow of biogas, from real data obtained from a
treatment plant that uses anaerobic reactors for the treatment of domestic sewage
using as input variables the physical- chemicals: sewage flow (L/s), COD (mg/L),
TSS (mg/L) and SSV (mg/L). Based on these parameters, several simulationswere
performed in order to predict the biogas flow (Nm3/h). The simulations took place
to identify which network would present the best performance, both used the same
training criteria and the average of the results obtained with a 4–8-1, respectively
were a regression coefficient R2 = 0.90 for the multilayer perceptron and for the
convolutional R2 = 0.93 and an MSE error rate tending to zero.
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1 Introduction

The new Legal Framework for Sanitation approved in July 2020 in Brazil (Brazil, 2020)
has as one of its goals to ensure that 90%of the population has access to sewage collection
and treatment by 2033. Approximately 100 million Brazilians do not have access to
sewage collection, indicating a trend of increasing load onWastewater Treatment Plants
(WWTPs) in the coming years. This indicates the potential of these plants in biogas
production.

In Latin American countries, due to climate and economic factors, there is a lead-
ership in the use of anaerobic technology in domestic wastewater treatment (CHER-
NICHARO, RIBEIRO, et al. 2018), (SPERLING, 2016) as they require fewer financial
resources than aerobic reactors for implementation and maintenance. Anaerobic reac-
tors are one of the most commonly used technologies for the biological degradation of
organic matter in WWTPs, and biogas is one of the byproducts generated after treat-
ment, consisting mainly of methane, a flammable, odorless, and colorless compound.
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The production of biogas dependsmainly on the composition of the influent sewage, con-
stant temperature, and operational characteristics of the biological reactor (Chernicharo,
2016).

Brazil has 1,373 WWTPs that use anaerobic reactors, representing the largest park
of anaerobic reactors in the world (Brazil, 2020). However, in Brazil, the plants were
not designed for biogas recovery for commercial purposes; typically, the gas is directed
to open burners where it is partially destroyed. However, studies show that it is possible
to utilize biogas for thermal or electrical energy generation (Bilotta and Ross, 2016),
(Sperling, 2016) (Filho, Lima, et al. 2018). Currently, WWTPs that have infrastructure
for biogas collection simply burn the gas to avoid health risks (Rosa, Lobato, et al. 2016)
since methane is a greenhouse gas with a global warming potential 32 times higher
than that of carbon dioxide generated after its combustion (Intergovernmental Panel on
Climate Change (IPCC), 2023). It is necessary to consider sustainability in WWTPs,
the energy utilization of the generated byproducts, so that with minimal investments,
it is possible to promote economic and environmental equity within the plant, making
the treatment process sustainable and environmentally friendly, creating a sustainable
future.

With the world in the midst of the first global energy crisis triggered by the Russian
invasion of Ukraine, the European Union intends to increase its participation in the
construction of a “future-proof” energy system by investing in renewable energies such
as biogas and hydrogen (International Energy Agency, 2022).

The European Union has been seeking ways to reduce its energy dependence on
Russian imports and has supported the expansion of biogases, with a projected annual
growth of 35%,with an estimate of producing over 1 billion cubicmeters of low-emission
gases such as hydrogen, biogases, and synthetic methane by 2050, which corresponds to
almost one-third of the total gas fuel demand consumed (International Energy Agency,
2022).

Among the European Union countries, Germany leads in the potential for biogas
generation. Approximately 40% of the WWTPs that receive population sewage uti-
lize biogas to generate electricity and heat (Federal Ministry for Economic Affairs and
Energy, 2018).

Most of the wastewater treatment plants in Brazil do not have electronic sensors
that measure and monitor biogas production. This equipment is usually imported and
expensive, and it is not enough to just acquire them; they need to be calibrated and
frequently monitored. Therefore, considering the reality of WWTPs where investments
are not always sufficient to equip them with electronic monitoring equipment, a com-
putational model would allow greater control over the generated biogas so that it has
a high calorific value, making its use viable. The computational model is an emerging
alternative that brings prediction and optimization capabilities to anaerobic digestion
systems (Kana, Oloke, et al. 2012).

Another recurring situation in the ETE’s is that some of the dominant variables of the
reactors that influence their performance, needed to control their control, are difficult to
measure, such as BOD. To complete its analysis, it takes five days of sample incubation
(Kim, Ko, et al. 2006), which makes it difficult to make a decision to interfere or not in
real -time treatment, because when receiving the result of the material Analyzed, it is no
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longer in the season and biogas has already been produced, imposing the interference in
that product already generated with attitudes such as changing the pH, temperature or
even the amount of organic matter. Thus the manager cannot accurately evaluate if the
byproduct that will be produced, such as biogas, will have an ideal composition, with
high concentration of methane.

This research aims to make WWTPs sustainable by indicating the possibility of
proactive control of biogas, a step towards sustainableWWTPs, where the plant byprod-
uct, biogas, can be controlled and consequently commercialized or used within the plant
to generate revenue, rather than just expenses, as is the current reality (Rosa, Lobato,
et al. 2016).

The knowledge obtained by human experts has a degree of uncertainty that must
be mapped in artificial intelligence tools, such as neural networks, which are gaining
popularity in this modeling and in biological effluent treatment processes (Honga, Lee,
et al. 2007).

As a result, ANNs have been frequently used for prediction in the environmental
field, and in their structure, they can be divided into three parts: input layer, hidden or
intermediate layer, and output layer. The first layer corresponds to the input variables
of the system, and the last layer represents the expected output variable. The layers in
between are the hidden layers (Lauwers, Appels, et al. 2013). When the network has one
or more hidden layers between the input and output layer, it is considered a Multilayer
Perceptron (MLP).

Neural networks are composed of artificial neurons capable of performing mathe-
matical functions that are mostly nonlinear, suitable for adequately modeling biological
processes, such as wastewater treatment, due to their complexity and nonlinear behav-
ior. (Silva, Spatti, and Flauzino, 2010) define an artificial neuron as a simplified model
of biological neurons, usually nonlinear, and they collect input values and produce a
response considering their activation function.

The activation function is necessary to introduce nonlinearity to the network.Without
this function, the hidden layers do not become as powerful. In the works addressed in
this study, most authors used the sigmoid activation function, with variations such as
tan-sigmoid. These activation functions are generally preferred over threshold activation
functions because threshold functions are difficult to train due to the nonexistence or
zero gradient, making it impossible to use backpropagation or more efficient methods
(Kusiak andWei, 2012). Multiple activation functions were used, and the best results for
the activation function of the hidden layer, i.e., with the lowest validation errors, were
the tan-sigmoid function. In his book (Haykin, 2009), confirms that the most common
type of activation function applied is the sigmoid function. (Beltramo, Ranzan, and
Hinrichs, 2016) affirm that the sigmoid function, when applied to the hidden layer,
provides computational flexibility compared to linear regression methods, allowing for
better performance and more accurate prediction of the desired variable.

The choice of neural networks was not arbitrary, as their use is widely found in the
literature applied to nonlinear multivariate bioprocesses and environmental processes,
such as anaerobic reactors, as they are powerful tools for predicting and optimizing
biological processes (Waewsak, Nopharatana, and Chaiprasert, 2010) (Garlapati and
Banerjee, 2010).
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The objective of this article is to demonstrate that the anaerobic digestion process
can be effectively modeled with convolutional neural networks and that its results are
superior to multi-layer perceptron networks.

2 Materials and Methods

Ensuring efficient, parameterized, and high-performance sewage treatment is directly
linked to the use of technology. It is not possible to guarantee total efficiency in the
process by periodically collecting and analyzing samples in the laboratory. By the time
this process is completed, the sewage has often already undergone treatment and been
discharged into receiving bodies. However, with the application of technology, real-
time control can be achieved, facilitating decision-making and necessary adjustments to
maximize the treatment process.

The data for this study were collected at the Padilha Sul Wastewater Treatment
Plant, located in Ganchinho neighborhood, Curitiba, Paraná, Brazil. The plant has been
in operation since 2002 and currently operates at a flow rate of 319 L/s. It has a complete
treatment system, including six Upflow Anaerobic Sludge Blanket (UASB) reactors,
each with a nominal capacity of 70 L/s (Ross, 2015).

The implementation phase began with the formatting of the database, inserting the
data relevant to this study. These data were based on pre-existing research by (Paula,
2019), who conducted tabulation in a laboratory under controlled conditions in their
dissertation, and (Hernandez, 2019), who collected data from electronic sensors in a real
scenario at the treatment plant in their thesis.

The database was formatted and normalized to allow the programming language to
capture the information in a way that the data complied with a scaled interval, ranging
between zero and one. This normalization process enabled the neural network to be
trained and subsequently validated and tested using the obtained results.

Upon analyzing the database, the presence of periodic behavior in the observed data
was identified, as shown in Fig. 1. It was observed that the biogas flow exhibited a similar
behavior to the Chemical Oxygen Demand (COD) with an approximate 3-h delay. This
behavior was also observed when comparing the sewage flow to the biogas flow, which
exhibited a periodic behavior of 1 h, as shown in Fig. 2.

The periodic behavior observed in the relationships described indicates the presence
of time series, which are collections of observations occurring over time and involving
the relationship of at least one data point in the series with its preceding data points. In
other words, there is a temporal relationship, where an element is related to its previous
elements. Time-delay neural networks (TDNNs), also known as one-dimensional con-
volutional neural networks (CNNs), can capture these temporal relationships (Povey,
Cheng, et al. 2018). The determination of the number of delays, i.e., how many previous
data points impact the current data point, is flexible and should be adjusted for each
dataset. In such systems, the data is no longer a set of independent samples but becomes
functions of time.

According to (Haykin, 1998), incorporating time into a neural network can be
achieved through an implicit representation. For example, the input signal is expressed
in the same way, and the sequence of weights for each neuron connected to the input
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Fig. 1. Periodic behavior of COD (Chemical Oxygen Demand) vs. Biogas.

Fig. 2. Periodic behavior of sewage flow vs. Biogas.

layer is convolved with a different input sequence. This way, the temporal series of the
signal is embedded in the network’s structure.

Another relevant aspect is the presence of seasonal phenomena, which occur regu-
larly at specific time intervals. Inwastewater treatment plants, this phenomenon is closely
related to population behavior, such as bathing times and the time it takes for material to
reach the treatment plant from the sewer network, in addition to the configuration and
structure of the pipes and networks (Hernandez, 2019).
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To use temporal networks, it is necessary to consider the temporal information from
the available past as part of the input data. This concept is referred to as memory. By
doing this, the network becomes dynamic as it utilizes the output data from the neuron
as input information. In other words, the network’s output becomes a temporal function.

3 Training and Testing

Training and testing were conducted on a notebookwith an Intel(R) Core(TM) i5-8250U
CPU @ 1.60 GHz 1.80 GHz processor, 8 GB of RAM, and PyCharm version 2022.2.3.

The implementation of each algorithm began with reading and storing the data in
matrices in memory. Subsequently, the data was normalized, and the training process
was performed using the necessary parameters. One of the key parameters is the loss
function, which was set to mean square error (MSE) for optimization in all topologies.

In all simulations, regardless of the topology, the network yielded the best results
when using 80% of the data for training and 20% for testing. This ratio was standardized
across all topologies, and the selection of training and testing datawas done randomly and
automatically using the training algorithm within the PyCharm programming language.

Due to the random nature of the input data for each training run, the output results
also vary. To mitigate biases, the results presented in the tables are an average of 10
executions, providing greater reliability to the reported rates.

3.1 Training of the Multi-Layer Perceptron (MLP) Neural Network

The trained MLP neural network consists of an input layer with 4 inputs: sewage flow,
COD, SST, and SSV. It also includes a hidden layer with a varying number of neurons,
ranging from 2 to 16, and an output layer representing the sewage flow. During the
training process, the number of neurons in the hidden layer was adjusted, starting from
2 and exponentially increasing up to 16 neurons.

The objective of the simulations was to find the model with the highest convergence
and an error approaching zero, indicating the ability to estimate values close to the real
data at all stages of training. The criteria for evaluation remained the same regardless of
the number of neurons.

The results of the simulations are presented in Table 01, where it was observed
that poor results were obtained with a small number of neurons, indicating underfitting.
Conversely, when an excessive number of neurons was used, overfitting was observed
(Table 1).

Table 1. The results of R2 (coefficient of determination) and MSE (mean squared error) for the
training

RNA (2) RNA (4) RNA (8) RNA (16)

MSE 2.26E−04 3.11E−05 4.88E−04 1.41E−04

Averange R2 0.31 0.61 0.90 0.78
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Considering the results from Table 01, the performances obtained by varying the
number of neurons in the hidden layer, 8 neurons was the topology with the most sat-
isfactory indices, showing a high correlation index ranging from 0.61 to 0.92, with an
average R2 = 0.90 as a value approaching zero for MSE = 4.88E-04. The scatter plot
presented in Fig. 3 shows points that are close to the line, indicating the approximation
of the predicted data to the real data. These results are suitable for a neural network, as
can also be observed in Fig. 4, which demonstrates point by point the real and predicted
data.

Fig. 3. Prediction of biogas flow for R2 = 0.87.

By observing the best result with 8 neurons and in order to confirm it, the network
was trained with 7 and 9 neurons to identify the exact point with the best relationship.
However, the average result with 7 neurons was R2 = 0.62 and MSE= 4.88E-04, while
with 9 neurons, it obtained an average R2 value of 0.86 andMSE= 1.59E-04, confirming
the superiority of the configuration with 8 neurons.

3.2 Convolutional Neural Network Training–CNN

ApplicationswithCNNdates from1990, but they stayedmanyyears “forgotten”when, in
2012, they resurfaced in the image-NET photographs competition, bringing spectacular
results. This success caused a revolution in the area of computational vision, which can
be observed to the present day and which was one of the motivations of this work, in the
sense of the technology in the prediction of nonlinear behaviors of the biological reactor,
because, besides the Temporal standards related to process seasonality, there is the time
of hydraulic detention within the reactor, characteristic that can generate positive results
in its application.
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Fig. 4. Comparison of predicted results with actual data.

The choice of CNN is due to the fact that the periodic behavior of the COD and
the flow of sewage has temporal characteristics, and it is an evolution of the MLP
network, which has been successfully used in various AI applications, with consolidated
implementation on the platforms of development, which guarantees ease of support to
the code.

Due to the temporal aspect involved in the biological process ofwastewater treatment,
as shown in Fig. 1 and 2, where a periodic behavior of the data can be observed, the
application of a neural network model capable of handling such situations was chosen,
which motivated the testing using convolutional neural networks (CNN).

The CNN model, similar to the previous one for comparison purposes, had the
number of neurons in the input layer set to four, which were: wastewater flow, COD,
SST, and SSV. The remaining values of hidden layers and neurons remained the same
for an equivalent comparison.

During the training phase, the number of neurons in the hidden layer was varied,
starting from 2 and exponentially increasing up to 16 neurons. It was observed that
the results were significantly worse compared to the MLP network, both with a small
number of neurons, which could be characterized as underfitting, and with an excessive
number of neurons, which led to overfitting.

The results of varying the number of neurons in the hidden layer are presented in
Table 8, where it can be observed that the lowest error rate and the highest degree of
correlation were achieved during training with 8 neurons in the hidden layer (Table 2).

It can be observed that the results obtained using convolutional neural networks
(CNN) are superior compared to using the MLP neural network. Figure 5 presents
the scatter plot of the CNN (8), which showed the best result among the performed
simulations, achieving an R2 of 0.96 and a series of excellent results. In Fig. 5, the
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Table 2. Results of R and MSE for the training stages of the CNN.

CNN (2) CNN (4) CNN (8) CNN (16)

MSE 8.21E−04 1.54E−03 2.08E−04 8.06E−06

Average R2 0.77 0.82 0.93 0.32

points close to the line indicate the approximation of the predicted data to the real data.
These results are suitable for a neural network, indicating the success of the application.

Fig. 5. Prediction of biogas flow for R2 = 0.93.

In Fig. 18, it is possible to observe the proximity of the lines on the graph between the
predicted and real data. The values are plotted in a non-normalized manner to facilitate
the identification of real values that had greater disparity. When plotted in a normalized
scale, the values are modified to fit the scale. By identifying the outlier points, an attempt
was made to analyze the data to identify any abnormal behavior that could explain the
lower accuracy of the prediction. It was found that peaks that deviate from the data
pattern were cases of less accurate prediction (Fig. 6).

In order to determine if 8 neurons were indeed the best option, simulations were
conducted with 7 and 9 neurons. The results obtained were as follows: for 7 neurons,
the average R2 was 0.54 and MSE was 7.32E-04, while for 9 neurons, the average R2

was 0.73 and MSE was 1.49E-03. These results demonstrate that the simulation with 8
neurons had the best average performance.
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Fig. 6. Comparison of the predicted and actual values in a non-normalized scale.

4 Results and Discussion

The set of results obtained indicates that convolutional neural networks (CNN) outper-
formother simulations,making theman excellent topology and technology for predicting
the biological behavior of treatment plants.

Among the results obtained in the simulations presented in this chapter, the highest
efficiency was achieved by the CNN with 8 neurons, referred to as CNN (8). It obtained
an MSE of 2.08E−04 and the best average R2 value of 0.93. This indicates that for the
four input variables applied, the best convergence of results and prediction occurred with
8 neurons. It is important to note that even in simulations without CNN, the best result
was also obtained with 8 neurons in the hidden layer, with an MSE of 4.88E−04 and
the best average R2 value of 0.90. This suggests that this quantity best represents the
abstractions of the model, ensuring that the predicted results closely approximate the
real sample results.

Regarding the performance improvement in traditional MLP neural networks (RNA
T), increasing the number of neurons exponentially resulted in the R2 value doubling
with each implementation until reaching a peak at 8 neurons, after which it started to
decline. In contrast, with convolutional networks, the improvement was more gradual,
with a close to 10% increase at each stage until reaching the best result with 8 neurons,
at which point it started to decline.
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5 Conclusions

This study aimed to apply computational models, compare and analyze the results. It
is not possible to assert a well-defined pattern for the applicable models in solving the
problem at hand, as models are constructed for various purposes and with different
datasets and variables. Therefore, techniques that are suitable for one application may
be inadequate for another, as evidenced throughout the study.

Secondly, this study aims to raise awareness among treatment plantmanagers regard-
ing the usefulness of adopting artificial intelligence as a tool for supporting and develop-
ing sustainability and environmental management in sanitation. This study aligns with
the objectives established in the sanitation framework in Brazil and can also assist in
the development of treatment plants worldwide, promoting a sustainable and environ-
mentally friendly business model. However, this requires the collection of experimental
data from various regions of Brazil and potentially from other countries to construct
models suitable for the respective climates and environments found in large countries
like Brazil.

The implementation of prediction models in treatment plants can serve as a change
in the biodigestion process, as it aids managers in decision-making and allows real-time
intervention in the process, thereby increasing the efficiency of biogas production. Con-
sequently, this promotes the use of biogas as an energy source in potential cogeneration
systems implemented in the plants or its purification and commercialization.
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Abstract. Sweden is practically becoming a cashless society and possesses a
clear sign of future competitiveness in cashless payment which has a wider impact
on businesses and society at large. However, according to the existing research,
there is a lack of comprehensive understanding of how this cashless society has
shaped up and how such competitiveness can be sustained over time. There has
been much research on consumer adoption of cashless payment systems, but the
research on adoption by merchants is scant. Thus, considering the critical role
they play in the cashless payment ecosystem, this study aims to understand the
factors influencing the adoption of cashless payment systems from Swedish mer-
chants’ perspective. The study used qualitative thematic analysis to identify seven
factors: convenience, cost, trust, risks, norm, regulation, and customer preference.
The findings contribute to limited knowledge of cashless payment systems in the
context of Sweden and can be transferable to other countries.

Keywords: Cashless Payment Systems · Adoption Factors · Swedish
Merchants · Thematic Analysis · Cashless Society

1 Introduction

The advent of financial technology and the widespread use of the internet have pre-
cipitated a paradigm shift in business transactions towards electronic-based operations.
Over the past decade, there has been a significant decline in the utilization of cash as a
payment method [1]. The concept of cashless societies is gaining traction, and we are
witnessing an increasingly growing trend in cashless transactions [2]. A cashless pay-
ment is defined as any electronic or digital transaction conducted without the exchange
of physical currency such as coins or paper money [3]. These cashless payment sys-
tems encompass the digital mediums or technologies employed by both the payer and
payee to facilitate transactions [4]. These systems can be broadly classified into sev-
eral categories including card payments, electronic payments, mobile payments [5], and
cryptocurrencies [6].

The transition towards a cashless society is an emerging trend and plays a pivotal
role in the global economy. The adoption of cashless payment systems yields numerous
benefits, which are directly correlated with economic growth [7, 8]. The previous decade
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haswitnessed anunprecedented growth rate in the volumeof global cashless transactions.
For instance, in 2018 and 2019, the number of global non-cash transactions increased by
nearly 14%, reaching a total of 708.5 billion transactions. This growth rate is the highest
recorded in the past decade [9]. Moreover, the COVID-19 pandemic has catalyzed a
shift towards cashless transactions as countries sought to mitigate the risk of infection
associated with handling cash [10].

Existing studies show that, apart from being convenient, fast and cost-effective, cash-
less payment systems help in reducing suspicious transactions of money, circulating fake
currency, and combating money laundering to crack down on organized crime [11, 12].
Although the academic communities have paid increased attention to the adoption of
cashless payment systems (e.g., cryptocurrencies, mobile payments) by consumers [6,
13–15], the research on adoption by merchants is scant [12, 16]. Arvidsson [1] empha-
sized that one aspect of payment research which has been largely ignored is merchant
adoption.However, the cashless payment is crucial for the interactions between bothmer-
chants and consumers [17, 18]. Therefore, there is a strong need to understand the factors
influencing the adoption of cashless payment systems from merchants’ perspective.

Adoption is a concept defined as “making full use of a new idea as the best course of
action available” [19]. The adoption process is a sequence of stages through which an
individual or other decision-making unit passes from first knowledge of an innovation
to forming an attitude towards the innovation, to a decision to adopt or reject, to imple-
mentation of the new idea, and confirmation of this decision [20]. In this study context,
adoption is conceived as a concept related to the ‘use’ of cashless payment systems by
merchants. The adoption of cashless payment systems varies in terms of maturity and
penetration from country to country. In some countries, the adoption rates are marginal
[21]. In the Scandinavian countries, cashless payment systems have become standard
practice. Specifically, Sweden is spearheading the transition towards a cashless soci-
ety[22, 23]. Merchants in Sweden have the right to not accept cash from customers and
half of all merchants expect to stop cash by 2025 [1].

Given the above background, this study aims to explore the factors influencing
the adoption of cashless payment systems by merchants in Sweden. Using in-depth
semi-structured interviews and following a qualitative thematic analysis approach, the
paper aims to address the research question:What are the factors influencing merchants’
adoption of cashless payment systems in Sweden?

2 Related Research

Reviewing the literature on the adoption of cashless payment systems reveals that while
many studies are concentrating on consumer acceptance, there are relatively few stud-
ies focusing on merchant adoption [16, 24]. Among the few studies, many focus on
merchants’ adoption of a particular payment system (e.g.,mobile payment systems [24–
29] instead of cashless payment systems. The studies identify factors e.g., cost, per-
ceived risk, perceived ease of use, perceived usefulness, social influence, competition,
and complexity etc. that influence merchants’ adoption. Other related studies include
investigation on card payments e.g., [30–32] and cryptocurrencies [33–35].

Recent years have witnessed a few more research on the adoption of cashless pay-
ment systems by retail merchants e.g., [36–40]. However, most of these studies follow a
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quantitative methodology. They use a pre-existing model, e.g., the Technology Accep-
tance Model (TAM) [41] (Davis, 1989) and Unified Theory of Adoption and Use of
Technology (UTAUT) [42], to report adoption factors such as the technological, envi-
ronmental, and business characteristics related to merchants and mostly highlight the
intentions to use the system.

A small subset of research explored the adoption of mobile payment by merchants
using qualitative methodology e.g., [18, 24]. They highlighted merchants’ adoption fac-
tors such as payment processing time and cost, convenience, technology incompatibility,
and cultural and infrastructural issues. However, they followed a deductive approach and
used adoption factors taken from existing frameworks, e.g., Boateng [24] used the pre-
requisite framework of Mallat & Tuunainen [25] to study the drivers and barriers to
adoption. However, their study was limited in capturing the novelty and complexity of
a context-based payment system. Furthermore, a previous study on Swedish merchants
[1] was also conducted using a quantitative survey. Therefore, this study has the potential
to supplement previous findings by applying qualitative thematic analysis that allows
for in-depth analysis of interview data which can reveal complex patterns and themes.

The prevalence of research on payment systems varies between developed and devel-
oping countries. Notably, most publications focus on developing countries like India and
China because of the rapid growth in digital transactions [43]. This study aims to com-
plement previous research by investigating the adoption of cashless payment systems
from merchants’ perspective in Sweden, one of the developed and digitalized countries
in Europe.

3 Study Context

The context of this study is Sweden, one of themost digitalized countries in theworld [44]
which is on the verge of becoming the world’s first cashless society and has the potential
to serve as a rolemodel formany other countries [23]. The Riksbank’s (Sweden’s Central
Bank) survey on people’s payment habits in 2022 shows that nine out of ten Swedes
use the internet daily and three out of four identify themselves digitally using mobile
e-ID [44]. The usage of cash is declining, and Sweden is among the countries with the
lowest total value of banknotes and coins in circulation relative to gross national product.
Most Swedish bank branches do not accept cash, thus there is a cash revolt known as
“Kontantuppror” that calls for banks to take cash once again, particularly from lobby
groups that represent the senior population and the cash-in-transit service industry [1].
In Sweden, merchants are not legally bound to accept cash and have the right to decide
which payment systems to use. Therefore, many business stores are seenwith ‘cash-free’
signs where only cashless payments are accepted [45].

One of the most widely used payment instruments by merchants is card payments
(e.g., Visa and Mastercard) that are used in retail point of sales (POS) locations [1,
46]. As per the Riksbank, 59% of transactions were processed through card in the year
2021, out of which debit card accounts for 84%. Bank transfers make up almost 32%
of all online transactions and constitute a larger proportion of monetary value. This is
one of the preferred methods by merchants since bank transfers generally charge less
fees than cards for merchants. The other most popular payment method is the Sweden-
based mobile payment app called Swish. Furthermore, Buy Now Pay Later (BNPL) has
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become popular amongmerchants, as one of its largest companies (Klarna) was founded
in Sweden in 2005. Other alternative payment methods commonly used in the Swedish
market include digital wallets such as PayPal, Apple Pay, and Samsung Pay [47].

4 Methodology

This study was conducted by collecting empirical data from semi-structured interviews
with Swedish merchants. A qualitative thematic analysis approach was used to analyse
the collected data. This section presents the selection of participants, how the interviews
were conducted and how the data was analysed.

4.1 Selection of Participants

Participants can be any retail merchants operating in the Swedish market, and there are
many different sectors to choose from. The choice of participants is critical but should
also be impartial because any merchant irrespective of size or sector can be chosen at
random for this study. Thus, to select individuals who have the knowledge, experience, or
characteristics necessary to provide in-depth insights into the contextual factors, a purpo-
sive sampling technique was adopted which is a typical technique in qualitative research
[48]. We aim to focus on a single sector that is representative of merchants using cash-
less payment systems daily thereby providing us with rich and meaningful data that can
be used to answer our research question. Hence, seven restaurant owners were selected
for the interview based on the deeper knowledge they possess regarding their business,
business decisions and payment solutions as well as their willingness to participate and
share their experiences openly. Out of seven restaurant owners interviewed, five were
males and two were females (ages between 35 and 50), with a minimum of 5 years’
experience in running a restaurant business and were relatively knowledgeable about
cashless payment systems in Sweden.

4.2 Data Collection

This study collected data from the restaurant owners by conducting semi-structured
interviews. To determine what type of data to collect during the interview, we com-
piled literature of extant research and read online payment reports to gather theoretical
data. After a comprehensive review of the assembled literature, we developed a general
interview guide based on the existing key factors found in the literature. The interview
guide comprises broad open-ended questions related to the most frequent themes: cost,
trust, risk, convenience, and social influence. The interview guide can be found at the
following web link: https://tinyurl.com/4n43j4yt.

Using semi-structured interviews provided more flexibility and allowed us to ask
open-ended questions to gain in-depth insights into the feelings, views, and experiences
of participants about their payment systems. The interview was conducted using the
above interview guide, however, our focus was mainly on allowing participants to speak
openly and freely during the interview, as a result, following an interview guide becomes

https://tinyurl.com/4n43j4yt
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less important. All seven interviews were conducted face-to-face which allowed for
generating rich data as it enabled asking follow-up questions to their responses.

The interviews were conducted in central Sweden and audio recorded. Prior permis-
sionwas sought with awritten consent form signed by each participant. The interviewees
were sufficiently briefed about the purpose of the research and reassured of the confiden-
tiality of the recordings. Since all the interview participants are anonymous; we refer to
them as e.g., Restaurant owner 1 as R1 in the results section. Out of the seven interviews,
the first interview was used as a pilot interview, and necessary adjustments were made to
the strategies and logical flows in the second interview to align with the research objec-
tives. The interviews were conducted in English and each interview lasted for about an
hour. The recorded audio was transcribed verbatim for data analysis and the transcript
was further enriched by the field notes taken during the interview.

4.3 Data Analysis

The interview transcripts were analyzed by using qualitative Thematic Analysis (TA)
following Braun and Clarke’s [49] six-step guidelines. TA is an appropriate method
for analyzing large amounts of data and offers an accessible and theoretically flexible
approach to analyzing qualitative data [49].

As a first step, the interview transcripts were read and re-read to familiarize with
the interview data which is ‘a key phase of data analysis within interpretive qualitative
methodology’ [50]. Then, the initial list of ideas relevant to the research objectives was
noted. Additionally, the field notes were linked to relevant points within the transcripts.
Thefirst author then coded the restaurant owners’ verbatimandgenerated the initial codes
using Quirkos (a software application for text analysis). The initial coding generated 17
sets of codes that represent the meaning and patterns in the data. The other two authors
independently verified the codes and assessed the correctness of codes to minimize
the level of bias when interpreting the results. We then reassessed and re-coded the 17
generated codes into 11 sub-themes in amore researcher-centric concept [51].A thematic
map was created to help organize and order the data in a meaningful and comprehensible
manner, which in turn formed the basis of the thematic analysis.

The themes were reviewed to check if they were coherent and consistent with the
research objectives [52]. This step involves the refinement of the candidate themes iden-
tified in the earlier step. For instance, the themes that were not supported with sufficient
data extracts were discardedwhile others were collapsed into a single theme or combined
to form another theme. For example, theme ‘compatibility’ and ‘competition’ were dis-
carded because they were not supported by enough data extraction. All the collated data
extracts from interviews were reviewed and checked that they form a coherent pattern.
After that, the validity of individual themes concerning the restaurant owners’ interview
data set was ascertained and coded additional data under the themes that had beenmissed
previously via an iterative process. This indicated that the thematic analysis was going
in the right direction as this step provided a fairly good idea about different themes, how
they fit together and the overall narrative of the data. This review process established
a satisfactory set of seven refined candidate themes. After confirming the themes, they
were named distinctively to set boundaries between the data. The ‘essence’ of what
each theme was about and what aspect of the data each theme captured were defined.
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Additionally, how the themes were related to the determining factors for adoption and
how they fitted into the overall interview data had been considered. Upon establishing a
satisfactory set of themes, a comprehensive report was compiled, substantiated by evi-
dence drawn from the data. This evidence was presented in the form of illustrative quotes
extracted from the interview [48]. A detailed exposition of these themes is provided in
Sect. 5 below.

5 Findings

The thematic analysis of the interview data identified seven themes that represent the
factors influencingSwedishmerchants’ adoptionof cashless payment systems.The seven
factors are convenience, cost, trust, risks, norms, regulation, and customer preference.

5.1 Convenience

’Convenience’ is found as one of the common reasons for using cashless payments. The
restaurant owners find it easy to operate and lessen the trouble of handling small cash
changes at the counter.

“The payment goes much faster when we don’t deal with cash.We no longer collect
coins and small changes at the counter.” (R5)

“I previously used to maintain big cash safe boxes to store money. We don’t have
the hassle of keeping those boxes now.” (R1)

Restaurant owners also find the use of a cashless payment system convenient as it
helps reduce queues at the counter.

“…. Use of contactless payment system is faster. We have a ‘tap and go’ card
terminal and ‘swish’ mobile payment as well. Our new payment systems speed up
our payment process and we have less queuing at the counter during busy hours.”
(R3)

5.2 Cost

Restaurant owners are motivated by the fact that using cashless payment systems low-
ers the overall operating cost. They reported two types of cost: financial cost such as
transaction fees and subscription fees, and technological cost which is incurred in either
purchasing new payment system devices or renting and installing them at the store. They
admitted that they are encouraged by lower fees charged by their service providers.

“It is good to see thatmy payment service is getting better each yearwith decreased
hire charge compared to previous years.” (R6).

“In Sweden, we don’t have the hassle of going to the bank for cash deposits and
withdrawals for our business, everything is cashless which saves operating costs.”
(R2)
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5.3 Trust in Service Providers

The factor of ‘trust’ plays amajor role in restaurant owners’ adoption of cashless payment
systems. The owners trust the payment service providers and regulatory bodies through
which they think their sensitive data is protected and their privacy is guaranteed. They
are also aware that the payments from the accepted accounts are duly credited to their
account without alteration or leading to fraudulent activities. The restaurant owners
consider cashless payments safe and have total faith in established service providers.

“I would confidently say that the use of cashless systems in Sweden has reached
the maturity level. I fully trust the system here.” (R3)

“I’ve used the systemwithout any complaint so far. So, I don’t have any trust issues
about the service provided.” (R1)

“I trust my payment service provider who keeps customers personal data because
it is licensed and authorized by the government.” (R4)

The restaurant owners in general have a high level of confidence in cashless payment
systems provided by the service providers. Owners also view that their customers have
trust in the payment systems they use.

5.4 Risks

Cashless payment is highly dependent on internet connectivity and electricity power
supply. Although it is unlikely to occur in countries like Sweden, the majority of restau-
rant owners often highlighted the possibility of greater risks of power outage and internet
breakdown that could occur due to cyberattacks or disasters like earthquakes and storms
etc. A moment of power blackout or system downtime causes a huge loss to them as
they are unable to process payments.

“Forme, the two biggest risks I foresee are the internet shutdown and an interruption
in the electricity supply. I think these two are the potential dangers of cashless payment
systems, imagine a day without a power supply or for that matter, a day without the
internet. Things will stop working in Sweden.” (R7)

The restaurant owners mentioned that going cashless can prevent the risk of physical
theft as one does not need to carry bulk cash in hand. However, they are anxious about
identity theft - the risk of losing their system credentials and another person accessing
their account.

“I log off my system immediately after I process payment from the customer because I
worry about other people accessing my account like hackers taking control of my system
using my password and username.” (R4)

Despite the existence of laws to improve the security of cashless payments and the
verification and authentication of transactions, exposing user credentials can pose a risk.

“Security issue is a concern, although our systems are standardized and matured
enough, we still need to take good care of our BankIDs which is the door key to our
accounts.” (R5)
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5.5 Norm

Most restaurant owners have the opinion that the wider use of cashless payment systems
in Sweden is partly due to people’s lifestyles. They consider going cashless in Sweden
normal. As the use of cash for business and private purposes is declining, it is much
more normal to see the sign ‘cash-free’ at the service counters. They reported that the
cashless payment has successfully become part of their business lives effortlessly as it
has become part of the society, they live in.

“I keep minimum of cash at the counter just in case someone needs to pay in cash.
But people rarely come with cash. It’s always cashless…either by card or mobile or
other contactless mode.” (R2)

“We live in the digital age. Nobody asks us to go digital and we can’t live without it
now. It is part of our lifestyle.” (R6)

“My store is cash-free and I have no cash on me. It is the way of life now. Nobody
carries cash.” (R1)

5.6 Regulations

Most participants attributed the success of cashless payment systems to the transparent
and well-established regulations. They indicated that for a payment system to be suc-
cessful, it should be well-regulated, reliable, and safe for them to operate in the payment
market without fear of losing money.

“I haven’t experienced any fraudulent activities until now. The success of cashless
payment in Sweden is mainly because of its transparency and having clear procedures
in place.” (R4)

“The payment services are bound by firstly the European financial laws and require-
ments, and then by the Riksbank directives. The service providers are well-regulated and
certified entities…our job is only to record the transactions into the system, rest assured
by the system.” (R6)

Restaurant owners have consistently affirmed that the implementation of cashless
payment systems enhances their ability to maintain transparency and ensures adherence
to payment regulations.

“Since my payment system is connected with the tax system, I automatically fulfil
my regulatory needs.” (R3)

“I don’t need to calculate VAT now, whereas dealing with cash was troublesome, I
sometimes forget to enter the transaction into the system, particularly during busy hours
and get into tax issues unnecessarily.” (R7)

5.7 Customer Preference

The majority of restaurant owners reported using payment methods that are demanded
by customers or frequently requested by their clients. They were interested in offering
various payment methods that suit the needs of their customers. They were aware that
offering a wider selection of payment options helped them to better serve a wide range
of people.
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“Most people pay by card or through swish. But there are a few people especially
young customers who want to pay by other mobile apps such as Apple Pay, Paypal, and
Google Pay. I make all options available to them.” (R5).

The selection of paymentmethods by restaurant owners is largely influenced by shifts
in customer behavior. They have observed that the COVID-19 pandemic has markedly
altered the manner in which their customers interact with payment systems, indicating
a change in customer preferences.

“The COVID pandemic had pushed people to use contactless payment due to health
reasons. And now the trends seem to continue. Customers like to pay by contactless
mode.” (R7)

“People turned into a cashless mode during the pandemic especially many of our
senior customers who used to pay cash, are now paying by cashless method, either by
card or mobile.” (R2)

6 Discussion

This study identified seven factors that determine Swedish merchants’ adoption of cash-
less payment systems. The findings represent the experiences and perceptions of Swedish
retail merchants who use cashless payment systems for their daily transactions. Some
of the factors identified through this study fit in with the previously established fac-
tors, while others are inconsistent with the previous findings. For instance, two adoption
factors identified in this study in the context of Swedish restaurant owners are ‘conve-
nience’ and ‘cost’ related to the benefits of cashless payment systems. This is consistent
with Boateng [24] and Moghavvemi [18] who previously found that merchants’ adop-
tion is influenced by the ‘cost’ factor since merchants are profit-oriented. They reported
the adoption factors such as reducing operating cost and transaction processing fees,
increasing sales, and improving customer satisfaction. Similarly, these studies argued
‘convenience’ as a determinant factor for merchants’ adoption of cashless payment sys-
tems that are related to themeans of decreased payment processing time and less queuing
at the cash counter. This finding is particularly relevant to retail stores as they often face
the difficulty of managing large crowds at their checkout counters. The use of cashless
payment systems eases merchants’ operating tasks at the counters by shortening the
checkout process which in turn enhances the overall business efficiency. The finding
is also in line with a study by Petrova and Wang [53] which concluded that the use of
a cashless payment system has the potential to replace cash due to its efficiency and
convenience factor.

On the contrary, the factors identified by the current study such as merchants’ trust,
risks, and norms are inconsistent with the findings revealed by the previous studies.
For instance, the recent studies on merchants’ adoption of cashless payment systems
conducted by Kumar [54] and Altounjy [55] reported variables related to merchants’
characteristics (e.g., perceived usefulness, perceived ease of use, willingness, capability,
technology readiness etc.). These differences in findings can be attributed partly to the
research traditions and methodology applied in the studies. They used a quantitative
methodology, followed a deductive approach rooted in the positivist view, and used the
pre-existing IS adoption theories to derive the factors influencing the merchants’ adop-
tion. Similarly, the findings of this study are also at odds with some of the recent studies.
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For example, Mishra [12] and Moghavvemi [18] reported the merchants’ adoption fac-
tors such as technology incompatibility and ‘lack of critical mass’, citing that merchants
cannot rely on payment systems supplied by the service providers since they are not
compatible with most of the customer devices. However, these factors do not concern
Swedish merchants as the systems from service providers are regulated, matured, and
trusted by the merchants [56], and going cashless to a large extent is determined by
their lifestyle and the way they do business. Consequently, factors such as the ‘lack of
critical mass’ are deemed irrelevant within the context of payment method selection by
Swedish merchants. Previous studies [27, 56] also showed securing customer data and
maintaining customers’ ‘trust’ as the two main adoption factors which is in line with the
current findings. However, the findings on how the merchants perceive trust and manage
data security vary. For example, in the context of Malaysia [18], merchants’ integrity
and ethics play a critical role in protecting against customer data leaks and misuse, as the
merchants themselves handle customers’ data. In contrast, Swedish merchants exhibit
minimal concern regarding customer data, as it is managed by certified service providers
via secure network systems.

Through the thematic analysis, this study unearthed seven novel contextual adoption
factors influencing Swedish merchants. The findings from this study can help poli-
cymakers (e.g., government and regulators) and practitioners (e.g., service providers)
understand how the Swedish cashless ecosystem is progressing from merchants’ per-
spective. This study also complements previous studies by exploring the adoption factors
of cashless payment systems from merchants’ perspective in Sweden. The insights gen-
erated can be transferable to other countries that aspire for a cashless society to have a
wider impact on business and the nation at large.

7 Limitation

The Thematic Analysis methodology was employed to systematically code and identify
latent themes, which were subsequently categorized as factors influencing merchants’
adoption of cashless payment systems. These adoption factors were generated abduc-
tively, indicating a potential for the researchers’ preconceived biases to influence the
theme development and data interpretation. It is plausible that our personal beliefs and
experiences may have shaped our interpretation of the data collected from restaurant
owners. However, this study mitigates this limitation to a certain extent, as the coding
process conducted by the first author was reviewed by two co-authors to minimize biases
and validate the authenticity of the findings.

8 Conclusion

This study identified seven distinctive factors that play a key role in Swedish merchants’
decision to adopt cashless payment systems: convenience, cost, trust, risks, norms, reg-
ulation, and customer preference. The findings from this study contribute towards pro-
viding a better understanding of the characteristics of a cashless society and insights on
adoption factors, from Swedish merchants’ perspective.
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This study was conducted by collecting empirical data from seven semi-structured
interviews with restaurant owners from central Sweden who were considered represen-
tative of retail merchants in Sweden. However, the findings can be further enriched by
conducting more interviews with other sectors. Future research can focus on collecting
more data frommultiple sources for triangulation to increase the validity of the findings.
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Abstract. With the increasing demand for well-being and beauty, the dental
industry has been strongly impacted in recent years. Consequently, companies
in the dental implant production sector have needed to adjust their production
volumes, sales, and product availability to meet market demand. Therefore, opti-
mizing their product distribution network is essential to ensure timely delivery
and customer satisfaction.

To achieve this performance, several aspects are taken into consideration, such
as the strategic choice of the company’s distribution center locations, the quantity
of these centers, and the target clientele for each. This study proposed a new
strategic point for the distribution of Neodent’s products, based on the location
of the company’s candidate stores to become distribution centers. To this end,
data on the distance and location of the company’s stores, provided by Neodent,
were compiled and implemented in the OpenSolver add-in for Excel, using the
p-median mathematical model for facility location problems.

The results obtained through this tool proved to be valid, as they met both the
overall and specific objectives of the study. They also demonstrated a significant
cost-saving in the total road transport distance covered by the company’s logistics
department.

The aforementioned challenges are particularly relevant to supply chain man-
agement. As the dental industry continues to face increased demand, optimizing
distribution strategies has become a central concern for companies. It is crucial
for them to ensure customer satisfaction and keep up with the growing demand
for their products.

Keywords: Dental Implants · Supply Chain Management · Beauty and
Well-being Industry

1 Introduction

The COVID-19 pandemic has had varying impacts on different sectors of the economy,
with some experiencing sharp declines, while others remained stable or even found
opportunities to grow amid the crisis [1]. The well-being and beauty industry is a prime
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example of a sector that maintained high growth rates, largely due to the increased focus
on self-care during periods of social isolation. This trend towards self-care has also
extended to other segments, such as dental aesthetics, which was traditionally centered
on oral health.

The Brazilian Association of Medical, Dental, and Hospital Industry, approximately
2.4 million dental prosthesis procedures and 800 thousand dental implant procedures are
performed in the country each year. These treatments offer dental patients the possibility
of a healthy and visually harmonious smile. As the demand for dental implants continues
to rise, the dental implant production sector faces the challenge of adjusting its production
volumes, sales, and product availability to meet market demands [2].

Contrary to what some may believe, this exponential growth has not caused dis-
ruptions in the natural flow of the sector. On the contrary, it is expected that these
numbers will continue to rise in the coming decades. In 2021, 1.28 million Brazilians
acquired dental health plans, resulting in an increase in the number of dental patients
and, consequently, a surge in dental treatments [2].

One of the significant challenges for companies adapting to increasedmarket demand
and production capacity is to ensure that the lead time, the total time each stage of the
company’s process takes for the product to reach the customer, is met within the financial
limitations involving freight and operational costs [3]. Therefore, determining strategic
points for the locations of inventory and product distribution services is essential to
ensure efficient and effective delivery processes by optimizing variables such as time
and cost [4].

The efficiency of customer order fulfillment, understood here as the level of service
efficiency, is directly related to the time it takes for the company to deliver products to
the customer’s hands. Thus, various factors must be taken into consideration, such as
geographical location, freight and operational costs, proximity, and delivery volumes
[5].

In this context, the present work applies the p-median method to achieve its main
objective of identifying among the “p” known facilities the point that minimizes the
delivery costs of a specific demand to the “n” points. This involves calculating the
sum of all distances traveled from each point “n” to the nearest “p” facility, resulting
in the objective function value that needs to be minimized [6]. The primary question
this study seeks to answer is: Which of the existing brand facilities in Brazil would
best serve the other 16, minimizing freight and operational costs while meeting agreed
delivery times? The overall objective is to apply the p-median method to locate a new
distribution center for a dental implant company to reduce delivery time to customers. To
achieve this objective, the following steps were taken: Mapping the process, proposing
a facility location solution for the logistics process, gathering necessary data on the
problem, analyzing the results obtained, and comparing the model’s results with the
current scenario.

2 Methodology

The initial step involved a stakeholder meeting to define the research problem collab-
oratively. Key personnel from the organization participated in a brainstorming session
to identify a specific research focus that aligned with the organization’s current needs.
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This participatory approach ensured that all relevant ideas were considered, leading to
a consensus on the most pertinent research topic.

To propose an effective facility location solution, a thorough literature review was
conducted. This involved exploring various mathematical models known for addressing
facility location problems. The research team relied on the Scopus database to gather
relevant scholarly articles and studies, ensuring the proposed approach was in line with
established methodologies and best practices.

To gain a comprehensive understanding of the distribution process at Neodent, the
team performed process mapping and identified key issues. This involved analyzing
the process flow and interrelationships among distribution sub-processes, utilizing the
BPMN (Business Process Model and Notation) methodology to present the process
clearly to the reader. Identifying bottlenecks and inefficiencies within the distribution
process was essential to developing an optimized facility location solution.

The next step involved proposing a facility location model based on the findings
from the literature review and process mapping. The classic combinatorial optimization
model known as the p-median problem was chosen and adapted to suit the specific
business context of Neodent. This model addressed the objective of proposing a facility
location solution for the logistics process, focusing on minimizing costs and improving
efficiency.

To ensure the effectiveness of the proposed model, comprehensive data collection
was carried out. The research team engaged in meetings and exchanged emails with
stakeholders to gather all necessary information for the application of the chosen math-
ematical model. The collected data was compiled and organized using Excel, creating a
robust database for subsequent use in the model.

The proposed facility location model was then implemented using the collected
data to optimize facility locations. The model considered factors such as geographical
distribution, freight costs, and delivery volumes, aiming to enhance the efficiency of the
distribution process.

To validate the model’s effectiveness, a thorough comparison was made between the
results obtained from the proposed facility location model and the initial problematic
scenario at the company. This comparison allowed for a clear assessment of the model’s
impact on the distribution process, demonstrating its potential to address the identified
issues effectively.

Throughout the research process, ethical considerations were of utmost importance.
The research teamensured the confidentiality anddata protection of sensitive information
obtained from the company and stakeholders. Furthermore, the proposed facility location
model aimed to optimize efficiency without compromising the well-being of employees
or customers.

Finally, the research outcomes and implementation of the project were presented
to stakeholders at various stages of the study. This ensured alignment with stakeholder
needs and expectations andprovided anopportunity for valuable feedback andvalidation,
ensuring the final product of the research met the requirements and objectives of the
stakeholders.



388 M. C. Gonçalves et al.

3 Theoretical Background

3.1 Supply Chain Management

Supply Chain Management (SCM) is a critical aspect of modern business operations,
encompassing the planning, coordination, and control of the flow of goods, services,
and information from the initial raw material sourcing to the final customer delivery
[7]. In today’s highly competitive and globalized marketplace, efficient and effective
SCM plays a pivotal role in enhancing an organization’s competitiveness, customer
satisfaction, and overall profitability. By optimizing the entire supply chain, companies
can streamline processes, reduce lead times, minimize inventory levels, and improve
overall responsiveness to customer demands [8, 9].

Effective SCM involves the integration of various elements, including suppliers,
manufacturers, distributors, retailers, and customers. This integration requires seam-
less information sharing and collaboration among all stakeholders, which can be facili-
tated through advanced technologies and communication systems. Key components of
SCM include demand forecasting, inventory management, production planning, logis-
tics, and distribution [10]. Implementing the right SCM strategies and methodologies
enables companies to achieve cost savings, improve service levels, and gain a competitive
advantage in the market [11].

For the well-being and beauty industry, particularly in the context of dental implant
production and distribution, SCM plays a crucial role in ensuring timely and cost-
effective delivery of products to meet the rising customer demand. As companies like
Neodent expand their operations to cater to increasing market needs, optimizing their
supply chain becomes imperative to remain competitive and deliver superior customer
experiences. In this regard, the application of the p-median problem can provide valuable
insights into strategically locating facilities to minimize distribution costs, reduce lead
times, and enhance overall logistics efficiency.

3.2 The P-Median Problem

The p-median problem is a classical combinatorial optimization problem widely studied
in operations research and facility location literature. The central objective of this prob-
lem is to identify “p” locations from a given set of facilities to serve “n” demand points
in such a way that the total distance (or cost) between each demand point and its assigned
facility is minimized. The p-median problem has diverse applications, including facility
location decisions, network design, and supply chain optimization [12].

In the context of the dental implant production industry, solving the p-median prob-
lem can have significant implications for enhancing the efficiency of the distribution net-
work. By strategically locating distribution centers (facilities) based on demand patterns,
geographical coverage, and transportation costs, companies like Neodent can optimize
their delivery processes and reduce overall logistics expenses. The p-median problem
offers a powerful framework to allocate resources efficiently, streamline supply chain
operations, and meet customer expectations promptly [6].

Various methodologies and algorithms have been developed to tackle the p-median
problem, ranging from exact optimization techniques to heuristic and metaheuristic
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approaches. Researchers have explored mathematical programming models, such as
linear programming and integer programming, as well as metaheuristic methods like
genetic algorithms and simulated annealing. Each approach offers unique advantages in
terms of computational efficiency and solution quality, and the choice ofmethod depends
on the problem size, complexity, and available computational resources [12].

By integrating the principles of SupplyChainManagementwith the solutionmethod-
ologies of the p-median problem, companies in the dental implant production sector can
gain a competitive edge by optimizing their distribution network [13]. The combination
of efficient SCM practices and the strategic placement of facilities through the p-median
problem can lead to reduced costs, faster delivery times, and enhanced customer satis-
faction [14, 15]. As the industry continues to grow and evolve, leveraging these advanced
optimization techniques becomes crucial for companies like Neodent to remain at the
forefront of the market and fulfill the increasing demand for their products.

4 Application of the P-Median Mathematical Model

4.1 Process Mapping

Using the graphical BPMN tool, which is specifically designed for process flow visu-
alization, a comprehensive mapping of the logistics process in the analyzed company,
Neodent, was conducted regarding the national distribution of their products to their 17
sales points spread across Brazil. The following figure (Fig. 1) represents the process.

Fig. 1. Company current process.

As depicted in Fig. 1, the distribution process of the company involves four main
stakeholders: the logistics department of the company located in the current Warehouse
in Curitiba, Paraná; a secondary distribution center in São Paulo; the existing brand
stores throughout Brazil (totaling 17); and the transportation companies.

In the case of Neodent, the transportation companies responsible for product trans-
portation within Brazil are not fixed service providers. In other words, Neodent does
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not rely on a single, permanently outsourced service. Instead, a daily routing process
is carried out, where all routes for the following day are planned based on the volumes
allocated to each store. These routes, along with their characteristics, such as volume
and stops, are then submitted to a system. Using this system, transportation companies
can view the scheduled routes and submit proposals for providing the service. Once
Neodent accepts a proposal, the chosen transportation company sends their designated
means of transport - whether it is a truck, car, or motorcycle - to Neodent’s Warehouse
in Curitiba. There, the cargo is loaded, and the vehicle follows the pre-planned route set
by the company. This way, the cargo is transported to the designated stores, where the
products are received for sale to the end customers.

By employing this process, Neodent ensures an efficient and dynamic distribution
network that meets the diverse demands of their sales points. By optimizing daily routes
and engaging multiple transportation partners, the company achieves flexibility, cost-
effectiveness, and timely delivery of products to their various outlets across the country.
The use of theBPMNmethodology offers a clear visualization of the distribution process,
enabling the identification of potential areas for improvement and streamlining of the
overall logistics operations within the organization.

4.2 Data Collection

The company currently operates 15 stores distributed throughout Brazil, in addition to 2
existing distribution centers. The cities where these 17 points are located are presented
in Table 1 below:

Table 1. List of candidate cities for facility location.

Reference number City

1 Fortaleza

2 Recife

3 Salvador

4 Cuiabá

5 Brasília

6 Goiânia

7 Belo Horizonte

8 Bauru

9 Campinas

10 São Paulo Showroom

11 São Paulo HUB

12 Rio de Janeiro

13 Maringá

(continued)
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Table 1. (continued)

Reference number City

14 Curitiba

15 Joinville

16 Florianópolis

17 Porto Alegre

The objective is to establish a new distribution center, in addition to the two existing
ones. The current centers are located in the cities of Curitiba and São Paulo, which also
have open stores at these locations. The selection of the new distribution center must
consider the shortest distance to serve customers at the 15 stores.

For the purpose of naming the mathematical model, we will use the term “facilities”
to refer to the candidate stores that could potentially become a new distribution center.
Therefore, for a better understanding and analysis of the data provided byNeodent, it was
necessary to tabulate the distances, in kilometers, between each potential city candidate
to become a distribution center and the other stores. These distance-related data can be
observed in Fig. 2 below. Currently, the total distance covered for supplying all points
is 14,179 km.

Fig. 2. List of candidate cities for facility location.

This data collection and tabulation process is crucial for the subsequent application of
the mathematical model. By understanding the distances between each potential facility
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and the existing stores, the company can strategically determine the best location for the
new distribution center. The objective is to minimize the total transportation distance and
optimize the efficiency of the distribution network, ultimately resulting in cost savings
and improveddelivery times for the customers. The data presented inTable 1, Table 2, and
Fig. 2 provide a comprehensive foundation for the subsequent analysis and application
of the p-median problem to identify the most optimal facility location for Neodent’s
logistics operations.

4.3 The Model

In this study, we addressed the facility location problem by proposing a new distribution
center for a Curitiba-based dental implant manufacturer using the p-median mathemat-
ical model. After structuring the model, we applied it to the dataset using OpenSolver
in Excel. Our main objective was to assess the company’s current distribution network
and suggest an additional strategic point to reduce the total distance traveled, leading
to decreased transportation costs and delivery time. Through careful analysis, consid-
ering geographical distribution and distances between potential facilities and existing
stores, we aimed to find the optimal location for the new distribution center, ultimately
enhancing Neodent’s logistics operations, customer satisfaction, and overall competitive
advantage.

The company provided the total number of physical points of sale nationwide (a
set of stores) and specified that these same stores would be candidates for locating new
distribution centers (facilities). Below, Table 2 illustrates the representation of the two
sets:

Table 2. Model set and index.

Set Set Index

Stores J j

Facilities I i

The company’s product distribution is carried out through road transportation, ana-
lyzed based on the distancemeasured in kilometers from the departure point (distribution
center/facility) to its destination (store). Therefore, Table 3 represents the parameter of
distances between facilities and stores, denoted as Cij.

Table 3. Model Parameters.

Parameters Description

Cij Distance from each facility (i) to each store (j)

P = 3 3 facilities that will open
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The parameter P determines that 3 facilities will be opened from the set I described
above. This is because, with 2 facilities already having distribution centers, Curitiba
and São Paulo, these facilities are considered preselected candidates to have distribution
centers. Thus, the model should only select one additional facility.

In Table 4 below, one can observe the two sets of decision variables for the model at
hand:

Table 4. Model Variable Decisions.

Variables Description

Yi 1 if facility “i” is open, 0 otherwise

Xij 1 if store “j” is serviced by facility “i”, 0 otherwise

The variables Yi and Xij are both binary. Yi determines whether facility i will be
opened or not, while Xij indicates whether store j will be served by facility i or not.

Given the sets, variables, and parameters of themodel to be applied, themathematical
model is presented below:

min Z =
∑ ∑

CijXij

i ∈ I j ∈ J
(1)

Subject to:

∑
Xij = 1 ∀j ∈ J

i ∈ I
(2)

∑
Yi = p

i ∈ I
(3)

Xij ≤≤ Yi ∀i ∈ I , j ∈ J (4)

Yi ∈ {0, 1} ∀i ∈ I (5)

XiJ ∈ {0, 1} ∀i ∈ I , j ∈ J (6)
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Yi = 1 i = 11, i = 14 (7)

As described above, the objective function (1) aims to minimize the sum of distances
traveled from facilities “i” to locations “j.” Eq. (2) ensures that each location “j” will be
served by one and only one facility “i.” Eq. (3) restricts the number of facilities to be
opened and their respective locations based on the value of “p.” Eq. (4) represents the
facility opening, ensuring that a particular location will only be served by facility “i” if
the facility is opened. Constraints (5) and (6) indicate the binary nature of the variables,
allowing them to take only the values of zero or one. Finally, constraint (7) guarantees
that facilities denoted by numbers 11 (São Paulo) and 14 (Curitiba) will be necessarily
opened, as these cities already have distribution centers and should be considered as
preselected candidates for having distribution centers

4.4 Results Analysis and Validation

Toapply the proposedmathematicalmodel, theMicrosoft Excel toolwas utilizedwith the
assistance of the OpenSolver add-in. This add-in is widely used for testing hypotheses
and solving combinatorial optimization problems. Unlike the standard Excel Solver,
OpenSolver does not have a limit on the number of variables that can be used, allowing
for finding an optimal (maximum or minimum) value for a given formula, subject to
constraints on cell values in a worksheet.

The application of the model began with inputting all the problem data into an
Excel worksheet (Fig. 3), including the sets, variables, and constraints presented in the
work. OpenSolver was then used to find the optimal solution, ensuring that the chosen
facility locations and assignments to stores adhere to the specified constraints. The
comprehensive capabilities of OpenSolver facilitated an efficient and accurate solution
to the facility location problem, ultimately leading to enhanced logistics efficiency and
cost-effectiveness for the company.

Fig. 3. Parameters.

In addition to inputting the problem data, spaces were created to accommodate the
future results after the model’s application (Fig. 4).
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Fig. 4. Decision Variables.

The next step in the application process involved configuring the model’s parameters
within the OpenSolver add-in’s tab. At this stage, the objective was set as a minimization
function, the constraintswere defined, and the resolutionmethod chosenwasLPSimplex.
After solving the model with OpenSolver, the following results were obtained:

Fig. 5. Results obtained from set I.

The results shown in the Fig. 5 above indicate the proposed facility locations, where
the openings in 11 (São Paulo) and 14 (Curitiba) were expected since they were pre-
configured in the model. Therefore, the focus was on identifying the new facility, which
in this case is represented by the number 2, located in Recife, to support the existing dis-
tribution centers in 11 and 14. It was possible to analyze which stores would be supplied
by these three opened facilities (Recife, São Paulo, and Curitiba), aiming to optimize
the distribution network’s transportation. Theminimum transportation distance achieved
for the company’s product distribution network is 8,146 km. The results obtained from
the application of the proposed mathematical model in this study, when compared to
the company’s current transportation logistics network, are considered satisfactory as
they reduced the total distance from 14,179 km to 8,146 km. This represents a 42.5%
decrease in terms of road distance. The model suggests an optimized distribution strat-
egy for supplying the brand’s stores, achieved by opening a new distribution center in
the northeast region of the country to serve the remaining stores in that area.

Upon presenting the solution to the stakeholders, the company’s interested parties
received the results with optimism, as the study met the company’s need for initiat-
ing research for a future project of opening a new distribution center. The enthusiasm
stemmed primarily from the significant cost-saving aspect, with over 40% reduction
in distance traveled for store supply, leading to decreased lead time for final customer
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delivery, aligning with the company’s customer-centric mission. To further enhance the
results, the company suggests an additional research phase, wherein different values
for kilometers traveled in various regions of the country would be considered. This
approach would yield cost savings in monetary terms based on the proposed solution.
Analyzing the economic investment required for opening a new center becomes crucial
with this additional data, enabling the company to make informed decisions regarding
the feasibility of the project.

5 Final Considerations

The general objective of this study aimed to “Apply the p-median method in locating
a new distribution center for a dental implant company to reduce delivery time to cus-
tomers,” and this objective was achieved with the closest approximation to reality, as
real data was used for the application of the chosen method.

The present study has certain limitations that should be considered when interpreting
the results. Firstly, the impossibility of mapping the entire distribution chain of the com-
pany, as it operates in over 80 countries across 5 continents, with various transportation
modes, thus, the analysis focused exclusively on the Brazilian territory. Additionally, the
use of software for applying the chosen model, as there is no guarantee that the studied
company has access to certain tools, hence the choice of Excel, a popular tool among
companies. Another limitation is related to regulations and legal restrictions on data
sharing, as precise data such as volume, demand, and economic values are considered
confidential and could not be shared by the company. These recognized limitations offer
opportunities for future studies to delve deeper into the field.

The work has the potential to bring positive impacts and significant external con-
tributions to the applied company and the field of study. Firstly, by optimizing facility
location search through the application of the p-medianmodel in software, improvements
in operational efficiency can be achieved, potentially resulting in reduced operational
costs and resource savings. Moreover, the model’s application provides an objective and
quantitative basis for future decision-making within the company, facilitating the evalu-
ation of different scenarios, comparing options, and identifying the best solutions based
on specified criteria, such as distance. Additionally, from the results, the knowledge and
insights gained can have an impact and influence in the academic realm, contributing to
the advancement of the field of study and potentially benefiting society as a whole.

As a future suggestion, in alignment with the stakeholders of the company, imple-
menting variables for transportation costs by region would allow for financial analysis of
the study. Furthermore, it is suggested that the study initiated in this project be expanded
to other countries where the company operates, encompassing all its points of sale, thus
enabling significant financial savings and reduced delivery time to customers.
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Abstract. Urban areas worldwide are increasingly finding their way into the
Smart Cities model. As an initiative that aims to enhance the quality of citizens’
lives through the implementation of clever solutions, the success of Smart Cities
relies on the involvement of academia, the public and private sectors, as well as
society itself. Therefore, the quadruple-helix approach is considered relevantwhen
discussing Smart Cities approaches. However, the society participation becomes a
key challenge for these initiatives. The role of this actor, and its representativeness,
still requires new studies to shed light on the potential of its contributions. The cit-
izen represents an actor that, at the same time, can contribute to developing Smart
Cities and being impacted by city changes. In this early-stage research paper, the
society is approached as the citizen engagement. The authors argue that the short-
age of citizen engagement and decision-making representativeness are influenced
by organization asymmetry. The concept of organization asymmetry concerns the
disparity in organizational struc- tures among the actors within the quadruple helix
approach. Notably, three of the key actors, namely universities, government, and
businesses, are represented by formal and well-structured organizations, while the
societal component of the model lacks an equivalent level of organization, conse-
quently resulting in a loss of representative- ness. This characterization aligns with
the established concept of information asym-metry. Thus, we advocate for an app-
roach that incorporates citizens as a pivotal actor within Smart City development
plans, to promote meaningful and inclusive citizen involvement. This short paper
aims to discuss the role of citizen engagement in the development of Smart Cities,
providing a theoretical basis for describing the construct of organizing asymmetry.

Keywords: Smart City · Citizen Engagement · Organizing asymmetry

1 Introduction

Urban areas worldwide are increasingly finding their way into the Smart Cities approach.
As an initiative that aims to enhance the quality of citizens’ lives through the implemen-
tation of intelligent solutions, smart cities are created through the interaction of physical
and social infrastructure, in a social-technical perspective, as well as the use of data and
information technology. Given that this movement aims to find new solutions to address
the challenges of operating a city, it is crucial to consider the involvement of multiple
actors [1].
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Hence, the quadruple-helix approach is verily relevant when discussing Smart Cities
initiatives. This approach represents a comprehensive model of university- industry-
government-society collaboration in driving innovation [2]. Most publications on smart
cities have been addressing equal roles for these actors. However, the authors argue that
society participation does not gather a seamless integration. The low citizen engage-
ment and decision-making representativeness are influenced by organization asymmetry
turning citizen participation a key challenge [3].

The concept of organization asymmetry concerns the disparity in organizational
structures among the actors within the quadruple helix approach. Notably, three of the
key actors, namely universities, government, and businesses, are represented by for- mal
and well-structured organizations, while the societal component of the model lacks an
equivalent level of organization, consequently resulting in a loss of representativeness.
This characterization aligns with the established concept of information asymmetry.

The role of citizen, the latter being the focus of this research, still requires new studies
to shed light on the potential contributions of its participation. The society represents
an actor that, at the same time, can contribute to developing Smart Cities and being
impacted by city changes, which reinforces they have a role in discussing Smart Cities.
In this early-stage research paper, the society is approached as the citizen engagement.

Therefore, our proposal is based on accomplishing a new approach to undercover the
importance of playing the role of citizen engagement in smart city development and how
it should interact better with other actors. We advocate for the organization asymmetry
approach, that incorporates citizens as pivotal actorwithinSmartCity development plans,
to promotemeaningful and inclusive citizen involvement, thereby promoting democratic
principles and enhancing the effectiveness of Smart City initiatives.

Thus, this short paper aims to discuss the role of citizen engagement in the devel-
opment of Smart Cities, providing a theoretical basis for describing the construct of
organizing asymmetry.

2 Citizen Engagement

In recent years, the study of Smart City development has encompassed a wide range of
aspects, receiving substantial scholarly attention [4]. However, an area that has garnered
relatively limited attention in this burgeoning field pertains to the examination of citizen
engagement and the representation of their decision-making processes within the context
of Smart Cities.

As an initiative that aims to enhance the quality of citizens’ lives through the
implementation of intelligent solutions, the cooperation between citizens and munici-
pal authorities is a fundamental condition of reasonable management [5]. Moreover, the
intrinsic success of Smart City endeavors hinges on the intrinsic cooperation between the
architects and deliverers of services and the end-users of these services, under- scoring
the significance of this multifaceted interaction [6].

The quadruple-helix approach, which emphasizes the involvement of academia,
industry, government, and society, elucidates the pivotal role of society, with citizens
being the focal point of interest. Citizens are perceived as the primary agents capable of
identifying and defining urban opportunities, thereby ushering in the potential for social
inclusion and fostering a culture of learning [7].
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Given the paramount importance of citizen engagement, it becomes imperative to
devise a comprehensive method of structuring the roles of citizens, offering a systematic
approach to integrate their perspectives and contributions effectively. Such an approach
not only fosters a sense of ownership and active participation among citizens but also cat-
alyzes meaningful discussions on reshaping the city planning and management systems
in pursuit of more sustainable and citizen-centric Smart Cities. Thus, the pressing ques-
tion arises: How can we develop an inclusive and efficient tool for assessing the potential
impact of citizens on Smart City development and monitoring the fruition of their inputs
in real-time? Addressing this question holds significant promise for the evolution and
refinement of Smart Cities, empowering citizens as active co-creators of their urban
environment and advancing the collective vision of a more inclusive, technologically
advanced, and socially equitable urban landscape.

3 Research Method and Preliminary Results

As the study lies in the examination of the complex interaction inherent in the process
of smart city development, these initiatives necessitate the seamless integration of the
multiple actors. Therefore, through a holistic and relational lens, the systemic- relational
epistemological approach was adopted.

As a theoretical perspective focused on comprehending knowledge, it emphasizes the
significance of relationships among multiple actors in the generation and dissemination
of knowledge. The systemic-relational approach recognizes that knowledge is forged
and shared through interactions among multiple actors involved in the process, enabling
the identification of collaboration and innovation opportunities [6, 7].

Based on a preliminary analysis of the ongoing process, the initial stage underwent
the following interventions:

• To validate the implementation of citizens-public-private-academic partnerships for
the development of smart cities;

• To validate the role of citizen engagement for the development of smart cities;
• To identify the influence of citizen engagement in cities on the successful implemen-

tation of smart solutions;
• To understand the impact of citizen engagement promoting inclusion to stimulate the

development of smart solutions;

Initially, the case of The Program for the 4th District (+4D) in Porto Alegre, Brazil
is being studied. This city has been paying attention to the various agendas around smart
cities, being the city that first applied participatory budgeting, in 1989.

More recently, the Sustainable Urban Regeneration Program for the 4th District
(+4D) is being developed under a quadruple helix perspective supported by Pacto Ale-
gre, a covenant among the Porto Alegre City Hall, the three main universities, private
companies, and society representatives. The 4th District was the city’s manufacturing
district from 1800 to 1970; after that, companies started to move to other cities in the
metropolitan region and the countryside.As the companies left, the inter- est of the people
in living in the 4th District began to decline, and the region started to be degraded.

The + 4D program is focused on recovering the area, promoting the diversity of
us- es and activities aimed at sustainable urban development, valuing its characteristics,
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history, and identity, and at the same time attracting new business to the region, creating
jobs, and developing opportunities. During this initial phase of the study, our principal
objective is to investigate and comprehend the organization asymmetry in the + 4D
program.

The phenomenon of organizational asymmetry arises when a disparity in organiza-
tional structures is observed among the actors within the quadruple helix approach.

Therefore, we would note that the three actors, namely universities, government,
and businesses, are represented by formal and well-structured organizations, while the
societal component of themodel lacks an equivalent level of organization due to its vague
and imprecise nature as citizens, leading to a consequent loss of representativeness.

Consequently, we will note that the application of the quadruple helix concept in
smart cities presents limitations due to this issue. It poses challenges in incorporating
the societal component, as it treats society as an enigmatic entity.

In the context of innovation, the prevailing interpretation involves the three organiza-
tional actors coming together to conceive innovations that may be of interest to the fourth
actor, which is society. However, in the context of cities, this approach is deemed insuffi-
cient; instead, society must play a more integral role in the solutions. Merely consulting
or involving society is not enough; true engagement necessitates active co-creation of
solutions with society. Smart cities are intended for people, and as such, they should
provide a space for collective construction. Citizens should not merely vote on precon-
ceived projects; instead, they should actively collaborate and participate in shaping these
projects through meaningful engagement, co- collaboration, and co-implementation.

For this purpose, a research instrument for surveying important actors in the Pro-
gram for the 4th District is being prepared. This survey is important to deeply under-
stand what actors are being part of the whole steps of this program. The survey will be
applied to persons involved in all thematic axes, the sets of actions in every axis, and the
transversal projects. Aiming to support data analysis, statistical methods, including nor-
mality testing, homogeneity testing (Breusch-Pagan/Cook-Weisberg and White tests),
correlation (Durbin-Watson), and multiple linear regression using IBM SPSS Statistics
Version 2.0 software will be employed. The multiple linear regression techniques will
demonstrate the impact of the citizen engagement on smart city development through
the dependent and independent variables.

Qualitative analyses are also planned, focused on the discussions City Hall con-
ducted with the actors of the quadruple Helix, having three sources of data:

a) Results from 39 events open to the community, aiming to discuss the ideas and the
way the program was planned to be implemented;

b) Results from an online public consultation with the population, which received 116
valid responses;

c) The minutes from the private discussion by the Municipal Council for Urban and
Environmental Development (CMDUA), which is a formal governance instance for
discussing and approving acts related to the + 4D program.

Content analysis is the chosen technique for analyzing qualitative data.
Both quantitative and qualitative analyses will better achieve the goal of this research

and support new research steps.
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4 Further Work

In this ongoing/early-stage research, our aim is to systematically analyze the role of
citizen engagement in the development of Smart Cities. Therefore, our research will
develop the concept of organizational asymmetry until we arrive at testable propositions
and examine its impact on the development of smart city initiatives.

By examining how these different actors interact with each other, we pursue to un-
cover important insights for the implementation of smart city development. Additionally,
we seek to integrate the concept of organizational asymmetry into discussions about
innovation to enhance the smartness of urban areas.

Furthermore, we aim to contribute to ongoing debates about citizens’ decision- mak-
ing representativeness, promoting democratic principles. Risks of gentrification are also
on the agenda for further investigation. Our research aims to provide valuable knowledge
and insights for urban planners and other stakeholders involved in the development of
Smart Cities.
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Abstract. Municipalities worldwide face intricate challenges in promoting inclu-
sive and sustainable development, often hampered by limited internal capacity.
Trying to address these issues the Mayors for Economic Growth (M4EG) Facility,
a joint initiative of the European Union (EU) and the United Nations Develop-
ment Programme (UNDP), is devising an Urban Learning Center (ULC) seen
as an ecosystem of learning programs, knowledge management, and stakeholder
engagement to support municipalities in the Eastern Partnership (EaP) countries
(Armenia, Azerbaijan, Georgia, Moldova and Ukraine). This research investigates
how to foster capacity development in municipalities and discusses the learning
needs of local authorities’ members of the M4EG. An online survey was used to
identify the learning needs and to define the learning programs to be developed
and included in the ULC. The results of the survey reveal considerable interest
in diverse learning domains, including project management, IT skills, funding,
community engagement, and digital transformation. The ULC, an integral part
of the M4EG Facility, seeks to foster collaboration, innovation, and foresight to
address complex challenges and develop municipal capacity. By fostering inno-
vation and collaboration, the ULC aims to drive positive transformations for a
sustainable future. Future studies can be done to evaluate the ULC’s effective-
ness in strengthening public sector dynamic capabilities and promoting inclusive
growth.

Keywords: Capacity Building · Capacity Development · Dynamic Capabilities ·
Smart Cities · Urban Learning Center · Knowledge Management

1 Introduction

Municipalities are constantly looking for ways to foster economic development in an
inclusive and sustainableway.However, public authorities are facing complex challenges
and are often lacking internal capacity to deal with them. A recent study stressed the need
of strengthening the capacity ofmunicipal systems to dealwith diverse problems [1]. The
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lack of public sector capacity has been highlighted by the literature as a huge challenge
for sustainable development [2–6]. This lack of capacity includes project management
practices [7–9], lack of Information and Technology (IT) skills [10–12], among others.
Furthermore, the so called “wicked problems” faced by public sector requires innovative
approaches and the development of dynamic capabilities [13].

Considering this problem, theMayors for EconomicGrowth (M4EG) Facility, a joint
initiative of the European Union (EU) and United Nations Development Programme
(UNDP) is devising an Urban Learning Center (ULC) seen as an ecosystem of learn-
ing programs, knowledge management and stakeholder engagement, supported by an
online platform (https://www.sparkblue.org/urbanlearningcenter). The M4EG Facility
was founded through a second phase of the M4EG initiative, launched and funded by
the European Union in 2016/2017 to support Mayors and municipalities of the Eastern
Partnership (EaP) countries (Armenia, Azerbaijan, Georgia, Moldova, and Ukraine),
which represent post-soviet states that live in unstable economic, social, and political
conditions. The M4EG Facility highlights that municipalities are at the forefront of cri-
sis and opportunity, and these complex challenges require new models and modes of
thinking, going beyond sector-specific or technical solutions [14].

In view of the need of developing capacity in the public sector and on the context
of the M4EG project, this study aims to start the investigation on the following research
questions:

• How to foster capacity development and continuous education in municipalities?
• What are the learning needs of local authorities’ members of the M4EG?

The purpose of this article is to introduce the case of the Urban Learning Center as
a way of fostering capacity development in municipalities and to discuss the learning
needs of local authorities’ members of the M4EG. The ULC is being developed as part
of the UNDP M4EG Facility in partnership with Arup, EIT Climate-KIC and Tallinn
University of Technology.

This paper is organized as follows. The next section contextualizes the research
presenting the background of the M4EG Facility and a briefly conceptual overview
of capacity development and capabilities in the public sector. Section 3 explains the
methodology of this study and the process to devise the ULC, which includes a learning
needs assessment survey sent to all local authorities’ members of the M4EG Facility
(350 members). The findings are presented in two subsections. Section 4.1 summarizes
the results of the 166 responses obtained through the survey; and Sect. 4.2 introduces
the Urban Learning Center. The last section brings final considerations, limitations of
this research and suggestions of future studies.

2 Background

2.1 The M4EG Facility

The Mayors for Economic Growth Initiative was firstly launched in 2016, through the
funds of the European Union (EU), but since 2021 the EU-funded M4EG has been man-
aged by UNDP in close cooperation with the EU, local authorities, and other partners.

https://www.sparkblue.org/urbanlearningcenter
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The first phase of the project was initially created as a four-year program of the Euro-
pean Neighbourhood Policy and Enlargement Negotiations (DG NEAR) to help local
authorities in Armenia, Azerbaijan, Belarus, Georgia, Moldova, and Ukraine in their
economic growth and job creation [15].

Although the first phase of the M4EG program has increased the knowledge of the
local authorities to plan their initiatives for economic growth, they still need guidance and
capacity development. Thus, a second phase of the M4EG initiative was created, origi-
nating the M4EG Facility, a joint initiative of the EU &UNDP which aims to encourage
creative thinking about urban and local areas, with a focus on positive transformation
and future readiness.

The focus of the M4EG is on sustainable local economic development (LED) with
the ambition to “support Mayors and municipalities at local levels to become active
facilitators for economic growth and job creation by developing their capacities and
technical skills and working in partnership with their private sector and civil society”.
The project proposes to be a demonstration project of what new trajectories of growth
may look like in the EaP, and how additional financing can bemobilized at the local level.
Among the objectives of the M4EG is facilitating the network of the EaP local author-
ities to learn, test, connect, and mobilize new partnerships and funding opportunities;
introducing new ways to help addressing complex challenges faced by municipalities
as inequalities, energy transition, conflict and refugee, and test these through a learning
and iterative journey of implementing seed-funds at the local level [16].

Oneof the projects under theFacility is the development of anUrbanLearningCenter,
aiming to be a learning and exchange platform between different stakeholders. The ULC
will act as an ecosystemof learning opportunities formunicipality staff and their partners,
including learning pathways for the new generation local economic development plans
(LEDP), green and digital transition, and adaptive leadership, strategy and foresight [16].
The proposal is to have a ULC able to provide training programs, hands-on activities and
making use of innovative methods (deep listening, leadership, sensemaking, strategic
planning and foresight) [17].

2.2 Capacity Development

The concept of capacity development emerged around the 1980s and gained growing
attention around the 1990s, but it is still complex to be grasped and operationalized [18].
Starting with basic definitions, what is capacity?

Capacity is the ability of people, organizations and society as a whole to manage
their affairs successfully [19]. They can be grouped in three levels, namely Individ-
ual (improving individual skills, knowledge and performance through training, experi-
ences, motivation, and incentives); Organizational (i.e., improving organizational per-
formance through strategies, plans, rules and regulations, partnerships, leadership); and
Enabling Environment (i.e., improving policy framework to address economic, political,
environmental and social factors including economic growth, financing, among others)
[19].

Those abilities or skills are often grouped into “hard” areas (tangible and visible)
and “soft” (intangible and invisible, social, and relational, including leadership, values,
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behaviours, commitment, and accountability) areas. Furthermore, capacities can be clas-
sified according to their types, being technical capacities the ones related to one area as
for instance health, education, etc., and functional capacities the cross sector ones, which
usually refers to essential management skills that allow for planning, implementing and
monitoring and evaluating initiatives for growth [19, 20].

Capacity building is “the process of developing and strengthening the skills, instincts,
abilities, processes and resources that organizations and communities need to survive,
adapt, and thrive in a fast-changing world” [21]. Nowadays, the term capacity develop-
ment is used in preference to the traditional term capacity building aiming to give the
idea of continuous improvement and not as something that is starting or being created
from zero.

Another similar term found in the literature is Capacity for development defined
as the availability of resources (human, financial and technical) and the efficiency and
effectiveness with which societies deploy those resources to identify and pursue their
development goals on a sustainable basis [22]. In a simple terms, “capacity is the means
to plan and achieve and capacity development describes the ways to whose means”
[20]. Developing capacity is considered a process of transformation and growth and the
process is illustrated in Fig. 1.

Fig. 1. The five steps of the capacity development cycle [20]

Developing capacity is a long-term process whereas outside partners can provide
resources and facilitate the process, but it cannot be orchestrated externally, it must be
embraced and guided by the individuals and organizations themselves [18, 23].

Another distinction to be made is the difference between capabilities and capaci-
ties, explained by Kattel and Mazzucato [13] as “Schumpeterian tradition of dynamic
capabilities of the firm, and the Weberian tradition on public sector capacities to make
policies”. Talking about public sector capacity, it refers to the “set of skills, capabili-
ties and resources necessary to perform policy functions – from the provision of public
services to policy design and implementation” [24].
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Dynamic capabilities are those which support dynamic actions, or the capabilities
to anticipate, adapt and learn within and across organizations [24]. Public sector capaci-
ties revolve around the organizational structures within public institutions and dynamic
capabilities focus on skills that enable changes [25]. Accordingly, public servants need
skills and competencies that are able to face uncertainty as they often need to respond
to rapidly changing environments [26, 27].

3 Methodology

This empirical research studies the case of the Urban Learning Center for municipalities
of the Eastern Partnership under development as part of the UNDP M4EG Facility to
foster capacity development among local authorities. The data of this studywas collected
from primary and secondary sources, including research and project deliverables, project
reports, learning needs survey, and organizational websites.

The motivation behind the development of the ULC originated from the results of
the first phase of the M4EG initiative and the need of new approaches for capacity
development. As part of the project, the partners (UNDP, Arup, EIT Climate-KIC and
Tallinn University of Technology) developed a survey to map the learning needs of the
local authorities. The data collection instrument chosen was a written questionnaire, as
this method is indicated when it is necessary to collect data from a large number of
persons [28]. The purpose of the questionnaire was to map the needs and interests of
the future users of the ULC; therefore, the results of the survey were used to define and
prioritize the content to be included in the ULC and its delivery method. This follows
the recommendation of the capacity development process suggested by UNDP [20] (see
2.2).

A first draft of the data collection instrument was developed in June 2022. After
many discussions among the project partners, some adjustments were made to better
match the profile of the respondents. The final version of the survey was translated in
five languages (Armenian, Azerbaijani, Georgian, Romanian, Russian and Ukrainian).
The survey was distributed by UNDP among all M4EG members in December 2022,
the sample size included 350 local authorities. The list of questions can be found in
Appendices, Appendix A1. In a broad way, the content and structure of the survey
includes:

• Introductory text: what this survey is, what this will be used for and value in
participation.

• General demographic questions.
• Existing learning opportunities and platforms.
• Expectations for new ULC – how to engage (quantitative select from list, plus

qualitative final text box for additional comment).
• Learning needs and interests – what content (quantitative select from list, plus

qualitative final text box for additional comment).

The survey datawas collected between 7th ofDecember 2022 to 13th of January 2023.
The responses were translated to English and one of the project partners summarized
the results and presented them during a collaborative project meeting. The data was
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used to define the expected learning objectives of the ULC courses and the learning
methods to be used [22]. The learning programs were defined in a collaborative process
online and offline. The project partners realized a two-days’ workshop at the UNDP
office in Istanbul, Turkey, in March 2023 to discuss and design the first structure of
the learning programs. Afterwards, the project partners have had online workshops to
refine the learning outcomes and the final structure of the courses. The course structure,
modules and content were reviewed by UNDP experts.

4 Results

4.1 Main Findings of the Learning Needs Assessment Survey

The learning needs survey aimed to identify the learning needs of the local authorities’
members of the M4EG. A total of 166 local authorities of the EaP answered the survey.
The distribution according to the language of responses can be seen in Table 1.

Table 1. Survey Respondents according to the language.

Language Count Percentage

English 0 0%

Armenian 4 2%

Azerbaijani 4 2%

Georgian 24 14%

Romanian 21 13%

Russian 9 5%

Ukrainian 104 63%

Analysing the profile of the respondents, the majority are from a technical back-
ground including planning staff role (52%), followed by leadership or management
(27%). The age range with more respondents are from 30–45 years (58.8%) and they
can be considered as new in their role, as 50% of the respondents indicated that they
are in their role from 1 to 5 years. Sixty percent of the participants are male and 40%
female.

The results confirmed that there is a lack of project management knowledge, as
highlighted byprevious studies [7–9], as 67%of the respondents are interested in learning
more about Project Management. Other high topics among the listed technical ones are
Funding and Financing (63%), Community and Stakeholder Engagement (50%), Digital
Transformation (46.7%) and City Planning (31.5%), as illustrated in Fig. 2 and 3.
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Fig. 2. Preferable technical topics.

Fig. 3. Preferable technical topics (cumulative total of percentage of respondents per country).

In terms of soft and human skills, the topics that themunicipalities aremore interested
in developing are Effective team collaboration (66%), Creativity and Innovation (64%),
Strategic Leadership (43%) and Networking and City diplomacy (37%), as illustrated
in Fig. 4 and Fig. 5.
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Fig. 4. Preferable soft/human skills.

Fig. 5. Preferable soft/human skills (cumulative total of percentage of respondents per country).

Regarding the learning modules (question nine of the questionnaire) the respon-
dents needed to score all modules indicating the relevance (1 not relevant, 2 relevant,
3 somewhat relevant and 4 very relevant). The results showed that they are interested
in learning about attractive financing, core skills for economic development, alternative
finance and crowdfunding, community engagement and inclusion and smarting your
city, as illustrated in Fig. 6 and Fig. 7.
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Fig. 6. Average score per course (4 very relevant, 3 somewhat relevant, 2 relevant and 1 not
relevant).

Fig. 7. Average score per course per country.

In terms of sources of learning, the respondents showed a majority interest in online
courses and in terms of duration, short courses are preferable, of three months (61.8%)
or long ones (15.8% prefer courses of 12 months or more).

The results of the survey are being used to define the priorities in terms of content
to be developed and added to the ULC. We are also analysing the best method to use in
the capacity development, according to the preference of the respondents.

4.2 Urban Learning Center

TheULC part of the second phase of theM4EG initiative, is under development based on
the lessons learned from the first phase of theM4EG project and on the insights gathered
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through the online survey. The ULC is created under the SparkBlue platform (https://
www.sparkblue.org/urbanlearningcenter), which is a UNDP’s digital platform for online
engagement allowing collaboration across the international development landscape. The
ULC under development:

• Provides a central point for the programme
• Repository of knowledge & information
• Delivers on-demand training packages (video presentation segments, guidance notes,

further learning/reading, quizzes, evaluation feedback)
• Tracks learning activities and enables certification
• Signpost other learning
• Communicates activities and events (on & off-line)
• Enables peer-to-peer activities [29]

Figure 8 illustrate the components planned to be facilitated through the ULC.

Fig. 8. ULC ecosystem.

The ULC intends to introduce approaches beyond ‘business as usual’ with a range of
tools and approaches with an ‘urban makeover’ intention, including foresight, social and
community listening, sensemaking, adaptive and agile management, learning and mon-
itoring effects, all with a strong focus on local solutions linked to the global objectives
set out in the 2030 Agenda for Sustainable Development and its framework of SDGs
[29].

The soft launch of the project happened in December 2022 and the launch of the
first ULC course, namely Foundation for Future Readiness, happened on the 26th of July
2023. This course is a building block to a whole range of other courses that will be added
under the ULC in the second half of 2023, including Smarter and Inclusive Cities, Green
and Just Transition and Pathways for Economic Growth. The course content and videos
are in English with translations to the Armenian, Azerbaijani, Georgian, Romanian,
Russian and Ukrainian languages.

https://www.sparkblue.org/urbanlearningcenter
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5 Final Considerations and Further Steps

This paper aimed to start the discussion on how to foster capacity development and
continuous education in municipalities (research question one) and on the identification
of the learning needs of the local authorities’ members of the M4EG (research question
two). The case study of the Urban Learning Center helped to answer the first question,
as it is designed to be a learning ecosystem to foster capacity building and continuous
education in cities, aiming to connect community members at different levels (see 4.2).
The results of the survey (see 4.1) helped answering the second question of this study
and serves as an initial step towards more comprehensive study in the future.

The main contribution of this paper is the provision of an empirical case study on
capacity development in municipalities, which follows a different approach and create
a network for knowledge sharing, aspects that were pointed by previous studies as a
necessity. The ULC approach can be adapted and created in other regions. In addition,
the method used for mapping the learning needs of the users can also be of help, as the
questionnaire can be applied in other regions.

This research provides some practical insights and potential solutions for improving
capacity development and to foster sustainable digitalization in municipalities, but we
acknowledge some limitations of this study. First, the results of the survey could be
complemented by focus groups or in-depth interviews with local authorities to gain
a deeper understanding of their needs. However, this is not that simple considering
the different languages spoken in the EaP. Another limitation of the study is that the
respondents were in its huge majority from Ukraine (104 out of 166 respondents), but
we considered the answers of all countries when analysing the data as the ULC is
developed for all EaP countries and not just for Ukraine. Moreover, further investigation
is suggested to provide more detailed insights, such as the examination of the learning
needs of the local authorities based on different profiles (i.e., mayors and policy decision-
makers, municipal leadership, municipal staff). In terms of theory, this study brought
an overview of capacity development concepts and theories, but further studies could
explore in a deeper way the theoretical basis of capabilities in the public sector and
sustainability research, and on how the ULC case could, for instance, facilitate the
development of dynamic capabilities.

In sum, considering the lack of capacity and the limited resources of local authorities,
it is understood that conventional learning approaches are not enough. That is why the
approach adopted by the M4EG ULC is based on continuous learning and co-creation
of approaches. As the project is currently in place and the ULC launch just happened in
the end of July 2023, it was not possible to analyse the concrete outcomes of the ULC in
terms of capacity development. However, following the recommendation of performing
a systematic learning on what is working and what need to be improved [23], a first
round of feedback on the first ULC course was performed and it is possible to list some
lessons learned to consider during the next phase of the project. For instance, online
courses should use a simple language without long and complex sentences to avoid
problems with the translation; key learning messages should be highlighted at the end
of each chapter; it is important to bring examples to illustrate the statements; the course
should be as interactive as possible providing spaces for discussions and reflections in
each module.
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As explained in 2.1 and 4.2, the ULC is part of an ecosystem and future studies
could analyse other approaches used as part of theM4EG. In addition, we can suggest the
investigation of other cases to understand howmunicipalities are investing in continuous
learning, experimentation, and collaboration. It is important to learn from real cases
of knowledge sharing among different municipalities that could benefit from similar
solutions.

Acknowledgements. This research has been supported by the European Commission through
the H2020 project Finest Twins (grant No. 856602).

Appendices

A.1 Survey Questions

0. Survey language
1. Which city, town, or local authority do you work in?
2. Which of these descriptions best describes your role?

• Options: Political role, policy and decision maker, leadership/management role,
technical, including planning, other.

2.a If you selected Other, please specify: (open question).

3. How many years have you worked in this role?
4. What age range are you in?
5. What gender do you identify with?
6. What are themost pressing learningneeds of yourmunicipality?Please briefly specify.
7. Which of the following technical topics would be of interest for you and your

colleagues? Please select your top 4.

• Options: City Planning, Project Management, Digital transformation, Strategic
Risk/Foresight, Governance, and decision making, SDG/2030 Agenda alignment,
Climate policy, Gender, Diversity and Social Inclusion, Community and stake-
holder engagement, Statistical techniques in economic analysis, Funding and
financing projects, Cities and urban policy, Housing policy, other.

7.a. If you selected Other, please specify: (open question).

8. Which of the following soft/human skills are of interest to you? Please select your
top 3.

• Options: Effective team
collaboration, Strategic leadership, Storytelling/communicationNetworking and
city diplomacy, Creativity and innovation, Negotiation and conflict resolution,
Organisational change, Other.

8.a. If you selected Other, please specify: (open question).
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9. Which of the following learning modules would be of most interest for you and
your colleagues?

9.1. Developing a Local Economic Development Plan
9.2. Getting ahead with Green Transition
9.3. Smarting your city
9.4. Attractive financing/resource mobilization for local authorities
9.5. Governance and organisational innovation for municipalities
9.6. Portfolio/system thinking in cities.
9.7. Design Thinking in cities
9.8. Alternative Finance and Crowdfunding
9.9. Core skills for Economic Development
9.10. Strategic planning for climate adaptation and resilience
9.11. Risk and crisis management
9.12. Community engagement and inclusion
10. When was your last training or learning opportunity?
11. What learning opportunities currently exist for you?
12. Which online tools, if any, do you use for knowledge exchange and learning

purposes?
13. Please briefly comment on what you like and/or what you don’t like about the

current learning opportunities.
14. What learning functionality do you think you would benefit from the ULC

platform?
14.1. Access to general online courses on various topics relevant to your munici-

pality.
14.2. Access to skills-oriented masterclasses (e.g., developing business cases).
14.3. Possibility to find or interact with regional and global experts via discussion

forums.
14.4. Possibility to find or interact with peers in a similar role via discussion forums.
14.5. Interaction with cities in your country.
14.6. Interaction with cities in the Eastern Partnerships region.
14.7. Would you like to be part of a cohort-based learning programme?
14.8. Co-creation tools and support for involvement of citizens.
14.9. A knowledge resource bank with downloadable documents and links e.g.,

policies, studies, strategy documents, guidance notes, etc.
14.10. Inspiration resources with downloadable documents and links e.g. case

studies.
14.11. Lessons learned via various resources (i.e., a learning repository of train-the-

trainers’ videos, blogs, and tutorials).
14.12. Other expectations – please elaborate.
15. How important is it for you to have the content of the learning centre in your

local language?
16. What is your preference for in-person vs. online learning?
17. How much time are you able to commit to learning within a month?
18. Is learning best scheduled within normal working times or outside normal

working times? e.g., evenings or weekends.
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19. Would you be willing to participate in a follow up meeting/workshop for helping
the definition of the content to be included in the Urban Learning Centre?

20. I would like to get involved in the definition of the content.
21. I would like to receive updates on the progress of the ULC.
22. Do you have any important final comments to add that you feel has not been

covered in the survey?
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Abstract. Part of the recent effort of Brazilian municipalities had focus on the
creation of smart cities. Through the collection of data from social media and
sensors spread throughout the city, it was possible to excel the delivery of public
services and information nearly in real-time. For this, the communication and
exchange of information has been essential. This chapter aims to analyze how
a developing country city used platforms and technical features from Internet of
Things andBigDataAnalytics in their smart city communication strategies.A case
study about Center of Operations Rio de Janeiro (COR), in Brazil, was carried.
Literature review in Portuguese was conducted to provide references to build a set
of platforms and technical features recommended for social communication in the
digital age. This recommended set of platforms and technical features were used
to perform a structured visit in the COR´s portal and analyze how this set appears
or identify new ones and their uses. The results bring a list of 7 platforms and 18
technical features. We believe that these platforms and features should be taken
into account for the design of public communication strategies of smart cities of
developing countries.

Keywords: Smart Cities · Communication · Technical Features · Big and Open
Linked Data Analytics · Transparency

1 Introduction

A The Rio de Janeiro city hall has made an effort to become an intelligent city in the
recent years. Its initiatives ensure it a leading position among Brazilian municipalities
that have initiatives that can be classified as smart cities (Systems 2016). Literature
(Nam and Pardo 2011, Cocchia 2014) pointed out that the concept of smart cities as the
organization of the infrastructure and the local government for the delivery of public
services in excellence level in several areas such as health, education, urban mobility
etc.) through the intensive use of information and communication technologies (ICTs).
Currently, part of this public service delivery quickly and effectively, cities have been
organized based on the “Big Data Analytics” (BDA) approach.
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The BDA in smart cities can be divided in two main dimensions (Janssen et al.
2015). The first is the “big data” dimension, based in the collection of real data from
users in the social media (Twitter, Facebook, etc.), smartphone applications (Waze,
Moovit, etc.) as well from sensors spread over the city (traffic lights, speed traps, fines,
etc.) currently powered via the Internet of things (IoT) (Riggins and Wamba 2015). The
second dimension “analytics” is based in complex algorithms processing the big data
collected aforementioned and exploiting in tables, graphs and maps.

TheBDAapproach helps publicmanager to improve the decision-making, the imple-
mentation and the evaluation of public policies (Chen et al. 2012). The BDA can also be
used to support communication and transparency (Janssen et al. 2017) of public service
delivery to citizens (Matheus and Janssen 2015). However, the smart cities approach for
communication strategies is less explored by practitioners and scientific literature. Even
considering the importance of this topic, the articles show a focus in strategies to create
and sustain smart cities (Nam and Pardo 2011, Chourabi et al. 2012, Townsend 2013,
Gil-Garcia et al. 2014) or technological technical features (Janssen et al. 2015, Rathore
et al. 2016).

In Brazil, the focus of practical and scientific production is in the same situation that
international showed. A structured literature review in the three main Brazilian scientific
conferences in the field of public administration and technology applied in government
(Enanpad, Enadi and Enapg) and in the main conference of practitioners of Brazilian
public administration (Consad) give us few results of papers describing cases and theory
about communication strategies in smart cities using BDA. The search of scientific
articles about smart city communication strategy published in the three highest ranks
of Brazilian system of scientific journals classification (Plataforma Sucupira, levels A1,
A2 and B1) also returns to us an underdeveloped scenario.

This lack of attention given to the topic justify our object and scope in this work. Rio
de Janeiro is a case of smart city that uses BDA and IoT further than simple public service
delivery and started to use this data processed to provide relevant information services
to citizens and to the government itself (Matheus et al. 2020). Information services are
here understood as systematic provision of information that generates public value to be
appropriated by the citizens as they use them to improve their infrastructure and urban
services usage.

Rio adopted a structured strategy for communication centralized in a single platform
and organization in charge, the Geoportal in the IBM Center Of Operations Rio de
Janeiro (COR) (Matheus and Janssen 2017). To create impact not only in the public
service delivery, Rio de Janeiro had to organize its civil servants to produce and select
relevant BDA made at COR enabled by IoT. The production of analysis is naturally
made every day, however, how select the “relevant ones” to the citizens? Taking this
into consideration, the COR started to open channels to communicate with the citizens
such as social media (Twitter, Facebook and Youtube), partnerships with smartphone
applications and in the traditional media from TV, radio and newspapers.

This chapter aims to describe the communication strategies adopted by COR struc-
tured by platforms used and technical features selected to communicate with citizens
information about the urban mobility (traffic jams) and tourism (events) during the Car-
nival 2017 in Rio de Janeiro (March, 20th to 27th, 2017). The scope for Carnival is
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justified considering Rio is a 6 million inhabitants city, attracting more than 1 million
of tourists from all the world and boosting 1 billion of United States dollars in the local
economy (RIOTUR 2017).

The research approach is based in a single case study, performed from a literature
review on platforms and technical features recommended for communication in the
Digital Era. The case study method was chosen considering to be a new area of study
and the existence of a few publications about the topic. Further, the description of this
case shows the existent technical features of an electronic portal and use of social media,
identifying in an exploratory way new technical features not yet catalogued by scientific
literature. Selecting Rio and COR as single case is also justified due its pioneer to bring
communication to people and being awarded in Brazil and in the world as a top-level
smart city, as well the high level of approval of its public service delivery by citizens.

Literature reviewprovided references to build a set of platforms and technical features
recommended for communication in the digital age. This recommended set of platforms
and technical features was used to perform a structured visit in the COR´s portal (www.
cor.rio) and analyze how recommended set list of platforms and technical features appear
or identify new ones not considered in literature.

2 Literature Review - Public Information Service

The comprehensiveness and range of human communication are directly influenced by
the channels used to perform the communication. As an example, the North-Americans
newspapers experienced a boost since trains were built from New York (East Coast) to
California (West Coast) (Canavilhas 2006). It happens because the trains were much
more efficient than the old strategies of information dissemination, in that case the
horses and carts. Every disruptive innovation brings new opportunities and threats. It
was not different for communication, digital era and IoT. IoT enabled the creation of
web journalism (Stovall 2003). Web journalism changed mass media modus-operandi.
Newspapers, radio and TV started to lose the highest ranks as main channel to access
information (Canavilhas 2003). However, it is important to highlight that Internet is still
an “elite” channel to access information in Brazil. A study showed in 2015 that only
50% of Brazilians regularly access Internet and only 25% have experienced any public
service delivery via web (CETIC.br 2015).

The web journalism followed the past models used in the previous technologies, as
an example Internet pages are clearly inspired in the printed newspapers. After Internet
popularization in the 90’s, new strategies, platforms and technical features were created
and adopted by web journalism. This context made the “inverted pyramid” technique
(Scanlan 2003) obsolete, moving to the “lying pyramid” (Canavilhas 2006). While the
inverted pyramid focuses in the provision of information in increasing order (more
important -> less important), the lying pyramid does not use the usual chronological
format of events, but organizing the news according to its ne news value, starting from
the most impacting (relevant) information and thus reaching its audience more directly
(Scanlan 2003).

Internet enabled web journalism to create news ad infinitum and ad aeternum, since
it is possible to create how many web pages text or image based and keep them online

http://www.cor.rio
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forever (Canavilhas 2006). This is an advantage considering the limited space and time
of newspapers, radio and TV. Internet also reduced the cost to produce and access
information, being possible to be updated anytime by anyone anywhere. Furthermore,
web pages can be linked to each other, generating infinite content access (Mielniczuk
2012). The Fig. 1 shows the informative potential enabled by Internet.

Fig. 1. Lying pyramid and the level of information depth from inverted pyramid. Source. Adapted
from Canavilhas (2006)

Among the challenges to mass communication, while web journalism can lead many
people to information, in real-time or close to real-time, reducing the barriers to access
information has drastically dropped the price of advertising on all channels (Bakker
2012). By reducing barriers to create content and access to information, Internet enabled
new content producers and niches of audience. Since 2000 is possible to notice a gen-
eration of new players in communication competing more and more with traditional
media (TV, radio, newspapers). As example, the bloggers (small portals with daily and
usually small entries), vloggers (small video daily produced, e.g. YouTube), microblogs
and social networks such as Twitter, Facebook Instagram and others. Part of this boom
happened due the called web 2.0, which already have been influencing touristic smart
cities (Fernández-Cavia et al. 2010).

These new players are already influencing electoral results, as occurred in the United
States of America, during the election of Trump (Oates andMoe 2016). In Brazil, during
the general demonstrations in June 2013 against corruption and high expenses in World
Cup 2014 and Olympics games 2016, the group Mídia Ninja became nationally known
to stream in real-time the events around the country, using Internet, smartphones and
microblogs for almost free (Krohling Peruzzo 2013).

It is important to highlight the opportunities brought to smart cities. First, they can
create their own and new communication channelswith citizens. Second,web journalism
can be used as an ally in providing information to citizens, in real-time or close for a
low cost, in order to facilitate citizen daily decision-making such as using the urban
services and infrastructures (avoid traffic congestions or selecting best day based in the
weather forecast to enjoy the sun in the Copacabana beach). BDA usage can generate
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informational products that will be absorbed by web journalism, which will “translate”
in relevant content to reach the target citizens that will use this information. For this,
it is necessary to create structured strategies based on platforms and technical features,
topic of our next section.

2.1 Strategies, Platforms and Technical Features

There are two types of metaphors most commonly used in online news: document
metaphor and broadsheet metaphor (Watters et al. 2000). It has changed the way we
tell a story to the audience, leading to the so-called “data journalism” or data-driven
journalism (Matheus et al. 2014). In this way, the strategies to broadcast information
had changed. If newspapers used to have a specific audience, and are often captive
for monthly fees, information is currently gaining its audience according to the access
profiles and the participation of the readers (Barbosa 2005).

Creating news also occurs over (a shorter and shorter) time and influenced by later
events (Fidalgo and Serra 2004). For example, to inform a car accident a journalist
would use the “what”, “who”, “when”, “where”, “why” and “how” in a generic way
(check Fig. 1) to attract the immediate and particular interest (Barbosa 2005). However,
accidents can generate traffic congestions, and the interest is more and diffuse than the
simple event that generated it. Thus, the news is structured based in the purpose to
provide as much data and information as possible. This content can make readers to do
the best possible decision-making based on their particular interests and the information
accessed.

From the point of view of platforms, the ICTs ephemerality is natural. As an example,
Orkut has already been one of the largest social networks in the world. Currently it has
been discontinued and surpassed by other platforms like Facebook, Twitter andYouTube.
The change of platforms was enabled in part by IoT, based in the spread of Internet and
smartphones.

The technical features also followed the trends of the communication strategies and
platforms. The first technical feature identified is the use of search and indexing the news
and web sites in a structured way using the Search Engine Optimization (SEO) method
to optimize the search results in search engines like Google, Bing and Yahoo (Palácios
2003).

SEO helps attract bigger and better selected audience, thereby generating more traf-
fic, or better targeting the audience to the news. Most of this platform also uses databases
in “user friendly” formats, such as eXtensible Markup Language (XML), allowing flexi-
bility in the presentation of data according to user requirements (Barbosa 2005). Through
XML, you can “transcode” news and web sites. It means creating content in different
formats (text, maps, interactive pictures and videos) using the same data and potentially
attracting different audiences and connecting platforms easily (Manovich 2001). Using
the XML technical feature or structured databases is also possible to create metadata
(Nadkarni 2011), which help the reader to acquire and understand the context more
quickly, deepening the analysis of information for decision making.

Another feature identified in the literature is the ability to creatememory at a low cost
and tending to infinity of time and physical space (Manovich 2001). Fidalgo and Serra
(2004)pointed out that Internet and its infinite capacity of memory and connections
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create the “Semantic Resolution”. Semantic Resolution let writers (journalists) to go
deeper into the news according to the audience that visits the pages. And if necessary,
adding new links to relevant connections to the audience profile, and according to the
collection of data and information (check Fig. 1). Finally, digital participation in social
media such as Facebook, Twitter and YouTube allows readers themselves to supplement
information and address readers’ doubts, helping the role of communicators.

Next section analyses platforms and technical features that configured the commu-
nications strategy and information services of the city of Rio de Janeiro, implemented
by the COR.

3 Results from Case Studies Analysis

The results point to a list of seven platforms and eighteen technical features. Below, the
Fig. 2 presents, in numbers and red box, the communication strategies, platforms and
technical features identified during the Carnival 2017 in Rio de Janeiro. Green circles
present the interactive strategies of disseminating information on urban mobility and
tourism, and the platforms presented in green frames:

A. Electronic portal;
B. Facebook;
C. Twitter;
D. YouTube;
E. Periscope;
F. Partnerships with smartphone applications; and,
G. Digital dashboard panel (video-wall).

Fig. 2. Platforms and technical features used by COR in Carnival 2017. Source. Elaborated by
authors.
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Eighteen technical features were identified in the literature review and in the case
study. They are described in the Table 1 below.

Table 1. The 18 technical features observed in the Carnival 2017 in Rio de Janeiro

# Name Description Source

1 Audience tuning and
customization

Definition of the classification
of the target audience will
occur over time as information
is collected and profiles of
access and participation
(young, elderly, etc.)

(Barbosa 2005)

2 Generation of news in
real-time

Overlapping the immediate
need to have information
regarding the requirement of
objectivity and verifiability

(Barbosa 2005)

3 Immersive story
(interactivity)

Narrative ability to
incorporate multimedia
features (audio, video, links)
allowing reader to “drill” into
the news

Mielniczuk (2012)

4 Classifications and
Subtitles

Classifications and captions
that help readers to easily
understand the content and
make the best decision-make

(Barbosa 2005)

5 Metadata Data that explains other data
and helps readers to have
context about the data used

Nadkarni (2011)

6 Creating news over
time

News improvements over time
and updated, complemented
and corrected as the event
needs. Example car accident
that causes traffic congestions

Fidalgo and Serra (2004)

7 Digital Participation If there is room for reader
participation, the news can
gain even more information
and relevance

(Barbosa 2005)

8 Semantic Resolution Plurality and diversity of
online news contributes to
improved understanding.
Example of graphic resolution
with increasing number of
pixels per cm2

Fidalgo and Serra (2004)

(continued)
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Table 1. (continued)

# Name Description Source

9 Memory of contents Databases that can store
publications ad aeternum

Manovich (2001)

10 Transcoding Ability to transform the same
content into different forms
(text, video, map, figure, etc.)

Manovich (2001)

11 Dynamic Languages
(XML)

Use of eXtensible Markup
Language (XML), allowing
flexibility in data presentation

(Barbosa 2005)

12 Search and Indexing
(SEO)

Easy-to-understand and
search content to attract
greater public and traffic via
search motor engines (e.g.
Google)

Palácios (2003)

13 Streaming Videos 865 live camera and event
memory. Helped by
Periscope, blocks of carnivals
and car accidents are streamed

Rio Case Study

14 Interactivity via Social
Media

Posts on social media
(Facebook, Twitter, Periscope
and Youtube) with reader
interactivity

Rio Case Study

15 Partnerships with
smartphone apps

Partnership with applications
most used by people, such as
Waze and Moovit for urban
mobility

Rio Case Study

16 Partnership with
Traditional Media

Printed media, radio and
television have a room within
the COR and can access 100%
of data from COR

Rio Case Study

17 Weekly Bulletins Weekly bulletins are released
in PDF with key information
about weather, tourism and
urban mobility

Rio Case Study

18 Big Data Analytics The data collection from
social media combined with
internal data from COR
allows to perform BDA

Janssen, Matheus et al.
(2015)

Research data show that Rio de Janeiro adopted a strategy based on the joined use
of several platforms, combined with a series of complementary technical features. This
expanded possibility of informational services to reach users. So, they can be used by



426 L. Pinheiro et al.

citizens and Rio de Janeiro visitors to make their decisions on mobility and touristic
activities.

Articulation between the Rio de Janeiro BDA team (PENSA – www.pensa.rio) and
the COR communication team played a fundamental role, since it allowed the integration
of data and its dissemination in the various formats and platforms adopted. This strategy
allowed Rio de Janeiro to produce an information services diversified portfolio to be
offered to citizens, either directly or through the press and applications.

4 Final Considerations

The main contribution of this work was identifying platforms and technical features
that allow to materialize smart cities strategies for public interest communication and
information. In the case studied, the COR of Rio de Janeiro, it was possible to observe
that the core of the strategy was the adoption of social media practices in articulation
with big data analytics for information services provision to citizens (especially urban
mobility and tourism in Carnival 2017).

Considering this work is a single case study, this chapter does not aim to explain
patterns and correlations between cause and effect, nor to establish a definitive list of
technical features to be adopted by any smart city. However, it was possible to construct
a comprehensive list of strategies, platforms and technical features, produced from a
combination of pre-existing knowledge of technical features in an established study area
(social media in the digital age) with the collection of data from the structured inspection
of the technical features present in the COR portal.

The inventory of strategies, platforms and technical features for smart cities social
communication can contribute to further studies. Research about specific technical fea-
tures adoption or their joint use can bring more knowledge about their impact on service
performance. From a more practical point of view, this new list can serve as a start-
ing point for smart cities initiatives to design or redesign their strategies, platforms and
technical features for providing information services from collected data.

Literature review allowed to demonstrate the increasing importance of this type of
service in smart cities portfolios. It was possible to understand the increasing approxi-
mation between the provision of information by the governments, the web journalism
and the citizen participation. In someways, it becomes more difficult to smart cities keep
separated media activities from information services.

Changes in communication and interaction between governments and citizens prac-
tices also helps smart cities to increase information services delivery. High interactive
technological resources and social practices associated to them put a stop to the so-called
“broadcasting mode” of communication between government and citizens. This “broad-
casting mode” become replaced by the multidirectional information flow (Vaz 2017).
Information is publicized in a unidirectional way in the “broadcasting mode”, in which
there is a strong distinction between sender and receiver. Breaking this traditional flow
of information means that roles are no longer univocal: journalists and citizens interfere
in the content of government-published information, complementing and enriching this
information, adding new levels of exploitation, as proposed in Canavilhas (2006) (see
Fig. 1).

http://www.pensa.rio
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For smart cities that want to expand the scope of their action using BDA, using
social media practices based on large volumes of data becomes a relevant alternative.
Data and information generated from data analytics resources are an important asset
to develop information services. Such practices require adoption of strategies based on
various technological resources used jointly to facilitate and stimulate communication
practices able to deliver informational services (generated from collected data processed
by the BDA approach). These services can take on multiple configurations in terms of:

• Data Source: government data; sensor data; data from users obtained from applica-
tions; data from private companies; combinations of different sources.

• Origin of Main Content (initial publication): government; press (web journalism);
private companies’ applications.

• Level of Interactivity: information broadcast; automated on line updates; user
interaction with each other or with government or the press.

• Platform to Share Content: services using a single platform; multi-platform services;
integrated platforms and services.

• Technical Features: single features services; services that combine different technical
features; integration of technical features into multiples of services.

Platforms to share content and technical features are decisive for smart cities infor-
mation services strategies. They give materiality to the information service, whatever
the configuration adopted. Therefore, service scope and reach depend on the choice of
platforms and technical features suitable for the communication generated from the data
analytics resources.

Technological developments stimulate the co-production of services, which depend
not only on them, but also onbusinessmodels appropriate to involve various stakeholders.
Although it was not this work’s focus to analyze businessmodels and services production
processes, it was possible to observe the importance of articulated actions between
social communication and of big data analytics teams. It was also clear the relevancy of
city government collaboration with web journalism and companies-owned applications
based on interfaces with public infrastructures and services. It is hoped that these early
results will serve as the basis for further, and comparative, studies to understand more
appropriate characteristics for smart cities information services business models.

This chapter also did not aim to address deeply technologies used or their technical
attributes. Further research in the technological field will be important to support IoT
artefacts development. These efforts should help to create guidelines and methods for
developing new services and expanding the reach of smart cities initiatives.

In the sameway, this study did not turn to a deep understanding of the actors involved
and the state capacities (technological resources, specific human resources skills, process
structuring, governance tools, etc.) demanded by the production of COR informational
services. Further studies on this subject are indispensable for the development of design
and service management methods to extend the reach of the technological resources
adopted by smart cities in the future.
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