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Abstract. In recent two decades, though great progress has been made in stress
identification of reinforced concrete structures using the ultrasonic-based coda
wave interference technics, the state of art techniques in this field seems to be
capable of considering only a single loading pattern. To address this issue, in
this paper, a USR-Net based on DL algorithm is proposed for stress identifica-
tion of reinforced concrete beams under two different load patterns. It is featured
by a successive use of S-transform and Residual Blocks, with the latter’s con-
ventional “square” convolution kernel replaced by a “flat” one, which gives play
to the pictorial characteristics of the time-frequency matrix from the former for
a more efficient and accurate stress recognition. The effectiveness of USR-Net
is validated on experimental tests of two concrete I-beams under respectively a
three-point bending and an eccentric compression load. Compared with traditional
non-DL ultrasonic based algorithms, the USR-Net is more adaptive for different
load patterns and robust to noises, providing a potentially novel solution for stress
identification of practical concrete structures.

Keywords: Ultrasonic coda wave - Concrete stress - Deep learning - Residual
block

1 Introduction

The most frequently employed approach for evaluating stress in reinforced concrete
structures involves measuring changes in strain within structural members. But, the
installation and removal of strain gauges can be a time-consuming process, especially
for larger structures such as bridges. In addition, strain gauges can only measure stress
changes caused by loading/unloading, or by thermal expansion and contraction-induced
creep. They cannot measure the actual stress of structural components, such as permanent
load stress [1]. Core drilling and slot cutting are currently widely used techniques for
measuring the total stress of concrete structures. However, these techniques rely on
the assumption that concrete is linearly elastic, and that stress distribution along depth
is uniformly, which does not correspond to the actual situation [2]. Moreover, these
methods damage concrete members and are limited in their ability to provide accurate
and reliable measurements.
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In recent two decades, with the development of ultrasonic non-destructive (NDT)
techniques, researchers have begun investigating the use of linear and nonlinear acoustic
waves for direct stress measurement in concrete members, like coda wave measurement.
Coda waves are secondary waves [3] that are generated by the scattering of primary
waves within a medium. One of the primary advantages of using coda waves is their high
sensitivity to small changes in mediums, allowing for precise measurements [4]. Also,
coda wave measurement has the advantage of real-time monitoring of stress changes
over time [5]. This is useful for identifying changes in stress caused by environmental
loads or changes in permanent loads.

Previous works have devoted lots of efforts on applying coda wave to measure
stress, Taylor series expansion and coda wave interferometry were utilized for coda
wave measurement. Snieder [6] first proposed the concept of coda wave interference,
demonstrating its sensitivity to medium changes and utilizing it to quantitatively measure
changes in coda wave velocity. Payan [7, 8] used coda wave interference to study the
functional relationship between the relative change rate of concrete wave velocity and
stress, and extracted the third-order nonlinear coefficient of concrete materials. Ali Hafiz
[9] used Coda Wave Comparison (CWC) technique to measure changes in the internal
stress that are not observable on the surface of concrete. Clau [10] links essential key
parameters computed from the coda wave signals to concrete structural state variables.
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Fig. 1. Coda wave signal under same stress from different temperature.
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However, these algorithms have 4 main limitations as below. (1) The amplitude of
coda wave signals is typically small, making them susceptible to random noise (such
as electronic noise, environmental noise, sensor noise, harmonic distortion, attenuation
and reflation, etc.) and decreasing the signal quality, ultimately affecting the accuracy
of stress measurement [11]. (2) Measurement results from traditional algorithms are
influenced by the measurement environment, such as temperature (see Fig. 1), humidity,
and noise [12, 13]. (3) These techniques require preprocessing of input data to extract
relevant features, such as frequency, pulse-wave velocity, amplitude and spectrum area
[1, 14, 15], that is related to the performance of the instrument and test environment. The
stress recognition method of a specific parameter has poor resistance to interference, and
the misjudgment rate will increase once the raw signal is polluted by noise.

To address these problems, based on the signal analysis of S-transform, innovating
and improving the coda wave measurement stress method by introducing the resid-
ual Block, this study proposes USR-Net (ultrasonic-based S-transform with Residual
Block Net), a deep learning model for ultrasonic-based concrete stress identification,
outperforms the state-of-the-art method on identification accuracy. By extracting the
time-domain and frequency-domain features of the coda wave signal comprehensively,
it can effectively provide accurate stress prediction results under various loading pat-
terns in a constantly changing environment. USR-Net provides an effective, accurate,
and adaptive stress measurement method for construction monitoring, health detection,
etc.

Comparing with traditional coda wave measurement methods (non-DL methods) that
depend on the single time domain signal or frequency domain signal, the S-transform
in the top of USR-Net can convert the raw coda wave signal into the time-frequency
domain [16, 17]. By adding filters and threshold processing after S-transform to remove
time-frequency components below a certain amplitude threshold, it removes random
noise and improves signal quality [18, 19]. In addition, the time-frequency spectrogram
output by S-transform can be analyzed and interpreted to extract frequency features
[20, 21], instantaneous frequency, amplitude information, which eliminates the limita-
tion of traditional coda wave measurement algorithms that are limited to specific signal
parameters and solves the problem of weak anti-interference ability of non-DL meth-
ods. To solve the problem of interference from environmental changes on the stability
of coda wave signals, the USR-Net uses multi-layer Residual Blocks to enhance fea-
ture extraction capabilities and improve the key feature extraction capabilities of coda
wave signals under various environments [22]. Furthermore, the introduction of Resid-
ual Blocks improves the classification accuracy and robustness of the USR-Net [23].
Therefore, the USR-Net improves the resistance of coda wave measurement to random
noise and environmental interference, as well as the ability to extract key features. This
method can quickly and accurately predict the stress of concrete structures, and the real-
time characteristics of USR-Net have application prospects in real-time monitoring. This
study highlights the potential of deep learning algorithms in monitoring the health of
concrete structures and contributes to the development of more precise and effective
stress measurement techniques.
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2 USR-Net

2.1 Overview

USR-Net aims to identify accurate concrete stress from the coda wave signals collected
under various stress of two load patterns by solving these challenges. This could enable
many new applications in stress measurement, cracks detection in practical engineering
under challenging environment, like continuous changing temperature and humidity. As
Fig. 2 shows, USR-Net consists of two modules: (1) S-transform-based Time-frequency
Analyzer and Filter (STA and STF), which analyzes and visualizes signals in both time
and frequency domains, enabling more accurate representation of the time-frequency
characteristics. It can filter and denoise the raw signal to improve signal quality and
reliability. (2) Feature Extractor with Residual Blocks and Classifier, which enable adap-
tively learn features from the visual output of STA and accurately predict stress. In the
USR-Net as Fig. 2, we firstly input coda wave signal into STF to filter and denoise, and
then utilize STA to analyze the denoised signal and obtain the time-frequency spectro-
gram image (TF-image). Finally, the Feature Extractor will extract the features from the
TF-image and the Classifier classify these features and output the predicted result.

Coda wave signal e

S ————————— Stress

Fig. 2. USR-Net overview.

2.2 STF and STA

The core objective of this module is to denoise the raw coda wave signal and transform
the denoised signal to the TF-image. The STF utilizes the multiscale and multidirectional
decomposition property of the S-transform to decompose the signal into sub-signals with
different scales and directions. The signal is then denoised by adjusting the threshold
of the sub-signals. The STA utilizes the superior properties of the S-transform in both
the time and frequency domains to transform denoised signal into the time-frequency
domain for analysis.

Basic Theory of STF STF is a method based on S-transform used for filtering signal,
we refer to some practices of previous works [16, 24, 25], such as threshold filtering
method to filter the decomposed signal and inverse S-transform to reconstruct the filtered
signal. In the process of signal processing, we find that these methods have a good effect
on the removal of random Gaussian noise. The implementation of STF mainly involves
the following steps:
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Nomenclature
f frequency Hz
j imaginary part

N signal length
t time s
h(t) signal on time

K (t)  denoised signal

X signal on frequency

T time location s
S S-transform result

s’ nverse S-transform result

Step 1: Compute the S-transform.

Input a coda wave signal, compute its S-transform amplitude spectrum at different
scales and orientations according to specified parameters. The S-transform is a time-
frequency analysis technique proposed by Stockwell et.al [24, 26] and defined as Eq. 1.

S(t,f) = /+00 h(z) ﬂe—(r—mﬂ/z o2 gy W
’ . \/E

Window

Step 2: Thresholding.

Thresholding on the S-transform amplitude spectrum, setting values below a certain
threshold to zero, thus reducing the impact of noise. The function of thresholding as
Eq. 2.

S'(v.f) = {S (t.£), 1S(x.f)] > threshold N

0 otherwise

The threshold is determined by the following formula (48):

thereshold = \/21og,(N)

Step 3: Inverse S-transform.
An inverse S-transform on the thresholded S-transform amplitude spectrum to obtain
the filtered signal. The formula for inverse S-transform is Eq. 3.

W) = /OO {/Oo S’(t,f)dt}ejz”ﬁdf (3)

—00 —00

Basic Theory of STA STA module includes two parts: DOST (Discrete Orthogo-
nal S-transform) and Rearrange-DOST (Rearranged Discrete Orthogonal S-Transform).
The DOST [26-28] is a type of Discrete Orthogonal S-transform used for decompos-
ing signals in the time-frequency domain and extracting local features of the signal.
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Fig. 3. The processing of DOST (left) and rearrange-DOST (right).
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Rearrange-DOST is an operation that rearranges the results of the S-transform to reduce
the interference of noise signals. Algorithm 1 shows the processing steps [29].

Algorithm 1 S-transform-based Time-frequency Analyzer

1: Input: denoised coda wave signals by STF W, sampling number 7,
signal length N, sampling interval ¢.

2: Output: Time-frequency spectrogram image Datasets 7D.

3: Initialize: a 4D array 7D.

4: for each signal x in W do

5: Process X by normalized and centered FFT, save it to x’,

X, 2 e N | =0,1,---,N-1.
n=0
6: Calculate the bandwidth partitioning for the dost dostbw,
dostbw = o .
N A, min (|AS])

7:  Split the x" according to dostbw and process by normalized and centered
IFFT according to dostbw.

1 N-1 )
Calculate X, = x'(dostbw) JX = —ZX e N pn=0,1,---,N—1.
" '\/ﬁ k=0 g

Save the result to the DOST coefficient DOST.
8: Rearrange the DOST coefficients DOST in a matrix form rearrangeDOST,
rearrangeDOST = DOST (dostbw, N./ dostbw) .

9: Show the time-frequency spectrogram image according to rearrangeDOST
and save the RGB matrix to 7D.

10: end for.

11: return 7D.

As Fig. 3 shows [30], firstly, input the denoised signal and process it by normalized
and centered FFT. Normalization is to make the transformation between the forward
FFT and inverse FFT symmetric, while also ensuring the equivalence of unit energy in
the time and frequency domains. Centering refers to making the result of FFT symmetric
from the zero point in the frequency domain, making it more convenient for representing
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real numbers. Secondly, calculate the bandwidth partitioning parameters (dostbw) for the
DOST [26], for DOST analysis, a dyadic partitioning strategy is commonly used to divide
the S-plane into a series of frequency bands with equal bandwidth, where each band’s
bandwidth is equal to the dostbw. This allows for selecting a series of rectangular regions
on the S-plane and performing DOST analysis on the signal within each region to obtain
time-frequency domain information. Specifically, the S-plane is divided into a group of
square regions centered at the origin, with boundaries formed by dyadic partitioning
from negative infinity to positive infinity, i.e., [—Zk, Zk] X [—2k, 2k], where k is an
integer. The signal within each region is analyzed with DOST to obtain the corresponding
time-frequency domain information. Split the frequency-domain signal obtained through
normalized and centered FFT to some segments according to dostbw, and use normalized
and centered IFFT processing for each segment of the frequency-domain signal to obtain
the DOST coefficients (DC). Thirdly, rearrange the DOST coefficient according to the
frequency or time sequence as a pixel value of a time-frequency spectrum graph that
can be represented in different colors [31]. After time-frequency domain spectral graph
pixel value of all time is calculated, by composing all the pixel values into a matrix,
the time-frequency domain spectral graph is obtained. It can be graphically displayed in
order to visually observe the change of the signal in the time-frequency domain [27].

In general, DOST can provide more comprehensive time-frequency domain informa-
tion, while rearrange DOST processing can transform it into a more easily understand-
able frequency-time distribution via TF-image. The TF-image can display transient and
periodic information of the signal, which is an essential tool commonly used in signal
processing and analysis. We analyze the coda wave signals from Stress = 1 to 10 under
the same environment via STA and STF, the TF-images are shown in Fig. 4.

2.3 Feature Extractor with Residual Blocks and Classifier

From Fig. 4, the TF-images under various stresses perform significant difference, which
can be seen as the key features that represent corresponding stress. We assume that the
test environment is same due to the test interval of short period is short. Thus, these
differences are caused only by stress changes. It is difficult to quantify this difference
in time domain and frequency domain at the same time for previous works, since they
acquire the features only from time domain signal or frequency domain signal. To address
the limitation, we design the Feature Extractor with Residual Blocks (RB) and Classifier,
which aim to extract key features from the time-frequency spectrogram and identify
stress. Specially, the Feature Extractor with Residual Blocks is stacked by a set of RBs.
The shortcut connection of RB [32, 33] adds the input of the Residual Block to its output,
which allows the network to learn the residual mapping between the two, that makes
contribution to keep detailed local features and extract fine global features [34]. The
Classifier is responsible for classifying the features produced from the Feature Extractor
and predicting the probability of corresponding label.

In this study, Feature Extractor with Residual Blocks includes the first convolution
layer, four RBs and global average layer (GAP) as Fig. 5 shows [35]. The TF-images
(size: 224*224*3, RGB image) will be input into the first convolution layer for feature
extraction and the number of channels will be briefly expanded from 3 to 64. Then the
features will be passed into four RBs. With layers deeper, the size of feature map is
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Fig. 4. The TF-images of three-point bending experiment under the same environment (the image
size is 224%224%3).

Feature Extractor with Residual Blocks

e B

m} Input [ D Conv layer ﬁResidual Block — - Global average

Fig. 5. The architecture of Feature Extractor.

reduced, and the channel number will be expanded. The parameters of Feature extractor
and Classifier are shown in Table 1 [36, 39]. Reducing the size of feature map while
extracting global features can accelerate the training process. Also, the reduced feature
maps enable convolution filters to see a bigger region, which allows model to capture
global features of TF-images [37]. Finally, we use 2 linear layers for classifying the
extracted features into 20 stress levels.
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Table 1. The parameter of Feature Extractor with residual blocks and classifier.

Layer name Parameter Output size
Conv 7 x 7,64, stride 2 112 x 112 x 64
Residual Block-1 (1 x1,64 7] 56 x 56 x 256
3x3,64 [ x3
| 1 x 1,256 |
Residual Block-2 (1 x 1, 1287] 28 x 28 x 512
3x3,128| x4
| 1 x 1,512 |
Residual Block-3 (1 x 1,256 ] 14 x 14 x 1024
3x3,256 | x23
| 1 x1,1024 |
Residual Block-4 (1 x 1,512 ] 7 x 7 x 2048
3x3,512 | x3
| 1 x1,2048 |
Global average pooling 1 x 1 x2048
Feature classifier 20-d fc, SoftMax

Residual Block Residual Block (RB) is the most vital element in the Feature Extrac-
tor. RB is based on the idea of skipping Blocks of convolutional layers by using shortcut
connections. These shortcuts are useful for optimizing trainable parameters in back-
propagation to avoid the vanishing/exploding gradients problem [38], which can help to
improve the performance of extracting features.

As Fig. 6 shows, each RB consists of convolutional (Conv) layers and batch nor-
malizations (BN) layers, Relu activation function and one shortcut connection. When a
256-d data flow is input into the RB, the number of channels will be compressed from
256 to 64 and expended from 64 to 256 in the last Conv layer so that the global features
generated from the three Conv layers and the local features transmitted by the shortcut
connection have the same number of channels, which is easy to add. The RB can be
defined as Eq. 4.

Y =FX,{Wih) +X “)

Here X and Y are the input and output vectors of the layers considered. The function
F (X, {W;}) represents the residual mapping to be learned.

Classifier The Classifier is composed of fully connected layers, these fully connected
layers perform a weighted sum of the input features and output the predicted class
probabilities [40]. As Fig. 7 shows, features generated from Feature Extractor will be
input to two hidden layers to calculate the weight. In the last layer of Classifier, the
SoftMax function is employed to map features into possibilities of classes. Specially,
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Fig. 6. The architecture of an RB example.

the SoftMax function converts the output values of multiple classes into probability
distributions in the range [0, 1]. SoftMax function can be defined as Eq. 5.

el
SoftMax(z;) = W (®)]
c=

where z; is the output value of the i th node, and c is the number of output nodes, that is
also the number of classifications.

Features  Hidden layer Output
‘e
Stress = 1

Stress =2

Stress =3

2048

Stress = 4

Stress =5

Stress = 20

Fig. 7 The architecture of classifier.

Loss function In the iterations, the cross-entropy loss function is used to calculate the
loss between true label and predicted label, and the loss value will be back-propagated
to the network for updating the parameters, which leverages the model to correctly
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extract local and global features from TF-images and get higher prediction accuracy.
The cross-entropy loss function is defined as Eq. 6.

1 N C
Loss = - Zi:l Z/:l vi,jlog(pi,;) (6)

where Loss represents the loss function, N is the sample numbers, C is the class numbers,
vi,j presents the true label of sample i belongs to class j, p; ; presents the predicted label
of sample i belongs to class j.

Optimizer The Adam optimizer is chosen in this study and defined as Eq. 7.

my = ﬁlm[_] + (1 - ﬂl)gt
vi = Bovi1 + (1 — Bo)g? (7N

U
Orp1 =0 — ————my
+ NAY + &
where, m; represents first moment estimation, v; represents second moment estimation,
0, represents network parameters, g; represents gradient, 81 and §; represent exponential
decay rate, ¢ represent represents a very small number, to prevent the case of dividing
by zero.

3 Experiment

To validate the feasibility of USR-Net and address these limitations like random noise,
continuous environment changes, measuring positions, and loading patterns, we design
the two loading patterns experiments of reinforced concrete [-beam under non-controlled
experimental environment conditions, collecting the coda wave signals of various stress
values.

3.1 Experiment Design

Most coda wave measurement experiment objects are standard concrete square or cylin-
drical test Blocks, and the loading patterns are mostly uniaxial compression [1], but the
concrete structure in the practical engineering of the section form is more diverse and
the force form is more complex. Therefore, the previous experiment work is difficult
to be applied in practical engineering. In order to improve the ap-plication feasibility
of USR-Net in practical engineering, we choose the full-scale [41] model to observe
the real response of concrete structure and the test is per-formed using real loads and
boundary conditions. As the Fig. 8 shows, we design three-point bending and eccentric
compression experiments with two loading pat-terns. The pulser on the one end trans-
mits pulse wave through the I-beam under various stress and receivers on another end
collect the coda waves. In this experiment, by changing the number of steel plate and
the pressure value of hydraulic jack, we simulate the stationary stress changes. Besides,
to test the universality, it costs plenty of time to conduct this experiment for collecting
more data, which has been fully influenced by the environment changes.
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Fig. 8. Instrument layout. (a) Three-point bending ultrasonic experiment. (b) Eccentric compres-
sion ultrasonic experiment.

The response of concrete structure varies with different positions of section. In order
to address the problems that traditional coda wave measurement only arrange the trans-
ducer in a specific position, we arrange the transducer of receiver-2 on the neutral axis
of I-beam section and receiver-1 on the compressed and stretched part like Fig. 8. In the
three-point bending experiment, the loading position is arranged the middle of I-beam
to simulate the pure bending stress, and each load plate weighs 27.5 = 0.4 kg. Similarly,
we set the loading position in the down quarter of section. The loads are applied to the
I-beam by the co-action of reaction frame and hydraulic jacks. Each load change is about
0.3 KN, which make sure loading smoothly changes.

3.2 Experiment Materials and Instruments

The full-scale I-beam model (the size as Fig. 9) is composed of C30-strength concrete
with a mix ratio as presented in Table 2. The ultrasonic pulser and receiver device was a
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nonmetallic transmittance instrument and transducer is the sandwich p-wave transducers
(50 kHz).

Table 2. Mix ratio of C30 concrete.

Cement Fine aggregate Aggregate Water Fly ash Mineral
1.00 2.50 3.85 0.55 0.22 0.16

Fig. 9. Sizes of test I-beam.

Due to the signal quality related to the instrument parameters, it is essential to inves-
tigate and configure the instruments. Our team conducted an ultrasonic test of T-beam
under three-point bending stress and optimized the parameters of the nonmetallic ultra-
sonic transmitter during the experiment before 2019. For this experiment, the parame-
ters of non-metallic ultrasonic transmitter were selected through debugging, based on
the experiences documented in the aforementioned literature. Table 3 summarizes the
parameters associated with the nonmetallic ultrasonic transmitter, ensuring that the sig-
nal contains as much information as possible and transmittance receives a relatively
stable signal.

Table 3. Instrument parameters.

Trigger delay [ps] | Sampling interval [is] | Pulse width [ps] | Gain [dB] | Sampling length
9999 16 5 200 1024

4 Result and Discussion

To evaluate the effectiveness of USR-Net, 656000 signal samples, which consists of 20
classes from two I-beams of the three-point bending and eccentric compression exper-
iment, are applied to predict stress labels. After STA and STF processing, TF-images
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are generated for deep learning mode. To be specific, we use 524800 TF-images for
training, 65600 TF-images for validation, and 65600 TF-images for testing. To establish
the related labels with actual stress values, we perform the finite element analysis of
three-point bending loading experiment and eccentric compression experiment under
various loadings and acquire the maximal combined stress values (see Table 4). Then,
the stress labels are encoded to one-hot format to facilize deep learning model training
process. The experimental results demonstrate high prediction accuracy on our dataset.
To further explore the performance of USR-Net, four indexes based on confusion matrix
are calculated. Besides, we compare our model with popular non-DL algorithms, includ-
ing Singular Value Decomposition (SVD), Support Vector Machine (SVM), Developed
Support Vector Machine (DSVM), and Coda Wave Interferometry (CWI).

All samples were collected over a period of two years under changing environments,
which can certainly verify the ability of resisting environmental interference.

Table 4. The stress of mid-span position via the finite element.

label Max combined stress (KPa) Shear stress (KPa)
0 118.5 63.5
1 144.1 71.6
2 169.7 79.7
3 195.3 87.8
4 220.9 95.9
5 246.5 104
6 272.1 112.1
7 297.7 120.2
8 3233 128.3
9 348.9 136.4
10 374.5 144.5
11 400.1 152.6
12 425.7 160.7
13 451.3 168.8
14 476.9 176.9
15 502.5 185
16 528.1 193.1
17 553.7 201.2
18 579.3 209.3
19 604.9 217.4
20 630.5 225.5
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4.1 Experimental Result

We train the deep learning model, Features Extractor and Classifier, with TF-images
produce by applying STA and STF on signal samples. As Fig. 10 shows, with iteration
increases, the accuracy of eccentric compression experiment (E-train) and three-point
bending experiment (T-train) increases and achieves 99.99% accuracy on two loading
mode. Even though there exist some fluctuation during training, for example, The loss for
both E-train and T-train increases dramatically around the 20th iteration, the prediction
accuracy converges to stable value.
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Fig. 10. The classification accuracy (left axis) and loss value (right axis) in the iteration of two
experiments, where E represents the eccentric compression experiment and T represents the three-
point bending experiment.
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Fig. 11. The confusion matrix of three-point bending (left) and eccentric compression stress
identification accuracy (right).

However, accuracy is not enough to reliably reflect the performance of the USR-
Net. To Further evaluate the result, we build confusion matrix to calculate four indexes:
accuracy, precision, recall and specificity. Accuracy represents the proportion of all
correctly judged results of classification model in the total observed value. Precision
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represents the proportion of the model prediction that is correct in all the results where
the model prediction is positive. Recall represents the proportion of the model prediction
that is correct in all the results where the true value is positive. Specificity represents the
proportion of all results in which the true value is negative that the model’s prediction
is correct. Figure 11 demonstrates the confusion matrix of our model. According to the
definition of four indexes as Eqgs. 8—11, we can calculate accuracy, recall, precision, and

specificity (see Fig. 12).
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Fig. 12. The accuracy, recall, precision and specificity of USR-Net in three-point bending (T
represents) and eccentric compression experiments (E represents).
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4.2 Discussion

Comparison We compared the performance of USR-Net with the non-DL algorithms,
but the non-DL algorithms evaluation index varies with the characteristic of them, such
as the SVD utilizes correlation coefficient [42] to evaluate and CWI uses goodness of fit
[43]. Specially, the correlation coefficient is a statistical measurement used to assess the
strength of the linear relationship between two variables, and goodness of fit is a statis-
tical measurement used in statistics to assess the fit degree of a statistical model. For the
purpose of comparison, these evaluation indexes are all defined with the same physical
meaning as classification accuracy and uniformly referred to as classification accuracy
in the subsequent description. In the comparison, we use all samples to analyze, and
calculate the average accuracy which is shown in Fig. 13. Comparing with traditional
non-DL algorithms, the USR-Net proposed in this study has a higher average identifica-
tion accuracy for its better feature extraction capability. For instance, USR-Net improve
17.5% and 15.9% of eccentric compression and three-point bending experiment than the
popular non-DL algorithm CWI, which only gets 85% and 86.2% on our dataset.

Eccentric Compression Three-point bending

100
95
90

85

Accuracy(%)

80
75

70
CWI DSVM SVD SVM USR-Net

Fig. 13. Comparison with non-DL algorithms.

The verification of Kaiser effect As Fig. 10 shows, with the increase of number
of iterations, the accuracy rises gradually, but when the numbers of iteration are 8 and
18, both the train accuracy and the validation accuracy suddenly decreased, we argued
that is because the Kaiser effect [44] which refers to the phenomenon in which materials
exhibit a characteristic pattern of stress-strain behavior during cyclic loading. Due to
the existence of Kaiser effect, the concrete structure has a stress-memory effect, when a
cycle of loading is complete and immediately unloading, the stress of concrete will not
change and keep the state for a long time. Thus, another cycle of loading even begins,
and the collected coda wave signals still present the state of last loading.

To verify the idea of Kaiser effect, we use the signals of loading level is 20 (the red
label in Fig. 14) in the last loading cycle and the signals of loading level is 1 (the green
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Loading level
>
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0 1 1 1 1 1
0 10 20 30 40 50 60

Day

Fig. 14. Loading sequence.

label in Fig. 14) in the next loading level cycle to identify via USR-Net and non-DL
algorithms. The result is shown in Table 5, we can see the results of SVD and CWI1 are not
like the others, because the SVD and CWI mainly establish the mathematical linear model
between the specific features and stress. Due to the interference from various factors,
they cannot give the accuracy prediction like these labeled values. When identifying the
label of 20, USR-Net, SVM, and DSVM can output the value corresponding to the label,
moreover, SVD and CWI also give the relatively similar results that is relatively close to
the actual stress. However, when identifying the label of 1 in the next cycle, the predict
result of non-DL algorithms is similar to the label of 20 in the last cycle. Therefore,
the Kaiser effect has significant influence in the coda wave signals in the coda wave
measurement.

Table 5 The verify result of Kaiser effect via USR-Net and non-DL algorithms.

True label Predicted label (convert to stress value, KPa)

USR-Net SVD CWI SVM DSVM
20 (630.5) 630.5 626.3 600.4 630.5 630.5
1(144.1) 144.1 598.5 588.2 604.9 604.9
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The performance of anti-noise We test the performance of anti-noise via adding
random Gaussian white noise to raw signal and compare the identification accuracy
of USR-Net and non-DL algorithms under different SNR. In the process of test, the
TF-images generated from signals polluted by noise are input into USR-Net, and these
signals are analyzed by non-DL algorithms, the accuracy of all methods is shown in
Fig. 15.

—=— USR-Net —— SVD —4— SVM —v— CWI|—+— DSVM
100
90
80
70

60

Accuracy(%)

50

40

30

SNR (dB)

Fig. 15. The accuracy varies with SNR.

From Fig. 14, the USR-Net had the highest accuracy than other methods. Under SNR
= —6dB, the accuracy of the USR-Net is still 94.2%, and the accuracy of SVD, SVM,
CWI and DSVM are 44.8%, 62.2%, 33.3% and 76.2. The filter of USR-Net removes
some noise in the signal processing, and after learning step by step, the deep learning
model can correctly extract valuable features from noised TF-images. Besides, USR-Net
has a multi-scale respective field and multi-channel feature fusion, which can capture
richer features of TF-images. Therefore, USR-Net has the best classification effect in
low-SNR environments and keep the good performance on anti-noise testing. Even when
the SNR is more than 2dB, USR-Net shows a distinctive identification accuracy rate of
98.5% comparing with other coda wave measurement methods.

5 Conclusion

In response to the limitations in measuring reinforced concrete stress via ultrasonic
coda wave, this study proposes the USR-Net, a method for combining the S-transform
and deep learning model. USR-Net employs S-transform-based Time-frequency Filter
to eliminate random noise and S-transform-based Time-frequency Analyzer to extract
two-dimensional feature of the coda wave signal for generating TF-image. Then, Fea-
ture Extractor with Residual Blocks is applied to extract detailed valuable features from
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the TF-images, which utilizes shortcut connection to maintain local features while fea-
ture map size reduces. Finally, Classifier takes use of linear layers to establish local
and global features with actual stress labels. To evaluate the performance of USR-Net,
we designed three-point bending and eccentric compression experiments and achieves
the identification accuracy of 99.99% in two load patterns under continuous changing
environment. Further, we explore the result of confusion matrix and use four indexes,
accuracy, recall, precision, and specificity, to verify our model. Additionally, we com-
pare USR-Net with some popular non-DL algorithms, which demonstrates USR-Net
can achieves better results than other methods even under different noise condition. We
also discuss about the Kaiser effect in coda wave stress measurement to explain the
exceptional loss fluctuation. The good anti-noise performance and better identification
accuracy of USR-Net enable it has application prospects in practical engineering. The
USR-Net highlights the potential of deep learning algorithms in monitoring the health
of reinforced concrete structures and contributes to the development of more precise and
effective stress measurement techniques.
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