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Foreword 

According to Sixth Assessment Report on Climate Change 2022: Impacts, Adapta-
tion and Vulnerability of the Intergovernmental Panel on Climate Change (IPCC), 
nearly half of the world’s population (8 billion) have witnessed severe water scarcity 
due to climate change, and during the last five decade about 44% of all disaster are 
flood related. In contemporary society, there exists a prevailing perception that 
various calamities, such as landslides, floods, storms, and droughts, are increasingly 
regarded as manifestations of climate change induced by the synergy between 
technological progress and human agency, rather than being solely attributable to 
natural occurrences. The global climatic change and changes in land use/land cover, 
and water pollution are the major drivers of the loss and deterioration of freshwater 
ecosystems. Climate change and global warming may lead to large-scale water and 
air health risks to people across the world, especially in the third-world countries. 
According to estimations, when global warming reaches a range of 1.5–2 °C, 
localized and gradual adaptation will be required. However, it is anticipated that 
negative consequences will extend extensively and intensify, leading to reduced 
food grain production and slow economic growth, heightened inequality and pov-
erty, diminished biodiversity and ecosystem services, and increased instances of 
illness and death among populations in various African and Asian nations. The 
estimate shows that limiting global warming to 1.5 °C needs global emissions to be 
slashed by 45% by 2030, compared to 2010 levels. This would benefit us with 
reducing water-related risks across regions and sectors. 

It is worth mentioning that climate change is projected to significantly increase 
population exposure to heat waves, heat-related morbidity, and mortality as well as 
drought. It is seen that several parts of Asia may experience some of the worst 
drought in the last two decades by the end of June 2021. All such problems in some 
way or the other are closely connected with urbanization and urban growth. 
According to world urbanization prospects, a significant proportion of the Earth’s 
inhabitants (nearly 4.2 billion) reside in urban regions. The phenomenon of urban-
ization engenders susceptibility and exposure, which synergistically interact with 
climatic change perils, thereby fostering urban risk and a multitude of consequences.
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At global scale, the swift proliferation of urban vulnerability and exposure has been 
witnessed in modestly sized towns and cities, where adaptive capabilities are 
restricted, particularly within unstructured and non-official settlements situated in 
economically less affluent and middle-income nations possessing smaller to 
medium-sized urban centers. The repercussions of climate change and associated 
perils exhibit heterogeneity in both spatial and temporal dimensions. This variability 
arises from disparities in the extent of exposure and susceptibility exhibited by 
diverse systems, encompassing ecosystems, economic circumstances, and societal 
cohorts. Consequently, evaluating the vulnerability of a system assumes paramount 
importance in discerning suitable adaptation strategies for addressing climate change 
risks. Furthermore, understanding how to effectively manage existing climate 
change risks assumes great significance. 

vi Foreword

In this context, the book Climate Change, Vulnerabilities and Adaptation is much 
needed in the present-day context. The book comprises a collection of 20 research 
articles (Book chapters), authored by prominent scientists, scholars, and specialists 
representing various academic fields. The chapters are dealing with wide range of 
interesting topics like climate change and cyclones its associate consequences, 
climate change and forest fire in Himalaya, climate change and weather extremes 
and livelihood, impact of land use/land cover on microclimate with reference to 
thermal variability, urban heat island on local climatic zones using remote sensing 
and statistical analysis. The other sets of papers are on extreme climatic events on 
sustainable urban development, modeling Himalayan glaciers using GIS and 
Machine Learning (ML). Risk and resilience to the floods in Indian cities, unveiling 
precipitation and temperature patterns in Kashmir valley, variability of rainfall in the 
evidence of climate change scenario, and climate change and human resources, are 
some of the other sets of papers of the book. 

I observe that the primary aim of this book volume is to tackle and comprehend 
climate change, which stands as the most widely discussed and intricate challenge of 
the twenty-first century. The book also seeks to cope with problems arising from it 
and what are the regions and communities which are exposed, sensitive, and 
vulnerable to it? and how to adapt in the prevailing situation with climate change 
in the present situation? The book represents a significant endeavor aimed at 
generating current and comprehensive knowledge regarding the state and progres-
sion of climate change across different levels. It strives to bridge existing research 
deficiencies by incorporating diverse advanced remote sensing datasets, Geographic 
Information System (GIS), Artificial Intelligence (AI), and Machine Learning 
(ML) techniques. In this regard, the current initiative is a great scientific effort and 
significant in the era of changing climate. I am pleased that the editors possess the 
visionary insight and enthusiasm to compile this book, encompassing a subject of 
utmost significance. Their diligent research endeavors have contributed to enhancing 
our understanding of vulnerabilities associated with climate change and the 
corresponding measures of adaptation. 

I am extremely delighted and feel proud to introduce the said book volume 
Climate Change, Vulnerabilities and Adaptation: Exposure, Sensitivity and Adap-
tation. In fact, it’s my proud privilege to write the foreword of the book which is the



brainchild of Late Prof. Dr. Abha Lakshmi Singh, my mentor, my torch bearer, my 
guide of academic life with whose blessing and training, I am writing, what I am 
writing today. What all I could achieve today it’s solely because of her training in my 
academic as well as in personal life. 

Foreword vii

I congratulate the editors for their foresighted effort in bringing out this book at a 
very right time on such a pertinent and burning topic of climate change. My best 
wishes for their future academic endeavors and wish that this book will be very 
useful to the students, researchers, and scholars across the age and disciplines. 

Department of Geography 
Jamia Millia, Islamia 
New Delhi, India 

Atiqur Rahman
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Part I 
Climate Change Adaptation in Urban 

Areas: Linkage Between Research, 
Perspectives and Practice



Chapter 1 
Risk and Resilience in Indian Cities: Floods, 
Heat Islands and the Work of Professor 
R.B. Singh 

Guy M. Robinson 

Introduction 

Nature often poses a threat to the citizenry of Indian cities, as seen graphically in the 
destruction wrought by the floods in Chennai in 2015 and the earthquake in Gujarat 
in 2001, which destroyed fifty multi-storey buildings in Ahmedabad. Several Indian 
cities face regular risks from the physical environment, through flood hazards, with 
the growth of megacities, such as Bengaluru, Hyderabad and Mumbai, exposing 
ever more residents to flood risk. Climate change may increase the frequency of 
extreme flood events by further intensifying the hydrological cycle. This could also 
contribute substantially to global increases in urban flood risk, thereby affecting 
safety, health and livelihoods (Gupta, 2020). 

Vulnerability to flooding tends to be the greatest amongst the poorest in society, 
living in high-density areas of cities, where frequent flood impact can lead to 
increased poverty in a vicious cycle affecting the ability of communities to demon-
strate resilience and limiting possibilities for recovery from flooding episodes. 
Exposure to flood risk has grown due to increased settlement on flood plains and 
urban in-fill development that increases population densities while sealing surfaces 
and disrupting natural drainage channels (Ramachandra & Mujumdar, 2009). Often, 
the poorest in society have little option but to live in the most flood-prone areas 
where housing is the cheapest. There may be few regulations or planning controls to 
limit the construction of low-quality dwellings. This can also be seen in cities in 
wealthy and developed countries, as in the case of Hurricane Katrina in New Orleans 
in 2005, in which the areas of the city suffering the greatest damage were
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disproportionately occupied by African Americans who were then also the slowest to 
return to the city during the reconstruction phase (Fussell et al., 2010).

4 G. M. Robinson

This notion of the environment as hazard is part of a complex interaction between 
city dwellers and nature, and hence there are multiple, and often conflicting, relation-
ships between people and nature within and on the fringes of cities. These interac-
tions can pose difficult choices for city planners and represent a key challenge in the 
evolution towards more sustainable communities (Robinson, 2018). Geographers 
have long studied these physical risks affecting urban dwellers in India, with one of 
the leading researchers being the late Professor Ram Babu (R.B.) Singh at the 
University of Delhi (for details of his life and career, see Singh, 2021). 

This chapter draws upon the work of R.B. Singh, a major figure in Indian 
geography in the last three decades, to examine two particular hazards he studied, 
closely associated with climate change, namely increased frequency of extreme 
events producing severe floods in various Indian cities and urban heat islands 
(UHIs). The chapter briefly refers to the contributions of R.B. Singh to understand-
ing the impact of climate change on people and livelihoods in India, and then focuses 
on the two specific risks affecting urban residents. In both cases, special attention is 
directed at attempts to adapt and mitigate risk. With respect to increased incidence of 
floods, such attempts are often having to address poor planning decisions that have 
put citizenry at risk by building on flood plains, as in the case of Chennai’s floods in 
2015, or failing to maintain urban drainage systems, as for recent flooding in 
Mumbai. With respect to urban heat islands, the chapter draws upon the work by 
Singh and other Indian researchers, which has revealed long-term trends and possi-
bilities for both adaptation and mitigation. As part of this chapter a bibliography of 
R.B. Singh’s principal published work is presented as an Appendix. 

R.B. Singh and Studies of Hazards, Livelihoods and Climate 
Change in India 

R.B. Singh was the first Indian geographer to hold both the positions of Secretary-
General to the International Geographical Union (IGU) and Scientific Committee 
Member of the International Council for Science (ICSU). He was Professor of 
Geography in the School of Economics in the University of Delhi, having been 
educated at Banaras Hindu University, and was elected as the Vice-President of the 
IGU for successive terms from 2012. He was probably the most well-known Indian 
geographer in the last two decades, partly because he was quite prolific, with over 
230 papers in academic journals and more than 35 edited and 15 single- and 
co-authored books (Roy, 2021) (see Appendix below). His work covered a wide 
range of topics, but primarily focused on disaster management, remote sensing and 
geographical information systems (GIS), environmental studies, climate change, and 
urban and regional development in India. He also had an outstanding reputation as a 
mentor and guide to PhD students and early career researchers.



1 Risk and Resilience in Indian Cities: Floods, Heat Islands and the Work. . . 5

This chapter focuses on just two areas of Singh’s work: floods and urban heat 
islands, but these are ones in which he made a distinctive contribution. In both cases 
one strand of research focused on New Delhi where he worked and lived for many 
years. His writing shows a growing concern for the consequences of the rapid growth 
of the city, as it approaches a population of 30 million by the end of the decade. 
Urban development has had huge impacts on the environment and Singh lamented 
the growing inability of the city’s infrastructure to deal with traffic congestion, air 
pollution, sewerage, water supply and maintaining agriculture in the face of urban 
sprawl. He noted the impact of urban growth on human health and well-being and 
presented a two-pronged approach in his research: use of the latest techniques to 
measure and analyse environmental processes to chart the unfolding problems, and 
following the analysis with prescriptions for policies to promote both mitigation and 
adaptation. Techniques included the use of satellite remote sensing and Geograph-
ical Information Systems (GIS) to map key characteristics of heat islands and 
deteriorating environmental conditions in the city. The prescriptions often included 
recommendations for major infrastructural improvements, which have rarely seemed 
to be forthcoming. However, there have also been some positive advances in the 
form of more green space in the city, which can help improve well-being and reduce 
some of the worst effects of urban heating. 

In his work on urban flooding, Singh linked long-term analysis of climate change 
affecting glacier melt in the Himalayas and variations in the monsoonal rainfall 
pattern, which have contributed to increased flood propensity in some of India’s 
major cities. He also acknowledged the problems associated with creation of more 
impervious hard surfaces in urban areas and changes to groundwater that have 
affected patterns of run-off and recharge. However, it has not only been a growth 
of concrete and tarmac that has altered run-off and assimilation of rainfall, there has 
also been wholesale removal of natural storage systems, such as naturally occurring 
lakes, and disruption of river channels by engineering works with little consideration 
regarding the long-term effects of changing natural water distribution systems. In 
highlighting this, Singh has suggested that there needs to be a single authority 
charged with overseeing hydro-engineering systems, with attention given to 
protecting small lakes and instigating improved systems of waste management, 
sewerage and provision of drinking water. Preserving and enabling replenishment 
of groundwater is another vital concern as New Delhi and many other major Indian 
cities are rapidly depleting available groundwater reserves, creating an uncertain 
future in terms of availability of future drinking water supplies. 

While a central theme in Singh’s work was the need for planning of urban 
development that worked in harmony with the natural environment and available 
resources, he also acknowledged the growing impact of human-created climate 
change. Some of his early work focused on the headwaters of the major Indian 
rivers, recognising changes occurring to weather patterns in the Himalayas, with 
major consequences for glacier melt and downstream river flows. He examined the 
impacts of changing water regimes upon agricultural production, not only in the 
mountain regions themselves but in the heartlands of Indian agriculture, where he 
warned of the need for more efficient use of irrigation water as part of a more



broadly-based approach to natural resource management. He acknowledged that 
climate change was affecting hydrological regimes, with impacts felt by residents 
of the major cities in the form of floods and drought, as well as having major 
consequences for the nation’s farmers. He also noted that the changing weather 
patterns associated with climate change were exacerbating urban heat island effects 
in some cities, and hence, the need for more imaginative urban planning that 
emphasised provision of green space and adopted urban methods such as use of 
green roofs and blue-green space rather than just high-rise and relentless urban 
sprawl. 

6 G. M. Robinson

The rest of this chapter explores two of the key areas in which Singh made a 
major contribution: floods (including related issues of overuse of groundwater and 
pollution of watercourses) and urban heat islands in Indian cities. It examines both 
the risks posed by these hazards and the attempts made to generate greater resilience 
through mitigation and adaptive actions. 

Floods 

Climatic extremes are increasingly resulting in major disasters associated with 
substantial damage to infrastructure and economy, loss of life and destruction of 
the natural environment. River systems have spread damage from floods over wide 
areas in India, as in the case of the Uttarakhand floods (2012, 2013), the Mumbai 
floods (2005), and the Kashmir floods (2014). Similarly, the heat wave in 2017 
affected a large area across northern India (Mal et al., 2018, p. 3) resulting in 
increased death rates. These growing extremes are accentuating hazards associated 
with the seasonal changes to atmospheric flow patterns between the Indian 
sub-continent and the sea, which are related to the monsoons that frequently produce 
droughts, floods and mass movements over substantial areas of India. Indeed, India 
has been one of the world’s most disaster-prone countries, even before climate 
change began to exacerbate weather-related hazards. In particular, coastal cities 
may be at increasing risk from flooding through climate change-induced sea-level 
rise, with the IPCC predicting more severe inundations (Oppenheimer et al., 2019). 
For example, low-lying areas in Mumbai are seriously threatened by floods even 
when there is only minor rainfall. Grover and Singh (2020) note that there were 
111 places in the city (26 in Mumbai city district, 73 in the eastern suburbs and 12 in 
the western suburbs) that were identified in 1993 as flood-prone areas. 

Some of the worst examples of catastrophic floods in the country have occurred in 
Chennai, which has experienced recurrent flooding affecting tens of millions of 
people across the Adyar basin in the monsoon months, with floods in 2015 especially 
severe. Kumaran et al. (2020) highlight that poor flood management systems have 
played a key part in these floods, with little by way of adaptive measures. The severe 
floods have been compounded by the growth of the city that has reduced the capacity 
of the existing waterways at the same time as more impervious surfaces have 
contributed to increased run-off. Drainage of wetlands has reduced the natural



capacity of the area around the city to soak up water, contributing to lack of proper 
water storage and management. Kumaran et al. (2020) propose a series of measures 
that could contribute to addressing Chennai’s flood problems (see Table 1.1). These 
are typical of the types of measures that need to be applied to address the problem of 
urban floods in India’s major cities. 

1 Risk and Resilience in Indian Cities: Floods, Heat Islands and the Work. . . 7

Table 1.1 Proposed measures to address flood problems in Chennai 

Better understanding of weather through improvements in forecasting, partly through creation of a 
more finely grained system of reporting and recording. 

Placement of water-gauging stations allied to more detailed flood modelling. 

Construction of storages rather than building chaotically in areas where storage should occur. 

Public awareness needs to be increased through better education about climate change and 
associated risks and vulnerabilities, including community-based information initiatives. 

Clearing off encroachments in and near waterbodies, which may involve some resettlement of 
people. 

Desilting and conservation of water bodies. 

Rapid assessment of flood inundation, e.g., through community mapping. 

Flood mitigation programmes. 

Watershed management to reduce siltation. 

Increasing green cover. 

Scientific study of flooding patterns for a period of at least 30 years, including use of modelling 
techniques to help guide strategic planning. 

Riverfront water development that involves key stakeholders in managing flood control. 

Source: Kumaran et al. (2020) 

Most flooding in India occurs between June and September, reflecting the 
presence of the south-west monsoon, but in southern parts the northeast monsoon 
can bring floods from October to December. The combination of extreme rainfall 
events and the growth of built-up areas has exacerbated the severity of floods, as 
illustrated by Gupta (2020, p. 2): ‘Rapid urbanization has resulted in increased paved 
areas, decreased water bodies, reduced groundwater recharge and reduced capacity 
of urban drainage channels.’ The huge influx of rural migrants to many Indian cities 
has placed great strains on the sewerage systems, with increased amounts of 
untreated wastewater often discharged into the stormwater drains and rivers. 
Flooding then sends this contaminated mixture pouring through the streets and 
houses, as was observed in the Chennai floods of 2005 and 2015. This flooding 
has also been exacerbated by urban drainage systems in which investment into storm 
drainage has been inadequate and largely intended for events whose intensity is 
regularly being exceeded, as also highlighted by Gupta (2020, ibid.): ‘A compilation 
of the high-intensity rainfall (greater than 50 mm day-1 ) and subsequent flooding 
incidents during 2018–2019 in the capital cities of the 28 Indian states and the 
9 Union Territories indicates the severity of the rainfall-related flooding in these 
cities.’ 

Singh and Singh (2011) noted the importance of impervious land cover types in 
promoting flooding in the planned city of Noida (population approaching three-
quarters of a million), immediately south-east of Delhi in Uttar Pradesh, with ‘direct



runoff from urban areas . . .  responsible for a flood event compared with runoff from 
other land use areas’ (p. 147). Repeated heavy floods in the city reflect its unsuitable 
terrain in a low-lying former river basin readily subject to waterlogging. Using 
remote sensing and modelling techniques, the authors showed how micro-scale 
planning can be formulated to alleviate flooding. Yet, this has largely been some-
thing that has been eschewed by city planners, with an emphasis on reacting after 
serious flooding has occurred rather than using modelling to identify flood-prone 
areas and taking measures to focus on future flood-proofing. Simple measures such 
as re-zoning to prevent future sprawl into undesirable areas (e.g., the most vulnerable 
parts of flood plains) could prevent destruction of property and loss of life. 

8 G. M. Robinson

Control of floods offers opportunities for socio-economic growth and develop-
ment by application of new approaches such as building more raised platforms, 
drainage channels, culverts, sluices and embankments (Singh et al., 2014b). How-
ever, Singh et al. (2016) recommend that regional cooperation between states and 
neighbouring countries is required to improve water resource management through 
mitigation of floods to ensure greater stability of food production and power 
generation. 

While climate change has been associated with greater irregularity of monsoon 
rains, it has also contributed to flooding from glacier melt in the Himalayas coupled 
with increasing population pressure, overgrazing, deforestation, road and dam con-
struction, and over-development of agriculture and horticulture on steep slopes. 
Global warming has produced ice melting leading to overflows from glacial lakes 
while more severe storm events have also contributed to destructive floods. 

One of the most flood-prone rivers in India is the Brahmaputra in Assam, where 
3.2 million ha are subjected to periodic flooding, including towns such as Dhubri, 
Goalpara and Guwahati. Projections suggest rainfall will increase across Assam in 
the twenty-first century. Added to more glacier melt in the Himalayas, this could 
exacerbate existing flood problems. However, major dam-building schemes 
upstream in China may reduce water flows while further anthropogenic intervention 
in the form of deforestation may increase water flows. Pradhan et al. (2021) suggest 
several ways in which the flood hazard might be alleviated, echoing ideas developed 
earlier by Singh et al. (2014b). One key aspect is to obtain transboundary 
co-operation as exists at present between India and Bangladesh. However, such 
agreement is currently harder to obtain with China given the ongoing dispute over 
territory. A community-based flood early warning system (CBFEWS) is urgently 
needed and has been conceptualised by local agencies. Some initial implementation 
is in place but this needs upscaling across the river basin. 

To lessen the impact of floods on communities adjacent to the Brahmaputra there 
is a need for more flood-resilient infrastructure. One example would be the greater 
use of embankments around raised constructions (such as local houses), which may 
be strengthened through use of native plant species to avoid landslides triggered by 
soil erosion. The introduction of simple ecological sanitation (eco-san) toilets can 
help prevent pollution of the river, while also producing fertilizer for agriculture. 
Improved wetland conservation and management is another important consideration 
to ensure that the wetlands act as water reservoirs which retain water during dry



periods and help sustain stream flow. ‘The hydrological connectivity among wet-
lands and with the rivers are of crucial importance for ecohydrological functioning of 
both rivers and wetlands’ (Pradhan et al. 2021, p. 16). However, that connectivity is 
threatened by severe ecological degradation associated with ongoing urbanisation, 
pollution, drainage for agriculture and over-exploitation of fish and macrophytes. 
With regard to the latter, there is a need to create freshwater fish safe zones (FFSZ). 
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The scale of investment needed to reduce the flood hazard along the Brahmaputra 
is substantial, especially when set against additional problems associated with 
climate change. Hence, there is a need for special initiatives to bring about change. 
One such example is the US$120 million invested by the Asian Development Bank 
since 2010 into the Assam Integrated Flood and Riverbank Erosion Risk Manage-
ment Investment Program. This Program has been implemented by the Flood and 
River Erosion Management Agency of Assam (FREMAA), aiming ‘to improve 
flood and riverbank erosion management by adopting a community-based approach 
built around institutional reform and the strengthening of the knowledge base of the 
water sector’ (p. 17). Another major project developed by the Government of Assam 
is addressing modernisation of flood and erosion management, investing US$200 
million since 2016 and involving the building of infrastructure and preparing an 
integrated erosion, flood and sediment management strategy. 

Climate change is also likely to mean increased sediment loads through the river 
basin, perhaps a 40% increase in annual sediment load by 2075–2100 compared with 
1986–1991 (Fischer et al., 2017). Increased siltation could have major impacts on 
agriculture, aquatic ecology, hydroelectric power generation and water storage in 
reservoirs (used for both irrigation and drinking). Climate change is also likely to 
increase water scarcity in the dry season from November to May, with potential to 
disrupt agriculture, food security and industry (Gain & Wada, 2014). 

Overuse of Groundwater Supplies and Pollution 
of Watercourses 

One aspect of Singh’s work was on the United Nations’ Sustainable Development 
Goal 6, ‘ensure availability and sustainable management of water and sanitation for 
all’. He observed that India fell short of desirable standards with regard to many 
aspects of water management. Key issues are excessive demand on available sup-
plies of water, partly associated with significant drought in some regions, contam-
ination of water supplies and increased occurrence of floods. The World Health 
Organization estimates that close to 100 million Indians do not have access to safe 
drinking water. In addition, around 21% of communicable diseases in the country are 
water-borne (Singh, 2017). However, there are two major problems affecting water 
supply, both of which are related to climate change. The first is drought, which in 
recent years has affected around one-third of all administrative districts in India, 
extending across ten states and affecting 330 million people. This is having a



profound effect on availability of water in some cities, e.g., in Hyderabad the four 
major reservoirs had dried up in 2017, while in Pune, water tankers have been used 
to maintain essential supplies. Elsewhere industry has had to shut down because of 
lack of water (p. 324). 
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Ironically, at a time when many Indian cities are being subjected to more severe 
flood episodes, some, including Bhatinda, Chennai, Jaipur, Lucknow, Mumbai and 
Nagpur are experiencing severe water shortages. Severe depletion of groundwater 
resources has been reported for 21 major cities affecting over 100 million people. 
This reflects the rapid growth in demand for water as the cities have grown so rapidly 
in recent decades, with 40% of the country’s population projected to be living in 
urban areas by 2030. Indeed, several cities have already begun to ration water in the 
summer months, including Bhatinda, Jaipur, Lucknow, Mumbai and Nagpur 
(Ghosh, 2021). Between 40% and 50% of India’s urban water supplies are derived 
from groundwater, generally considered a safer option than reliance on surface 
water, with one estimate reporting that 80% of surface water is polluted by domestic 
sewage because of an absence of sanitation facilities and lack of policies addressing 
wastewater and sanitation (Sengupta, 2019). 

The annual extraction rate of groundwater in India is now the highest in the world 
(Saha, 2019, p. 24), with urban use accompanying extraction for irrigation and other 
rural use. In Punjab, Rajasthan, Haryana and Delhi, extraction from groundwater 
exceeds recharge (see also Khetwani & Singh, 2018). In addition, groundwater is 
becoming polluted, with rising levels of arsenic, chloride, fluoride, iron, nitrate and 
uranium. Urban sprawl has often removed water bodies, reducing both infiltration 
and groundwater recharge, and also contributing to urban flooding. This has been 
reported for Chennai, where 150 water bodies had been reduced to 27 by 2010 
(Gupta & Nair, 2011). 

A similar trend in the decline of water bodies was reported for Delhi by Singh 
et al. (2013). Their research showed that in 1970, the total number of water bodies 
was 807 with an area of 14.41 km2 , but that there had been a decline of 21% to 
640 by 2008, with an area of 8.51 km2 (a 41% decline in area). Moreover, there was 
deterioration of water quality in the remaining water bodies through eutrophication, 
inflow of wastewater from nearby residential areas and garbage dumping around 
them. These water bodies (locally known as baolies, johads and hauz) were part of 
traditional forms of water management, with artificial ponds and reservoirs created 
to harvest water. These were managed over the centuries by local communities to 
ensure equitable and fair distribution of water, but as population numbers grew, the 
protectors of the water became the polluters and destroyers. The loss of agricultural 
land to urban sprawl has been another major reason behind the loss of rural water 
bodies, with no clear laws to protect them and their catchments. Hence, ‘the 
introduction of piped water supply from far off sources and extraction of ground-
water through tube-wells has changed the human interaction and dependence on 
traditional water bodies’ (ibid, p. 365). 

Singh et al. (2013) argue that the myriad of rural water bodies played a key part in 
recharging aquifers, maintaining groundwater levels, controlling groundwater salin-
ity and supporting various flora and fauna. Their decline is not only having



noticeable impacts on biodiversity but also affecting groundwater. The traditional 
water bodies acted as recharge zones, but their gradual decline coupled with 
increased extraction of groundwater has meant that the groundwater level of Delhi 
is declining by an alarming 2 m every year. Seven out of nine groundwater districts 
for the city had been declared as ‘over-exploited’ by 2012. The situation was 
worsened by construction related to Delhi hosting the Commonwealth Games in 
October 2010. This directly reduced the groundwater level. Similarly, major road 
construction has removed water bodies in the south of the city. Yet, city planning has 
largely ignored the importance of these traditional water bodies and there has been 
little protection afforded to them. One issue has been the fragmentation of respon-
sibility for overseeing their protection. Hence, Singh et al. (2013) proposed that all 
water bodies should come under the jurisdiction of a single authority. 
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Table 1.2 Measures to improve the water quality of India’s major rivers 

Build sewage treatment plants at the mouth of major drains. 

Construct low-cost toilets and crematoriums to counter non-point pollution. 

Maintain minimum flow required in the river. 

Build reservoirs to store water. 

Apply optimum application of fertilizers. 

Relocate factories still operating on the banks of rivers. 

Use treated effluents, both domestic and industrial, for irrigation. 

Create special areas of need where funeral ashes and garlands can be processed with respect and 
without affecting the sanctity of the river. 

Use traditional clay rather than baked clay for idols to be immersed in the river water during 
festivals. 

Discourage construction of any type along the river bed. 

Source: Singh (2017, p. 327) 

Excessive pollution of water sources has become an increasing problem in many 
Indian cities. Singh (2017) attributes this in part to the by-product of insufficient and 
delayed investment in urban water treatment facilities. There is a lack of water 
treatment plants for reuse and recycling of waste water, encroachment of settlement 
on water bodies and no proper pipe distribution for households. For example, in 
2010 45% of the city remained unconnected to the sewer network, and one-quarter of 
the city was unconnected to the water supply system (Hughes, 2013, p. 7). Singh also 
notes that there is no proper pricing mechanism for industrial and commercial use of 
water. Moreover, little use has been made of water-saving technologies commonly in 
place in many countries around the world. He highlights the squalid condition of the 
river Yamuna which runs through Delhi, into which 2000 million litres of raw 
sewage are pumped every day. He offers a set of measures that need to be 
implemented to address these water quality issues (Table 1.2). However, while 
some of these are quite simple and relatively easy to introduce, others affecting 
location of industry and construction of sewage treatment plants involve substantial 
costs to government. 

Given the scale of the urban water quality problem, it is evident that major 
investment is needed in all of India’s major cities. At present, the two key water



quality initiatives in place nationally are the National Rural Drinking Water 
Programme (NRDWP) and the Accelerated Urban Water Supply Programme 
(AUWSP), which target provision of universal and equitable access to safe and 
affordable drinking water for all by 2030. 

12 G. M. Robinson

The NRDWP, which was launched in 2009, aims to provide safe and adequate 
water for cooking, drinking and other domestic needs to every rural person on a 
sustainable basis, and specifically ensuring that 35% of rural households have water 
connections and about two buckets of water per person per day. However, despite 
spending INR 89,956 (US$1199.44) × 10 million between 2012 and 2017 the 
Government Auditor in 2018 reported that it had ‘failed to meet its targets’, referring 
to ‘poor execution’ and ‘weak contract management’ (Paliath, 2018). The AUWSP 
dates to 1993, but applies primarily to small towns rather than large cities, for whom 
municipal authorities are responsible for water supplies. 

Singh and Chandna (2011) analysed the pollution levels in the Yamuna River 
pre- and post-monsoon periods, revealing the very high levels of pollution as the 
river flows through metropolitan Delhi. The post-monsoon period dilutes the pollu-
tion levels a little, but there is evidence that reduced run-off from the Himalayas 
because of climate change may reduce this dilution effect, whereas short-term 
flooding will pose more challenges for water quality in terms of increasing concen-
trations of pollutants. Hence, we can conclude that without significant and funda-
mental government interventions the problem of floods, water shortages and major 
pollution of water bodies in Indian cities will remain unresolved. 

Urban Heat Islands 

Veena et al.’s (2020) survey of urban heat island (UHI) studies in India recorded 
37 academic papers for different parts of major cities since 2000, with about 30% 
dealing with Delhi. Bengaluru was the next most studied city. They concluded that 
numerical modelling studies of UHIs had been quite limited in India compared with 
many countries, so a greater focus on this topic is needed. For India’s megacities, 
Qureshi (2018) quotes UHIs of between 4 and 8 °C higher than the temperatures in 
the surrounding urban hinterland. 

UHIs are concentrations of higher surface temperatures in cities, in comparison 
with surrounding rural areas. UHIs are associated with heat-absorbing surfaces in the 
built elements of the urban landscape and disturbed airflow patterns (often termed 
the ‘canyon effect’). These generate radiative, thermal, moisture and aerodynamic 
modifications in the surrounding environment. UHIs are associated with radiative 
trapping and screening through the canyon effects of building geometry and anthro-
pogenic heat sources. The latter include automobile engines and air conditioning 
units. In addition, urban surface roughness can lower albedo and increase thermal 
mixing, which, in turn, can impact local-level natural solar and hydrological bal-
ances (see Yow, 2007). The decreased turbulence that occurs in the urban canyons 
between high-rise buildings results in reduced heat loss. The bigger and more



densely settled the city, especially with concentrations of high-rise buildings, the 
greater is the likelihood of a substantial UHI effect (Dos Santos et al., 2017). 
However, there may also be a cooling effect exerted by oceanic influence for coastal 
cities. Kotharkar et al. (2018) argue that UHIs have played a role in increasing urban 
floods by enhancing convective rainfall. 
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Various factors contribute to the development of UHIs, notably human-created 
changes in the urban environment; greater use of energy sources by industry, 
transport and for residential heating/cooling; changes in land use and land cover; 
impervious surfaces; urban geometry, especially with high-rise buildings; local 
weather and locational factors (Grover & Singh, 2020, p. 156). UHIs are not just a 
minor meteorological phenomenon, with poor air quality allied to rising tempera-
tures contributing to cardiovascular and respiratory illnesses and diseases. 

Roy et al.’s (2011) analysis of Delhi’s urban heat island noted how the highest 
urban temperatures, especially in the late afternoon, were concentrated in the 
northern and western sections of the city, and coincided with industrial and high-
density residential land uses. Here, there were extremely high daytime temperatures 
of prolonged duration, especially in the summer months, reflecting predominantly 
clear-sky conditions. The areas of high temperatures were generally more localised 
during the coolest months. However, the severity of the UHI was contributing to 
heat-related stresses in the local population, with the UHI up to 10 °C in some cases. 
The presence of green space exerted an ameliorating effect on the UHI, notably in 
the centre of New Delhi, which was created as a fully planned city in the later years 
of British colonial rule and incorporated ‘green’ parkland. 

Green cover in Delhi has been substantially upgraded in the last three decades, 
with a social forestry programme commencing in the 1980s and a joint forestry 
programme in 1990. Some of this cover has been developed as part of the Bhagidari 
System initiated in 2003. This is a Delhi Government initiative promoting broadly 
based citizen participation in local governance, and especially to improve the 
quality, efficiency and delivery of public services (Chakrabarty, 2012; Ghertner, 
2011; Hughes, 2013). The green cover area of Delhi was increased from 26 km2 in 
1996–1997 to more than 300 km2 in 2009. Bhagidari means ‘partnership’, and the 
aim of the System is to empower and provide locales for residential welfare 
associations (RWAs) across the city to establish priorities for their own 
neighbourhoods and to communicate these to the Delhi government. However, the 
RWAs are largely property owners rather than a broader cross-section of the 
community, though there are unofficial RWAs representing informal settlements 
that can be incorporated into the planning process, especially regarding planning for 
climate change adaptation (Hughes, 2013, p. 7). Yet, ‘Delhi’s tree planting program 
has successfully partnered with RWAs to revitalise parks and green spaces through-
out the city’ (p. 8), with the Parks and Gardens Society embarking on a substantial 
programme of tree planning. ‘The high level of greenness in the capital city is 
accountable for maintaining relatively low temperatures and the absence of clear 
UHI even during the hottest month of the year in May’ (Grover & Singh, 2020, 
p. 169).
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Grover and Singh (2015) compared the UHIs of Mumbai and Delhi, the two 
largest metropolitan cities of India, using Landsat 5 Thematic Mapper imagery (see 
also Singh & Grover, 2014, 2015). For Delhi, they showed that the Delhi Ridge 
forests and the River Yamuna, which cut across the city, are important in moderating 
surface temperatures and limiting the UHI. In contrast, coastal Mumbai has much 
less tree cover and is more densely populated, with a strong UHI in its city centre. 
Indeed, according to Bherwani et al. (2021), the urban sprawl of the city in the last 
two decades has increased the UHI temperatures by between 3.4 and 8.8 °C. This 
research illustrates the importance of city planning that incorporates norms which 
emphasise green cover in order to ameliorate the UHI. 

Additional research by Singh et al. (2014a) on Delhi for all four seasons further 
illustrated the significant impact of complex land use and land cover patterns on 
temperature, again emphasising the cooling effects of vegetation cover and water 
bodies. Unusually, they found that Delhi did not follow the standard pattern for 
UHIs, in which the highest temperatures occur in the densely built-up city centre. In 
Delhi’s case, it was bare soil arable land on the city’s peripheries that had the highest 
temperatures, especially in summer and autumn. Indeed, they did not record a high 
UHI in Delhi at any season. In part, this was because ‘the healthy forests and tree 
cover and especially the ridge forests act as thermal moderators and cooling agents in 
the climate of Delhi’ (p. 1824). However, the lack of a cluster of tall skyscrapers is 
also a key factor. 

Roy and Singh (2015) focused on the role of local level atmospheric humidity 
levels across the Delhi Metropolitan Region, reinforcing the significance of green 
cover in restricting the development of the UHI. In contrast, different factors were 
found to influence concentrations of pollutants in the atmosphere. The lowest 
pollution levels for SO2, NO2 and O3 occur in the summer months, but higher values 
are observed in the second half of the year. The strength of the diurnal cycle is 
greatest in the first half of the year, because clear skies are more prevalent (O’Shea 
et al., 2016). Peak occurrence of NO2 is around midnight, whereas for O3 this is the 
time of lowest concentrations, with a peak in the early afternoon. The lowest 
concentration levels have been observed in the mixed-use residential areas, e.g., 
NSIT Dwarka and Shadipur, with the highest levels of pollutants consistently found 
at two of the stations, Civil Lines and IGI Airport. 

Guha et al.’s (2017) analysis of changes in the UHI of Raipur City (Chhattisgarh) 
over time showed a steady increase in its magnitude between 1995 and 2016 (2.6 °C 
in 1995, 2.85 °C in 2006, 3.42 °C in 2009 and 3.63 °C in 2016). Key hot spots were 
recorded in association with high-density transport parking lots, industrial areas and 
metal roofs in the north-west of the city. A similar increase in intensity of the UHI 
was recorded for Ludhiana City in the Punjab by Singh and Kalota (2019): up to 3 °C 
between 2009 and 2016, reflecting the growth of the urban area and the concentra-
tion of high-density built-up areas. With reference to the UHI of Hyderabad, 
Salahuddin (2021) notes that it is the more pronounced nocturnal heat island growth 
that has been most hazardous to health. 

Kumar et al. (2017) refer to an urban cool island (UCI) effect, which they claim 
affects around 60% of India’s major cities in the daytime. Their observations point to



UCIs being attributable to limited moisture and vegetation in non-urban areas 
relative to the cities. By contrast, urban areas in extensively irrigated landscapes 
may experience positive UHI cool effects. UHI warming usually intensifies at night, 
and occurs across circa90% of the country’s urban areas. The extent and difference 
of temperature contrasts between rural and urban areas are primarily determined by 
agriculture and moisture availability from irrigation. However, they contend that 
atmospheric aerosols may also play an important role. 
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Singh’s work on UHIs, especially in conjunction with S.S. Roy and A. Grover, 
has been part of a growing body of work by Indian scholars that has broadened the 
understanding of this phenomenon both meteorologically and in terms of its impacts 
on the urban population. It has shown that climate change may be exacerbating some 
of the high temperatures associated with UHIs, adding to the urgent need for 
implementation of policies designed to reduce UHIs and other negative outcomes 
of rapid urban growth, such as atmospheric pollution. The latter is closely linked to 
the UHI as are potential solutions, with Menon and Sharma (2021) noting that 
mitigating air pollution may lessen differences between urban and rural in terms of 
incoming radiation, thus mitigating the UHI effect. In accordance with some of 
Singh’s arguments, they urge the adoption of multifunctional, cost-effective nature-
based solutions, which can contribute to reducing costs of energy and health while 
supporting biodiversity conservation (Singh and Prokop, 2016). There are signs that 
such solutions are beginning to be incorporated into urban planning in India. For 
example, there are ‘greening’ strategies in the National Mission for Green India 
through the National Action Plan on Climate Change (NAPCC) and via city clean air 
action plans and smart city plans, though they need better integration into the 
national urban planning agenda. 

Conclusion 

This chapter concludes with an Appendix that lists R.B. Singh’s principal publica-
tions in terms of those most widely cited, plus some recent books published within 
twelve months of his death on July 22, 2021 (aged 66). This list illustrates the wide 
canvas of Singh’s work and key threads interwoven through his work. Among his 
most cited works there are various papers that deal with floods and UHIs, as 
referenced and quoted above. It is a corpus of writing that gets to the heart of key 
problems facing Indian cities today, especially the risk and resilience in face of the 
growing impact of climate change. Singh consistently highlighted that urban devel-
opment had insufficiently considered the need to accommodate natural systems, 
thereby increasing risk and reducing ability to recover from severe events such as 
major floods. In addition, other problems such as massive pollution of watercourses, 
declining air quality and the growing concentrations of the poorest people in areas 
most susceptible to risk are presenting a growing list of issues for governments to 
address.
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Much of Singh’s writing used careful data collection and methods, often involv-
ing the latest technologies, to indicate the nature and extent of particular problems, 
but turning analysis into remediation measures adopted in policy has proved less 
successful. In part, this reflects the particular dilemma that India faces, with a need to 
grow its economy to raise people out of poverty while at the same time recognising a 
major requirement to improve the standards of environmental management. 

This was illustrated at the COP26 conference in late 2021 where both India and 
China drew criticism for refusing to phase out coal production within an acceptable 
timeframe. Instead, they agreed to ‘phase down’ production over time and pointed to 
a lack of adequate climate financing from developed countries as a more serious 
issue. Yet India and China are among the highest polluters on the planet, and 
controlling worldwide climate change rests heavily on both countries reducing use 
of fossil fuels. In India’s case, there is a pledge to meet a net-zero emissions target by 
2070, but some fear this will be too late and catastrophic damage will occur in the 
intervening 50 years. Ironically, India is one of the most heavily impacted already by 
catastrophic floods, droughts and temperature rises. So, the conundrum highlighted 
in Singh’s writing remains: how to reduce poverty through economic growth while 
taking meaningful pro-environmental measures that themselves can contribute to 
poverty alleviation and address the poor urban planning of previous decades? 

Appendix: Professor R B Singh – Principal Publications 

This list includes all of Singh’s publication which have achieved at least ten citations 
according to Google Scholar plus recent books published. 
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Chapter 2 
Impacts of Extreme Climatic Events 
on Sustainable Urban Development 
in Coastal Regions: Selected Case Studies 
of India 

Anwesha Haldar, Surajit Kar, Swarnendu Paul, and L. N. Satpati 

Introduction 

The terms ‘climate change’ and ‘global warming’ are now used almost interchange-
ably (Nda et al., 2018), although climate change refers to the change in weather 
phenomena by natural and anthropogenic causes (Swain et al., 2020) and global 
warming relates to human-induced earth warming (Vogel et al., 2019). The surface 
temperature has risen by 1.09 °C between 2011 and 2020 compared to the last few 
decades (Nagai et al., 2020). The number of cold days and nights has decreased and 
warm days and nights have increased (Toros et al., 2019). The global weather pattern 
has been oscillating over the last century in a systematic mode, but the contemporary 
rate of climate change is distinctly more rapid due to the ever-increasing of green-
house gases (mostly carbon dioxide and methane) from the urban and industrial 
centres into the atmosphere. 
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Indian Coastline and Climatic Hazards 

As the earth–atmosphere complex feedback mechanism is accelerating over spatio-
temporal scales (local to regional), the various dimensions of the present climate 
system are rapidly changing, especially with the occurrences of extreme climatic 
events and their increasing frequencies as well as intensities across the South Asian 
region, especially surrounding the Indian subcontinent (Mandal et al., 2022). The 
geography of the Indian subcontinent has a unique distribution of land and sea in 
which the peninsular landmass protrudes towards the Indian Ocean, making it seem 
as if the two arms of the Indian Ocean, namely the Bay of Bengal and the Arabian 
Sea are projecting towards the north (Hijioka et al., 2014). Although much of the 
region is lying north of the Tropic of Cancer to signify its extra-tropical regime, the 
presence of the gigantic Himalayas, running for almost 2500 km with an average 
altitude of 4–6 km, has separated India from the Asian mainland, thereby giving this 
subcontinent a more monsoonal climatic character. The continental and maritime 
landmasses of the region are both affected by extreme climatic conditions in the form 
of heat and cold waves, floods, droughts, tropical cyclones, high-intensity rainfalls, 
etc. However, the ex situ influence of the El Niño Southern Oscillation (ENSO) and 
the Indian Ocean Dipole (IOD) play an important role not only on the climate of the 
region but also on the large climate and socio-economic effects worldwide (Ashok 
and Saji, 2007; Meyers et al., 2007). The coastal cities along the eastern coast of 
India are in general thickly populated because of the wide extent of the coastal 
plains, availability of fertile soil and water for irrigation, concentration of settlements 
and subsequent urban development. On the other hand, the west coast cities usually 
suffer from the impacts of heat and high-intensity rainfall at different occasions. 
However, during the last about one decade the trend of cyclonic activity, intensifying 
to attain greater magnitudes to become severe and very severe cyclones are more 
common in these coastal regions and the Arabian coastline is increasingly being 
affected in the recent times due to global warming–induced positive change in sea 
surface temperature (SST), which is quite evidenced from the recent satellite data. 

The Indian coastline, inclusive of the major indentations and island shores, is 
roughly about 9000 km, while the mainland coast without the estuaries is 
6631.53 km. As per the official records of the National Institute of Ocean Technol-
ogy under the Ministry of Earth Sciences and the National Centre for Coastal 
Research in 2019, the west coast of India experienced only 27% erosion and 25% 
accretion while in the east coast 38% of the land area has eroded and 24% accreted 
over the period of 1990–2016. The lengths of the coastline facing more than 5 m/ 
year erosion or accretion are classified as high zones while 3–5 m/yr. as moderate, 
0.5-3 m/yr. as low zone and less than 0.5 m/year change as stable zones. The data 
shows that the erosion of coastlines is higher than its accretion levels in West Bengal, 
Pondicherry, Kerala and Tamil Nadu and is negligible in Maharashtra (Table 2.1 and 
Figs. 2.1, 2.2 and 2.3).



Coastline character
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Table 2.1 Shoreline change map along the Indian coast (1990–2016) 

Erosion 
(%) 

Accretion 
(%) 

Stable 
(%) 

Coastline length 
(km) 

West Bengal 63 24 13 534.35 

Odisha 28 51 21 549.5 

Andhra Pradesh 27 42 31 1027.58 

Puducherry 57 8 35 41.66 

Tamil Nadu 41 23 36 991.47 

Kerala 45 21 34 592.96 

Karnataka 22 30 48 313.02 

Goa 12 20 68 139.64 

Maharashtra 24 12 64 739.57 

Gujarat (including Daman 
and Diu) 

31 26 43 1701.78 

Source: Kankara et al. (2018) 

Fig. 2.1 Shoreline change map along the Indian coast (1990–2016). (Source: Kankara et al., 2018) 

In the coastal cities, the main climatic effects are cyclonic storms of different 
types, intensities and duration associated with thunderstorms and high-intensity 
rainfall leading to floods and water-logging. Cyclone-induced hazards affect the 
cities and towns both directly by gusting winds leading to various damages to the 
infrastructure and service utilities, like transport, electricity, water supply and



Fig. 2.2 Coastal urban centres of India selected for study. (Source: Computed by the authors based 
on night-time satellite image procured from https://worldview.earthdata.nasa.gov, dated 
5 December 2016) 

Fig. 2.3 Status of cyclonic activity in the selected coastal urban centres. (Source: Compiled by the 
authors based on different government and non-government sources)

https://worldview.earthdata.nasa.gov


breaking down of weak structures, e.g., buildings and towers, and indirectly by 
storm surges, floods, water-logging, with associated man-days loss and health 
hazards. Other climatic hazards affecting the cities include the thermal impacts of 
urban heat pockets/islands, severe heat stress (hyperthermia) and the associated 
health impacts. High temperatures originating from in-situ heat budget or ex-situ 
heat advections cause severe heat stress to the exposed populations working out-
doors for long hours during the summer days. Heat island effects are often found to 
be caused by the size, morphology and land use and land cover types of the towns 
and cities. Usually the larger the cities are, the more the chances of heat pockets/ 
islands on the surface, canopy and boundary layer types. To cope with the heat 
stress, more artificial weather conditioning is required, necessitating more consump-
tion of electricity in the indoor environment. But this eventually leads to an ambient 
increase of heat generated from air-conditioning machines at the locations of con-
centration of consumers. This is a cause of discomfort for the population exposed to 
such artificial ambient heating. In cold seasons, the average temperatures are found 
to be increasing and with the increase in temperature more moisture in the atmo-
sphere cause blocking of re-radiation through positive feedback. This raises the 
number of heat pockets even in the smaller cities.
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In the coastal areas, there is a two-way local wind system, called land and sea 
breezes, for which maritime cities are expected to have a moderate climate, but due 
to accumulation of heat and moisture in the cities, relatively low pressures develop 
and high temperature continues till late night where ingression of moisture laden 
winds over the cities increases the temperature and moisture in the city region. This 
facilitates frequent occurrences of late-evening thunderstorms in the summer 
months. The pollution load from the urban industrial areas in the form of 
suspended particulate matter and hydrocarbons also help the development of 
thunder clouds. These thunderclouds, usually of cumulonimbus type, are charac-
terized by high-intensity rainfall and lightening, causing reported deaths within the 
city region or its adjoining areas. Heat waves are cumulative weather hazards 
mostly affecting the poorer section of the people. Under this condition the demand 
for water is more, leading to occasional water crisis and pressure on municipal 
water supply services. 

The coastal cities and towns of India are now connected through rail and 
roadways running along the coastlines to facilitate the development and growth of 
urban centres in between the erstwhile leap-frog development of large urban centres 
in the region, e.g., the capital cities of the coastal states. Therefore, in many 
occasions, the urban centres of different sizes and extensions have formed an almost 
contiguous linear development along the two coastlines of India, both east and west, 
leading to the formation of urban corridors which have definite impacts on transfor-
mation of local climates, and in turn, several impacts of cyclonic hazards on them. 
The urban corridors thus formed look like a garland on the motherland of India 
(Fig. 2.4).
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Fig. 2.4 Yaas cyclonic activity over the North Indian Ocean region. (Source: https://worldview. 
earthdata.nasa.gov/) 
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Fig. 2.5 Heatwave frequency in the coastal urban centres. (Source: Computed by the authors based 
on the IMD data) 

Cyclones ranging from deep depressions to super cyclones have vast regional 
impacts due to their extent, damaging potential and associated devastating weather 
features compared to the other extreme climatic effects occurring in the coastal cities. 
For example, urban heat islands and heat stress are confined to urban locations only, 
whereas cyclones jeopardize the regional geographical set-up which requires many 
years of restoration after the cyclone (Figs. 2.5 and 2.6). It is also found that by the 
time some recoveries are made against the previous cyclone, a series of subsequent 
cyclonic events batter the coastal locations including the urban areas, where a high 
concentration of population accelerates the miseries even though early forecasting

https://worldview.earthdata.nasa.gov/
https://worldview.earthdata.nasa.gov/
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with a considerable lead time and some other precautionary measures and reliefs are 
given to the affected people. Loss of lives has definitely been averted in recent times, 
but damage to the infrastructure is still very high depending on the nature of cyclones 
and the entities exposed to them. 
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Fig. 2.6 Flood frequency in the coastal urban centres. (Source: Computed by the authors based on 
the IMD data) 

It is clear (Table 2.2 and Fig. 2.3) that the eastern coast of India is more prone to 
tropical cyclones than the western coast. The Bay of Bengal creates the perfect 
condition for the development of tropical cyclones. So, the cities located along the 
eastern coast of India are more vulnerable to the cyclones. Cities which have 
emerged along the shoreline are at greater risk. Odisha and Andhra Pradesh are 
mainly affected by tropical cyclones. Puri, Berhampore, Srikakulam, Vizianagaram, 
Visakhapattanam and Kakinada are the main affected cities. Even Kolkata, the 
capital city of West Bengal, which is located nearly 150 km away from shoreline, 
is not safe from tropical cyclones of the Bay of Bengal. In the recent past, more 
cyclones hit Kolkata and/or near regions i.e., the frequency has increased. Cyclones 
also frequently hit Chennai, Nagapattinam, Thoothukodi and Puducherry. Although 
cyclones hit less frequently in Thiruvananthapuram, the southernmost capital city of 
the eastern coast, it is notable that the frequency of arrival of cyclones is much less in
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Table 2.2 Major geographical identities of the selected urban centres 

Area and approx. 
distance from the 
seashore/shoreline in 
km 

Principal 
land use and 

Kolkata (W.B.) 1886.67 km2 (KMA)/ 
206.08 km2 (KMC) 

4,496,694 
(KMC)/ 
14,617,882 
(KMA) 

32.54659% in 
KMC area 
(2011) 

Built-up 
area 

Located approxi-
mately 150 km away 
from seashore 

Digha (W.B.) 3153 km2 6916 
(Digha 
Census 
Town) 

– Agriculture 

Located approxi-
mately 2.5 km away 
from sea coast 

Balasore (Odisha) 17.48 km2 144,373 – Agricultural 
land useStraight line distance 

between Bhubaneswar 
and Balasore is 
175 km 

Cuttack (Odisha) 192.5 km2 606,007 26.84% (2011) Waste land/ 
residential 
land use 
(CMC area) 

Located approxi-
mately 41 km away 
from seashore 

Puri (Odisha) 16.84 km2 201,026 35.13% (2011) Built-up 
areaLocated along the 

shoreline of the Bay of 
Bengal 

Bhubaneswar 
(Odisha) 

186 km2 837,321 18.5% (2011) Built-up 
areaLocate approximately 

53 km away from 
shoreline 

Berhampore (Odisha) 86.82 km2 355,823 25.75% (2011) 

Located approxi-
mately 9 km away 
from shoreline 

Srikakulam (Andhra 
Pradesh) 

20.89km2 228,025 23.88% (2011) Agriculture 

Located approxi-
mately 9 km away 
from shoreline 

Viziyanagaram 
(Andhra Pradesh) 

29.27 km2 228,025 42.94% Agriculture 

Located approxi-
mately 30 km away 
from shoreline 

Visakhapattanam 
(Andhra Pradesh) 

681.96 km2 1,728,128 44.61% (2011) Built-up 
areaLocated along the 

shoreline 

Kakinada (Andhra 
Pradesh) 

30.51 km2 384,128 41% (2011) Built-up 
areaLocated along the 

shoreline
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Table 2.2 (continued)

Area and approx. 
distance from the 
seashore/shoreline in 
km 

Principal 
land use and 

Rajahmundry 
(Andhra Pradesh) 

44.50 km2 376,333 38.02% (2011) Agriculture 

Approximately 70 km 
away from shoreline 

Vijayawada (Andhra 
Pradesh) 

61.88 km2 1,021,806 Approximately 
43.62% (2011) 

Built-up 
areaApproximately 86 km 

away from seashore 

Guntur (Andhra 
Pradesh) 

168.41 km2 743,354 39.77% (2011) Built-up 
areaDistance between 

Guntur and seashore is 
approximately 60 km 

Nellore (Andhra 
Pradesh) 

150.48 km2 404,775 37.32% (2011) Agricultural 
landDistance between 

Nellore and seashore 
is approximately 
22 km 

Machlipatnam 
(Andhra Pradesh) 

26.67 km2 170,000 53.73% (2011) Agriculture 

Located along 
shoreline 

Chennai (Tamil 
Nadu) 

426 km2 7,088,000 26% (2011) Built-up 
areaLocated along 

shoreline 

Puducherry 483 km2 1,394,467 17.43% (2011) Built-up 
area 

Rameswaram (Tamil 
Nadu) 

55 km2 44,856 33% 
(approximatelyAn island town in Gulf 

of Munnar 

Nagapattinam (Tamil 
Nadu) 

17.92 km2 102,905 34.85% (2011) Built-up 
areaLocated along 

shoreline 

Thoothukodi (Tamil 
Nadu) 

90.633 km2 237,830 – Agricultural 
land and 
agro-based 
industries 

Located approxi-
mately 5 km away 
from shoreline 

Tiruchendur (Tamil 
Nadu) 

10.05 km2 32,171 – Agriculture 

Located along 
shoreline 

Nagercoil (Tamil 
Nadu) 

61.36 km2 289,916 4.76% (2011) Built-up 
landLocated approxi-

mately 11 km away 
from shoreline
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Share of slum
population land cover

the cities, located in the southern part of it. Formation of tropical cyclone is much 
less in the Arabian Sea than the Bay of Bengal; as a result, the cities of the western 
coast of India, like Panaji, Mumbai, Surat and Jamnagar receives less tropical 
cyclone and related hazards, but in the recent years devastating high magnitude 
cyclones have become quite common in this region.
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Table 2.2 (continued)

Area and approx. 
distance from the 
seashore/shoreline in 
km 

Principal 
land use and 

Thiruvananthapuram 
(Kerala) 

214 km2 957,730 0.42% (2011) Built-up 
land with 
agricultural 
land 

Located along 
shoreline 

Kozhikode (Kerala) 118 km2 609,224 9.15% (2011) Agricultural 
land useStraight line distance 

between 
Thiruvananthapuram 
and Kozhikode is 
329.5 km 

Kochi (Kerala) 94.88 km2 677,381 0.82% (2011) Agricultural 
land useStraight line distance 

between 
Thiruvananthapuram 
and Kochi is 172 km 

Mangalore 
(Karnataka) 

170 km2 484,785 1.55% (2011) Built-up 
landStraight line distance 

between Bangalore 
(capital) and Manga-
lore is 333 km 

Panaji (Goa) 8.27 km2 40,017 – Agricultural 
land and 
built-
up area. 

Located along 
shoreline 

Mumbai 
(Maharashtra) 

603 km2 12,478,447 Nearly 62% 
(2011) 

Built-up 
landLocated along 

shoreline 

Surat (Gujarat) 474.185 km2 617,600 10.46% (2011) Agricultural 
landLocated approxi-

mately 17 km away 
from shoreline 

Jamnagar (Gujarat) 125 km2 479,920 11.90% (2011) 

Source: Compiled by the authors based on different government and non-government sources 

The configuration of the coastline, along with the genesis, movement and landfall 
of the depressions and cyclones of various categories affect the coastal regions of



India and its adjoining countries adversely. However, the nature of depressions and 
cyclones of the Bay of Bengal and the Arabian Sea are significantly different in 
terms of their number, seasons of occurrence, magnitude and movement leading to 
landfall; and therefore, the impacts are also divergent at various locations of the 
country. Usually it is found that the impacts of cyclonic hazards are more along the 
east coast, and in the states of Andhra Pradesh, Odisha and West Bengal, in 
comparison to the west coast, especially Maharashtra and Gujarat. In the region in 
the southern tip of the country, comprising Tamil Nadu and Kerala, the impacts of 
the cyclones originating from and travelling through the Bay of Bengal are more 
than those of the Arabian Sea. From a 33-year analysis of cyclonic events and their 
life-time energy, it is found that the power dissipation index (PDI) is comparatively 
less in the North Indian Ocean rather than in the Pacific or the Atlantic Oceans, 
leading to high-energy cyclonic formations around the Indian coastline since 1980s 
(Patra et al. 2019). Also, the severe cyclones have become widely spaced in the Bay 
of Bengal over the last three decades with the monthly trends initiating from end of 
April between the Tamil Nadu coasts and the Andaman and Nicobar islands, which 
peaks in the last week of May having northern and north-eastern paths. The June to 
August cyclonic events are few and mainly follow a west and north-west alignment 
unlike the high-frequency depressions causing recurrent floods in the coastal 
regions. While the frequencies of severe cyclonic storms slightly rise again in 
September and end of November, depressions are very few from November to 
May (Haldar, 2016). It was also observed that even though the frequency and 
intensity of cyclones increased in the North Indian Oceans, the total deaths and 
damages are prominently decreasing with better forecasting and warning systems 
undertaken by the India Meteorological Department (IMD) along with the state 
governments and the disaster management authorities. Cyclone brings some of the 
massive disasters in coastal cities like flooding; water-logging situation; damages to 
agricultural industries, small-scale industries, fishing and public transport systems; 
food shortages; diseases; loss of lives and wreaths. Cities having a greater percentage 
of slum population face more difficulties. Cities like Kolkata, Visakhapatnam, 
Vizianagaram, Machlipatnam and Mumbai which have more share of slum popula-
tion experiences more difficulties in the context of cyclone and extreme weather 
events. So, proper planning and development are needed. 
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Rapid urbanization in the coastal cities across the eastern and western coast of 
India results in Urban Heat Island (UHI) effects. Urban areas modify the atmospheric 
boundary layer (ABL) processes as the natural land surfaces are being increasingly 
replaced by artificial surfaces that have very different thermal properties resulting in 
urban air to be 2–10 °C warmer than those in surrounding periphery areas (Patra 
et al., 2017). The urban areas are experiencing enhanced low-level convergence due 
to mechanical turbulence from rough surfaces, increased surface sensible heat flux 
and elevated aerosol loading, and hence, urbanization and changes in settlement 
characters can have a significant feedback on the spatio-temporal patterns of precip-
itation. This phenomenon is also associated with extreme cases of high-intensity 
rainfall and heat waves. It has been observed that the number of rainy days and the 
mean monthly precipitation over Kolkata has significantly increased in the last



50 years (Patra et al., 2017). In India, heat waves typically occur from March to June, 
and in some cases, even extend till July. On an average, five to six heat wave events 
occur every year over the northern parts of the country. Single events can last weeks, 
occur consecutively and can impact large population. Some of the important heat 
waves in the major coastal cities in India since 1990 are shown in Figs. 2.5 and 2.6. 
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Climatic Hazards and Coastal Cities 

The dynamics of climate change and its impacts on human society are aligned with 
each other, which differs from one geographical set-up to another. For example, the 
dry land regions are suffering from excessive heat waves and land degradation, 
deltaic and coastal region are primarily tormented with catastrophic floods and 
cyclonic storms, and the inland portion of any country faces extreme summer and 
winter temperatures. Apart from the different nature of climatic imprints on different 
geographical sets up, regional resource and their utilization are backed by provincial 
climatic characteristics. Due to the shifting nature of the monsoon, some of the 
regions in India have been facing acute water scarcity since the last few decades. 
Frequent cyclonic storms in parts of the eastern coastal region have become an 
anxious concern for the planners. In this context, cities particularly in the coastal 
zones are not only threatened by water-logging and seasonal flood risks, but the 
uncontrolled urban growth acts like a catalyst that provides the breeding ground of 
climate change–related adversities in the coastal zone. Effective urban planning and 
controlled governance prevent unwanted situations where both livelihood and urban 
ecosystem gets supported. The impact of climate change–related issues is associated 
with a few elements like calamities, resilience, adaptation and government regula-
tions. The level of vulnerability also relies on certain aspects like how often 
catastrophic events have occurred and societal perspectives about the storm, along 
with familiarization of government regulation at community level. Urban expansion 
and increasing population bring difficulty for policy implementation due to the 
presence of a diverse range of the socio-culture and economic classes. Most of the 
million-plus cities are facing weak urban infrastructure which is not equally distrib-
uted, and thereby the marginalized communities suffer a lot from climatic hazards. 

Among the traditional urban studies, disaster-related research are not being 
incorporated widely as these are usually considered natural events and are the task 
of policymakers. Few of the contemporary studies on disaster vulnerability shows 
how the frequency of disaster and their impacts are primarily triggered by 
unrestricted urban growth (Dhiman et al., 2019; Nigussie & Altunkaynak, 2019; 
Kateja & Jain, 2021; Pusdekar & Dudul, 2021; Kadaverugu et al., 2021). The 
relationship between urban systems and climate change impacts needs to assist 
through decisive academic assessment to identify allied factors to urban vulnerabil-
ity and climate change. 

Based on this symbiotic relationship between the urban system and climatic 
hazards, we are primarily focusing on three major sub-themes, namely nature of



climate change, how coastal cities are vulnerable to climate change impacts and 
identification of some of the adaptive measures against climate change–related 
impacts in the contemporary Indian scenario. 
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Nature of Climate Change and City Region 

Here, the emission of greenhouse gases has been regarded as the main driver of 
anthropocentric climate change (Vousdoukas et al., 2022) or contemporary global 
warming. After the Industrial Revolution, the economy shifted from primary to 
secondary and tertiary sectors (Gleason, 2018), which resulted in increasing the 
proportion of greenhouse gases in the atmosphere (Liu et al., 2012). In 2019, the 
total proportion of CO2 and methane had increased by 48% and 160%, respectively, 
since 1750, which was comparatively higher over the last 800,000 years (WMO, 
2017). The increasing demand for food leads to conversion of forest land into 
agricultural lands through deforestation, which has been considered as one of the 
prime causes of global warming–induced climate change (Gomes et al., 2019). 

This also includes excessive use of fossil fuels, deforestation that accelerates land 
degradation, water scarcity and frequent extreme weather events (Ritchie, 2020). 
Land-use change is not only triggering the emission of greenhouse gases, but the 
change in cropping pattern also affects local temperatures (Singh, 2020). For 
example, in Tamil Nadu, degraded forest lands are primarily handed over to private 
enterprises where oilseed gets promoted (Baka, 2017). This changing political 
economy is not only restricted to local livelihood but causes regional transformation 
in weather patterns (Deepika et al., 2020) and depletion of natural resources like 
groundwater (Kishore et al., 2020). The inputs of climate change may originate from 
a single pathway, but the outcome of it is spread out in an extensive geographical 
set-up. In addition, most of the cities (and nations) that face the highest risks from the 
negative effects of climate change are those with almost negligible contributions to 
atmospheric greenhouse gases (Zheng et al., 2019), as the intensity of the impact 
depends upon the physical set-up and socio-economic background of the region. 
This observation also holds well in case of some micro-regions of high-emitting 
countries, like India and China. 

Among the different geographical set-ups, cities are likely at greater risk for the 
consequences of climate change. This risk factor is not only due to the high amount 
of greenhouse gas emission from the city region but also due to their associated 
socio-cultural components, nature of governance and overcrowded population pres-
sure creating an unfavourable situation to tackle the effect of climate change. Coastal 
regions are dynamic due to their unique geophysical ambience and growing con-
centration of human settlements (Douben, 2006). Moreover, the coastal zones are 
open to receiving the first blow of climate change impacts. Throughout the globe an 
average of 46 million people per year experience storm-surge flooding. This number 
may increase due to the exceeding rate of coast-ward migration of population all 
over the world (Balica et al., 2009). The developing nations, like India, are facing the



biggest challenge due to climate change-related impacts over poorly developed 
infrastructure in many areas. 
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Climate Change and Vulnerability in the Coastal Cities 

The impact of climate change on human livelihood depends on man–nature coupling 
within an environmental set-up. The massive influx of rural population in surround-
ing urban centres, demand for urban amenities, presence of environmentally 
degraded areas, and faulty infrastructure make the urban population extremely 
defenceless against extreme weather events. Till 2010, about 30% of people in 
India were residing in urban centres (Census of India, 2006). Owing to rapid 
urbanization and prevailing pulling factors from surrounding regions, Indian cities 
are experiencing rapid population growth. On estimation, about 70 Indian cities will 
accommodate more than 1 million population by 2025 (CSO, 2006). Three mega-
urban regions, namely Mumbai–Pune (50 million), the national capital region of 
Delhi (more than 30 million), and Kolkata (20 million) will be among the largest 
urban concentrations in the world (Conservation Action Trust, 2006). In this context, 
the Intergovernmental Panel on Climate Change (IPCC) has noted in its overview 
how the rising amount of precipitation may cause a tremendous vulnerable situation 
for the cities in the global south (EM-DAT, 2010). Flood-related deaths have 
increased threefold from 1960 to 1990 (Dasgupta et al., 2013). The climate change– 
related issues or weather events and changing patterns in cities or urbanization create 
a contiguous system where one causes the other. The vulnerability of cities is much 
dependent on their geographical set-up, where coastal cities are regarded as very 
much threatened by climate change-related adversities. In many such cities, flooding 
and cyclonic storms are common phenomena that turned into a disaster due to 
unplanned growth and unsatisfactory infrastructural facilities, even though coastal 
cities like Kolkata and Mumbai experience overcrowded slum populations which 
experience negligible backup to prevent environmental threats (Roy & Sharma, 
2015). 

The climate change–related changing weather pattern has its widespread impacts. 
In India, the nature of climate change is primarily connected with temperature and 
precipitation, including the following factors: (1) increase of mean annual and 
monthly temperature (by 2–4 °C); (2) variability of monsoon rainfall, where some 
regions experience high rain and some regions experience low rain; (3) the number 
of rainy days decreases and about 50% of monsoon rainfall occurs within 15 days, 
thereby increasing the number of high-intensity rainfall days; (4) the regional 
temperature rise is the factor behind the fragile ecosystem in central India (dry 
land), where 5–10% of rainfall is declining. This changing weather pattern has a 
great impact on the coastal cities in India in multiple ways. Considering the climatic 
vulnerability perspectives, it is observed that cyclonic and coastal flooding largely 
affects the urban centres of Kolkata, Mumbai and Chennai and frequently causes 
mass destructions to the cities of Visakhapatnam, Surat, Bharuch, Bhavnagar and



Jamnagar, even though the Bay of Bengal sector is far more prone to such hazards 
than the Arabian Sea (Mishra et al., 2021; Bhardwaj et al., 2019). A sea level rise of 
between 30 and 80 cm has been projected over the century along India’s coast 
affecting the regions around Gujarat, Mumbai and parts of the Konkan coast and 
South Kerala, as well as the deltas of the Ganga, Krishna, Godavari, Cauvery and 
Mahanadi. The low-elevation coastal zones on the western coastal region are more 
vulnerable than the eastern coast (Stern & Stern, 2007; Saintilan et al., 2020). In the 
recent years, the coastal metropolitan cities like Mumbai, Chennai and Kolkata have 
seen the ravages caused by urban flooding over long durations (Prasad & Singh, 
2005; Malik et al., 2020). Another associated hazard of these urban centres is the 
problem of scarcity of safe drinking water and consequently water-borne health 
problems (Revi, 2008; Maity et al., 2018). Such risks greatly affect the economy of 
the region (Heger & Neumayer, 2019). 
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A major group of disaster studies has considered geographical location to be the 
main factor for climatic risks (Bai et al., 2018; Hobbie & Grimm, 2020). The coastal 
zones are considered as being the most vulnerable to cyclones, floods and tsunamis 
(Sinay & Carter, 2020). Apart from the location-specific factor on climatic hazard, 
another group of scholars has considered the social and economic status that causes 
different scales of vulnerability and risk factors mainly in a coastal city (Friedrich 
et al., 2020; Chan et al., 2018). Song et al. (2019) argues on location-specific factor 
and considered the level of resilience and different adaptive measure that are 
responsible for tackling the risk factor. Hari et al. (2021) have shown how margin-
alized people always become highly vulnerable during the storm or even its after-
math effect (Mehta et al., 2019). In many disaster-related literature, urban study and 
urban governance are considered the prime factor that tackles the risk factor by 
improving urban infrastructure, which on other hand, can be related to resilience and 
adaptation of the region (Dhiman et al., 2019; Singh et al., 2021). Therefore, there is 
not a single predominant element responsible for disaster risk in a coastal city; rather 
the combination of factors provides the foundation that makes coastal cities in India 
at risk. Based on the available literature, we are primarily focusing on five major 
factors which are associated with climate change-related disaster and risks. Most of 
the low deltaic and coastal areas are attaining high risk for climatic hazard (Grases 
et al., 2020), where the relatively wealthy community can bear the cost of hazard and 
revive quickly, while the poor communities suffer much due to already existing 
challenges in their livelihood (Sinha et al., 2021). In this context, Idris and 
Dharmasiri (2015) have advocated socio-economic integrity as a survival strategy 
for reducing the risks. Type and magnitude of disaster matters, e.g., large-scale 
disasters like tsunami and cyclones are riskier than local floods (Chittibabu et al., 
2004; Gupta et al., 2019). Resilience and adaptation depend on the level of aware-
ness about the events and community-level solidarity to match with the relevant 
government policies (Tajuddin, 2018; Dhiman et al., 2019; Singh et al., 2021). 
Therefore, to minimize the risks, integration between local, state and central gov-
ernments, and adequate budgetary allocation for the geographical fragile areas along 
with equitable distribution of facilities are also very important (Singh et al., 2021; 
Chu, 2018).
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The unprecedented urban growth in the large cities in South Asia accelerates the 
intensity of storm-induced calamities, where the urban population increases by 
140,000/day (Fuchs, 2010). More importantly, this growth has become quite 
extraordinary in the port cities. The port side location provides high-risk factors 
through cyclones and floods. Even low-intensity storms become deadly for the 
community which is near the coast. For example, in India, Kolkata and Mumbai 
are ranked first and second where about 14.0 and 11.4 million of the population, 
respectively, are estimated to be vulnerable to coastal flooding in the upcoming years 
(Fuchs et al., 2011). 

Resilience Against Vulnerability in Coastal Cities/Regions 

The concept of vulnerability is connected with the 1970s environmental movement 
(Kroll-Smith et al., 1997) which denotes the ecological perspective of disaster and 
how much exposure the community is facing against a particular risk (Trickett, 
1995). However, a group of scholars have considered the relative nature of vulner-
ability that depends on human perception (Heijmans & Victoria, 2001), as people act 
differently within the same set of environment due to their socio-cultural and 
economic individuality (Kollmuss & Agyeman, 2002). This dissimilar behaviour 
depends on wealth, social integration, cultural contrast and knowledge about that 
single environment phenomenon. Vulnerability or exposure to the disaster is con-
ceptualized as the natural state of being (Ewald, 2002). The terms ‘vulnerability’ and 
‘risk’ are often interchangeably used where ‘risk’ denotes anticipated losses from a 
particular hazard to a certain element(s) at a particular point of time in the future 
(Cardona, 2005). In climate change vulnerability research, two particular sets of 
vulnerabilities are yet to be properly addressed, one is the bio-physical vulnerability 
and another one is social vulnerability (Nyong et al., 2008). The biophysical 
vulnerability denotes the ultimate collision of a hazard effect, whereas social vul-
nerability denotes the response of human society to the shock (Vincent, 2004; Nyong 
et al., 2008). Ghosh and Ghosal (2021) show how different socio-economic back-
grounds in the urban sector make unparallel risk factors during the storm. In most of 
the cases, marginalized or migrated people from the surrounded rural sector (and/or 
urban poor) are concentrated in economically and environmentally weaker zones of 
the city (Mukherjee et al., 2021). Affluence allows individuals and households to 
diminish risks factors; for instance, by having safer housing, choosing safer jobs or 
locations to live in, having assets that can be called on in emergencies and protecting 
their wealth by insuring assets that are at risk (Sinha et al., 2021). Generally in the 
urban sector, optimum sites which are less vulnerable to risk factors are primarily 
distributed to the wealthy communities, because they can afford the rent. Whereas 
low-income groups are far away to make their choices and as a results sites that are 
vulnerable to risk are distributed to low-income groups (Picciariello et al., 2021). For 
example, in the Sundarban region, cyclonic storm is a yearly event wherein an 
average of two or sometimes three cyclonic storms are common each year (Bhui



et al., 2022). This is why for decades the primary activity in the Sundarban region 
gets distorted (Ghosh et al., 2018). This results from the working-age males migrat-
ing to surrounding urban centres (Kolkata and Howrah), and leaving women to take 
care of their families. This is how within the same set of environmental condition 
women and children becomes much vulnerable (Jalais, 2010). Considering the 
religious and cultural contexts, indigenous communities and Muslim-dominated 
portion of damaged sectors are exaggerated the most (Bardsley & Wiseman, 
2012). For example, in the case of the Sundarban region, isolated islands are affected 
most by cyclonic storms particularly inhabited by indigenous people (Mehta et al., 
2019). In big cities like Kolkata and Mumbai slums are being considered as the worst 
site for habitation due to degraded environmental settings primarily occupied by the 
marginal Muslim community (Das et al., 2021). Apart from the different human 
societies, there are the following elements and populations which are at risk due to 
climate change vulnerability: (1) slums and squatter settlements along with migrants 
from a rural sector (Ramesh & Iqbal, 2022); (2) urban ecosystem through the 
damage of wetland and canals (Chaudhuri et al., 2022); (3) high rise buildings 
which are explicitly vulnerable to gusty wind flow during cyclones (Revi, 2008); 
(4) daily workers and commuters (Rumbach, 2014) and (5) risk on urban basic 
amenities like drinking water, delivery system and associated services. 
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Three major factors that drive the intensity of vulnerability to society are expo-
sure, susceptibility and resilience. Where exposure and susceptibility are the 
prevailing risky condition within the system, resilience is the capacity to adapt or 
recover from the risk (Balica & Wright, 2009). Here, exposure is the progression that 
estimates the intensity of any storm event (Balica et al., 2009). Fekete (2009) noted 
that exposure is the measurement of the vulnerable element within a system, while 
Penning-Rowsell et al. (2005)  defined exposure as the likelihood of human and 
environment. On the other hand, susceptibility is the degree to which the system gets 
affected (Smit & Wandel, 2006). It is unavoidable that the susceptibility or sensi-
tivity varies from place to place, therefore it is relative. The concept of susceptibility 
is still under process and yet to get mature. Hence, the perspective of susceptibility is 
debatable and creates misconception between the social scientists and physical 
scientists. Resilience acts like an intermediate for reducing risk factors as it is the 
method to take on some measure to tackle the effect and bounce back to the previous 
state (Tanner et al., 2009). 

Resilience is the adaptive capacity by people and government to prevent negative 
consequences of climate change or any natural calamities. Capacity refers to the total 
strengths, attributes and available resources that society, community, or organization 
possesses to cope and decrease the risk from disaster and increase resilience 
(UNISDR, 2017). A culture of resilience could develop if we can enhance the 
disaster risk reduction capacity of individuals as well as organizations. On the 
application or the procedure to make an effective resilience or adaptive tool, different 
scholars put the diverse range of perspectives. For instance, Sterr et al. (2000) 
represent the process of coastal city resilience through maintaining the consecutive 
steps, namely protect, retreat and accommodate. Maintaining this synchronous 
procedure needs to incorporate proper governance. In this view, Revi (2008) points



out how the adaptive measures of climate change need to assist through various 
scales (national, region, city and local). Patnaik and Narayanan (2009) pointed out a 
group-specific capacity-building approach, specifically among the poor community 
in cities, as they suffer the most. Focused group capacity building is regarded as the 
best possible way due to the over-concentration of marginal communities in the 
Indian cities. Muneerudeen (2017) considers rapid land-use change as the prime 
cause to enhance regional vulnerability in coastal cities through flooding. This needs 
to be supported by local adaptation strategies with the consideration of socio-
ecological resilience (Tajuddin, 2018). Roy (2019) considered coastal infrastructure 
development which can cope with the dynamic nature of weather phenomenon 
without compromising the socio-economic activity of the commons. The perception 
of resilience can be divided into multiple-element within a system or geographical 
set-up. In this point, Di Mauro (2006) has considered analysing the pattern of 
resilience into the fourfold segment, i.e., political, administrative, environmental 
and social organizational. 
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Suggested Adaptive Measure to Tackle Flood and Cyclonic 
Risks in the Indian Coastal Cities/Regions 

Among the different types of climatic hazards, coastal zones are primarily affected 
by cyclones and floods (Sundaram et al., 2021; Malakar et al., 2021). Scientists have 
suggested various adaptive measures against cyclonic storms and related flood 
hazards for different specific regions of the coastal states. Samaddar et al. (2015) 
and Chatterjee (2010) have prescribed Yonmenkaigi System Method (YSM), which 
is the capacity building method for community implementation of participatory 
approach called ALM (advanced locality management) in case of Mumbai; while 
Agnihotri and Patel (2008) are in favour of flood water detention pond, for the 
diversion of flood water to other rivers in Surat. In case of Cochin, 
Thiruvananthapuram, and Kottayam, infrastructural development, river basin man-
agement dam restoration and formation of flood emergency action team (FAAT) are 
some of the viable options (Sudheer et al., 2019). For Udupi and Mangalore, 
infrastructural development (Roy, 2019) and interlinking of rivers for water sharing 
to mitigate floods (Chakraborty, 2021) are advocated. Chong et al. (2018) have 
suggested eco-tagging and text-mining techniques to boost the resilience among 
communities, whereas Samuel et al. (2018) argued in favour of locality-specific 
cultural green social work for Chennai. The situation of Visakhapatnam and Machi-
lipatnam are favourable for strengthening rural-urban linkage for the application of 
the National Cyclone Mitigation Program (Revi, 2008); Integrated Water Resource 
Management (IWRM) (Kalyani & Jayakumar, 2021) and reservoir and embankment 
management (Jain & Singh, 2022). In the northern part of the east coast, cyclonic 
hazards are more frequent and prominent and cause massive devastations; therefore, 
in case of Puri, Balasore and Cuttack, formation of social capital through the vision



of bonding-bridging-linking (Behera, 2021) and restoration of mangroves in coastal 
areas (Das, 2022) are better options. In a similar context, development of sewer 
network, drainage infrastructure and financial resources (Dasgupta et al., 2013) and 
canal and wetland restoration (Saha et al., 2021) are suggested for Kolkata; besides 
mangrove restoration (Erwin, 2009), polder land management (Sung et al., 2018) 
and embankment management (Paszkowski et al., 2021) are advised in the 
Sundarban deltaic region where the cyclones first strike before its way to the Kolkata 
megacity region. 
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Conclusion 

Although the share of urban population to total population of India is still low 
compared to the global north, the urban centres are increasing rapidly in terms of 
their total population and urban infrastructure development on both horizontal and 
vertical scales. The cities and towns of the coastal region of the country are no 
exception. During the last three decades, such urban centres have been witnessing 
climate change related to extreme weather events particularly in the form of heat 
stress and cyclone-induced hazards. Different adaptive measures as suggested earlier 
in this chapter need to be implemented on priority basis to tackle the problems in the 
near future to reduce the vulnerabilities, especially among the risk-prone sections of 
the society. 
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Chapter 3 
Climate Change and Cyclones: Its 
Associated Consequences in Tamil Nadu 
Coastal Cities of Chennai and Thoothukudi 

Annaidasan Krishnan and Jaganathan Ramasamy 

Introduction 

The urban area covers less than 2% of the land surface in the world, but houses just 
over 50% of the global population (UN, 2018), and it is expected to increase to more 
than 50% by 2030 (UN, 2018). The city activities are dominantly releasing the 
greenhouse gases (GHGs) that lead to global warming and it can be directly coming 
from the fuel-based transport and indirectly through utilization of daily usage of the 
energy (e.g., electricity), manufacturing materials, and farming stuff. Furthermore, 
80% of greenhouse gases (GHG) emissions are from the urban regions (Lamb et al., 
2021). 

The Western North Pacific (WNP), which generates over 30% of all tropical 
cyclones (TCs) worldwide, is the most active TC basin on the earth. WNP TCs, 
which are linked to powerful winds, a huge amount of rain, and large storm 
surges which are creating the vulnerable situation to people, and lot of people’s 
lives in danger situation and harm the economies and societies along the Asian 
coastal cities (Chen et al., 2020). Preparedness of the vulnerable communities and 
evaluation of rigorous damage are crucial for efficient disaster risk management 
since cyclones are frequent phenomena that cause enormous costs, leading to budget 
deficits (George et al., 2021). Forecasts of the impact of human-caused climate 
change on tropical cyclones (TCs) typically focus on two issues: whether TCs 
have already been impacted by climate change, and if so, how much of that impact 
is caused by humans or natural factors, and how climate change may affect TCs in 
the future (Knutson et al., 2019; Walsh et al., 2016, 2019). Generally, fast-growing 
cities are the likely hot spots that are vulnerable to climate change impacts.
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Subsequently, impacts of climate change on the urban areas are rise in sea levels and 
a constant change in the intensity of temperature, rainfall and other phenomena such 
as wind speed and wind directions (Seneviratne et al., 2012; Thomas et al., 2017). 
Thus, local and regional climate change or variability is measured by different 
climate impacts from various cities. Temperature is a crucial climatic variable that 
has a direct impact on human and natural systems. As shown in numerous exami-
nation reports of the Intergovernmental Panel on Climate Change (IPCC), including 
the most comprehensive Fifth Evaluation Report, the average worldwide tempera-
ture at the surface is a critical indicator of climate change since it rises almost linearly 
with the total emission levels of GHGs (Abbs, 2012; Kaito et al., 2000; United, 
2018).
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The sea level rise increases the vulnerability of storm–surge flooding and rates of 
coastal erosion and accretion on the shoreline (Kantamaneni et al., 2022). In 
addition, the rising sea level threatens the coastal environments such as beaches, 
human settlements and wetland ecosystems, and through the saline water intrusion 
(Krishnan & Ramasamy, 2022a; Narmada & Annaidasan, 2019). Drinking water 
availability is gradually declining in many regions especially in cities with quality 
status including health and aquatic ecosystems (National & Pillars, 2008). Larger 
cities are unfortunately affected by Urban Heat Island (UHI) by storage of solar 
energy in the 'cities’ it can be applicable for many coastal cities. Air pollution 
increases in cities, making the warm condition at night. Climate change severely 
impacts natural resources such as river, soils, and forest (Jaganathan et al., 2015; 
Krishnan & Ramasamy, 2022b). Many independent research works have shown that 
since Industrial Revolution, human activities have contributed considerably to 
climate change across the world. India should be concerned about climate change 
since a large portion of its population relies on industries that are vulnerable to it, 
such as agriculture, forestry, and fisheries. The severity of the nation’s socioeco-
nomic problems is increasing as a result of the negative effects of climate change, 
which include a decrease in rainfall and an increase in temperature. The ecological 
and socioeconomic systems, which are already under a great deal of stress from 
expanding industrialization, urbanization, and economic growth, will be further 
stressed by climate change (Sanjay et al., 2020; Balasubramanian, 2018). Tamil 
Nadu is categorized into seven agroclimatic zones, namely northeastern, northwest-
ern, Cauvery delta, western, high-altitude, southern, and high precipitation zones. As 
rain-producing systems develop over the Bay of Bengal and move westward toward 
the coast of Tamil Nadu, rainfall is higher over coastal areas and decreases as one 
moves inland. Due to the creation or nonformation of rain-bearing systems and their 
spatial variance, the overall amount of rainfall during the season is not constant and 
has inter-seasonal and intra-seasonal variability (Bal et al., 2016; Krishnan et al., 
2020).
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Fig. 3.1 Study area of Chennai and Thoothukudi 

Study Area 

The most significant cultural, economic, and educational hub of South India is 
Chennai, formerly known as Madras, which is the capital of Tamil Nadu and a 
most populous city. Chennai is situated on the Coromandel Coast of the Bay of 
Bengal. The city is divided into two for administrative purpose: Chennai Metropol-
itan Area (CMA) and Chennai City or Chennai Corporation. It is the fourth largest 
metropolitan city in India and holds 40th rank in the list of the largest inhabited cities 
in the world. The CMA will be completed as per the proposed urbanization by 2026 
(Imam & Banerjee, 2016). The city extended upto 200 wards from North to South. 
Furthermore, Chennai is situated at 13.04°N and 80.17°E on the Southeast coast of 
India and in the Northeastern part of Tamil Nadu. The city’s highest point is 60 m 
(200 feet) above sea level, with a usual elevation of 6 m (20 feet). The investigation 
area’s average annual precipitation is 1382 mm, and the average maximum and 
minimum temperatures are 31.8 °C and 24.8 °C, respectively. 

Thoothukudi, also known as Tuticorin, is also situated on the Coromandel Coast 
of the Bay of Bengal. It is geographically located at 8.906°N latitude and 78.019°E 
longitude (Fig. 3.1). This city is 590 km away from Chennai. The adjacent districts 
are Viruthunager and Ramanathapuram to the north; Thirunelveli to the South and 
West; and the Gulf of Mannar to the east. Furthermore, Tuticorin port is an emerging



port in India and is the second largest port in Tamil Nadu (Rangarajan et al., 2019). 
As per the 2011 census data population of the district (not city) 1,750,176. 
According to IMD data lowest and highest average temperatures are 19.4 °C 
(January) and 38.3 °C (May), correspondingly. The humidity ranges between 52% 
and 90%. The area typically receives 625.8 mm of precipitation per year. The 
location is in seismic zone II. 

50 A. Krishnan and J. Ramasamy

Methodology 

There are different types of dataset used in study which are aquired from indian 
meteorological department (IMD) and international flood network (IFNET). The 
historical cyclone datasets and the flood datasets, were collected from 2006 to 2020. 
The datasets regarding the cyclones and water-based disasters for the Indian coastal 
states in the year-wise. However, IMD provided detailed cyclones path and location 
in their an official website which can freely access for the past few years data. The 
dataset consists of a list of depression, cyclonic storms, and severe cyclonic storms 
throughout India and also in adjacent countries. The study has adopted the afore-
mentioned three categories of cyclonic data for assessing the impact of cyclones on 
the Bay of Bengal in Tamil Nadu coastal region. In addition, the quantitative and 
qualitative datasets were adopted for evaluating the floods from 2006 to 2020, which 
are acquired yearly as printed report from the International Flood Network (http:// 
www.internationalfloodnetwork.org/). However, detailed historical flood reports 
across the globe, concerning country, place, the number of deaths, missing, and 
the number of districts affected by the water-based disaster, are critical. This study 
has comprised a detailed account of cyclones which are crossed the at the Tamil 
Nadu coastline and to evaluate the impacts of cyclones and floods for sustainable 
management of the Tamil Nadu coastline. 

Datasets to be used 

The classification of the dataset adopted from cyclone warning in India. It can be a 
standard operating procedure at Indian Meteorological Department, and it was 
classified based on the intensity of the cyclone. This study considered parameters 
such as depression, cyclonic storm, and severe cyclonic storm, with a list of district 
and state data determined qualitatively. This study spatially assessed the cyclones 
using geospatial technology, and the spatial analysis representations exposed the 
location of the beginning point of cyclones with their classified parameters, i.e., 
depression, cyclonic storm, and severe cyclonic storm. The results showed the 
impact of climate change on Chennai and Thoothukudi cities (Table 3.1).

http://www.internationalfloodnetwork.org/
http://www.internationalfloodnetwork.org/
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Table 3.1 Classification of cyclone 

Sl. No. Cyclone types Sustained wind 

1 Low-pressure area Less than 31 Kmph (not exceeding 17 knots) 

2 Depression 31–49 kmph (17–27 knots) 

3 Deep depression 50–61 kmph (28–33 knots) 

4 Cyclonic storm 62–88 kmph (34–47 knots) 

5 Severe cyclonic storm 89–117 kmph (48–63 knots) 

6 Very severe cyclonic storm 118–167 kmph (64–90 knots) 

7 Extremely severe cyclonic storm 168–221 kmph (91–119 knots) 

8 Super cyclonic storm above 222 kmph (above 120 knots) 

Source: Indian Meteorological Department 

Result and Discussion 

Climatic Parameters and Trends of Cyclones in Tamil Nadu 

Observed Temperature Changes 

The study was considered the environmental variables such as temperature, rainfall, 
and relative humidity, which were averaged out for the each year from 2006 to 2020, 
and with the help of the climatic parameters to evaluate the corresponding coastal 
cities of Tamil Nadu (Chennai and Thoothukudi). According to the results obtained, 
a highest average temperature of 28.39 °C in 2019 and a possible lowest average 
temperature of 27.74 °C in 2007 were recorded for Chennai. Similarly, the upper-
most average temperature in Thoothukudi was 28.63 °C in 2019, while the lowest 
average temperature was 27.20 °C in 2006. However, the study revealed a slow and 
gradual increase in the average temperature from 2006 to 2020, the major cause 
being the increase in the number of vehicles and urbanization practices (Pal & 
Eltahir, 2016) (Fig. 3.2). 

Observed Precipitation Changes 

Appraisal of the average precipitation of Chennai and Thoothukudi coastal cities of 
Tamil Nadu and it was considered the, last 15 years of the precipitation from 2006 
to 2020. The results showed the maximum and minimum rainfall of both cities with 
measurement unit of the precipitation in millimeter (mm) and is calculated by taking 
into account the total precipitation of both cities. In 2015, Chennai received a highest 
rainfall of 1929.72 mm throughout the year. Although a lowest precipitation of 
788.54 mm was documented in 2006. Moreover, Thoothukudi has secured 
the highest precipitation in 2006, and the total precipitation is 1705.20 mm. Despite, 
lowest precipitation was registered in the year 2012, although overall assessment of
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Fig. 3.2 Temperature of the coastal cities: (a) Chennai and (b) Thoothukudi



Years Temperature Precipitation Temperature Precipitation

the precipitation is 624.16 mm. Thus, Chennai secured the highest temperature and 
rainfall compared to Thoothukudi (Table 3.2).
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Table 3.2 Climatic data 2006–2020 

Chennai Thoothukudi 

Relative 
humidity 

Relative 
humidity 

2006 27.91 1232.45 72.46 27.20 1705.20 79.36 

2007 27.74 1270.42 73.61 27.58 888.93 75.45 

2008 27.84 1360.05 73.12 27.60 1041.70 75.69 

2009 28.30 1159.28 70.99 28.06 804.65 72.82 

2010 28.03 1378.34 75.29 28.15 890.29 73.52 

2011 27.91 1345.79 72.42 28.09 653.70 72.33 

2012 28.06 961.88 71.73 28.30 624.16 71.86 

2013 27.92 1024.87 72.91 28.23 674.10 72.11 

2014 28.06 1068.87 71.49 28.05 961.41 74.05 

2015 28.01 1929.72 73.18 27.97 1244.21 76.13 

2016 28.25 788.54 70.65 28.59 457.00 71.01 

2017 28.20 1273.88 72.53 28.40 798.53 72.43 

2018 28.18 798.51 71.09 28.12 671.40 73.28 

2019 28.39 1186.17 72.97 28.63 1016.45 72.79 

2020 28.09 1554.51 74.62 28.44 853.11 73.69 

Source: NASA Power Data Access 

Nevertheless, all monsoon seasons was documented some major deviations in 
annual precipitation., but the amount of precipitation is lesser than Chennai city 
(Rangarajan et al., 2019). The study has revealed that the Northeast Monsoon does 
not evenly distribute the precipitation to Tamil Nadu coastal cities (Fig. 3.3). 

Observed Humidity Changes 

The humidity is the natural asset of the atmosphere which created vast quantities of 
water on the earth’s surface, such as rivers and lakes, evaporation reaches the 
atmosphere, tanks etc. However, the humidity of Chennai and Thoothukudi cities 
are comparatively quite different from each other. In Chennai city has a highest 
humidity 75.29% was recorded in 2010 and a lowest humidity of 71.09% which was 
documented in the 2018. Likewise, for Thoothukudi, a highest humidity of 79.36% 
was recorded in 2006 and a lowest humidity of 71.01% in 2016. Comparatively 
Chennai city has lesser than Thoothukudi city. The rest of the year deals with mod-
erate percent of the humidity was recorded for both cities, and the influence of the 
temperature humidity is not stable (Fig. 3.4).
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Fig. 3.3 Precipitation of the coastal cities: (a) Chennai and (b) Thoothukudi



3 Climate Change and Cyclones: Its Associated Consequences in Tamil. . . 55

Fig. 3.4 Humidity at Chennai and Thoothukudi 

Trends of the Cyclone Paths and Impacts 

The tropical cyclones forms based upon the temperature in oceanic regions, and it is 
a relationship with the Greenhouse Gas (GHG) induced surface temperature 
increases, and tropical cyclones movement is an undecided than the surface temper-
ature changes. Furthermore, the world meteorological organization (WMO) global 
level appraisal (Carter et al., 2015; Chen et al., 2020; Knutson et al., 2019, 2021; 
Wehner, 2021) which is concluded that the tropical cyclones are extremely unusual 
comparing with other natural causes. In addition, Tamil Nadu has 14 coastal dis-
tricts, organized from North to South, including Thiruvallur, Chennai, 
Kancheepuram, Villupuram, Cuddalore, Mayiladuthurai, Nagapattinam, Thiruvarur, 
Thanjavur, Pudukkottai, Ramanathapuram, Thoothukudi, Thirunelveli, and 
Kanyakumari, these are the districts fall into the Tamil Nadu coastline, and Tamil 
Nadu state is secured more than 10 districts are located the coastline, therefore it 
is most vulnerable state for cyclones. Five depressions passed through Tamil Nadu, 
according to the Indian Meteorological Department (IMD), which brought about 
11 cyclones upto 2020 by the northeast monsoon (Fig. 3.5). In addition, two cyclonic 
storms and four severe cyclonic storms crossed Tamil Nadu’s coastline in the years 
2011, 2016, 2018, and 2020. The severe cyclonic storm resulted in 120 fatalities and 
1,09,238 people were displaced. During the Northeast Monsoon, severe cyclonic 
storms mostly struck the state, causing numerous losses to the environment, the 
human population, and habitats. Additionally, a tropical cyclone that crossed India‘s 
East coast resulted in two significant floods in 2014 and 2015, and low-pressure 
systems flooded Tamil Nadu. About 360 people lost their lives as a result of the 
storm in the districts of Chennai and Cuddalore (Table 3.3).
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Fig. 3.5 List of cyclones that crossed the Tamil Nadu coastline from 2006 to 2020. (Source: Indian 
Meteorological Department E-Atlas) 

Overall Assessment of Cyclone Trends and Climate Change 

The state of Tamil Nadu comprises 14 coastal districts located near the Bay of 
Bengal, including two crucial cities, and study explored the comparative appraisal of 
climatic parameters such as precipitation, temperature, and relative humidity in 
Tamil Nadu coastal cities Chennai and Thoothukudi. The cyclones cross through 
Tamil Nadu during the Northeast monsoon (October–December) every year. Three 
types of cyclones have been crossing since 2006, and it is classified based upon the 
intensity of the cyclones (Table 3.1). The cyclone’s path is tracked by the E-Atlas of 
the Indian Meteorological Department (IMD). Even though the study considered 
from 2006 to 2020, but cyclones are crossed in the study are in 2008. The study



revealed that most of the cyclones originated from the Bay of Bengal near the 
Andaman and Nicobar Islands, and Chennai city is consecutively affected by the 
disturbances from the cyclonic activities. 
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Table 3.3 List of cyclones crossed near Chennai and Thoothukudi city from 2006 to 2020 

Years Depressions Cyclonic storms Severe cyclonic storms 

25.11.2008 NIL CS NIL 

04.11.2010 D NIL NIL 

25.12.2011 NIL NIL SCS 

28.10.2012 NIL CS NIL 

13.11.2013 D NIL NIL 

06.12.2013 D NIL NIL 

08.11.2015 D NIL NIL 

29.11.2016 D NIL NIL 

06.12.2016 NIL NIL SCS 

10.11.2018 NIL NIL SCS 

22.11.2020 NIL NIL SCS 

Source: Indian Meteorological Department 
CS Cyclonic Storm, D Depression, SCS Severe Cyclonic Storm 

Conclusion and Recommendation 

Among the most devastating problems in the world, cyclones and climate change 
(including changes in temperature, precipitation, and humidity) frequently cause 
havoc in South Asia, notably India. Tamil Nadu is a region where cyclones fre-
quently occur. This study evaluated the cyclone and climate change trends in 
14 coastal districts of Tamil Nadu from 2006 to 2020, particularly in the coastal 
cities of Chennai and Thoothukudi. For an evaluation of climatic parameters, GIS 
tools, NASA, and the IMD E-atlas, and the Indian Meteorological Data. According 
to this study, high-intensity cyclones are increasingly passing through the towns of 
Thoothukudi and Chennai. However, each year’s monsoon cyclones frequently 
affect these two coastal cities. Further research into the connection between climate 
change and cyclone activity is urgently needed to study these trends further. The GIS 
maps that show cyclone patterns between two cities aid in determining the relation-
ship between the severity of climate change and cyclone activity along the Tamil 
Nadu coast. The study’s findings also assist policy- and decision-makers in devel-
oping and enhancing successful coastal management methods. Additionally, these 
outcomes contribute to the achievement of UN-SDG 13 (climate change), which 
enhances the sustainability of coastal management in Indian coastal regions.
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Chapter 4 
Climate Change and Weather Extremes 
in Tourist Towns: Challenges for Livelihood 
in Himachal Pradesh, India 

Vishwa B. S. Chandel and Manu Raj Sharma 

Introduction 

Humans travel to experience and seek a better understanding of cultures, people and 
geographical locales (Kuus, 2016) fundamentally different to their usual settings. 
The purpose is not only to foster an insight into new areas but also to benefit in  
material and non-material sense. It is for this reason travelling was a vital pursuit in 
the ancient times (Kellerman, 2014). Gradually, it assumed a more structured shape 
thus leading to the emergence of tourism industry at a global scale. As amongst the 
largest contributors to global economy, travel and tourism industry contributes 3.6% 
to global gross domestic product (GDP) directly and an additional 10.4%indirectly 
(WTTC Methodology Report, 2021). The industry employs more than a quarter 
billion population worldwide and accounts for more than 11% global consumer 
spending (Kyrylov et al., 2020). 

In globalized world, tourism offers a wide range of opportunities for development 
and growth. As tourism has established linkages with other major sectors of econ-
omy like agriculture, services industry, adventure sports and transportation, it also 
offers prospects for economic diversification (Germaine et al., 2022). In doing so, it 
provides a continuous flow of resources to create both direct and indirect employ-
ment. People visit different destinations for a variety of reasons; however, some 
locales such as the mountainous regions attract more people for a multitude of 
activities for which the guiding forces are enchanting landscapes, increasing con-
nectivity and infrastructure, spiritual and centres of religious faiths, ethnic and 
cultural magnetism, extreme sports and adventure activities. Amongst all the
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temptations that hill tourism offers, it remains largely sensitive to climatic stipula-
tions and undercurrents.
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India is a major hub for tourism activities; its geographical, cultural and climatic 
diversity offers a wide range of tourism opportunities. More than 1800 million 
domestic and ten million international tourists annually contribute to this growing 
industry (Menon et al., 2021). One of the key tourist destinations in India is the 
majestic Himalayan mountains; Himachal Pradesh is one such hill state that has seen 
the rise of tourism in the past four decades. Several hill towns of India established 
during the British rule developed into hill resorts in post-colonial independent India; 
lately these have emerged as centres of climate-based urban commercial tourism. 
Tourism in Himachal Pradesh is largely nature based, contributing to about 7% of 
the state’s GDP. The domestic inflow of tourists was 16.8 million in addition to 3.8 
lakh foreign tourists in 2019 (Government of Himachal Pradesh, 2019). The major 
influx of tourists comprises people from neighbouring states during summer seeking 
relief from scorching heat, remote location-based nature, culture and educational 
tourism. The winter tourism relies on snowfall and winter sports activities. This 
makes tourism in Himachal Pradesh highly dependent on climatic conditions and 
weather patterns. 

Owing to pleasant weather conditions in hills during summer season and snowfall 
events during winter, the tourist influx in Himachal Pradesh is highest during 
summer, autumn and winter seasons. Climate change observations for India are 
raising serious concerns; the extreme events and multiple climate change drivers are 
maximizing the impacts of disasters (IPCC, 2021). Under the projected warming 
scenario, the attraction for snowfall-related winter tourism is likely to be affected. 
The warming of winters during the past century has been noticeable in Himachal 
Pradesh; the temperature rise is as high as 1 °C in the Greater Himalayan region. The 
magnitude of post-winter season warming is higher than the winters with a signif-
icant temperature upswing in the entire Himachal Pradesh (Sharma et al., 2018). 

Globally, the frequency of heavy precipitation has increased (IPCC, 2021) since 
1950s that has impacted the amount and seasonality of water availability, biodiver-
sity, endemic species, ecotone shifts, global feedbacks and loss of human livelihood 
(Nijssen et al., 2001; Parmesan, 2006; Bates et al., 2008; Ma et al., 2009; IPCC, 
2014). Mountainous regions experience notable variations in the accumulation of 
snow and the melting of ice that result in periodic excessive or insufficient water 
supply in many areas such as the Himalayan region (Sharma et al., 1997; Bahadur, 
2003; Xu & Rana, 2005; Eriksson et al., 2009; Kulkarni et al., 2011; and Moore 
et al., 2013). The higher rates of glacial melting increase water discharge initially but 
its scarcity in the long run (Barry & Seimon, 2000; Vuille et al., 2008; Bradley et al., 
2009) is likely to be even more serious. According to the IPCC reports (2007, 2014, 
2021) alterations in hydrological systems will occur due to changes not only in the 
timing, intensity, magnitude and phase state of seasonal precipitation patterns but 
also in energy receipt, evaporation and transpiration (Sharma et al., 2022). 
Westerling et al. (2006) and van Mangtem et al. (2009) speculated that these changes 
will have serious implications for ecosystem sustainability.
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In light of available literature and climate projections, it is obvious to contemplate 
marked impacts of weather extremes on tourist places in hilly areas. Moreover, the 
unplanned tourism-induced development in these areas is likely to trigger environ-
mental issues in terms of sustainable tourism, declining carrying capacity and 
peoples’ perception of safe tourism. It is in this context this chapter attempts to 
outline the direction of climate change by examining long-term precipitation and 
temperature extremes to understand the impending risk to life and livelihoods of 
people in select tourist towns of Himachal Pradesh. 

Study Region 

Himachal Pradesh is a part of the western Himalayas; the region has three distinct 
physiographic zones, viz. the Siwalik Hills, the Inner Himalayas (Dhauladhar and 
Pir-Panjal ranges) and the Great Himalayas. This state, which has an altitude ranging 
from 450 to 7000 meters above mean sea level, roughly forms a quadrilateral shape 
between latitudes 30°22′N to 33°12′N and longitudes 75°47′E to  79°04′E. Its 
landscape presents an assortment of hills, mountain ranges, snowy peaks and 
valleys. The study area is of significant climatic importance, with temperature 
fluctuations ranging from as high as 42 °C during summers in regions adjacent to 
the Punjab Plains to as low as -25 °C during winters in the cold-arid zones of the 
north and east. The spatial distribution of precipitation is highly diverse ranging 
between 350 and 3800 m and is largely received from southwest monsoons that 
account for 60% of total annual rainfall. 

The study area is bestowed with natural bounties, pristine valleys and wilderness; 
places of worship of both Hindu and Buddhist faiths attract tourists. As a result, 
tourism provides numerous opportunities for numerous small-scale businesses and 
services. It has a wide range of multiplier spin-off effects that provide tangible and 
intangible benefits to local population depending on tourism for income. These 
geophysical and climatic attributes that support tourism in this hilly state often 
contribute negatively thus affecting local livelihoods. The area’s physiographic 
and bioclimatic characteristics make it susceptible to climatic variability and 
extremes. The important tourist centres, viz. Dharamshala, Manali and Shimla 
examined in this study receive highly variable rainfall; the maximum rainfall is 
received during the monsoon season between July and September, whereas snowfall 
occurs during the winter months (December–February). 

The temperature regime of the region is highly diverse, with an annual temper-
ature range of over 40 °C, contributing to its climatic diversity. A cool weather with 
an average summer temperature around 25 °C provides soothing environment for 
tourists whereas snowfall attracts people during winters. It is this climatic regime 
that is central to tourism activities; trekking, hiking, paragliding and river rafting 
during summers, while skiing and other adventure sports in winter are the major 
attractions. As eco-tourism is gaining ground and creating a niche for economic 
growth, the far-flung corners of Himachal Pradesh’s are gradually opening up for



tourism development that essentially is driven by climate and weather stipulations. 
This would offer a source of income for local community in addition to the overall 
economic development of the state provided that the climatic regime and weather 
patterns remain stable. 
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Objectives 

This research analysed the climatic regime of select towns of Himachal Pradesh that 
are placed on international map for tourism. By examining the trends and patterns of 
climatic extremes, it attempted to visualize the risk that such extremes may pose to 
tourism-dependent livelihood and economic activities. Moreover, the aim was to 
place emphasis on projecting tourism scenario and its sustainability in light of 
expected ecological sensitivity and vulnerability due to climatic changes. 

Database and Methodology 

The study is primarily based on secondary datasets on climate parameters; however, 
a great deal of interpretation of result is based on the researchers’ prior knowledge 
and decade-long field experiences on local impacts of environmental change and 
climatic variability. The study is based on the analysis of long-term climate (rainfall 
and precipitation) data for three tourist towns, namely, Shimla, Dharamshala and 
Manali. The long-period datasets procured from the India Meteorological Depart-
ment (IMD) were analysed for 12 climate extreme indices defined by 
WMO/CLIVAR. 

Database 

The access to long-term climate data for Himalayan mountains is challenging; 
datasets are either non-existent or have long gaps thus making task of trend analysis 
difficult. Instead of relying on station or gauge data, this study utilized daily gridded 
temperature data at a spatial resolution of 1°X1° and precipitation data at a spatial 
resolution of 0.25°X0.25° since 1951. The gridded datasets were analysed for six 
extreme temperature indices, viz. hottest day (TXx), warmest night (TNx), coldest 
day (TXn), coldest night (TNn), summer days (SU25) and tropical nights (TR20) 
and six precipitation indices, viz. consecutive dry days (CDD), consecutive wet days 
(CWD), very heavy precipitation days (R20), extremely wet days (R99p), max 1-day 
precipitation (RX1) and max 5-day precipitation (RX5). These 12 indicators were 
grouped into frequency indices and intensity indices (Table 4.1); the former indices 
measure the absolute number of days in which a specific weather extreme indicator



occurs over a given time frame (say, days per unit of time or days/months or year). 
Frequency indices define the behavioural changes of climate over a season and how 
these changes are manifested in terms of tangible length of different seasons. On the 
other hand, intensity indices describe the infrequency of events based on their 
magnitude, such as absolute temperature or precipitation values. It represents the 
dynamics of energy exchange within land–atmosphere system and defines threshold 
of extreme weather events. 
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Table 4.1 Indicators for temperature and rainfall indices 

ID Indicator name Definitions Unit 

Intensity indices 

1 TXx Hottest day (max 
Tmax) 

Monthly max. Value of daily max. 
Temperature 

°C 

2 TNx Warmest night (max 
Tmin) 

Monthly max. Value of daily min. 
Temperature 

°C 

3 TXn Coldest day (Min 
Tmax) 

Monthly min. Value of daily maximum 
temperature 

°C 

4 TNn Coldest night (Min 
Tmin) 

Monthly min value of daily minimum 
temperature 

°C 

5 CDD Consecutive dry days Max. No. of consecutive days when precipi-
tation <1 mm  

Days 

6 CWD Consecutive wet days Max. No. of consecutive days when precipi-
tation >=1 mm  

Days 

7 R20 Very heavy precipita-
tion days 

Annual count when precipitation >=20 mm Days 

Frequency indices 

8 SU25 Summer days Annual count when TX (daily max. Temp.) is 
>25 °C 

Days 

9 TR20 Tropical nights Annual count when TN (daily min. Temp.) is 
>20 °C 

Days 

10 R99p Extremely wet days Annual total precipitation from days >99th 
percentile 

Mm 

11 RX1 day Max 1-day 
precipitation 

Monthly maximum 1-day precipitation Mm 

12 RX5 day Max 5-day 
precipitation 

Monthly maximum 5-day precipitation Mm 

Source: Compiled from WMO/CLIVAR list for climate extreme indices 

Methodology 

The daily gridded data utilized in this study is based on station-by-station interpo-
lation. To generate gridded data, researchers have applied many objective analysis 
(OA) techniques (Barnes, 1973; Cressman, 1959; Gandin, 1965; Shepard 1968)  on  
climatic gauge data to interpolate unevenly distributed data for conversion into a



regular grid data. The modified Shepard’s method is one of the best objective 
analysis techniques (New et al., 2000; Kiktev et al., 2003; Caesar et al., 2006) 
which IMD uses for preparation of gauge-based gridded datasets especially in the 
data sparse regions. This method is independent of data inhomogeneity and thus can 
be directly used for analysis. However, temperature and precipitation indices are 
sensitive to variations in location, changes in equipment, data collection and obser-
vation techniques. In order to eliminate the effects of these influences, this study 
employed the quality control (QC) module from the ‘RClimDex 1.1’ software 
developed by Haylock et al. (2006) to identify and eliminate errors and discrepancies 
in the data. In addition, presence of any outliers in the dataset was identified using 
the method suggested by Zhang et al. (2005). The mean values of daily temperature 
and precipitation variables falling outside the range of four standard deviations were 
treated as outliers. The least-square linear fit was used for trend analysis as it is 
simple to understand and estimate the uncertainty in fitted trends. Statistically 
significant trends were identified at a 95% confidence level. This study takes a 
different methodological approach from the majority of previous empirical studies 
by utilizing a rigorous climate analysis tool called RClimDex to examine climate 
extremes. 
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Results and Discussion 

The precipitation and temperature conditions are variable; inter-annual fluctuations 
are common due to continuous energy exchange between land–ocean surface and 
atmosphere (Makarieva et al., 2021). However, a long-term directional distribution 
provides insight into trends in the changing nature of climate patterns. The analysis 
of precipitation and temperature conditions for over a century shows notable changes 
in climate patterns in the study area. The tourist towns selected for this study are 
situated in the Middle Himalayan region that receives plenty of rainfall during the 
monsoons and snowfall in the winter months. The annual rainfall in Dharamshala 
(above 2900 mm) is the highest amongst all stations due to strong orographic 
influence. The amount remains up to 1500 mm for other two stations. The rainfall 
is well spread in all stations throughout the year but a relatively higher variability 
exists at Manali. The trend analysis shows a decline in annual rainfall at 
Dharamshala (2.5 mm/year) and Shimla (1.5 mm/year) while Manali (1 mm/year) 
has recorded an increase since the early twentieth century (Chandel & Brar, 2013; 
Sharma et al., 2017). The decrease in rainy days at Manali and Shimla and the 
increase in Dharamshala is statistically non-significant. Similarly, rainfall intensity at 
Manali and Shimla has increased but declined slightly in Dharmshala. Interestingly, 
except for Manali, the other two stations show decline in monsoon rainfall but all 
three have experienced higher rainfall during summer months. Similarly, the winter 
precipitation has gone down except for Shimla. All these indicate a change in the 
patterns of precipitation in these towns. An increase in summer precipitation and its 
intensity may have negative impact on tourist flux.
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The change in temperature regime is also evident; trends suggest an overall 
warming in the study area (Sharma, 2017a, b; Sharma et al., 2018) as evident from 
statistically significant increase (0.5 °C) in mean annual temperature. Similarly, the 
maximum mean and minimum mean annual temperature conditions show warming 
in all three stations. The warming of winter amounting to 0.8–1.0 °C while post-
winter warming exceeding 1 °C is statistically significant. The trend is similar for 
summer and post-monsoon season; the change is however non-significant. On the 
contrary, the trend is statistically significant but declining for the monsoon season 
(Sharma et al., 2017). The overall precipitation and temperature trends reveal 
noteworthy changes; however, the impacts of such changes on tourism may be 
better visualized if patterns of extreme rainfall and temperature indices are taken 
into account. The following sections describe the key highlights of such climatic 
extremes. 

Patterns of Precipitation Extremes 

Precipitation extremes indicate the frequency of intense rainfall (Forestieri et al., 
2017; Gebrechorkos et al., 2018) that may result in severe flood, cloudburst and 
landslide events leading to severe economic and societal implications (Trenberth & 
Hoar, 1997; Shrestha et al., 2000; Izrael & Anokhin, 2001; Mirza, 2002; Min et al., 
2003; Gruza & Rankova, 2004). These may also include events related to prolonged 
deficiency of precipitation leading to drought-like conditions. This study mainly 
focuses on indices representing the wetter side of precipitation except for one 
indicator, i.e., Consecutive dry days (CDD) which indicate the number of consecu-
tive days of daily precipitation <1 mm. It indicates the occurrence and length of dry 
spells that help to effectively measure probability of drought conditions. All three 
tourist stations show decline in dry days; however, this trend is statistically 
non-significant (Table 4.2 and Fig. 4.1a). The annual trends are fluctuating, thus 
indicating a high degree of variability in this dryness index. There is an overall 
decrease in CDD but high annual values imply presence of prolonged dry conditions. 
Such a scenario may translate into water shortage particularly during summers and 
other non-monsoon months. 

The consecutive wet days (CWD) indicate continuous rainy spell (rainfall of 
more than 1 mm per day) during a given time period. Manali is the only town 
experiencing no significant increase, whereas Shimla and Dharamshala have 
witnessed decline in CWD with statistically significant decrease in the latter 
(Table 4.2 and Fig. 4.1b). For adequate water availability throughout the year and 
groundwater recharge, it is imperative to have longer wet periods with well-spread 
rainfall over consecutive days. Manali owing to its topography attracts monsoon 
winds in the valley and witnesses a longer wet period. But conditions are different 
and unbefitting for Shimla and Dharamshala where the declining rate of CWD 
threatens the water availability. Since there is no substantial change in total annual 
precipitation, reduction in wet days implies more short-duration intense rainfall.



Thus, increased surface runoff results in less recharge of groundwater. Under such a 
scenario, the heavy tourist inflow in these destinations especially during summer 
may aggravate the problem of water scarcity. 
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Table 4.2 Trend analysis of extreme precipitation indices 

Station Indices Equation Significance p-value Trend 

Shimla CDD y = -0.0272x + 60.37 R2 = 0.0013 0.775 Non-significant 
decrease 

CWD y = -0.009x + 16.166 R2 = 0.0015 0.717 Non-significant 
decrease 

R20 y=-0.0157x + 17.139 R2 = 0.0078 0.348 Non-significant 
decrease 

R99p y = 0.3797x + 63.798 R2 = 0.0091 0.312 Non-significant 
increase 

RX1 y = 0.1089x + 63.137 R2 = 0.0096 0.297 Non-significant 
increase 

RX5 y = 0.0453x + 147.82 R2 = 0.0005 0.812 Non-significant 
increase 

Manali CDD y=-0.0283x + 47.083 R2 = 0.0025 0.598 Non-significant 
decrease 

CWD y = 0.0177x + 15.877 R2 = 0.0033 0.540 Non-significant 
increase 

R20 y = 0.0034x + 8.5913 R2 = 0.0003 0.851 Non-significant 
increase 

R99p y=-0.0867x + 87.349 R2 = 0.0004 0.832 Non-significant 
decrease 

RX1 y=-0.0047x + 54.019 R2 = 2E-05 0.963 Non-significant 
decrease 

RX5 y=-0.0272x + 118.36 R2 = 0.0001 0.902 Non-significant 
decrease 

Dharamshala CDD y=-0.0048x + 47.043 R2 = 6E-05 0.933 Non-significant 
decrease 

CWD y=-0.0633x + 17.873 R2 = 0.0749 0.003 Significant 
decrease 

R20 y = 0.0429x + 7.8769 R2 = 0.0594 0.009 Significant 
increase 

R99p y = 0.8157x + 36.922 R2 = 0.0367 0.040 Significant 
increase 

RX1 y = 0.2115x + 45.55 R2 = 0.0404 0.031 Significant 
increase 

RX5 y = 0.3246x + 105.81 R2 = 0.0223 0.111 Non-significant 
increase 

The heavy precipitation poses a challenge for mountainous areas by triggering 
slope failure and flash floods. Very heavy precipitation days (R20) indices represent 
the annual count of days when precipitation exceeds 20 mm per day. Its patterns and 
trends are similar to other precipitation threshold indices like R10 and R25 but the 
magnitude of trend is less prominent. An increase in very heavy precipitation days at 
Manali and Dharamshala (statistically significant) is recorded, whereas 
non-significant but weak decreasing trend is observed for Shimla. Other indices of



extreme precipitation, i.e., R99p, represent total annual precipitation from days 
greater than 99th percentile. Shimla and Dharamshala have witnessed increasing 
trend indicating receipt of more intense rainfall in these stations (Fig. 4.1d). A weak 
declining trend is however recorded for Manali. Most of such intense rainfall events 
have been recorded during monsoon and winter which suggests increasing risk of 
catastrophic events. In fact, the southern slopes of Dhauladhar range in Himachal 
Pradesh covering parts of Kangra, Dharamshala, Palampur and Jogindernagar area 
has maximum annual precipitation exceeding 2000 mm/year. Hence, the increasing 
trends of R20 and R99p (Fig. 4.1c, d) in these two areas might translate more intense 
rainfall activities leading to disasters. The two indices, viz. Rx1 and Rx5 
representing the highest rainfall in a single day and five consecutive days, respec-
tively show statistically significant increase over Dharamshala and non-significant 
increase over Shimla. However, a weak declining trend is observed for Manali. 
However, areas around Kullu-Mandi of Himachal Pradesh have become a hot spot 
for occasional high-intensity precipitation. Under such scenario, it is likely that
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Fig. 4.1 Trends in precipitation indices



vulnerability to cloudbursts and flash floods would be enhanced in these central 
Himalayan tourist circuits.
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Patterns of Temperature Extremes 

Hill tourism is fundamentally governed by conducive cool temperature conditions as 
these areas offer respite for tourists from scorching summer heat in the plain areas. 
The temperature conditions have significant impact on environmental conditions at 
different time scales. Long-term patterns, trends and variability indicate how thermal 
regime changes over the years (Table 4.3 and Fig. 4.2) and how such changes are 
likely to shape the future. Similarly, the nature and likelihood of temperature 
extremes are equally important. The hottest day (TXx) index represents the highest 
value of the daily maximum temperature for each month, thereby identifying the 
hottest day of the month and establishing the upper limit of the monthly temperature 
range. It depicts the daily march of temperature cycle, as well as the net amount of 
incoming solar radiation; hence, controls pan surface evaporation and relative 
humidity. An increase in TXx at Manali and Dharamshala (Fig. 4.2a) indicates 
warming of daytime temperatures. Such a situation is not welcoming for tourism 
activities. 

On the contrary, the warmest night (TNx) index, i.e., monthly maximum value of 
the daily minimum temperature representing the warmest night temperature shows a 
decline across all tourist stations (Fig. 4.2b). Such trend indicates a dip in night-time 
temperatures; however, this change is statistically non-significant. TXn (coldest day) 
represents monthly minimum value of the daily maximum temperature (Min Tmax). 
It denotes the coldest daytime temperature during a month and thus establishes the 
lower limit for daytime temperatures during peak winters. All three stations show 
decrease (non-significant) in coldest day temperatures which shows a shift towards 
relatively colder daytime winter temperature conditions (Table 4.3 and Fig. 4.2c). 
On the contrary, the coldest night (TNn) index which represents the monthly 
minimum value of the daily minimum temperature, i.e., the coldest-night tempera-
ture shows increasing trends. The average coldest night temperature in Himachal 
Pradesh is higher (above 2 °C) in areas around Shimla that gradually decreases in the 
north towards Manali and Dharamshala. These stations have witnessed an overall 
increase in coldest-night temperature since 1950s but change is highly fluctuating as 
indicated by the trend line (Fig. 4.2d). It means that the coldest winter nights in these 
areas have become relatively warmer. However, the trends for last two decades show 
a reversal. 

Summer days (SU25) indicates number of days in a year when daily maximum 
temperature remains above 25 °C and therefore defines the duration of warm spell. 
An increase in summer days in all stations suggests warming; however, the trend is 
not statistically significant (Table 4.3 and Fig. 4.2e). A distinct difference in direc-
tional change is observed; Dharamshala and Manali have recorded the highest rates 
of daytime warming compared to Shimla. Similarly, tropical night representing the



total number of days with daily minimum temperature exceeding 20 °C (indicating 
the duration of cool nights) shows warming due to shortening of cool-night condi-
tions in all three tourist stations. Overall, the increase in both day and night 
temperatures during the peak summer season provides evidence of warming in 
these popular tourist destinations. 
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Table 4.3 Trend analysis of extreme temperature indices 

Station Indices Equation Significance p-value Trend 

Shimla TXx y =-0.0016x + 41.803 R2 = 0.0005 0.862 Non-significant 
decrease 

TNx y =-0.0106x + 27.849 R2 = 0.0517 0.073 Non-significant 
decrease 

TXn y = -0.009x + 13.891 R2 = 0.0179 0.296 Non-significant 
decrease 

TNn y = 0.0055x + 1.9624 R2 = 0.0112 0.41 Non-significant 
increase 

SU25 y = 0.0522x + 256.38 R2 = 0.0085 0.472 Non-significant 
increase 

TR20 y = 0.076x + 143.28 R2 = 0.0171 0.307 Non-significant 
increase 

Manali TXx y = 0.0016x + 39.382 R2 = 0.0005 0.855 Non-significant 
increase 

TNx y =-0.0091x + 25.648 R2 = 0.0344 0.146 Non-significant 
decrease 

TXn y =-0.0025x + 11.641 R2 = 0.0013 0.779 Non-significant 
decrease 

TNn y = 0.0076x + 0.7066 R2 = 0.0204 0.264 Non-significant 
increase 

SU25 y = 0.0799x + 229.62 R2 = 0.0176 0.3 Non-significant 
increase 

TR20 y = 0.0921x + 105.27 R2 = 0.016 0.323 Non-significant 
increase 

Dharamshala TXx y = 0.0053x + 43.056 R2 = 0.0059 0.55 Non-significant 
increase 

TNx y =-0.0114x + 28.719 R2 = 0.0578 0.199 Non-significant 
decrease 

TXn y = -0.01x + 14.115 R2 = 0.0206 0.262 Non-significant 
decrease 

TNn y = 0.0083x + 1.7557 R2 = 0.0269 0.058 Non-significant 
increase 

SU25 y = 0.0805x + 258.92 R2 = 0.0168 0.311 Non-significant 
increase 

TR20 y = 0.1072x + 146.62 R2 = 0.0345 0.145 Non-significant 
increase
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Fig. 4.2 Trends in temperature indices 

Climate Extremes and Implications for Tourism 
and Livelihood 

Humans have always been adapting to changing climates; however, as scientific 
knowledge on this issue grows, it is apparent that massive setbacks to various 
economic activities are likely to happen. Such changes have serious repercussions 
on areas where people rely on climate for livelihood. A bidirectional relationship 
exists between climate change and tourism; both affect and get affected by each 
other. Climate is a key driver and an important attribute that facilitates tourism and 
thus offers livelihood to a large population in the tourist town selected for this study. 
This mountainous landscape offers enchanting cool mountain climate, aesthetically 
appealing snowclad and green landscapes, adventure sports activities, pilgrimage, 
spiritual experiences, and historical places. Hence, the implications of climate 
extremes on tourism are manifold and might manifest through different ways to 
impact the natural processes and functions as well as human endeavours for 
development.
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The observed increase in temperature, particularly the extreme hot and cold 
conditions, might affect the timing of peak tourist season and inflow of tourists. 
The warmer temperature will affect tourism via altered seasonality, incidences of 
heat-related stress, uneconomic tourist ventures, lack of winter-sport destinations. 
As a result, these areas are likely to face increased pressure on existing resources. 
Climate controls hydrological cycle; a substantial proportion of insolation drives 
hydrological cycle, and any change in these dynamics alters the amount and circu-
lation of water. The warming of winter and post-winter seasons might lead to a 
reduction in the extent and duration of snowfall due to less winter precipitation in the 
middle Himalayas (Bhutiyani et al., 2010) and higher ablation rates. The significant 
temperature increase in post-winter and early summer seasons is likely to trigger the 
problem of water excess in early spring season due to rapid melting of snow, and 
relatively lower discharge during summers. 

As observed in the analysis, it is also possible that a slight decline in seasonal 
rainfall may cause less river discharge while frequent episodes of short-duration 
extreme rainfall may cause flash floods. Similarly, the fast snow-melt and high 
runoff due to winter and post-winter warming might exhaust the water sources 
before the arrival of monsoon thus creating water scarcity in summers when the 
tourist flux is at peak. Consequently, the projected warming scenario is likely to 
cause a shift in the preferred time and destinations and hence will cause pressure on 
livelihood options. Moreover, the inter-annual and inter-seasonal flux of river 
discharges might become highly variable. More importantly, these changes will 
directly impact adventure sports and related tourism activities. As a result, the 
growing urban population and tourists in these hilly areas will be the first to face 
the brunt of such changes. This scenario is likely to be more serious for areas in and 
around tourist centres. Since development in these areas is dependent on water, such 
a stress may aggravate local conflicts related to water sharing and access. As a result 
of extremely variable rainfall coupled with growing urbanization and tourism, it is 
likely to cause hydrological stress and water shortage, the unavailability of which 
would force people in these tourist destinations to alter their long-established 
livelihood options. 

Another aspect of economy that might face serious setback is hydropower 
generation. The lack of winter snow and higher summer ablation rates will lead to 
insufficient water for power generation throughout the year. The episodes of high-
intensity rainfall-induced flash floods causing high turbidity in river water may halt 
power generation. Consequently, lower production and higher demand will exert 
pressure on energy systems resulting in higher maintenance costs of power grids and 
transmission. It is but obvious that tourism industry will be severely affected that 
might cause livelihood loss. Thus, temperature and rainfall unpredictability partic-
ularly during the winter and summer seasons may have negative impact on urban 
energy systems. More importantly, the traditional irrigation practices might be 
rendered ineffective thus increasing the production costs leading to economic 
vulnerability. 

Climate extremes and disasters are inseparable. Increase in rainfall intensity and 
extreme precipitation events in the temperate zones may impact tourism due to



enhanced risk of cloudbursts and floods during summer and monsoon seasons. The 
districts of Kullu, Kangra and Shimla are already experiencing higher incidences of 
extreme rainfall-driven disasters in these seasons; Dharamshala and Kullu-Manali 
area have been identified as cloudburst hot spots (Chandel & Brar, 2010) whereas 
Kullu and Kangra are most flood-prone areas (Chandel et al., 2014). Such climate 
extreme may result in fewer tourists that would cause loss of livelihood and increase 
in economic vulnerability of population dependent on tourism. Such scenario is 
already showing signs in many parts of Himachal Pradesh where extreme rainfall in 
pre-monsoon and monsoon seasons has been affecting tourism. 
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Conclusion 

Climate change implications on tourism and livelihood are undeniable. This work 
explored trends and potential changes in climatic extremes in select tourist stations 
of Himachal Pradesh. The higher rainfall regions of northern and southern Himachal 
Pradesh have become less rainy and seasonal intensity appears to have moderated 
over the time. However, the episodes of extreme events have increased; the daily 
maximum and 5-day maximum rainfall patterns show an increasing trend. Therefore, 
it would not be premature to envisage that precipitation extremes in the study area 
are likely to be more dramatic and unpredictable in times to come especially in the 
central parts of Himachal Pradesh. The selected tourist stations under study shows 
significant increase in temperature; the warming is evident with an increase in both 
daytime and night-time temperature conditions. The rise in the number of summer 
days and tropical nights implies an increase in the temperature during the summer 
season. Furthermore, the noticeable increase in the frequency of summer days in 
hilly areas indicates a relatively higher rate of warming during the summer season. 
Moreover, due to increasing overall temperature, winters and post-winter seasons 
might witness less snowfall and early melt leading to higher water discharge in early 
spring season. It is also plausible that dry season may have insufficient water in 
rivers leading to hydrological stress and thus the water scarcity in the long run. The 
entire discussion on climate change and variability is concluded with the fact that 
there are clear markers of significant escalation in the intensity of precipitation and 
temperature extremes. Moreover, there are indications of significant shift in season 
precipitation patterns, rise of summer season rainfall and intensity, and winter 
snowfall in the study area. 

In light of above observation, it is expected that the projected warming of climate 
will affect the tourism through loss of income, change in tourist destinations, scarcity 
of tourism resources and increasing risk of hazards. Increase in extreme precipitation 
events especially in the temperate zones of Himachal Pradesh may impact tourism 
due to more frequent disasters and enhanced risk during tourist seasons. The markers 
of such problem have already been seen in many parts of Himachal Pradesh where 
effects of extreme events like droughts, flash floods and snow-free winters have 
wreaked havoc on tourism activities in the recent past. For instance, the year 2018



recorded massive impact on horticulture wherein lack of rainfall impacted fruit 
production; the pre-monsoon shower caused massive economic loss to farmers and 
tourism industry while high-intense short-duration rainfall in the months of August 
and September led to massive scale damage to various sectors of economy due to 
floods. 
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It is vital to acknowledge the need for translating scientific knowledge of climate 
change and weather extremes for appropriate solutions and adaptive measures to 
counter its implications for the future of tourism. This research outlined the climate 
extremes and its potential impact on water resources, hydrological regimes, and 
ecosystem well-being which collectively affect tourism and many other aspects of 
human development. This invokes an idea of major paradigm shift in tourism 
development based on clean and green energy. More importantly, this study calls 
upon the preparation of climate action plans at regional and administrative levels for 
aiding tourism-based economy in the long run to ensure sustainability of livelihoods 
in the study area. 

References 

Bahadur, J. (2003). Indian Himalayas – An integrated view. Vigyan Prasar. 
Barnes, S. L. (1973). Mesoscale objective map analysis using weighted timeseries observations. 

NOAA Tech. Memo, ERL NSSL-62, National Severe Storms Laboratory, Norman: Oklahoma. 
https://repository.library.noaa.gov/view/noaa/17647 

Barry, R., & Seimon, A. (2000). Research for mountain area development: Climatic fluctuations in 
the mountains of the Americas and their significance. Ambio, 29(7), 364. 

Bates, B. C., Kundzewicz, Z. W., Wu, S., & Palutikof, J. P. (2008). Climate change and water. In 
Technical paper of the intergovernmental panel on climate change. IPCC Secretariat. 

Bhutiyani, M. R., Kale, V. S., & Pawar, N. J. (2010). Climate change and the precipitation 
variations in the northwestern Himalaya:1866–2006. International Journal of Climatology, 
30(4), 535–548. https://doi.org/10.1002/joc.192 

Bradley, S. L., Milne, G. A., Teferle, F. N., Bingley, R. M., & Orliac, E. J. (2009). Glacial isostatic 
adjustment of the British Isles: New constraints from GPS measurements of crustal motion. 
Geophysical Journal International, 178(1), 14–22. https://doi.org/10.1111/j.1365-246X.2008. 
04033.x 

Caesar, J., Alexandar, L., & Russell, V. (2006). Large-scale changes in observed daily maximum 
and minimum temperatures: Creation and analysis of a new gridded data set. Journal of 
Geophysical Research, 111, DO5101. https://doi.org/10.1029/2005JD006280 

Chandel, V. B. S., & Brar, K. K. (2013). Drought in Himachal Pradesh, India: A historical-
geographical perspective, 1901–2009. Transactions of the Institute of Indian Geographers, 
35(2), 259–273. 

Chandel, V. B. S., Kahlon, S., & Brar, K. K. (2014). Flood disaster in mountain environment: A 
study of Himachal Pradesh, India. In D. D. Sharma & B. R. Thakur (Eds.), Managing our 
resources: Perspectives and planning (pp. 9–19). Bharti Publications. ISBN: 978-93-81212-
85-1. 

Chandel, V. B. S., & Brar, K. K. (2010). Climatic extremes and changing climate in Western 
Himalayas: A study of cloudburst incidences in Himachal Pradesh. Punjab Geographer, 6, 
29–40. 

Cressman, G. P. (1959). An operational objective analysis system. Monthly Weather Review, 
87(10), 367–374.

https://repository.library.noaa.gov/view/noaa/17647
https://doi.org/10.1002/joc.192
https://doi.org/10.1111/j.1365-246X.2008.04033.x
https://doi.org/10.1111/j.1365-246X.2008.04033.x
https://doi.org/10.1029/2005JD006280


76 V. B. S. Chandel and M. R. Sharma

Eriksson, M., Xu, J., Shrestha, A. B., Vaidya, R. A., Nepal, S., & Sandstrom, K. (2009). The 
changing Himalayas – Impact of climate change on water resources and livelihoods in the 
greater Himalayas. ICIMOD. 

Forestieri, A., Arnone, E., Blenkinsop, S., Candela, A., Fowler, H., & Noto, L. V. (2017). The 
impact of climate change on extreme precipitation in Sicily, Italy. Hydrological Processes, 32, 
332–348. 

Gandin, L. S. (1965). Objective analysis of meteorological fields (Translated from Russian by 
R. Hardin.) (p. 242). Israel Program for Scientific Translations. 

Gebrechorkos, S. H., Hülsmann, S., & Bernhofer, C. (2018). Changes in temperature and precip-
itation extremes in East Africa. Geophysical Research Abstracts, 20, EGU2018-12310. 

Germaine, M.-A., Ducourtieux, O., Stone, J. O., & Cournet, X. (2022). Landscapes as drivers of 
ecotourism development: A case study in Northern Laos. Canadian Journal of Development 
Studies/Revue Canadienne d’études Du Développement, 0(0), 1–23. https://doi.org/10.1080/ 
02255189.2022.2029734 

Government of Himachal Pradesh. (2019). The Himachal Pradesh tourism policy. Department of 
Tourism & Civil Aviation, HP Government (n.d.). 

Gruza, G., & Rankova, E. (2004). Detection of changes in climate state, climate variability and 
climate extremity. In Y. Izrael, G. Gruza, S. Semenov, & I. Nazarov (Eds.), Proceedings of the 
world climate change conference (pp. 90–93). Institute of Global Climate and Ecology. 

Haylock, M. R., Peterson, T. C., Alves, L. M., Ambrizzi, T., Anunciação, Y. M. T., Baez, J., Barros, 
V. R., Berlato, M. A., Bidegain, M., Coronel, G., Corradi, V., Garcia, V. J., Grimm, A. M., 
Karoly, D., Marengo, J. A., Marino, M. B., Moncunill, D. F., Nechet, D., Quintana, J., Rebello, 
E., Rusticucci, M., Santos, J. L., Trebejo, I., & Vincent, L. A. (2006). Trends in total and 
extreme south American rainfall in 1960–2000 and links with sea surface temperature. Journal 
of Climate, 19(8), 1490–1512. 

Intergovernmental Panel on Climate Change (IPCC). (2007). Fourth assessment report. Summary 
for policymakers. Cambridge University Press. 

Intergovernmental Panel on Climate Change (IPCC). (2014). Climate change – Impacts, adapta-
tions, and vulnerability. Summary for policy makers. Cambridge University Press. 

Intergovernmental Panel on Climate Change (IPCC). (2021). Climate Change 2021: The physical 
science basis. In V. Masson-Delmotte, P. Zhai, A. Pirani, S. L. Connors, C. Péan, S. Berger, 
N. Caud, Y. Chen, L. Goldfarb, M. I. Gomis, M. Huang, K. Leitzell, E. Lonnoy, 
J. B. R. Matthews, T. K. Maycock, T. Waterfield, O. Yelekçi, R. Yu, & B. Zhou (Eds.), 
Contribution of Working Group I to the sixth assessment report of the Intergovernmental 
Panel on Climate Change. Cambridge University Press. In Press. 

Izrael, Y. A., & Anokhin, Y. A. (2001). Climate change impacts on Russia. Integrated Environ-
mental Monitoring, 112–117. 

Kellerman, A. (2014). The satisfaction of human needs in physical and virtual spaces. The 
Professional Geographer, 66(4), 538–546. https://doi.org/10.1080/00330124.2013.848760 

Kiktev, D., Sexton, D. M. H., Alexander, L., & Folland, C. K. (2003). Comparison of modeled and 
observed trends in indices of daily climate extremes. Journal of Climate, 16, 3560–3571. 

Kulkarni, A. V., Rathore, B. P., Singh, S. K., & Bahuguna, I. M. (2011). Understanding changes in 
the Himalayan cryosphere using remote sensing techniques. International Journal of Remote 
Sensing, 32, 601–615. 

Kuus, M. (2016). To understand the place: Geographical knowledge and diplomatic practice. The 
Professional Geographer, 68(4), 546–553. https://doi.org/10.1080/00330124.2015.1099450 

Kyrylov, Y., Hranovska, V., Boiko, V., Kwilinski, A., & Boiko, L. (2020). International tourism 
development in the context of increasing globalization risks: On the example of Ukraine’s 
integration into the global tourism industry. Journal of Risk and Financial Management, 13, 
303. https://doi.org/10.3390/jrfm13120303 

Ma, X., Xu, J. C., Luo, Y., Aggarwal, S. P., & Li, J. T. (2009). Response of hydrological processes 
to land cover and climate change in Kejie Watershed, Southwest China. Hydrological Pro-
cesses, 23(8), 1179–1191. https://doi.org/10.1002/hyp.7233

https://doi.org/10.1080/02255189.2022.2029734
https://doi.org/10.1080/02255189.2022.2029734
https://doi.org/10.1080/00330124.2013.848760
https://doi.org/10.1080/00330124.2015.1099450
https://doi.org/10.3390/jrfm13120303
https://doi.org/10.1002/hyp.7233


4 Climate Change and Weather Extremes in Tourist Towns: Challenges. . . 77

Makarieva, A. M., Nefiodov, A. v., Nobre, A. D., Sheil, D., Nobre, P., Pokorný, J., Hesslerová, P., 
& Li, B.-L. (2021). Vegetation impact on atmospheric moisture transport under increasing land-
ocean temperature contrasts. http://arxiv.org/abs/2112.12880 

Menon, S., Bhatt, S., & Sharma, S. (2021). A study on envisioning Indian tourism – Through 
cultural tourism and sustainable digitalization. Cogent Social Sciences, 7(1). https://doi.org/10. 
1080/23311886.2021.1903149 

Min, S. K., Kwon, W. T., Park, E. H., & Choi, Y. (2003). Spatial and temporal comparisons of 
droughts over Korea with East Asia. International Journal of Climatology, 23, 223–233. 

Mirza, M. Q. (2002). Global warming and the changes in the probability of occurrence of floods in 
Bangladesh and implications. Global Environment Change, 12, 127–138. 

Moore, W., Meyer, W. M., Eble, J. A., Franklin, K., Wiens, J. F., & Brusca, R. C. (2013). 
Introduction to the Arizona Sky Island Arthropod Project (ASAP): Systematics, biogeography, 
ecology and population genetics of arthropods of the Madrean Sky Islands. In Biodiversity and 
management of the Madrean Archipelago III (Vol. 67, pp. 140–164). U.S. Department of 
Agriculture RMRS-P. 

New, M. G., Hulme, M., & Jones, P. D. (2000). Representing twentieth-century space-time climate 
variability part II: Development of 1901–96 monthly grids of terrestrial surface climate. Journal 
of Climate, 13, 2217–2238. 

Nijssen, B., O’Donnell, G. M., Hamlet, A. F., & Lettenmaier, D. P. (2001). Hydrologic sensitivity 
of global rivers to climate change. Climatic Change, 5, 143–175. 

Parmesan, C. (2006). Ecological and evolutionary response to recent climate change. Annual 
Review of Ecology, Evolution, and Systematics, 37, 637–669. 

Sharma, M. R., Chandel, V. B. S., & Brar, K. K. (2022). Markers of climate change: Analysing 
extreme temperature indices over the Himalayan Mountains and adjoining Punjab Plains. In 
U. Schickhoff, R. Singh, & S. Mal (Eds.), Mountain landscapes in transition. Sustainable 
development goals series. Springer. https://doi.org/10.1007/978-3-030-70238-0_2 

Sharma, M. R. (2017a). Long term analysis of temperature extremes over Punjab and Himachal 
Pradesh, India (1951–2013). Online International Interdisciplinary Research Journal, 07(5), 
29–40. (ISSN 2249-9598). 

Sharma, M. R. (2017b). Trends and variability of rainfall in Punjab: A statistical analysis, 
1981-2010. Research Guru, 11(3), 73–81. (ISSN 2349-266X). 

Sharma, M. R., Brar, K. K., & Chandel, V. B. S. (2017). Long-term analysis of trend and variability 
in annual rainfall in Punjab and Himachal Pradesh. The Deccan Geographer, 55(1 & 2), 1–16. 

Sharma, M., Chandel, V. B. S., & Brar, K. K. (2018). Punjab and Himachal Pradesh: Temperature 
variability and trends since 1900 AD. Punjab Geographer, 14, 5–32. 

Sharma, S., Jackson, D. A., & Minns, C. K. (1997). Will northern fish populations be in hot water 
because of climate change? Global Change Biology, 13, 2052–2064. 

Shepard, D. (1968). A two-dimensional interpolation function for irregularly-spaced data. In Pro-
ceedings of the 1968 23rd ACM national conference (pp. 517–524). ACM. 

Shrestha, A. B., Wake, C. P., Dibb, J. E., & Mayewski, P. A. (2000). Precipitation fluctuations in 
the Nepal Himalaya and its vicinity and relationship with some large-scale climatology param-
eters. International Journal of Climatology, 20, 317–327. 

Trenberth, K. E., & Hoar, T. J. (1997). El Niño and climate change. Geophysical Research Letter, 
24(23), 3057–3060. 

Van Mangtem, P. J., Stephenson, N. L., Bryne, J. C., Daniels, L. D., Franklin, J. F., Fule, P. Z., 
Harmon, M. E., Larson, A. J., Smith, J. M., Taylor, A. H., & Veblen, T. T. (2009). Widespread 
increase of tree mortality rates in the Western United States. Science, 323, 521–524. 

Vuille, M., Francou, B., Wagnon, P., Juen, I., Kaser, G., Mark, B. G., & Bradley, R. S. (2008). 
Climate change and tropical Andean glaciers: Past, present and future. Earth Science, 89, 79–96. 

Westerling, A. L., Hidalgo, H. G., Cayan, D. R., & Swetnam, T. W. (2006). Warming and earlier 
spring increases western U.S. Forest wildfire activity. Science, 313, 940–943.

http://arxiv.org/abs/2112.12880
https://doi.org/10.1080/23311886.2021.1903149
https://doi.org/10.1080/23311886.2021.1903149
https://doi.org/10.1007/978-3-030-70238-0_2


78 V. B. S. Chandel and M. R. Sharma

WTTC. (2021). Travel & tourism economic impact research methodology report 2021. Oxford 
Economics. 

Xu, J., & Rana, G. M. (2005). Living in the mountains. In T. Jeggle (Ed.), Know risk (pp. 196–199). 
UN Inter-agency Secretariat of the International Strategy for Disaster Reduction. 

Zhang, X., Hegerl, G., Zwiers, F. W., & Kenyon, J. (2005). Avoiding inhomogeneity in percentile-
based indices of temperature extremes. Journal of Climate, 18, 1641–1651.



Chapter 5 
Evaluation of the Effect of Urban Heat 
Island on Local Climatic Zones by Using 
Remote Sensing and Statistical Analysis 
in Khartoum Sudan 

Elhadi K. Mustafa, Hanan E. Osman, and Hazem T. Abd El-Hamid 

Introduction 

Due to the city’s environment warming up at an unprecedented rate, urban heat 
islands (UHI) are an occurrence. Urban heat island (UHI) could be defined as the 
difference in temperature between an urban area and the nearby rural area. Uncer-
tainty still exists regarding the contribution of various local urbanization trends to 
UHI intensity and persistence in regions with ongoing growth (Sun et al., 2019). It 
happens when the surrounding rural area is cooler than the urban area. Urbanization 
has altered the surface and atmosphere, resulting in a changed thermal environment 
that is hotter than the surrounding areas (Voogt & Oke, 2003). The purpose of local 
climate zones (LCZs) framework is to resolve this contradiction by epitomizing 
climatic differences across the sites and organizing them into distinct sectors that 
may be converted into accurate assessable parameters of urban environments 
(Bechtel et al., 2019). UHI phenomenon has been observed globally (Clinton & 
Gong, 2013; Zhou et al., 2014). The primary elements influencing the spatiotempo-
ral variability of urban climate are well known and include, for instance, the thermal 
features of the substances used to construct surfaces and building structures, their
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layout, mass, height, and land-use patterns (Seto et al., 2015). However, inadequate 
quantification of these factors and their non-standard distributions have long limited 
research on urban climate (Stewart, 2011). Over the last ten years, the concept of 
local climatic zones (LCZs) has evolved to address these difficulties in urban 
climatology (Stewart & Oke, 2012). Stewart and Oke (2012) categorized local 
climate sectors as zones with uniform land cover, building components, and anthro-
pogenic activities ranging from a few meters to a few kilometers on a flattened level. 
Each LCZ‘s warm climate is affected by the features of its surface, including the 
structure (height/density of buildings and trees), texture (albedo, warm admittance), 
land cover (penetrability), and metabolism (heat from transportation and space 
warming/cooling). Each LCZ class designates either a natural land cover sort or a 
built type. Moreover, each LCZ type differs from the others due to the LCZ 
classification systems’ consideration of geometric, radioactive, thermal, surface 
cover, and metabolic characteristics. The LCZ categorization seeks to standardize 
the exchange of worldwide urban temperature monitoring data. Concerning the 
critical role of the LCZ and its origin in the UHL investigation database (Stewart 
et al., 2014), the LCZ classification scheme has been used in investigations to 
categorize the thermal features of towns using weather station data, mobile mea-
surements, land use and land cover (LULC) data, remotely sensed pictures, and 
urban morphology data attained from various sources (Bechtel et al., 2016; Unger 
et al., 2014; Lelovics et al., 2014). Up to date, there is a severe shortage of research 
maps of LCZs in African urban areas, particularly in Sudan. Only the LCZ maps for 
Harare, a metropolitan city in Zimbabwe, are done to date. For the cool and hot 
seasons in Harare, LCZs were linked with Landsat 8 derived land surface temper-
ature (LST). Most studies of the African countries utilized LULC classes that were 
not standardized to contribute to the global urban metadata call (Mushore et al., 
2019). For instance, in the work of Tarawally et al. (2018), Sierra Leone’s Freetown 
and Bo towns were recently mapped into LULC classes and coupled to dry season 
surface temperature patterns. Numerous investigations in South Africa have 
interconnected single date and temporal changes in general LULC to land surface 
temperature. Odindi et al. (2015) demonstrated the significant value of urban 
vegetation in reducing heat. The results of this research are difficult to compare 
between cities as, already said, the classification names were region-specific and had 
subjective connotations. Most of the current LCZ literature were about Europe, 
North America, and Asia. For instance, Wang et al. (2018) assess the local region 
climate in North America’s dry towns of Las Vegas, Nevada, Phoenix, and Arizona. 
Lehnert et al. (2015) investigated the local climatic district characteristics in a 
metropolitan station network in Olomouc (Czech Republic), and compared the 
temperature features of the stations, to identify the key factors which can encourage 
the development of an urban heat island (UHI) in the town. Moreover, Kaloustian 
and Bechtel (2016) utilized local climatic zoning mapping in Beirut, a highly 
populated town along the Mediterranean Sea. They give insights into the city’s 
dominant urban form and materials. The development of remote sensing technology 
has persuaded large-scale research on UHI for small and extensive urban commu-
nities globally (Weng et al., 2004). Using satellite-derived data, the UHI
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investigation is conducted by separating the land surface temperature (LST). A wide 
scope of sensors, such as Landsat 4, 5 Thematic Mapper (TM), 7 Enhanced Thematic 
Mapper Plus (ETM+), 8 Thermal Infrared Sensor (TIRS) 1 and 2), advanced 
spaceborne thermal emission and reflection (ASTER), moderate resolution imaging 
spectroradiometer (MODIS), advanced very high-resolution radiometer (AVHRR), 
and others are used for the extraction of LST. Accurate and speedy information 
acquisition concerning the magnitude of the changes is required for monitoring and 
forecasting future changes (Mustafa et al., 2019). The fundamental objective of this 
research is the LCZ changes and the associated LST modifications. The results 
showed that the LST and LCZ have a strong link, and the development of UHI is 
evaluated using the shift in the LCZ and LST. Remote sensing also fails to 
completely capture radiant emission from vertical surfaces, such as building walls, 
because sensors predominantly detect energy radiated from flat surfaces, such as 
roadways, rooftops, and trees. LST data must be corrected for radiometric and 
atmospheric effects because the environment is so densely populated. On the other 
hand, satellite images provide fine-scale warm data that is difficult to obtain through 
transect estimating campaigns or climate station systems, allowing investigation of 
the LST mark of LCZs. This study connected LCZ changes and future climate 
forecast to recognize the modification in a pattern on land surface temperature for 
sustainable urban expansion and planning. For the monitoring and forecasting future 
conditions and changes in land surface temperature, the accurate and transparent 
gathering of fundamental data indicating the extent of the changes is necessary. To 
forecast land surface temperature and gather essential data about the climate system, 
prediction algorithms are used. With this knowledge, it will be simpler to discover 
unique methods and legislation in town planning and designs that lessen the effects 
of UHI. Remote sensing data can be used to collect this information. In light of this, 
the study attempted to investigate the following issues: temporal mapping of LCZs 
in Khartoum town, evaluation of the impact of LCZ change on urban heat islands, 
simulation of LST for various seasons, and analysis of the simulated LST in 
various LCZs.
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Materials and Methods 

Description of the Study Area 

The study area is conducted in Khartoum state, the capital of Sudan. The study area 
sited between latitudes 15.384°N to 15.854°N and longitudes 32.295° to 33.795°′E 
covers about 2785.62 km2 . Figure 5.1 shows the general location of the study area. It 
is located in the middle of Sudan and is semi-arid, with a hot weather season lasting 
from March to mid-June and a cold, dry winter from November to February. April is 
the hottest month. The highest annual rainfall is mostly recorded from July to 
September at about 157 mm (Tucker 1979). A flat plain at an elevation of between 
380 and 400 m makes up the majority of the area. The Blue Nile, White Nile, and 
River Nile are the main waterways, along with a number of seasonal streams. The



population of the developed Khartoum state ranges from 7.6 million to 15.7 million. 
Generally speaking, this kind of development has detrimental repercussions and may 
cause climatological issues for urbanized areas, including urban heat island. As there 
is less vegetation in the urban area and more concrete and asphalt are used in the built 
environment, an excess of heat builds up there. This phenomenon consequently 
causes extreme temperatures in the majority of the urban areas covered by this 
investigation. Particularly in the summer, these extreme temperatures happen during 
the day, which makes the locals feel even worse. This study aims to ascertain the 
relationship between Khartoum City’s land surface temperature and the local climate 
zones. 
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Fig. 5.1 Location of the area under study 

Datasets 

The Landsat imagery utilized in this study was made available through the Earth 
Resources Observation and Science (EROS) center. EROS played a crucial role in 
providing high-quality images that were both free of clouds and geometrically 
corrected, ensuring accurate and reliable data for our investigation, which was 
available via the USGS Global Visualization Viewer. The images used were 
cloud-free Landsat images of path/row 173/49 from the hot, cool, and rainy seasons 
as depicted in Table 5.1. For mapping the LCZs, images from the hot season (April 
1984, April 2000, and April 2016 Operational Land Imager (OLI)), the cold season 
(January 1986, January 2001, and January 2016 [OLI]), and the rainy season



(September 1986, September 2001, and September, August 2016 [OLI]) were 
chosen. Bands 2, 3, 4, 5, and 6 of OLI (the 30-m reflective bands of TM5) and 
their corresponding spatial and spectral ranges were used in this experiment. The 
first four bands in each of the aforementioned categories span the visual near-
infrared (VNIR) portion of the electromagnetic spectrum. The last two bands in 
each category, however, are those that correspond to the short-wave infrared (SWIR) 
spectrum. 
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Table 5.1 Cloud-free Landsat 8 imageries used for LCZ and LST retrieval in this study 

No. Sensor Date Season Path/Row Bands Source 

1 Landsat 4/5 TM 20.4.2000 Hot 173/049 3, 5, 7, 6 usgs.gov 

2 Landsat 4/5 TM 08.4.1984 Hot 173/049 3, 5, 7, 6 usgs.gov 

3 Landsat 4/5 TM 08.1.1986 Cool 173/049 3, 5, 7, 6 usgs.gov 

4 Landsat 4/5 TM 17.1.2001 Cool 173/049 3, 5, 7, 6 usgs.gov 

5 Landsat 4/5 TM 12.9.1986 Rainy 173/049 3, 5, 7, 6 usgs.gov 

6 Landsat 4/5 TM 30.9.2001 Rainy 173/049 3, 5, 7, 6 usgs.gov 

7 Landsat 8 OLI_TIR 16.4.2016 Hot 173/049 4, 6, 7, 10 usgs.gov 

8 Landsat 8 OLI_TIR 18.4.2016 Hot 173/049 4, 6, 7, 10 usgs.gov 

9 Landsat 8OLI_TIR 11.1.2016 Cool 173/049 4, 6, 7, 10 usgs.gov 

10 Landsat 8 OLI_TIR 27.1.2016 Cool 173/049 4, 6, 7, 10 usgs.gov 

11 Landsat 8 OLI_TIR 23.9.2016 Rainy 173/049 4, 6, 7, 10 usgs.gov 

12 Landsat 8 OLI_TIR 22.8.2016 Rainy 173/049 4, 6, 7, 10 usgs.gov 

Image Preprocessing 

Regional climate zones and their impact on land surface temperature were evaluated 
using Landsat satellite pictures (Landsat 5 TM and Landsat 8 OLI/TIRS) with 
metadata (MTL) file (LST). Several preprocessing steps were performed on these 
satellite photos. The preprocessing consists of geometrical correction, atmospheric 
adjustment (dark-object subtraction) with Envi 5.3, and cloudy radiometric calibra-
tion. After that, the photos underwent a second resampling with pixels that were 
30 × 30 m in size throughout all bands, including the thermal band. As was 
previously mentioned, a single multiband record for the classification was created 
by combining 30-m goal-resolution reflecting bands from Landsat images taken over 
a number of seasons. 

Local Climate Zones Classification 

These satellite photos underwent a number of preprocessing steps. Full radiometric 
calibration, atmospheric correction (dark-object subtraction) using Envi 5.3, and 
correction of geometrical aberrations are included in preprocessing. Following that,

http://usgs.gov
http://usgs.gov
http://usgs.gov
http://usgs.gov
http://usgs.gov
http://usgs.gov
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the photos underwent a second resampling with pixel sizes of 30 × 30 m for all 
bands, including the thermal band. For the classification, 30-m goal-resolution 
reflective bands from Landsat images taken over different seasons were stacked 
into a single multiband record, as previously mentioned. Figure 5.2 shows the 
Khartoum-recognized LCZ, which generates a description of each class based on a 
standard. Using a stratified random technique, at least 150 points for each LCZ type 
were acquired during field evaluations, as indicated in Table 5.2. 
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Fig. 5.2 Visual interpretation of local climate zones 

LST Retrieval from Thermal Infrared Data 

Based on the methods outlined by Weng et al. (2019), we were able to obtain LST in 
this study. For each year, an average thermal infrared digital numbers (DN) image 
was calculated using two images that were captured each month. In the process, 
digital numbers (DN) from Landsat thermal infrared data were converted to radi-
ance, brightness (blackbody) temperature, and land surface temperature, respectively 
(emissivity correction). The map of land surface emissivity was created using 
normalized difference vegetation index (NDVI), which was borrowed from the 
work of Sobrino et al. (2004). 

Conversion of the Digital Number to Spectral Radiance 

The DNs of the ETM+ and TM5 images of the TIR bands for each year are converted 
to spectral radiance utilizing the formula proposed by Markham and Barker (1986)



ð

þ ð Þ

Id LCZ Description

as shown by Eq. (5.1). Landsat 8 thermal infrared images were converted using the 
United States Geological Survey (USGS) standard, followed by Eq. (5.2): 
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Table 5.2 Description of local climate zones 

Training on Google 
Earth 

a LCZ 5 Open mix of buildings; few trees; land cover mostly 
paved; concrete, steel, and glass construction material 

Training polygons digi-
tized: 11 
Total area of digitized 
polygons: 1.4 km2 

b LCZ 2 Dense mix of material of <8 stories; few trees; land 
cover mostly paved; stone, brick, tile, and concrete 
construction material 

Training polygons digi-
tized: 21 
Total area of digitized 
polygons: 8.3 km2 

c LCZ 
10 

Dense arrangement of low-rise buildings (1–3 stories); 
abundance of pervious land cover; scattered trees; stone, 
tile, and concrete construction material 

Training polygons digi-
tized: 21 
Total area of digitized 
polygons: 35.9 km2 

d LCZ 8 Open arrangement of low-rise buildings (1–3 stories); 
abundance of pervious land cover; scattered trees; stone, 
tile, concrete, and steel construction material 

Training polygons digi-
tized: 21 
Total area of digitized 
polygons: 6.9 km2 

e LCZ 
D 

Featureless landscape of grass or herbaceous plants/ 
crops; few or no trees; zone function is natural grassland, 
agriculture, or urban park; these were also observed in 
sporting field 

Training polygons digi-
tized: 26 
Total area of digitized 
polygons: 25.2 km2 

f LCZ 
A 

Heavily wooded landscape of deciduous and evergreen 
trees; land cover mostly pervious “low plants”; zone 
function is natural “forest”; tree cultivation 

Training polygons digi-
tized: 12 
Total area of digitized 
polygons: 2.2 km2 

g LCZ F Bare soil Training polygons digi-
tized: 22 
Total area of digitized 
polygons: 75 km2 

h LCZ 
H 

Large open “water” bodies such as seas and lakes or 
small water bodies such as rivers, reservoirs, and 
lagoons 

Training polygons digi-
tized: 16 
Total area of digitized 
polygons: 3 km2 

i LCZ 
E 

Sand land Training polygons digi-
tized: 6 
Total area of digitized 
polygons: 1.2 km2 

Lλ = Lmin þ Lmax - Lmin 

QCALmax -QCALmin 
DN-QCALminð Þ 5:1Þ 

Lλ =ML ×Qcal AL 5:2
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In the provided equations, Lλ represents the spectral radiance received by the 
sensor from each pixel in the image, measured in W/(m2 srμm). The values ML and 
AL correspond to specific multiplicative and additive rescaling factors for each band, 
which are obtained from the image MTL file. Qcal refers to the digital number 
(DN) of each image pixel, while QCALmax represents the maximum DN value 
(65,535 for 16-bit Landsat 8 and 255 for other Landsat missions). Similarly, 
QCALmin represents the minimum DN value (0). Lmax and Lmin denote the top-of-
atmospheric (TOA) radiances, which are scaled to QCALmax and QCALmin, respec-
tively, and are measured in W/(m2 srμm). 

Conversion of Spectral Radiance to Brightness Temperature 

The radiant pictures were also transformed to the blackbody temperature using DNs 
after being converted to spectral radiance, using Eq. (5.3): 

Tb = 
K2 

ln K1 
Lλ 

þ 1 
ð5:3Þ 

where K1 and K2 are prelaunch calibration constants in Kelvin units acquired from 
the image MTL file, Tb is the effective at-sensor brightness temperature in Kelvin 
units, and L is the spectral radiance in W/(m2 srm). However, the brightness 
temperatures make the mistake of assuming that the earth is a blackbody, which it 
is not, leading to surface temperature inaccuracies. Emissivity correction is required 
to reduce these inaccuracies, and the equation was used to finally derive land surface 
temperature (LST). 

Surface Emissivity (ε) Retrieval 

Using the normalized difference vegetation index (NDVI) threshold approach, the 
land surface emissivity was determined (Sobrino et al., 1990). The emissivity was 
obtained from the red spectral area, and the approach states that pixels are deemed to 
be bare lands when the NDVI is less than 0.2. When the NDVI is greater than 0, the 
pixels are deemed to have full vegetation coverage, and an emissivity value of 0.99 is 
assumed (Sobrino et al., 2004). When the NDVI is between 0.2 and 0.5, the pixels 
are regarded as having a mix of vegetation and soil. In this instance, emissivity is 
obtained by Eq. (5.4) as: 

ε= εvPv þ εs 1-Pvð Þ þ Δε ð5:4Þ 

where εvthe emissivity of vegetation coverage, εs is the emissivity of soil surface 
and, Pv is the proportion of vegetation calculated from using Eq. (5.5):
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Pv= 
NDVI-NDVIs 
NDVIv -NDVIs 

2 

ð5:5Þ 

where NDVIs and NDVIv are the NDVI values of pure soil and vegetation, respec-
tively that were derived from an NDVI image. The internal reflection, whose value is 
regarded as negligible for the plain and homogeneous surfaces, is shown by the 
quantity in Eq. (5.7) as well as the geometrical distribution of the natural surface 
(Sobrino et al., 2004). But in the case of rough and heterogeneous surface the value 
is assumed as 2% and is expressed by the following Eq. (5.6): 

Δε= 1- εsð Þ  1-Pvð ÞFεv ð5:6Þ 

where F is the shape factor whose mean value for different geometrical distributions 
is assumed as 0.5. 

Summarizing Eqs. (5.5) and (5.6), the final equation for emissivity estimation is 
obtained as Eq. (5.7): 

ε=mPv þ n ð5:7Þ 

where m and n co-efficient are calculated as given in Eq. (5.8): 

m= εv - εs - 1- εsð ÞFεv, and n= εs þ 1- εsð ÞFεv ð5:8Þ 

Brightness Temperature to LST 

LST= 
Tb 

1þ λTb 
K 
ρ × ln ε 

ð5:9Þ 

In Eq. (5.9), λ is the wavelength of emitted radiance (11.5μm) (Markham & 
Barker, 1986), ρ = hc/σ (Stone et al., 2010), K is the Stefan–Boltzmann’s constant 
(1.38 × 10-23 JK-1 ), h is the Planck’s constant (6.26 × 10-34 Js), c is the velocity of 
light (2.998 × 108 ms-1 ), and ε is the surface emissivity. Finally, the derived LST 
values were converted to the conventional degree Celsius (°C) unit by adding the 
absolute zero, approximately minus 273.5 °C. 

Surface Urban Heat Island Intensity Classification 

LST divides the surface UHI in Khartoum into five levels based on the standard 
deviation from the mean value (Zhang et al., 2013). The advantage of using the mean 
and standard deviation is that they may be used regardless of the temporal volatility
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in the actual LST data, allowing the exposure of spatial differentials of LST 
(Table 5.3). 
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Simulation of Land Surface Temperature Distribution 
in Khartoum Using Land Cover Indices 

Computation of Urban and Vegetation Indices 

Table 5.4 contains urban and vegetation indices that were calculated using the total 
digital bands that were measured. As previously said, a few indices were tested with 
the end goal of examining the variations in the characteristics of relationship with 
surface temperature and to identify indices with the most firmly established capacity 
to measure urban surface temperature. Simulating LST using polynomial curve 
fitting is shown in Fig. 5.3. 

Correlation Analyses between LST and Indices 

To be evaluated using multiple factors, surface temperatures must have a strong 
correlation with the predictor variables and no inter-factor interactions. We evalu-
ated how well the values in Table 5.5 are associated with LST. As seen in Fig. 5.6, a  
linear regression model was developed to examine the projected future land surface 
temperatures utilizing the variables that have an amazing relationship with LST. 
Multiple linear regression models were developed for each period (different seasons) 
to evaluate the relationship between land cover indices (such as UI, MNDWI, NDVI,

Table 5.3 Threshold values 
for LST classification 

LST category Range 

Very low TS < μ - 1 SD  

Low μ - 1 SD  ≤ TS < μ - SD/3 

Medium μ - SD/3 ≤ TS < μ + SD/3 
High μ + SD/3 < TS < μ + 1  SD  

Very high TS ≥ μ + 1 SD  

Note: μ and SD are the mean value and the standard deviation of 
LST, respectively 

Table 5.4 Derivation of urban and vegetation indices from Landsat data 

Index Computation Reference 

Normalized difference built-up index NDBI= SWIR1-NIR 
SWIR1 NIR 

Zha et al. (2003) 

Urban index UI= SWIR2-NIR 
SWIR2 NIR 

Kawamura et al. (1996) 

Normalized difference vegetation index NDVI= NIR-RED 
NIR RED 

Tucker (1979) 

Modified normalized difference water index MNDWI GREEN-NIR 
GREEN NIR 

Gutman and Ignatov (1998)



)

and NDBI) and the LST. The results of the analysis demonstrated that the correla-
tions are statistically significant and long-lasting. For each type of point data, LST 
values and land cover indices were mined for each pixel in the research zone in order 
to accomplish this. These points calibrate the linear regression model (Kumar & 
Shekhar, 2015). The model provides a broad overview of the connection and 
relationship between the LST and LULC indexes. This view is very consistent 
with the findings of earlier studies (Liu & Zhang, 2011).

5 Evaluation of the Effect of Urban Heat Island on Local Climatic Zones. . . 89

Polynominal Curve Fitting 

Correlation Analyses 

Land Use Land Cover 
(LULC) Indices for 8.4.1984, 
8.1.1986, and 12.9.1986 

Land Use Land Cover (LULC) 
Indices for 8.4.1984, 20.4.2000. 
8.1.1986, 17.1.2001,12.9.1986 
and 30.9.2001&LST 

Land Use Land Cover 
(LULC) Indices for 20.4.2000, 
17.1.2001, and 30.9.2001 

Predicted Land Use Land 
Cover Indices for 2016(Hot, 
Cool and Rainy Season) 

Multiple Linear 
Regression Model 

Testing Mulitple 
Linear Regression 

Model for 
Predicting LST 

Fig. 5.3 Detailed flowchart for simulating LST using polynomial curve fitting 

Table 5.5 LCZ category statistics in Khartoum in 1984, 2000, and 2016 

Local climate zones 1984 (km2 ) % 2000 (km2 ) % 2016 (km2 %  

Compact mid-rise 76.38 2.74 136.26 4.89 171.90 6.17 

Open mid-rise 5.13 0.18 11.59 0.42 17.91 0.64 

Large low-rise 382.82 13.74 479.63 17.22 626.47 22.49 

Heavy industry 25.07 0.90 44.25 1.59 62.06 2.23 

Dense trees (woodland) 56.65 2.03 20.15 0.72 13.30 0.48 

Low plants 259.69 9.32 343.72 12.34 439.78 15.79 

Sand land 8.30 0.30 7.80 0.28 6.21 0.22 

Bare soil 1903.96 68.35 1663.00 59.70 1361.20 48.87 

Wastewater 9.61 0.35 10.01 0.36 13.38 0.48 

Water 58.00 2.08 69.21 2.48 73.42 2.64 

Total area 2785.62 100.00 2785.62 100.00 2785.62 100.00 

Polynomial Curve Fitting for Land Use and Land Cover Indices 
Prediction 

In order to map the future status of the indices for 2016 in various seasons, the land 
use land cover indices for 1984, 1986, 2000, and 2001 during various seasons were 
used as inputs. To anticipate the situation of the land use land cover indices in 2032,



the land use land cover indices of 2000, 2001, and 2016 were employed in a
polynomial curve fitting study, as shown below:
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Curve fitting over m pairs of data (x1,y1), (x2,y2), . . ., (xm, ym) is a method to get a 
polynomial regression between the two pairs as follows: p(x) = P1x

n +P2x
n - 1 + . . .  

+ Pnx + Pn + 1; where, p(x) is a curve fitting of data pairs; p1, p2, . . ., pn + 1  are the 
model parameters; and the x, . . ., xn is the n inputs variables; and this depends on the 
possible data available across. The least-square method is used in this study to find 
the unknown parameters. The n + 1 coefficient can be calculated to provide poly-
nomials of n degree parameters across m points. Finally, the distributions of land 
surface temperatures for 2016 and 2032 over various seasons were obtained by 
converting the projections of the land use land cover indices into multiple linear 
regression analysis functions. 

Accuracy Assessment of Prediction of Land Surface Temperature 

To evaluate the model’s performance, we utilized it to forecast the established land 
surface temperature for the year 2016. We measured the accuracy of the predictions 
by calculating the mean absolute percentage error (MAPE) given by Eq. (5.10) 
(Owen et al., 1998): 

MAPE%= 
1 
N 

N 

i= 1 
Tpredicted - Tobserved =Tobserved � 100 ð5:10Þ 

where Tpredicted is the modeled surface temperature and Tobserved is the actual land 
surface temperature recorded from Landsat data for the ith pixel. The mean absolute 
percentage is a measurement of prediction accuracy that expresses error as a 
percentage. The root mean square error (RMSE) and the ratio RMSE/STD. were 
also used to evaluate the model’s accuracy in forecasting temperature. The model 
was then used to forecast the distribution of land surface temperatures starting in 
2032 after an accuracy assessment.
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Statistical Analyses of LST in LCZs 

The research is predicated on the idea that particular LCZs should exhibit charac-
teristics typical of a specific LST regime. LSTs were computed for each zone, and 
LST fields were overlaid with LCZs. The one-way analysis of variance was used to 
assess variations in mean LCZ temperatures (ANOVA). A thorough analysis of the 
application of this method’s assumptions was conducted before using ANOVA. This 
included comparing LCZ temperature variability, Q-Q graphs, and checking for 
normalcy using the Kolmogorov-Smirnov test. When the ANOVA F-test indicated 
statistically significant differences in LST, the Tukey Honestly Significant Differ-
ence (HSD) test was employed to identify which LCZs varied significantly in their 
mean LST (Kumar & Shekhar, 2015). It also helped to take the results of repeated 
comparisons into account. Each of the 16 produced temperature fields underwent a 
separate analytical run (two study areas with eight temperature fields each). Finally, 
the score for each LCZ was generated by tallying the number of experiments that 
showed significant temperature differences. This score’s meaning is simple: LCZs 
with higher scores can better distinguish them from other zones in terms of their 
typical LST. LCZs with lower scores, on the other hand, are harder to tell apart from 
different zones in terms of their normal LST. 

Results and Discussion 

LCZs Mapping 

Figure 5.4 displays the spatial distribution of land cover zones in Khartoum using 
the random forest classification method. Across the entire study area, the LCZ 
categories, such as open mid-rise, compact mid-rise, and significant low-rise 
“built-up cover” types, are typically surrounded by “natural cover” types like 
vegetation and water. To assess the accuracy of our mapping, we overlaid the 
LCZ classification image on Google Earth imagery and visually inspected each 
pixel. Most of our LCZs aligned well with the corresponding features in Google 
Earth. We employed a random sampling method and analyzed a total of 250 pixels. 
The LCZ statistics are presented in Table 5.5 and Fig. 5.4. In 1984, LCZ A (dense 
trees) covered an area of 56.6 km2 , accounting for 2.03% of the study area. In 2000, 
the coverage decreased to 20.15 km2 (0.72%), and by 2015, it further reduced to 
13.30 km2 (0.48%). This indicates a decline in dense tree coverage in Khartoum, 
potentially attributed to deforestation activities. Conversely, LCZ 2 (compact 
mid-rise visually inspected) covered an area of 76.38 km2 (2.74%) in 1984, which 
increased to 136.26 km2 (4.895%) in 2000 and reached 171.90 km2 in 2015. This 
signifies an increase in compact mid-rise structures due to rapid construction and 
urbanization in the study area. The proportion of compact low-rise buildings 
increased from 13.74% in 1984 to 17.22% in 2000 and 22.49% in 2015. Overall



accuracies for the study area in all years exceeded 85%. Table 5.6 provides the user 
accuracy (UA) and producer accuracy (PA) for each individual LCZ class, with 
accuracies of 95.63%, 96.3%, and 94% for 1984, 2000, and 2016, respectively. 
Incorporating Lidar data enabled the inclusion of detailed urban and vegetation 
morphology information in LCZ mapping, contrasting with the limitations of direct 
object-based image analysis or supervised pixel-based classification techniques. To 
date, only one study has employed Lidar data for LCZ mapping, conducted in a 
small suburban area of Sydney, Australia, primarily due to data acquisition con-
straints (Koc et al., 2017). The temporal variability of urban climate is influenced by 
various factors, including the thermal characteristics, mass, height, and design of 
surfaces and structures, as well as land-use patterns, which are well understood. 
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Fig. 5.4 Spatial distribution of local climate zones for Khartoum 

Land Surface Temperature 

Older buildings in industrial locations and city centers traditionally have higher 
surface temperatures than the surrounding environment. Aside from the densely 
inhabited areas, the warmest regions of the city also had near-large lengths of 
relatively flat, impervious surfaces. Hotspots were commonly connected to signifi-
cant economic zones, distribution hubs, and grounds for international trade fairs 
wherever they were in the city (which are rather expansive). But the coolest places 
were near water and in predicted zones (Figs. 5.5 and 5.6). These findings are 
consistent with the research area’s climate’s temporal variability. The geography, 
urbanization, and pollution may all be the contributing causes to this difference. The 
urban areas are the most urbanized of the regions, and because they are so closely



knit together and concentrated, they have the largest spatial agglomerations. In this 
region, industrial and commercial areas make up the majority of the developed areas. 
This region is highly urbanizing, and it is likely it will develop into a megalopolis 
one day. 
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Table 5.6 Accuracy of multitemporal LULC classification maps 

Year Local climate zones Producer accuracy (%) User accuracy (%) 

1984 Compact mid-rise 86.36 72.43 

Open mid-rise 100.00 97.08 

Large low-rise 98.62 99.40 

Heavy industry 98.76 99.80 

Dense trees (woodland) 88.30 78.64 

Low plants 83.73 79.61 

Sand land 98.2 91.05 

Bare soil 94.47 99.51 

Wastewater 93.01 90.2 

Water 98.11 99.40 

2000 Compact mid-rise 87.36 79.03 

Open mid-rise 100.00 96.01 

Large low-rise 98.02 98.11 

Heavy industry 98.70 91.01 

Dense trees (woodland) 90.30 81.64 

Low plants 88.71 81.61 

Sand land 91.21 88.9 

Bare soil 95.47 90.7 

Wastewater 99.2 90.01 

Water 99.40 91.23 

2016 Compact mid-rise 96.55 93.33 

Open mid-rise 96.55 93.33 

Large low-rise 95.88 91.67 

Heavy industry 95.65 73.33 

Dense trees (woodland) 91.95 78.00 

Low plants 85.71 80.00 

Sand land 93.21 88.9 

Bare soil 100.00 99.01 

Wastewater 92.31 89.81 

Water 95.99 91.31 

Overall accuracy (%) 95.63 (1984) 96.33 (2000) 94 (2016) 

Kappa 0.89 (1984) 0.88 (2000) 0.90(2016)
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Fig. 5.5 Distribution of land surface temperature for different seasons 

50 

40 

30 

20 

10 

0 

LCZ 2 LCZ 5 LCZ 8 LCZ 10 

1984 2000 2016 

LCZ A LCZ D LCZ E LCZ F LCZ G LCZ H 

Fig. 5.6 Distribution of land surface temperature for LCZs 

Local Climate Zones and Land Surface Temperatures 

As shown in Fig. 5.6, box plots were generated, showing the similarities and 
differences between LST and LCZ. The line within the box indicates the median; 
the bottom of the box is the first quartile, and the top is the third quartile of LST 
values. The results show a clear variation of LST with respect to LCZs. LCZ 
2 (compact mid-rise) and LCZ 5 (open mid-rise), followed by large low-rise LCZ 
8, were the first and second hottest zones, respectively, in all the study periods. On



the other hand, as shown in the LST map, LCZ 8 (water), LCZG (wastewater), and 
bare land LCZ F had the lowest surface temperature, respectively. The two low 
plants and dense trees region show a moderate temperature compared to other 
classes. For each LCZ, LST values were also analyzed in relation to the distribution 
density to verify normalization and validate the underlying premise of the ensuing 
ANOVA study. Although further research is needed, it is interesting that open urban 
areas with trees nearby displayed lower LST levels than regions with low plants. 
This suggests that trees have a greater cooling effect than low plants, such as grass. 
According to our research, it is important to understand how the microclimate of 
LCZs responds to changes in the size and structure of urban neighborhoods and 
regions to make informed decisions about how to apply LCZs to assessments of 
urban transformation in the future. In the interim, some types of water bodies (such 
as streams and rivers) are more susceptible to the environment and climate. It 
suggests that by using LCZs mapping to identify homogenous zones based on 
surface temperature, these zones can be distinguished from one another (Fig. 5.7). 
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Fig. 5.7 Box-plots summary and Tukey Honestly Significant Difference (HSD) test of LST values 
for individual LCZs in Khartoum at different time span: (a) 8 April 1984; (b) 20 April 2000 and (c) 
16 April 2016 (Significance at 0.001 level for that pair of LCZs; Empty space: no significant 
difference of the corresponding LCZs pairs. The count of empty spaces for the respective LCZs is 
represented by the number mentioned at the diagonal. The bottom of the box represents the first 
quartile of LST values, the top represents the third quartile, and the line inside the box represents the 
median (Fig. 5.7). [LCZ H, the coldest zone, and LCZ 10, the warmest zone])
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Retrieval of Surface Temperature from the Land Use and Land 
Cover Indices 

One of the major contributions of this work is the suggested method of using 
temperature forecast to determine future LST patterns to model and estimate UHI 
according to various LCZs. In the Polynomial curve fitting analysis, the urban index 
(UI) and modification of normalized difference water index (MNDWI) were shown 
to be the best predictors of land surface temperature distribution. The regression 
model was tested on independent Landsat data collected in April 2015 and 
September 2017. The temperature obtained directly from Landsat 8’s thermal 
infrared data (Band 10) was compared to that obtained from the urban index 
(UI) and the modification of normalized difference water index (MNDWI). Urban 
index (UI) and MNDWI (based on 400 points samples over the investigation region) 
made highly accurate surface temperature predictions for the years 2000, 2001, and 
2016 (mean relative rate percentages of 4.88%, 4.11%, and 5.88% with root mean 
square errors of 0.78, 0.83, 0.77, 0.78, 0.85, and 0.81). (Hot season, cold season, and 
rainy seasons, respectively) (Table 5.7 and Fig. 5.8). 

Simulated and Predicted LST of LCZ 

Table 5.8 displays anticipated and simulated LST for various LCZ. The expected 
peak LST values for LCZ 10, LCZ 5, and LCZ E in 2032 were 43.93, 39.18, and 
32.77, respectively. The anticipated levels for 2032 were higher than the simulated 
values for 2016 based on LST values. (LCZ H, the coldest zone, and LCZ 10, the 
warmest zone) Sand, industrial, and huge low-rise buildings are predicted to have the 
highest future value based on LST intensity. This study advises decision-makers and 
the government to avoid building new cities close to these high LST zones. Research 
into how the environment is impacted and how climate change is measured may 
increase as a result of the correlation between environmental indices (Abd El-Hamid 
et al., 2022) (Fig. 5.9). 

Table 5.7 Correlation analysis of LST and difference indices in different seasons 

No Year Season Model 2 

1 2000 Hot season 16.6 × UI - 11.1 × MNDWI + 38.6 0.89 0.78 

2 2001 Cool season 11.6 × UI - 5.32 × MNDWI + 30.9 0.91 0.83 

3 2001 Rainy season 17.9 × UI - 4.51 × MNDWI + 35.7 0.88 0.77 

4 2016 Hot season 17.1 × UI - 13.78 × MNDWI + 39.1 0.89 0.78 

5 2016 Cool season 10.9 × UI - 8.53 × MNDWI + 29.8 0.92 0.85 

6 2016 Rainy season 15.8 × UI - 7.43 × MNDWI + 36.6 0.90 0.81
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Table 5.8 Simulated and predicted LST of different local climate zones 

Mean of LST for LCZ (y/m) 

LCZ 2016/4 2016/1 2016/9 2032/4 2032/1 2032/9 

LCZ 2 40.69 28.93 35.38 41.73 30.24 35.96 

LCZ 5 39.19 28.23 34.54 39.42 28.79 34.86 

LCZ 8 41.59 30.15 36.87 42.06 31.25 36.84 

LCZ 10 43.51 32.37 38.67 43.93 32.96 39.18 

LCZ A 36.24 29.56 30.86 37.23 29.58 32.25 

LCZ D 33.84 28.31 34.57 34.63 28.46 34.83 

LCZ E 41.81 32.46 33.45 43.07 32.77 33.80 

LCZ F 41.86 31.81 37.20 42.84 32.58 38.12 

LCZ G 28.76 22.71 29.10 29.91 23.33 29.40 

LCZ H 25.18 19.66 26.80 25.61 20.57 26.80 

Fig. 5.9 Box-plots summary of LST values for individual LCZs in Khartoum on (a) April 2016; 
(b) January 2016; (c) September 2016; (d) April 2032; (e) January 2032; and (f) September (Fig. 
5.9)
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Conclusion 

Using information from two Landsat photos, this study contrasted the geographical 
distribution of land surface temperatures with regional climate zones in Khartoum 
City, Sudan. Since our investigation looks at temperature variations across LCZ 
classes rather than the more traditional “urban” and “rural” classes, it shows the 
relevance of LCZ mapping for understanding UHI. The LCZs and LST linkage 
demonstrated the use of the LCZ mapping for comparing and analyzing the UHI. 
The majority of LCZ pair comparisons reveal variations in average LSTs that are 
highly significant. Comparing intra-urban temperatures within various urban clas-
ses’ helps researchers better understand how diverse urban morphology affects 
regional climate change. Water, on the other hand, makes up the least LST. 
According to LSTs’ satellite data, normal surface temperatures vary greatly between 
zones. Dense trees covered an area of 56.6 km2 in 1984, accounting for 2.03%, while 
in the year 2000, the area cover is 20.15 km2 , which represents 0.72%. In 2015, the 
area cover is 13.30 km2 with a percentage of 0.48% of the study area, which means 
that the coverage of the dense trees in Khartoum is reducing, perhaps due to 
deforestation activities. In addition, the area of LCZ 2 (compact mid-rise visually 
inspected) in 1984 made up to76.38 km2 , accounting for 2.74% of the built types 
classes, while in 2000 the area cover was 136.26 km2 , accounting for 4.895%, and in 
2015, the area cover was 171.90 km2 .This means that there is an increase in compact 
mid-rise as a result of rapid construction and urbanization in the study area. The 
proportion of the compact low rise in 1984 is 13.74%, in 2000 is 17.22%, and in 
2015 is 22.490%. It demonstrates that the majority of the study area’s structures are 
mid-low rises, the majority of which are compact. The total accuracy for the study 
area was more than 85% in all years. Regarding surface temperatures, large low-rise, 
heavy industry, and low plant zones were distinguished; however, both cities’ 
compact mid-rise, open high-rise, and sparsely built-up areas are less easily distin-
guished. Water bodies, areas with effluent, and other such locations were the coldest. 
Heavy industrial, crowded low-rise buildings, and tightly packed mid-rise structures 
were the warmest locations. This LCZ–LST comparison might be considered the 
most significant finding of this contribution when coupled with applying the 
GIS-based technique. Some issues need further research, like the seasonality of 
LST discrepancies and thermal anisotropy (differences in complete surface 
temperatures). 
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Chapter 6 
A Preliminary Investigation into the Social 
Perceptions of Urban Residents Exposed 
to River Floods 

Gowhar Farooq Wani, Rayees Ahmed, Syed Towseef Ahmad, 
Sumaira Javaid, Ajinder Walia, and Pervez Ahmed 

Introduction 

The general idea behind conducting a preliminary or a pilot study is to determine 
feasibility of selected methods, tools (a questionnaire or an interview guide) and 
techniques to perform a detailed or substantive study. It gives researchers enough 
freedom to test the instrument (an interview schedule) for the collection of data, 
interact with the respondents to know about the difficulties of gaining access to more 
respondents and conducting interviews in a manner that meets the pre-set criteria or 
research plan, resolving alterable ethical and field issues and make modifications 
wherever necessary. Any preliminary study (although not many researchers mention 
it in the text) proves to be a value addition to a substantive study. It is usually carried 
out on a smaller scale (a distinctive feature of a pilot study) to improve the quality 
and effectiveness of the main study and obtain quality results (Malmqvist et al., 
2019). Commonly known as ‘mini or feasibility studies’, pilot studies can be crucial 
for both quantitative and qualitative studies. Highly recommended in clinical and 
social research, such studies are considered an important element of a good research 
design, and rightly so for immensely benefitting the substantive or full-scale studies 
(In, 2017; Van Teijlingen & Hundley, 2001). Prior to beginning such a study, the 
researchers not only fully acquaint themselves with the study problem, its objectives 
and main purpose but also with the different procedures, materials and methods 
incorporated at the later stage. Although the pilot studies have significantly evolved
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in the recent past, benefitting many beginners and clinical and social researchers, not 
many researchers find it interesting due to different reasons, such as publication bias. 
There is no denying the fact that pilot studies can be much informative for both the 
researchers conducting them and those leading similar works (Thabane et al., 2010), 
regardless of the problems under discussion. However, this and a lot of information 
about pilot studies never becomes part of final publications, often due to their wrong 
implementation and presentation of results (Van Teijlingen & Hundley, 2001), while 
placing emphasis on the statistics involved and not the feasibility thing – which is 
unarguably the main highlight of a pilot study (Thabane et al., 2010). Nevertheless, 
performing a pilot study does not guarantee a major success in the substantive study, 
but it does increase the possibility of generating valuable and reliable outcomes (Van 
Teijlingen & Hundley, 2001). As we discuss more about the process and outcome of 
pilot studies (by adopting a qualitative approach for this study) in the next sections, 
we sincerely believe that there is a need for more positive deliberations in the 
scientific community on the application/implementation of the pilot studies. The 
researchers need to reflect on both the processes and results of pilot studies and 
report more details/findings in the text, so as to offer guidance to others on 
addressing their problems.
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This study focuses on understanding residents perspectives living in the 
low-lying areas of Srinagar city in the aftermath of a major flood, namely Kashmir 
Flood 2014. The historic flood of 2014 was an overwhelming situation as it brought 
the entire populace of Kashmir Valley to its knees (although not affecting everyone 
in the same way) and left huge devastation in its wake, while exposing/failing all the 
existing mechanisms of flood risk reduction/management. The main contributory 
causes for this abnormal situation were unprecedented rains, mismanagement and 
intense pressures from unrelenting anthropogenic activity in the region. This study 
provides valuable insights into the ground realities around the flooding problem in 
the region learned from the first-hand accounts of people but at a smaller scale. More 
insights into the usefulness, appropriateness and applicability of implementing such 
a study prior to studying the problem in depth are reflected in Fig. 6.1. Nevertheless, 
pilot studies serve great purpose, but we find certain inconsistencies, which we

Fig. 6.1 A schematic diagram underlining the purpose and scope of conducting this preliminary 
study



deliberate upon later in this chapter. There can be many reasons behind performing 
such a study but our main objective was to ‘gather and analyse useful data to provide 
guidance for conducting a substantive study’. The purpose was very much straight-
forward, keeping in mind the following: firstly, the findings/first-hand experiences 
would indicate if the study’s existing design needs any improvements; secondly, 
designing and testing the adequacy of an interview guide and see if it was workable 
and having a realistic appeal and, finally, help assess beforehand the feasibility of 
conducting a comprehensive study to save time and energy. The idea behind this was 
to uncover the realities about the local residents’ continued presence at their current 
location and their returning to the original places after the devastation of the 2014 
flood. Nevertheless, the present mini-study exploring residents’ perceptions of the 
flooding problem proved immensely beneficial for Wani et al. (2022) in developing a 
nuanced discourse through a substantive study.
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Study Site 

The research was conducted in the flood-prone areas of Srinagar city, including Dal 
Lake interiors and some low-lying areas along the Jhelum River, which have a 
troubled flood history (see Fig. 6.2). The city is home to around 1.2 million people, 
spread over an area of about 278 sq. km and situated at an average elevation of 
1600 m a.s.l. (Census of India, 2011). Out of this population, around 0.34 million are 
urban poor, who live in several unnotified slum pockets within the city limits 
(Srinagar Master Plan (SMP) J&K, Srinagar Metropolitan Region – 2035, 2019). 
Srinagar City, in the heart of breath-taking Kashmir Valley, is not just about 
mountains, mosques, temples, gurdwaras, hospitals, lakes and gardens. It has lifted 
itself to global prominence time and again, through its rich cultural heritage, local 
traditions, hospitality, generosity, food, art, music and architecture. 

Methodology 

Design and Sampling Plan 

Taking into account the scope of this small but important preliminary investigation, 
the qualitative research design was applied to unearth the underlying reasons or 
ground realities about the flooding problem from a social perspective. Simple 
random sampling (SRS) technique was used to achieve the desired sample. The 
sample size was 20 with household as a sampling unit. SRS typically follows a 
sequential process, wherein a population of interest is well defined, numbers are 
assigned, a reasonable sample size is chosen and finally, a list of potential respon-
dents is generated for survey implementation (see Fig. 6.3). In this process, every 
household has an equal chance of getting selected. However, before applying SRS,



two pre-conditions were considered: households along the Jhelum River with direct 
flood experience were preferred and household heads or members of age above 
18 (and irrespective of gender) were chosen as interviewees. 
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Fig. 6.2 Map of Srinagar City, the largest urban center in the Himalayan region and situated on the 
banks of River Jhelum 

1. Define 2. Assign 
Number

3. Choose Size 4. Generate 

Fig. 6.3 A graphical representation of simple random sampling technique
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Fig. 6.4 A sketch of the interview guide 

Instrument 

In research studies of qualitative nature and implementing a survey method, the 
interview protocol plays an important role in collecting meaningful information/data 
from the study participants concerning a research problem. 

In this research, a simple and flexible interview guide (see Fig. 6.4 for more 
details) was carefully followed for research enquiry, consisting of four parts: (1) past 
experience, (2) the Kashmir Flood of 2014, (3) place of residence, and (4) level of 
awareness. The questions were intentionally (and as the study demanded) kept open-
ended and unstructured to make respondents feel much more comfortable while 
providing unconventional answers. The sequential order was not meant for strict 
implementation but to provide essential guidance on different aspects meant for the 
effective and successful interview process. 

Data Collection and Analysis Process 

The collection of information/data was started right after conceptualizing the idea 
and detailing the study plan in black and white. However, the highly exposed 
stretches to riverine flooding were identified using an inundation map of the Kashmir 
Flood of 2014 and households were visited in April and May 2021 during daytime. 
Prior to beginning the interviews of participants subject to their oral consent, they



were informed about the purpose of the interview. The interviews which were 
conducted at the interviewees’ home lasted for 70 minutes on an average. 
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Fig. 6.5 A schematic presentation of the narrative analysis technique (Riessman, 1993; Creswell 
et al., 2007; Merriam & Tisdell, 2015; Herman & Vervaeck, 2019) 

It was a difficult but good experience, sticking to the topical agenda at a time 
when the entire world was fighting COVID-19. The pandemic upended our lives to a 
great extent, and together with it, people in Kashmir were also absorbing an 
overwhelming change (the abrogation of Artcle 370 and bifurcation of J & K State 
into two Union Territories). Among the 20 study participants, 13 were male and 
7 female, preferably the household heads (and in a few cases eldest person available 
at the survey time) residing at current location for a long time, typically more than 
20 years. 

Nevertheless, after the culmination of an effective interview process, the prepa-
ration, organization and transcription of the recorded narrations into meaningful 
chunks/bits of information were carried out and subjected to narrative analysis 
(a qualitative data analysis technique) to obtain the productive outcomes (Fig. 6.5), 
as deliberated by Riessmen (1993), Creswell et al. (2007), Merriam and Tisdell 
(2015) and Herman and Vervaeck (2019), well grounded in the theory of substan-
tiating the qualitative approaches in sociological research (Collins & Stockton, 
2018). The narrative analysis is generally a five-step process: (1) preparing/organiz-
ing the data; (2) coding of narrative blocks; (3) coding and nesting the story 
structure; (4) delving into and comparing across the story structure, and (5) produc-
ing a report or core narrative. The calculations in terms of organization of narrative 
blocks (straight from the transcripts), development of initial codes and arrangement 
of the same in the corresponding categories were done manually with utmost care 
and while exercising great caution to avoid personal bias.
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Findings 

The outcome of this research was achieved after applying case-specific methods and 
techniques for data collection and analysis. Initially, after the conceptualization of 
this particular research problem and some pre-planning to achieve the main objec-
tives, the idea of going for a pilot study did not appeal much. However, with new 
details emerging during the data collection process to which the researchers were not 
familiar with, it really proved to be a beneficial exercise. The researchers got an 
opportunity to familiarize themselves with the study area and get a first-hand 
experience of the flooding problem, while having an in-person conversation with 
the affected people. It helped them to identify the actual study participants, know 
more about the gender-diverse groups and uncover peoples’ stories of great courage 
shown during the flood event of 2014, as well as many ordeals filled with a sense of 
hopelessness and helplessness. Nevertheless, it was important to stick to the topical 
agenda and ask appropriate questions to the respondents, so that the study objectives 
are met. Although the answers were interesting, very relevant and consistent with the 
interview protocol, the exercise proved to be exhausting. It took some effort to make 
the respondents understand about the scope of this research and conclude in agreed 
time, while fully respecting their point of view/opinions/stories and showing empa-
thy. The flexibility in the interview guide (having both advantages and disadvan-
tages), allowed the respondents to narrate more details about their past flood 
experience, uncaring of time. The singling out of authorities (un)intentionally for 
not doing enough during the 2014 floods was to register a statement that Kashmiri 
people showed great courage during the response, recovery and rehabilitation 
stages, as the devastation shattered their dreams and hopes. 

The findings of this study generated from the narrative blocks have been 
discussed in detail under the standalone five categories or themes after the rigorous 
coding and revision process supported by participant (direct) quotations across the 
dataset. Since we adopted a qualitative approach to achieve the objectives of this 
study, the data was analysed using the narrative analysis technique, which is a five-
step process: (1) preparing/organizing the data; (2) coding of narrative blocks; 
(3) coding and nesting the story structure; (4) exploring into and comparing across 
the story structure and (5) producing a report or core narrative. Since the sample size 
was small, every study participant was given ample time and great deal of freedom to 
narrate his/her story/past flood experience. This in return uncovered a lot of relevant 
information necessary to understand the important aspects of the flooding problem. 

The following sections (4.1, 4.2, 4.3, 4.4, and 4.5) give further details on the five 
main themes generated in the narrative analysis process, namely sense of place, 
understanding threat, flood experience, coping abilities and social cohesion. The 
emergent themes in this process and subsequent thick descriptions around each of 
them give valuable insights into the flooding problem and peoples’ response and 
precautionary behaviour towards it. It further provides us with some convincing 
answers supported with evidence as narrative descriptions to our initial enquiry that 
‘why did the occupants return to their original place of residence after the 2014 flood 
waters receded. How and why they continue to live there despite the risk of future 
floods in the study region.’ In addition to this, the specifics on each theme are 
provided separately (see Table 6.1).
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Table 6.1 The description of outcomes after analysing recorded narrations of study participants by 
applying narrative analysis technique and culminating into five main themes/categories 

Narrative Blocks Initial Code 
Corresponding 

Categories 

Participant 1 (Male-50): 
“I have experienced flooding a few 

times…umm but remember 2014 only. 
Floods are real. It was a narrow escape 
from death; all chaos…and it eat my 
precious stuff too. A little I knew till 2014. 
Now I know a lot. Home is heaven & am 
lucky to have my neighbours” 

Participant 3 (Female-70): 
“2014 experience was a happening that 

caught us unaware. Flooding is a looming 
threat here. My garden was gone and so were 
the essential items on ground floor. I know I 
am being exposed to it but never thought it 
can actually come. Ah! My home, my small 
world that I rule feels safe.  And Yes, I have my 
dear ones around me to look after me” 

Participant 8 (Female-39) 
“There has been a few instances of heavy rains 
but September 2014 was huge. I know I am 
exposed but I have some experience to avoid 
loss of life. Normal life was disturbed & 
remained same for months because of 
temporary relocation. I can’t imagine a life 
away from waters. Born and brought up here.” 

Participant 11 (Male-32) 
“All of us have fresh memories of 2014, I 

guess. It can flood in future too. My home 
library was destroyed and books rendered 
useless. I am a bit cautious now and have a 
library at the Second floor. A place that has 
given wings to  your dreams means a lot” 

Participant 19 (Male-63) 
“May Allah save us all, 2014 Flood seems just 

a story of yesterday. It has happened and can 
happen again. Our young men made sure I am 
evacuated to safety. We learn from first-hand 
experiences and prepare. Our locality is safe 
and welcoming. We live together peacefully” 

1) Childhood memories 

2) Birthplace 

3) Homeplace affection 

4) Loss of belongings 

5) Worry 

6) Terrifying ordeal 

7) Personal accounts 

8) Increased awareness 

9) Capabilities 

10) Liking for community 

11) Caring relatives 

12) Peace loving 

1), 2), 3), 
Sense of place 

4), 5), 
Understanding threat 

6), 7), 
Flood experience 

8), 9), 
Coping abilities 

10), 11), 12), 
Social cohesion
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Our understanding and impressions of the outcomes/findings related to this study 
reveal that the benefits at the present site outweigh the threats in light of the past 
flood events severely impacting the region. The motivations (especially socially 
driven) have a good influence on people’s lives and their decision-making process 
irrespective of gender, social or economic status and having disproportionate bear-
ings on the individuals within same community in the past. There is a common 
understanding that if you face a constant threat in a particular place and can do a little 
about it while being aware, you might be an innocent person in the wrong place. 
However, there is a misconception that a hazard, even if it has turned into a 
disaster before, will not unleash havoc. This leads to underestimating the existing 
threats to one’s life and property. This state of self-denial is unarguably distant from 
the ground realities that keeps haunting locals, time and again, with many negative 
consequences on its realization. Something very popular among the masses living 
near water bodies and exposed to flooding. 

The outcomes/findings in terms of rich narrative descriptions around each theme 
(a total of five themes in our case) are as under: 

Sense of Place 

The study participants described their current place of living as a safe base, the land 
of their forefathers and having uncountable memories attached to it. A male respon-
dent in his fifties beautifully put it as ‘My home is my heaven in the world, you 
know.’ The respondents know their place of residence, as their place of birth, which 
they celebrate every year with great pride and enthusiasm. Many of them associate 
several childhood memories with the place, with one of the middle-aged female 
participants sharing her motivation as ‘This is the place where I was born, bred and 
brought up and it means a lot,’ while the other participant goes a bit emotionally 
exhaustive about it and shares that ‘I can’t imagine a life away from waters. Water is 
everything to me and more.’ These narrations of unheard masses undoubtedly 
provide a better reflection of the idea of people–place bonding and a deep sense of 
attachment to things. It also gives us an indication that their current place of living 
does not only hold something visible to a naked eye but there is a lot more (e.g., 
people–place attachment) that we would not be able to count until we make serious 
efforts in this direction. 

Understanding Threat 

Although the residents do not face an imminent threat of flooding when we study the 
flood history of this region, it has been established time and again that the low-lying 
areas and those areas adjacent to water bodies are exposed to a future flooding. 
The majority of study respondents understand that there is some kind of flood threat



at the current place which has the potential to disturb their normal life to a great 
extent. The threat levels can vary as we move away from the water body, as one of 
the participants laments as ‘flooding is a real problem here but my house is still 
located at some distance than others’, while another participant states that ‘floods 
have struck this place before and same can repeat in the future as well’. This gives an 
impression that the residents to a certain degree do recognize the impending flood 
threat. Understanding threat is a good thing; however, there is every chance that the 
residents may underestimate or overestimate these threats and put themselves and 
their assets at risk. Their understanding of risk or threat perception will more or less 
depend on the consequences of their previous encounters with the similar (abnormal) 
situations, as well as their knowledge of the existing flood risk management mech-
anism. The residents do remember the 2014 flood event as a thing of yesterday and 
do worry about a similar situation unfolding in the future. At the same time, they 
remain watchful about the present and hopeful about the future by not letting such a 
situation (unfortunately if that arises ever) go worse or out of the control, the 
next time. 
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Flood Experience 

The Kashmir Flood 2014, in the first week of September that caught the entire region 
unawares and leaving none untouched, was one of worst things in the residents 
living memory. ‘I remember everything (the good, the bad and the ugly) about 2014 
flood. It made me realise that the water I treat as my friend can turn to be a foe too),’ 
narrated a female respondent when requested to share her ordeal. Everyone remem-
bers the heroic efforts of young men during the search, rescue and immediate 
response phase while risking their own lives. According to a respondent who runs 
a business in the locality that ‘I have had heard many stories of courage and goodwill 
until 2014. It was the time when I became myself a witness to it. The youth of our 
area extended extraordinary help to us during that tough time. Ah! Something I can 
never forget.’ Many participants accept that whenever it rains for a few days they 
start worrying for their safety. However, this and some incidents of water logging/ 
storm surges make them believe that the past learnings will help them tackle similar 
situations (Allah forbids) in future. 

Coping Abilities 

Floods did not just bring destruction to the region but it also exposed the human-
created protective/safety systems, which, in turn, the local residents recognize as a 
good learning experience. In addition to this, the traditional knowledge gained over 
time and especially the latest face-off in 2014 (knowingly or unknowingly) with 
some success while giving them a tough time made residents believe that they are



able people. However, if provided with financial support, capacity building and 
training for flood risk reduction, they can make serious attempts to reduce their risk 
to flood hazard and protect themselves from future floods. 
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Social Cohesion 

The study participants share a deep sense of belonging and togetherness at their 
current place of living. An adult male participant in his mid-thirties describes this 
feeling as ‘a comfortable and heart-warming place, my area (without any doubt), 
where neighbours asking for your well-being and whereabouts of your other family 
members is a routine, a feeling that can’t be described in words.’ According to 
another participant (who has recently retired after serving for decades in the educa-
tion department), ‘the idea of “one community-progressive community” is only 
achievable when we come together under one roof for the sake of our own people, 
set aside trivial matters and denounce individual differences that pop-up over small 
things for the greater pursuit of building a strong and resilient community.’ He 
explains further by maintaining that ‘The strength of any community lies in the fact 
that members live peacefully, help and care about each other and develop as one 
community while independently growing as nicer individuals.’ 

Concluding Remarks 

The preliminary study was successfully conducted after effectively implementing 
the study plan, while considering different aspects of performing mini-studies. At 
this stage, there was more clarity in terms of research problem under observation, 
objective, study design, area, participants, sampling plan, data collection and anal-
ysis process. Although the process was successful but it was not so smooth. The 
main conclusions are: 

1. The residents perspectives towards living in flood-prone were useful to under-
stand the people’s psyche about existing and future flooding problem in the 
region. 

2. The thick descriptions on themes, namely sense of place, understating threat, 
flood experience, coping abilities and social cohesion, after applying the narra-
tive analysis technique gave some idea about residents’ motivations for occu-
pying exposed areas. 

3. The narrative analysis technique was good to go with at this stage but a more 
reflexive qualitative data technique like thematic analysis could have been a 
better alternative to generate comprehensive discourse. 

4. The interview process was time-consuming. Because the correct length of 
interview was not fixed in advance.
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5. The interview guide was found to be somewhat insufficient, recognizing that 
more follow-up and probing questions were needed for better implementation. 

6. The interviewer felt the need to follow the respondent, who brought more new 
information, while struggling to stick to the time schedule. 

7. The need was felt to treat the interview as an interpersonal encounter, showing 
empathy towards the interviewee, adding humour (wherever appropriate) for the 
successful interview process. 

8. The lack of stratification element prevented the interviewer from gaining a 
deeper understanding of (and access to) the small but vulnerable population of 
interest (e.g., urban poor). 

9. The manual technique for coding was found laborious and very time-
consuming. It made organization, coding and analysis processes more 
challenging. 

10. The research inquiry, field observations and study findings after applying an 
emergent research design were interesting and, therefore, initiating a substantive 
study was feasible. Besides this, it gives an impression that ‘pilot-studies should 
be a permanent feature of all similar/relevant studies’. 
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Chapter 7 
Determining the Impact of Land Use 
and Land Cover on Microclimate 
with Reference to Thermal Variability 
in Srinagar Municipal Corporation 

Mohd Saqib, Saleha Jamal, Manal Ahmad, Md Ashif Ali, 
Aakib Yaqoob Mir, and Md Babor Ali 

Introduction 

Urbanization is a complex and multifaceted process that involves the growth and 
expansion of cities and towns, driven by social, economic, and environmental 
factors. It is a global phenomenon that has accelerated in recent decades, especially 
in developing nations like India, where the urban population rose from 27.8% in 
2001 to 34.0% in 2011 (Census of India, 2011a). This rapid urbanization has 
profound implications on local and regional climates, land use and land cover 
(LULC) patterns, and the well-being of urban residents. The urban heat island 
(UHI) phenomenon, which sees urban regions endure hotter temperatures than 
their rural surroundings, is one of the most significant climatic effects of urbaniza-
tion. This effect has significant implications for energy consumption, air quality, and 
public health in urban areas. Higher temperatures in cities increase the demand for 
air conditioning, leading to higher energy consumption and greenhouse gas emis-
sions (EPA, 2008). Further, warmer temperatures can make air pollution worse by 
encouraging the production of ground-level ozone and other secondary pollutants 
(Jacob & Winner, 2009). Also, this has direct and indirect impacts on public health, 
including heat-related illnesses, respiratory and cardiovascular diseases, and reduced 
overall well-being (Hajat et al., 2010). It is primarily attributed to changes in LULC, 
including the replacement of natural vegetation with built-up areas, that absorb and 
re-emit solar radiation more efficiently than natural landscapes, which alters the 
energy balance and increases the overall land surface temperature (LST) (Weng, 
2009; Jamal et al., 2022). In addition, the reduction of vegetation in urban areas
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decreases evapotranspiration, a process that cools the surface by releasing water 
vapor into the atmosphere (Grimmond, 2007).
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The assessment of LST and UHI effects in urban areas is crucial for understand-
ing the climatic impacts of urbanization, urban planning, and environmental man-
agement. Remote sensing data provides a valuable tool for this purpose, offering 
large-scale and high-resolution data on LST and LULC (Weng, 2009). Several 
studies have used remote sensing data to assess the effect of LST and UHI on 
Indian cities, revealing a strong correlation between LST and LULC (Singh et al., 
2018a, b, c; Kumar et al., 2018a, b). For instance, a study by Singh et al. (2018a, b, c) 
analyzed the UHI effect in Jaipur, India, using remote sensing data and found a 
strong relationship between LST and the normalized difference vegetation index 
(NDVI) and the normalized difference built-up index (NDBI). The study concluded 
that increasing vegetation cover and reducing built-up areas could help mitigate the 
UHI effect in Jaipur. Similarly, Kumar et al. (2018a, b) conducted a comparative 
study of the UHI effect in Delhi and Mumbai, two of India’s largest cities, using 
remote sensing data. The study found that both cities experienced a significant UHI 
effect, with higher LST values in built-up areas compared to vegetated areas. The 
authors suggested that urban planning strategies, such as increasing green spaces and 
promoting sustainable building practices, could help reduce the UHI effect in these 
cities. Also, these studies highlight the importance of understanding the relationship 
between urbanization, LST, and the UHI effect in the context of rapidly urbanizing 
countries like India. By assessing the spatial and temporal variations of LST and its 
relationship with LULC, researchers and policymakers can develop targeted strate-
gies to mitigate the UHI effect and its implications for energy consumption, air 
quality, and public health. 

High Mountain Asia has undergone substantial warming recently, with the most 
pronounced increase in temperature observed in the Kashmir Himalayas over the 
past several years. This warming trend is anticipated to persist across the Himalayas 
(Bhutiyani et al., 2007). Changes in temperature will impact all facets of the 
Himalayan alpine ecosystems, comprised of hydrology and the cryosphere (Meraj 
et al., 2014; Murtaza & Romshoo, 2017; Marazi & Romshoo, 2018). Srinagar, 
located in the Kashmir Himalaya, is notably characterized by urban sprawl. The 
temperature in the city of Srinagar is 2–5 °C higher than in the countryside 
(Ackerman, 1985; Jiang & Tian, 2010). Because of the increased work prospects 
brought about by its socioeconomic center status, more individuals from rural areas 
are moving to the city in search of better amenities. The city’s structure has been 
permanently altered as a result of this urban flux and unrestrained growth, which has 
also caused serious environmental and ecological damage (Jamal et al., 2023). Using 
ArcGIS, this study aims to assess how these land system changes affect the city’s 
(especially in it is a municipal corporation) land surface temperatures. This tool 
allows for the analysis of large-scale geospatial data, providing a comprehensive 
view of the changes in land surface temperatures over time. In addition to this, the 
study also aims to establish a statistical relationship between land surface tempera-
ture (LST) and biophysical indices such as the normalized difference vegetation 
index (NDVI), normalized difference built-up index (NDBI), modified normalized



difference water index (MNDWI), normalized difference bareness index (NDBaI). 
These indices provide valuable insights into vegetation health, built-up, bareness and 
water content on the land surface. By correlating these indices with LST, the study 
hopes to gain a deeper understanding of how changes in vegetation and water 
content may influence the temperature variations in the city. 
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Database 

This research has been conducted through geospatial satellite data. The satellite data 
were obtained from the USGS (United States Geological Survey) Earth Explorer 
(Table 7.1). 

Methodology 

Land Use and Land Cover Indices 

Land use and land cover (LULC) indices are essential tools for monitoring and 
assessing changes in the Earth’s surface, particularly in the context of urbanization, 
deforestation, and climate change. Among the widely used LULC indices are the 
normalized difference vegetation index (NDVI), modified normalized difference 
water index (MNDWI), normalized difference built-up index (NDBI), and normal-
ized difference bareness index (NDBaI). These indices have been found to correlate 
with land surface temperature (LST), providing valuable insights into the relation-
ships between land cover types and microclimatic conditions. 

Normalized Difference Vegetation Index (NDVI) 

The NDVI is a widely used index for assessing vegetation cover and monitoring 
vegetation dynamics (Rouse et al., 1974). It is calculated using Eq. (7.1): 

Table 7.1 Geospatial data 

Satellite Sensor Date Resolution (m) Path Row UTM zone 

Landsat 7 Enhanced thematic 
mapper plus (ETM+) 

29-08-2001 30 149 036 43 

Landsat 5 Thematic mapper (TM) 01-08-2011 30 149 036 43 

Landsat 8 Operational land 
imager (OLI) 

12-08-2021 30 149 036 43
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NDVI= 
NIR-REDð Þ  
NIRþ REDð Þ ð7:1Þ 

Lower NDVI values suggest sparse or non-vegetated environments, while greater 
values indicate richer vegetation. Studies have shown a negative correlation between 
NDVI and LST, suggesting that increased vegetation cover can help mitigate urban 
heat island effects (Weng et al., 2004). 

Modified Normalized Difference Water Index (MNDWI) 

The MNDWI is an index used for mapping and monitoring water bodies (Xu, 2006). 
It is calculated using the difference between green (GREEN) and mid-infrared (MIR) 
reflectance values, normalized by their sum, which is given by Eq. (7.2): 

MNDWI= 
GREEN-MIRð Þ  
GREENþ MIRð Þ ð7:2Þ 

Higher MNDWI values indicate the presence of water, while lower values 
represent non-water areas. The MNDWI has been found to correlate with LST, 
with water bodies generally exhibiting lower surface temperatures compared to 
surrounding land surfaces (Zhang et al., 2013). 

Normalized Difference Built-Up Index (NDBI) 

The NDBI is an index used for mapping and monitoring built-up areas (Zha et al., 
2003). It is calculated using the difference between mid-infrared (MIR) and near-
infrared (NIR) reflectance values, normalized by their sum, given by Eq. (7.3): 

NDBI= 
SWIR-NIRð Þ  
SWIRþ NIRð Þ ð7:3Þ 

Built-up areas are represented by higher NDBI values, whereas undeveloped 
regions are represented by lower values. The urban heat island effect causes built-
up regions to typically have higher surface temperatures, and studies have found a 
positive association between NDBI and LST (Weng et al., 2004).
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Normalized Difference Bareness Index (NDBaI) 

The NDBaI is an index used for mapping and monitoring bare soil and sparsely 
vegetated areas (Boschetti et al., 2008). It is calculated using Eq. (7.4): 

NDBaI= 
SWIR-NIRð Þ  
SWIRþ NIRð Þ ð7:4Þ 

Higher NDBaI values indicate bare soil or sparsely vegetated areas, while lower 
values represent non-bare areas. The NDBaI has been found to correlate with LST, 
with bare soil and sparsely vegetated areas generally exhibiting higher surface 
temperatures compared to vegetated areas (Boschetti et al., 2008). 

The calculation of LULC indices, such as NDVI, MNDWI, NDBI, and NDBaI, 
provides valuable information on land cover types and their dynamics. These indices 
have been found to correlate with LST, offering insights into the relationships 
between land cover types and microclimatic conditions. Understanding these rela-
tionships is essential for creating effective land management strategies and mitigat-
ing the impacts of urbanization and climate change. 

Retrieving of Land Surface Temperature from Landsat Data 

Land surface temperature (LST) refers to the temperature of the surface of the 
Earth’s land area (Abbas et al., 2021). It differs from air temperature and can be 
affected by factors such as vegetation, soil type, and urbanization. LST can be 
measured using remote sensing techniques, such as thermal infrared (TIR) imaging. 
It is an important variable in understanding and predicting weather patterns, studying 
land-atmosphere interactions, and exploring the effects of land-use changes on the 
climate. 

In this study, the mono-window technique described by Qin et al. (2001) was 
used to obtain land surface temperature (LST) data from multiple Landsat satellite 
sensors over time. This method requires specific parameters, including ground 
emissivity, atmospheric transmittance, and effective mean atmospheric temperature. 
Initially, the original thermal infrared (TIR) bands, with resolutions of 100 meters for 
Landsat 8 OLI data and 120 meters for Landsat 5 TM data, were resampled to a 
30-meter resolution by the USGS data center for subsequent analysis.
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Calculation of LST from Thermal Band of Landsat 5 TM 

Conversion of Digital Number (DN) to Top-of-Atmosphere 
(TOA) Spectral Radiance 

To convert the spectral radiance of each thermal band into brightness temperature, 
Eq. (7.5) was used: 

Lλ = 
L max λ- L min λ 

Qcal max-Qcal min 
× Qcal-Qcal minð Þ þ L min λ ð7:5Þ 

Here, Lλ represents spectral radiance, while Qcal represents the quantized cali-
brated pixel value in DN. L_maxλ refers to spectral radiance scaled to Qcal_max 
(in Watts/m2 × sr × μm), and L_minλ refers to spectral radiance scaled to Qcal_min. 

Conversion of Radiance into Brightness Temperature 
and Land Surface Temperature 

T = 
K2 

ln K1 
Lλ 

þ 1
- 273:15 ð7:6Þ 

Here, T represents the at-satellite brightness temperature; Lλ represents the top-of-
atmosphere spectral radiance; and K1 and K2 are the constant values for the band 
being analyzed. 

Calculation of LST from Thermal Band of Landsat 8 OLI 

Conversion of Digital Number (DN) to Top-of-Atmosphere 
(TOA) Spectral Radiance 

Initially, the Thermal Infrared Digital Numbers were converted to top-of-atmosphere 
(TOA) spectral radiance using the “radiance rescaling factor” proposed by Cohen 
(1960). This is calculated using Eq. (7.7) as: 

Lλ=ML ×Qcal þ AL-Qi ð7:7Þ
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Here, Lλ represents TOA spectral radiance (in Watts/m2 × sr × μm), ML repre-
sents the radiance multiplicative band, AL represents the radiance add band, Qcal 
represents the quantized and calibrated standard product pixel value (in DN), and Qi 
represents the correction value for Band 10, which is 0.29. 

Conversion of Top-of-Atmosphere (TOA)/Spectral Radiance 
to Brightness Temperature 

T = 
K2 

ln K1 
Lλ 

þ 1 
ð7:8Þ 

In Eq. (7.8), T refers to the at-satellite brightness temperature, Lλ refers to the top-
of-atmosphere spectral radiance, and K1 and K2 are the constant values specific to  
the band being analyzed. 

Proportion of Vegetation (PV) 

It is calculated using Eq. (7.9): 

PV= 
NDVI-NDVImin 

NDVImax -NDVImin 

2 

ð7:9Þ 

Land Surface Emissivity 

NDVI (normalized difference vegetation index) is a characteristic of natural objects 
and is a crucial surface parameter derived from the radiance emitted by a specific 
location. The NDVI values are utilized to evaluate the average emissivity of an 
element present on the Earth’s surface. The mathematical representation of this is 
given by Eq. (7.10): 

E= 0:004 × PVþ 0:986 ð7:10Þ
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Land Surface Temperature (LST) 

The result of performing all the computations indicated above is the average 
temperature calculated from the object’s observed brightness on Earth’s surface. 
This is represented by Eq. (7.11): 

LST= BT=1ð Þ þ  W BT=14280ð Þ � 1n Eð Þ ð7:11Þ 

The formula to compute the land surface temperature (LST) is given by 
Eq. (7.11), where LST is determined using the at-satellite brightness temperatures 
(BT) and the wavelength of emitted radiance (W). The equation also involves the 
natural logarithm of emissivity (E) and a constant value of 14,280 (Fig. 7.1). 

Fig. 7.1 Methodological flowchart for retrieving LST
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Conversion of LST Data from Kelvin to Degree Celsius 

Once all the five steps were completed, the LST data was obtained in Kelvin. Since 
this unit is not commonly used, the data was converted to the Celsius scale (°C) for 
ease of understanding. To get the result of LST in degree celcius, the formula i.e., 
C=(K-273.15) has been applied. 

Statistical Tools 

To explore the link between the indices of land use, land cover, and land surface 
temperature (LST), this study employs two statistical methods: Karl Pearson’s 
correlation and simple linear regression. The methodology for each method is 
described below. 

Karl Pearson’s Correlation 

Karl Pearson’s correlation coefficient, also known as Pearson’s r, is a measure of the 
linear relationship between two continuous variables (Pearson, 1895). In this study, 
Pearson’s correlation is used to assess the strength and direction of the association 
between LST and LULC indices. 

To calculate Pearson’s correlation coefficient, Eq. (7.12) will be used: 

r= 
X-X Y - Y 

X-X 
2 

Y - Y 
2 

ð7:12Þ 

Where, X =Mean of X Variables 
Y =Mean of Y Variables 

Simple Linear Regression 

Simple linear regression is used to simulate the relationship between a dependent 
variable (in this case, LST) and an independent variable (in this case, LULC indices) 
(Montgomery et al., 2012). It seeks to identify the straight line that best captures the 
relationship between the two variables. The simple linear regression model can be 
represented as: 

y= β0þ β1xþ ε ð7:13Þ
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where y is the dependent variable (LST), x is the independent variable (LULC 
indices), β0 is the intercept, β1 is the slope, and ε is the error term (Montgomery 
et al., 2012). 

To estimate the parameters β0 and β1, the method of least squares will be used, 
which minimizes the sum of the squared differences between the observed values 
and the predicted values of the dependent variable (Montgomery et al., 2012). 

Once the regression model is estimated, the coefficient of determination (R2 ) will  
be calculated to assess the proportion of the variance in LST that can be explained by 
the LULC indices. In addition, hypothesis tests will be conducted to determine the 
statistical significance of the estimated parameters. 

Study Area: Srinagar Municipal Corporation 

One of the largest cities in the Himalayas, Srinagar is situated in the Kashmir valley 
between 34°5′23′′ and 34°89′72′′ north latitude and 74°47′24′′ to 74°79′ east 
longitude at an altitude of around 1580–1595 meters (amsl) (Jamal & Ahmad, 
2020). It is the summer capital of the Union Territory of Jammu and Kashmir, 
India, famous for its natural beauty, gardens, waterfronts, and houseboats (Kaul, 
2011). 

Srinagar Municipal Corporation (SMC) is the urban local body responsible for 
providing essential services and infrastructure to the city’s residents. Established in 
2000, the SMC is governed by the Jammu and Kashmir Municipal Corporation Act, 
2000 (Government of Jammu and Kashmir, 2000). The corporation’s jurisdiction 
covers an area of approximately 294 square kilometers, encompassing 74 municipal 
wards (SMC, 2021) (Fig. 7.2). The weather here is typically moderate throughout the 
summer, cool in the spring and fall, and frigid in the winter. The average mean 
minimum temperature is 7.29 °C, while the average mean maximum temperature is 
19.27 °C. The wintertime lows are below zero, and the summertime highs reach 
38 °C. The Valley receives 84 cm of rain annually on average (Shafiq et al., 2022). 
The city’s population, as per the 2011 Census, was 1,273,312, with a population 
density of 4313 persons per square kilometer (Census of India, 2011a, b). It has a 
diverse population, comprising various ethnic and religious groups, including Kash-
miri Muslims, Kashmiri Pandits, and Sikhs. The city’s economy is primarily driven 
by tourism, handicrafts, and agriculture, particularly horticulture (Kaul, 2011). Due 
to the considerable expansion of transport, tourism, economic, and other networked 
amenities, the size of the Srinagar Municipal Corporation as well as its population 
have increased. The main issues that have been explored in this area include urban 
planning and development, solid waste management, sanitation, public health, and 
disaster management due to which the city is facing several challenges such as 
unplanned urbanization, inadequate infrastructure, environmental degradation, and 
temperature rise which have implications on the quality of life of its residents (Bhat 
& Rather, 2017).
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Fig. 7.2 Study area: Srinagar Municipal Corporation
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Results and Discussion 

Normalized Difference Vegetation Index (NDVI) 

The normalized difference vegetation index (NDVI) is a widely used remote sensing 
technique for assessing and monitoring vegetation health and density. In Fig. 7.3, we  
have analyzed the NDVI values for the Srinagar Municipal Corporation (SMC) area 
for the years 2001, 2011, and 2021. 

The results indicate a significant change in the NDVI values over the two-decade 
period. The minimum NDVI values show an increasing trend, rising from -0.49 in 
2001 to -0.12 in 2021. This suggests a reduction in non-vegetated or barren areas, 
which could be attributed to urban expansion, land-use changes, or reclamation of 
previously degraded lands. 

On the other hand, the maximum NDVI values exhibit a fluctuating pattern, with 
an increase from 0.46 in 2001 to 0.71 in 2011, followed by a decrease to 0.61 in 
2021. The increase in the maximum NDVI value between 2001 and 2011 may be 
indicative of improved vegetation health and density, possibly due to favorable 
climatic conditions, afforestation efforts, or better agricultural practices. However, 
the subsequent decline in the maximum NDVI value in 2021 could be a result of 
factors such as urbanization, land conversion for infrastructure development, or 
environmental stressors like climate change and pollution. 

These findings highlight the dynamic nature of the SMC’s vegetation cover over 
the years. The observed changes in NDVI values can have a big impact on the 
sustainability, ecology, and environment of the city. It is essential for policymakers 
and urban planners to consider these trends while formulating strategies for land-use 
planning, resource management, and environmental conservation in the SMC area. 

Fig. 7.3 Normalized deference vegetation index (NDVI) of Srinagar Municipal Corporation: (a) 
2001, (b) 2011 and (c) 2021



7 Determining the Impact of Land Use and Land Cover on Microclimate. . . 127

Further research could involve a more in-depth analysis of the factors contribut-
ing to the observed NDVI changes, as well as the potential impacts on the city’s 
ecosystem services, such as water regulation, air purification, and carbon sequestra-
tion. Future studies could explore the relationship between NDVI trends and socio-
economic factors, such as population growth, urbanization, and economic 
development, to better understand the drivers of vegetation change in the SMC area. 

Modified Normalized Difference Water Index (MNDWI) 

The modified normalized difference water index (MNDWI) is a widely used remote 
sensing technique for mapping and monitoring water bodies (Xu, 2006). In this 
study, we analyze the MNDWI values for Srinagar Municipal Corporation (SMC) 
for the years 2001, 2011, and 2021, focusing on the changes in minimum and 
maximum MNDWI values over time (Fig. 7.4). 

The MNDWI values for SMC in 2001, 2011, and 2021 show considerable 
variation. In 2001, the minimum MNDWI value was -0.34, while the maximum 
value was 0.61. By 2011, the minimum MNDWI value had decreased to -0.62, and 
the maximum value had also decreased to 0.55. In 2021, the minimum MNDWI 
value increased slightly to -0.39, but the maximum value decreased further to 0.26. 

The decreasing trend in maximum MNDWI values from 2001 to 2021 suggests a 
reduction in the extent and quality of water bodies within SMC (Xu, 2006). This 
could be attributed to factors such as urbanization, land reclamation, and pollution, 
which have been known to negatively impact water bodies (Seto et al., 2012). The 
fluctuation in minimum MNDWI values may indicate changes in land cover types,

Fig. 7.4 Modified normalized deference water index (MNDWI) of Srinagar Municipal Corpora-
tion: (a) 2001, (b) 2011, and (c) 2021



such as an increase in impervious surfaces or vegetation, which can affect the 
MNDWI calculations (McFeeters, 1996).
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The analysis of MNDWI values for SMC from 2001 to 2021 highlights the 
potential changes in water bodies over time. Further study is required to determine 
the root cause of these changes and to create effective management plans for 
safeguarding and enhancing the region’s water resources. 

Normalized Difference Built-Up Index (NDBI) 

Figure 7.5 shows a decrease in the high NDBI values from 0.48 in 2001 to 0.22 in 
2021, indicating a reduction in the extent or density of built-up areas over the 
20-year period. This could be attributed to various factors such as urban planning 
policies, land-use changes, or economic factors affecting the growth of built-up 
areas. 

On the other hand, the low NDBI values show a more complex trend. The value 
decreased from-0.31 in 2001 to-0.52 in 2011, suggesting an increase in non-built-
up areas such as vegetation or water bodies. However, the value increased to -0.40 
in 2021, indicating a possible decrease in non-built-up areas compared to 2011. This 
could be due to changes in land-use patterns, such as the transformation of agricul-
tural land to built-up areas or the loss of vegetation due to natural or human-induced 
factors. Overall, the NDBI value for SMC suggests a decrease in built-up areas and a 
fluctuating trend in non-built-up areas over the 20-year period. 

Fig. 7.5 Normalized deference built-up index (NDBI) of Srinagar Municipal Corporation: (a) 
2001, (b) 2011, and (c) 2021
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Normalized Difference Bareness Index (NDBaI) 

Based on the provided NDBaI data for Srinagar MC, Fig. 7.6 shows a decrease in the 
high NDBaI values from 0.29 in 2001 to-0.03 in 2021, indicating a reduction in the 
extent or density of bare land areas over the 20-year period. This could be attributed 
to various factors such as land-use changes, reforestation efforts, or urban expansion. 

On the other hand, the low NDBaI values show an increase from-0.81 in 2001 to
-0.89 in 2011, suggesting a decrease in bare land areas and an increase in non-bare 
land areas such as vegetation or built-up areas. However, the value increased to -
0.67 in 2021, indicating a possible increase in bare land areas compared to 2011. 
This could be due to changes in land-use patterns, such as the conversion of 
vegetation or built-up areas to bare land, or the loss of vegetation due to natural or 
human-induced factors. The NDBaI data for SMC suggests a decrease in bare land 
areas and a fluctuating trend in non-bare land areas over the 20-year period. 

Land Surface Temperature (LST) 

The data in Table 7.2 shows the Land Surface Temperature (LST) statistics for the 
Srinagar Municipal Corporation area for the years 2001, 2011, and 2021 (Fig. 7.7). 
The statistics include minimum temperature, temperature, mean temperature, stan-
dard deviation, and coefficient of variation. 

Minimum Temperature The minimum LST has increased slightly over the years, 
from 17.75 °C in 2001 to 17.93 °C in 2011, and further to 18.10 °C in 2021. This

Fig. 7.6 Normalized deference bareness index (NDBaI) of Srinagar Municipal Corporation: (a) 
2001, (b) 2011, and (c) 2021



Years

indicates an increase in the lowest surface temperatures in the Srinagar Municipal 
Corporation area over the two decades.
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Table 7.2 LST statistics (2001–2021) 

Minimum 
temperature (°C) 

Maximum 
temperature (°C) 

Mean 
temperature (°C) 

Standard 
deviation 

Coefficient 
of variation 

2001 17.75 33.34 22.46 2.602 11.585 

2011 17.93 33.72 23.02 2.571 11.169 

2021 18.10 34.36 24.42 2.880 11.794 

Fig. 7.7 Land surface temperature of Srinagar Municipal Corporation: (a) 2001, (b) 2011, and 
(c) 2021 

Maximum Temperature The maximum LST has also increased over the years, 
from 33.34 °C in 2001 to 33.72 °C in 2011, and further to 34.36 °C in 2021. This 
suggests a consistent increase in the highest surface in the region over the 20-year 
period. 

Mean Temperature The mean LST has increased consistently over the years, from 
22.46 °C in 2001 to 23.02 °C in 2011, and further to 24.42 °C in 2021. This indicates 
a general warming trend in the Srinagar Municipal Corporation area over the two 
decades. 

Standard Deviation The standard deviation, which measures the dispersion of 
LST values, has remained relatively stable over the years, with a slight increase 
from 2.602 in 2001 to 2.571 in 2011, and then a more noticeable increase to 2.880 in 
2021. This suggests that the variability in surface temperatures has increased slightly 
over the 20-year period.



LST class
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Coefficient of Variation The coefficient of variation, which measures the relative 
variability of LST values, has also remained relatively stable over the years, with 
values of 11.585 in 2001, 11.169 in 2011, and 11.794 in 2021. This indicates that the 
relative variability in surface temperatures has not changed significantly over the two 
decades. 

The data reveals a general warming trend in the Srinagar Municipal Corporation 
area over the two decades, with an increase in minimum, maximum, and mean LST 
values. The variability in surface temperatures has remained relatively stable, with a 
slight increase in standard deviation and a relatively constant coefficient of variation. 
These findings have important implications for urban planning, public health, and 
environmental sustainability in the Srinagar Municipal Corporation area. 

Area Under Different LST Categories 

Figure 7.8 depicts the distribution of land surface temperature (LST) classes in the 
Srinagar Municipal Corporation area for the years 2001, 2011, and 2021. The 
corresponding data is provided in Table 7.3: 

1. Very Low LST: The area with very low LST has decreased from 67.13 km 
(27.36%) in 2001 to 46.73 km (19.05%) in 2011, and then increased to 
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Fig. 7.8 Area under different LST categories (2001–2021) 

Table 7.3 Area under different LST categories (2001–2021) 

2001 2011 2021 

Area (km) Area (%) Area (km) Area (%) Area (km) Area (%) 

Very low 67.13 27.36 46.73 19.05 54.98 22.41 

Low 78.05 31.81 72.90 29.71 59.79 24.37 

Medium 59.18 24.12 58.45 23.82 50.30 20.50 

High 27.85 11.35 51.03 20.80 47.93 19.53 

Very high 13.14 5.36 16.24 6.62 32.35 13.18
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Table 7.4 Karl Pearson’s coefficient of correlation between LST and LULC indices 

Year NDVI & LST MNDWI & LST NDBI & LST NDBaI & LST 

2001 -0.552 -0.358 0.862 0.491 

2011 -0.638 -0.181 0.846 0.476 

2021 -0.539 -0.283 0.783 0.407 

54.98 km (22.41%) in 2021. This indicates a reduction in the extent of areas with 
the lowest surface temperatures over the two decades, with a slight recovery 
between 2011 and 2021. 

2. Low LST: The area with low LST has also decreased from 78.05 km (31.81%) in 
2001 to 72.90 km (29.71%) in 2011, and further to 59.79 km (24.37%) in 2021. 
This suggests a consistent decline in the extent of areas with low surface 
temperatures over the 20-year period. 

3. Medium LST: The area with medium LST has remained relatively stable, with a 
slight decrease from 59.18 km (24.12%) in 2001 to 58.45 km (23.82%) in 2011, 
and then a more noticeable decrease to 50.30 km (20.50%) in 2021. This indicates 
a modest decline in the extent of areas with medium surface temperatures over the 
two decades. 

4. High LST: The area with high LST has increased significantly from 27.85 km 
(11.35%) in 2001 to 51.03 km (20.80%) in 2011, and then slightly decreased to 
47.93 km (19.53%) in 2021. This suggests a substantial increase in the extent of 
areas with high surface temperatures between 2001 and 2011, with a minor 
decline between 2011 and 2021. 

5. Very High LST: The area with very high LST has increased from 13.14 km 
(5.36%) in 2001 to 16.24 km (6.62%) in 2011, and then more than doubled to 
32.35 km (13.18%) in 2021. This indicates a consistent increase in the extent of 
areas with the highest surface temperatures over the 20-year period. 

The data reveals a general trend of decreasing areas with very low and low LST, 
and increasing areas with high and very high LST in the Srinagar Municipal 
Corporation area over the two decades. This raises the possibility of a rise in surface 
temperatures in the area, which may be brought on by land cover changes, urban-
ization, and the urban heat island effect, among other things. These findings have 
important implications for urban planning, public health, and environmental sus-
tainability in the Srinagar Municipal Corporation area. 

The data provided in Table 7.4 shows the correlation between various vegetation 
and water indices (NDVI, MNDWI, NDBI, and NDBaI) and land surface temper-
ature (LST) for the years 2001, 2011, and 2021. Figure 7.9 shows the simple linear 
regression analysis between LST and LULC indices (i.e., NDVI, MNDWI, NDBI, 
and NDBaI). 

1. NDVI & LST: The negative correlation between NDVI (normalized difference 
vegetation index) and LST indicates that as vegetation cover increases, LST 
decreases. This is consistent with the cooling effect of vegetation due to shading
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Fig. 7.9 Simple linear regression analysis between LST and LULC indices (i.e., NDVI, MNDWI, 
NDBI, and NDBaI) 

and evapotranspiration. The correlation has become slightly less negative from
-0.552 in 2001 to -0.539 in 2021, suggesting a possible decrease in the 
cooling effect of vegetation over time. Similarly, the regression value also 
shows a decreasing trend from 0.3051 to 0.2902 during 2001–2021. 

2. MNDWI & LST: The negative correlation between MNDWI (modified normal-
ized difference water index) and LST implies that as the presence of water bodies 
increases, LST decreases. This is in line with the cooling effect of water bodies 
due to their heat-absorbing and storing properties. The correlation has become 
less negative from -0.358 in 2001 to -0.283 in 2021, indicating a potential 
decrease in the cooling effect of water bodies over time. Also, the regression 
value decreased from 0.1279 to 0.0799 in 2001–2021.
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Fig. 7.10 Cross profile of land surface temperature (2021) 

3. NDBI & LST: The positive correlation between NDBI (normalized difference 
built-up index) and LST suggests that as built-up areas increase, LST also 
increases. This is consistent with the urban heat island effect, where impervious 
surfaces and built-up areas contribute to higher surface temperatures. The corre-
lation has slightly decreased from 0.862 in 2001 to 0.783 in 2021, which may 
indicate a reduction in the impact of built-up areas on LST over time. Conse-
quently, the r2 value also decreased from 0.7423 in 2001 to 0.6125 in 2021. 

4. NDBaI & LST: The positive correlation between NDBaI (normalized difference 
bareness index) and LST indicates that as bare land areas increase, LST also 
increases. This is in line with the fact that bare land areas, with little to no 
vegetation or water bodies, tend to have higher surface temperatures. The corre-
lation has decreased from 0.491 in 2001 to 0.407 in 2021, suggesting a possible 
reduction in the impact of bare land areas on LST over time. Hence, the linear 
regression value also decreased from 0.2409 to 0.1653 during the specified 
period. 

The data shows that vegetation and water bodies have a cooling effect on LST, 
while built-up and bare land areas contribute to higher surface temperatures. Over 
the years, the correlations between these indices and LST have changed, indicating 
potential shifts in the impacts of land cover types on LST. Urban planners and 
policymakers can utilize this information to come up with plans to lessen the impact 
of urban heat islands and increase thermal comfort in cities. 

Figure 7.10 shows the analysis of the data of three cross profiles of land surface 
temperature (LST) in SMC that reveal distinct patterns in LST values across different 
land cover types. 

Cross Profile 1 (AB) shows that dense vegetation has a mean LST of 21.59 °C, 
which is significantly lower than the mean LST of 27.31 °C observed in compact



settlements. This difference can be attributed to the cooling effect of vegetation, 
which provides shade and promotes evapotranspiration, thereby reducing surface 
temperatures. Agricultural land, with a mean LST of 22.17 °C, also exhibits lower 
temperatures compared to compact settlements, likely due to the presence of vege-
tation and moisture in the soil. 
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Fig. 7.11 Ward-wise LST of Srinagar Municipal Corporation: (a) 2001, (b) 2011, and (c) 2021 

Cross Profile 2 (CD) presents a different pattern, with sparse settlements having a 
mean LST of 24.73 °C, which is higher than the 20.69 °C observed for Dal Lake. 
This can be explained by the water body’s ability to absorb and store heat, resulting 
in lower surface temperatures. Parks and gardens, with a mean LST of 23.41 °C, also 
exhibit lower temperatures compared to sparse settlements, highlighting the cooling 
effect of green spaces in urban areas. 

Cross Profile 3 (EF) demonstrates a complex pattern of LST values across 
various land cover types. Dense vegetation has a mean LST of 22.03 °C, while 
sparse settlements have mean LST values of 26.04 °C and 25.86 °C. The lower 
temperature in dense vegetation can be attributed to the cooling effect of vegetation, 
as mentioned earlier. Plantations, with a mean LST of 22.22 °C, also exhibit lower 
temperatures, likely due to the presence of vegetation and moisture. Compact 
settlements, however, have the highest mean LST of 28.54 °C, indicating the strong 
influence of impervious surfaces and built-up areas on surface temperatures. 

As a result, interpreting data of the three cross profiles of LST in SMC highlights 
the significant role of land cover types in influencing surface temperatures. Vegeta-
tion, water bodies, and green spaces tend to have lower LST values, while compact 
and sparse settlements exhibit higher temperatures. These results highlight the 
significance of including green areas and vegetation in urban planning to reduce 
the urban heat island effect and enhance thermal comfort in urban areas. 

Based on the land surface temperature data of various wards in Srinagar, the 
following observations can be made (Fig. 7.11):
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• Wards in city centers, like Khwaja Bazar, Karan Nagar, Nawab Bazar, Shaheed 
Gunj, Islam Yarbal, and Safa Kadal, have the highest land surface temperatures. 
This is likely due to higher concentration of built-up area and less vegetation in 
these wards.

• Wards with more open spaces, parks, and vegetation, like Hazratbal, Idgah, and 
Rajourikadal, have comparatively lower land surface temperatures.

• Wards on the city periphery, like Hyderpora, Bemina, and Parimpora, show land 
surface temperatures between 31 and 33 °C. Though less built up, these wards 
also have lesser vegetation.

• Wards, like Pantha Chowk and Khonmoh, lying too far from the city center, were 
earlier covered with bare land and had extremely high temperatures in 2001; but 
with the advent of time, these lands were converted for other land-use activities 
and thus temperature showed a slight decrease in 2011 and 2021.

• The ward-wise mean LST during the decades 2001 and 2021 showed a contin-
uous increase from 25.3 °C to  31  °C in the areas having the maximum LST, while 
the mean LST increased from 20.4 °C to 23.5 °C in the areas having the minimum 
LST. 

Recommendations 

Based on the analysis, the following recommendations can be made to reduce urban 
heat effect:

• Increase green cover and urban forestry. Plant more trees along roads, parks, and 
other open spaces.

• Use cool and reflective materials for rooftops and pavements to reduce heat 
absorption.

• Adopt urban planning measures like increasing open spaces and water bodies to 
lower land surface temperatures. 

Implement technology-based solutions like cool roofs, cool pavements, and urban 
canopies to combat urban heat. 

Conclusion 

The study has provided valuable insights into the spatial and temporal variations of 
land surface temperature (LST) in Srinagar Municipal Corporation (SMC) using 
remote sensing data from Landsat 7, Landsat 5, and Landsat 8 for the years 2001, 
2011, and 2021, respectively. The analysis has demonstrated the significant influ-
ence of land use and land cover, vegetation cover, and urban morphology on LST, in 
line with previous research (Li et al., 2019; Singh et al., 2018a, b, c). It has 
contributed to the growing body of research on LST and urban heat island effects 
in rapidly urbanizing areas, especially in SMC, by highlighting the main areas and



wards having the maximum and minimum LST. It has become increasingly suscep-
tible to the negative effects of climate change and environmental degradation due to 
its uncontrolled urban growth and rapid population increase, which have disrupted 
the ecological services and hydrological procedures in the city. The study also 
showed that the lowest land surface temperature (LST) was in bodies of water and 
places with vegetation cover, while the highest LST was found in built-up areas and 
visible rock formations. The study also discovered a negative association between 
the NDVI and MNDWI indices for vegetation and water bodies and the land surface 
temperature. The pursuit of the Sustainable Development Goals (SDGs) by 2030 
may be threatened by the continued trend of urban growth over the past several 
decades that has the potential to cause a catastrophic environmental imbalance. The 
use of remote sensing data has proven to be a valuable tool for assessing LST and its 
spatial and temporal variations, providing critical information for urban planning, 
environmental management, and public health initiatives. 
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The study’s result has an important significance for SMC‘s urban planning and 
environmental management. By understanding the factors that contribute to higher 
LST and the urban heat island effect, policymakers and urban planners can develop 
strategies to mitigate these effects, such as increasing green spaces, promoting 
sustainable urban design, and implementing energy-efficient building practices. 
Furthermore, the results can inform public health initiatives aimed at reducing 
heat-related illnesses and improving overall well-being in urban areas. However, 
further research is needed on more detailed studies of the factors influencing LST in 
SMC, including the role of small-scale urban elements, such as construction supplies 
and street geometry. In addition, the potential effects of the urban heat island on local 
climate, quality of the air, and human health warrant further investigation. Long-
term monitoring of LST and urban development in SMC is essential to assess the 
effectiveness of mitigation strategies and inform adaptive management approaches. 
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Chapter 8 
Variations in Rainfall in India: Is It 
Evidence of Climate Change? 

Abdul Shaban and Sanjukta Sattar 

Introduction 

A large number of scientific research led by Inter-Governmental Panel on Climate 
Change (IPCC) now almost have affirmed the possibility of climate change. The 
tropical and subtropical countries are specifically predicted to be more affected from 
climate change because of their lower level of economic development (so lower 
capacities of adaptation and mitigation) and dependence of large share of population 
in these countries on primary economic activities (IPCC, 2021; UNEP, 2011; 
Raghunandan, 2011; Bidwai, 2011; Indian Meteorological Department, 2011). It is 
projected that droughts will rise throughout the twenty-first century in tropical 
regions (Kruger, 2006; Pal & Al-Tabbaa, 2009). There is evidence of declining 
rainfall in many regions, e.g., southeastern Australia (Murphy & Timbal, 2008; 
Manton et al., 2001). The decline in rainfall is also found in Italy (Cislaghi et al., 
2005) and United Kingdom (Palmer & Raisanen, 2002). It is also predicted that the 
“changes in local regions can be far more dynamic than changes in global averages” 
(Pal & Al-Tabbaa, 2009). Fisk (1997) argues that Indian agriculture will be impacted 
significantly because it is largely rain-fed. The rainfall variations leading to water 
availability and variability may also severally impact industrial activity like power 
generation, having cascading effects on other sectors. Urban centers are also likely to 
be adversely affected due to lack of water (Shaban & Sattar, 2011). Given the 
differential impact which climate change may have in different regions, the degree
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and nature of adaption and mitigation strategies will also be needed to be varied and 
context based. As rainfall is an important indicator of climate change, this research 
attempts to examine the annual, seasonal, and monthly rainfall behaviors in India 
over the 30 meteorological subdivisions during 1871 to 2008 to locate the regional 
and temporal trends in increase and/or decrease of rainfall, if any. This chapter is 
divided into six broad sections. Section “Data and Methodology” describes the data 
and statistical methods employed for the analysis. The trends at all-India level and in 
subdivisional annual rainfalls are examined in section “Trends in Annual Rainfall”, 
while sections “Epochal Trends in Rainfall” and “Monthly and Seasonal Variations 
in Rainfall”, respectively, analyze the epochal, and monthly and seasonal rainfall 
behaviors over India and at subdivisional level. The last section concludes the study.
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Data and Methodology 

This study uses the homogeneous region rainfall data 1871–2008 available from 
Indian Institute of Tropical Meteorology (IITM), Pune (IITM, 2009). This data titled 
‘Monthly and seasonal rainfall series for all-India homogeneous regions and mete-
orological sub-divisions, 1871-2008’ have been compiled and constructed by 
Parthasarathy et al. (1994). This data series has been updated for the latter years as 
well, and most of the studies on rainfall in India (mentioned elsewhere in this paper) 
have been based on this rainfall series. Using the monthly rainfall data, the seasonal, 
winter (January–February), pre-monsoon (March–May), south-west monsoon 
(June–September), and post-monsoon (October–December), rainfalls have been 
computed. 

This study uses various statistical methods to measure monthly, seasonal, annual, 
and regional rainfall trends, deviations, and variations. Some of the statistical 
methods used are deviation measure, coefficient of variation, trend analysis, 
Mann-Kendall trend test, Sen’s slope and ordinary kriging. 

Average annual deviations, ∂, of rainfall from grand mean, μ (rainfall during 
1871–2008), for various subdivisions have been computed for different epochs to 
find out rainfall trend and periodic variations. The ∂ has been computed as follows: 

∂= 
n 
i= 1 xi - μð Þ  

n
ð8:1Þ 

where, n is the number of years/observations in an epoch and xi is millimeter (mm) of 
rainfall in ith year.



ð Þ

ð Þ
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Mann-Kendall Trend Test 

Mann-Kendall test statistics, S, is a nonparametric test to find out trend in data. It is 
not affected by outliers, and is computed as follows: 

S= 
n- 1 

k= 1 

n 

j= kþ1 
sign xj - xk ð8:2Þ 

where, n is the number of observed data series and xj and xk are the values in the 
period j and k respectively; j > k; sign(θ) = 1 ifθ > 0; sign (θ) = 0 if θ = 0; 
and sign (θ) = - 1 ifθ < 0. Mann (1945) and Kendall (1975) show that when 
n ≥ 10, the S statistics is approximately normally distributed with E(S) = 0 (see 
Arora et al., 2005), and 

var S½ �= n n- 1ð Þ  2nþ 5ð Þ-
t 
t t- 1ð Þ  2t þ 5ð Þ  =18 ð8:3Þ 

where t refers to the extent of any given tie and Σt denotes the summation over all 
ties. The standard normal variable Z is computed by (see Partal & Kahya, 2006): 

Z = 
S- 1 

var Sð Þ1=2 
if S> 0 

Z = 0 if  S= 0 8:4 

Z = 
Sþ 1 
var S 

1=2 
if S< 0 

The parameter Z will have positive value if there is an upward trend in the data 
and negative value in case of downward trend. We have computed two-tailed 
probability (p) values of the test statistics at various levels of significance to test 
our null hypothesis of “no trend.” 

To strengthen the finding and confidence about the trend in rainfall data, along 
with simple linear regression, We have also used Sen’s slope estimator (Sen, 1968). 
Sen’s method has an advantage over parametric simple linear regression model as it 
does not require the assumption of normal distribution of data (Gilbert, 1987). The 
Sen’s nonparametric method used in this study shows change in rainfall (mm) per 
unit change in time (year) (Gilbert, 1987; de Lima et al. 2010; El-Nesr et al., 2010; 
Olofintoye & Sule, 2010: Salmi et al., 2002). In this work, Sen’s slope is used in 
combination with Mann-Kendall trend test and is used to interpret the change per 
unit of time where Z value of Mann-Kendall trend test is statistically significant. In 
other words, when the hypothesis of no trend is rejected by Mann-Kendall test, the 
Sen’s slope is used to quantify the trend (Patra et al., 2011).
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The study has used ordinary kriging method to predict spatial value of rainfall in 
unknown locations. The centroids of the meteorological subdivisions have been 
treated as the points of incidence of rainfall and the interpolations and extrapolation 
of values have been made from those points (Harvard School of Public Health, 2011; 
Zhang, 2003; Wackernagel, 2003). 

Trends in Annual Rainfall 

This research, similar to that of Guhathakurta and Rajeevan (2008), shows no trend 
in annual rainfall in India. The simple linear regression equation yields a highly 
insignificant coefficient (see Table 8.1). However, there are nine meteorological 
subdivisions that show significant trends in annual rainfall. Out of these nine sub-
divisions, three (Chhattisgarh, East Madhya Pradesh, and Nagaland, Manipur, 
Mizoram, and Tripura) show negative trends while six subdivisions (Coastal Andhra 
Pradesh, Coastal Karnataka, Gangetic West Bengal, Konkan and Goa, Punjab, and 
Telangana) demonstrate positive trends (see Figs. 8.1, 8.2, and 8.3). Mann-Kendall 
test also supports the increase or decrease of annual rainfall in these subdivisions, 
except in Nagaland, Manipur, Mizoram, and Tripura. It also shows that there is a 
positive trend of rainfall in Haryana, Chandigarh, and Delhi. Sen’s slope coefficient 
shows that rainfall in Chhattisgarh has experienced the greatest decline among all the 
subdivisions. The decline of rainfall over the period 1871–2008 in Chhattisgarh has 
been on an average, -1.440 mm per year as per Sen’s slope, and 1.437 mm per year 
as per the simple regressions equation. As per Sen’s slope, the decline in rainfall in 
East Madhya Pradesh has been on an average - 0.947 per year (-0.928 mm as per 
simple regression equation), while the decrease in the rainfall in Naga, Manipur, 
Mizoram, and Tripura has been at a rate of -0.758 mm (-0.870 mm) per year. 
However, in Nagaland, Manipur, Mizoram, and Tripura, the trend coefficient is 
statistically significant at 10% level of significance and the Mann-Kendall test shows 
the trend as insignificant. 

Many meteorological subdivisions in the country show an increasing trend in 
annual rainfall. Most of these subdivisions, e.g., Gangetic West Bengal, Coastal 
Andhra Pradesh, Konkan and Goa, and Coastal Karnataka, are located along the 
coast. Thus, on both the eastern and western coasts (in some specific regions), the 
annual rainfall is showing increasing trend. Besides these coastal subdivisions, 
subdivisions of Punjab, Haryana, Chandigarh and Delhi, and Telangana also show 
increasing trends in annual rainfall. As per Sen’s slope, Coastal Karnataka and 
Konkan and Goa are experiencing an increase in annual rainfall of above 2 mm 
per year, while in Gangetic West Bengal and Coastal Andhra Pradesh the increase 
has been 1.08 mm per year and 0.820 mm per year, respectively. In Punjab, Haryana, 
Chandigarh and Delhi and Telangana, the increase has been between 0.6 and 0.8 mm 
per year. Thus, the result shows that Central India (Chhattisgarh and Eastern Madhya 
Pradesh) is drying up, while some coastal areas and northwestern parts of the country 
are getting wetter. This result is also supported by the findings of Guhathakurta and
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Source: Based on data from Indian Institute of Tropical Meteorology, Pune. 
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Fig. 8.1 Patterns and trend in annual rainfall in Gangetic West Bengal, Telangana, and Coastal 
Karnataka during 1871–2008. (Source: Based on data from Indian Institute of Tropical Meteorol-
ogy, Pune) 

Source: Based on data from Indian Institute of Tropical Meteorology, Pune. 
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Fig. 8.2 Patterns and trend in annual rainfall in Punjab, Konkan and Goa, and Coastal Andhra 
Pradesh during 1871–2008. (Source: Based on data from Indian Institute of Tropical Meteorology, 
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Rajeevan (2008), who using data for 1901–2003 showed significant and remarkable 
variations at regional scale in rainfall in India. Some of the studies, like that of Roy 
and Balling (2004), also show a decline in rainfall in northeastern states, parts of the 
Eastern Gangetic Plain, and Uttaranchal, while Soman et al. (1988) show a decreas-
ing trend in rainfall in Kerala. However, these studies use different years of data and 
so results are not strictly comparable.
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Source: Based on data from Indian Institute of Tropical Meteorology, Pune. 

Naga.,Mani., Mizo. & Tripura = -0.8682x + 2049.3 
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Fig. 8.3 Patterns and trend in annual rainfall in East Madhya Pradesh, Chhattisgarh, and Nagaland, 
Manipur, Mizoram, and Tripura during 1871–2008. (Source: Based on data from Indian Institute of 
Tropical Meteorology, Pune) 

Epochal Trends in Rainfall 

Annual rainfall in India shows considerable periodic variation. It is found that the 
annual rainfall in India largely follows 30-year cycle of alternate wet and dry period 
(Fig. 8.4). The cycle of 30 years is also reported by (Guhathakurta & Rajeevan, 
2008). The wet periods have largely coincided with 1871–1900, 1931–1960, and 
1991–2008 (the last period is likely to be till 2020), while the dry periods have 
largely been 1901–1930 and 1961–1990 (see Table 8.2). As can be seen from 
Table 8.2, at all-India level, the wet epochs have had excess in annual rainfall 
from the mean rainfall (except 1991–2008, this epoch may continue till 2020), 
while dry epochs have had deficits in rainfall. The average excess in annual rainfall 
at all-India level during 1871–1900 and 1931–1960 was 6.5 mm and 39.2 mm,



respectively, while an average annual deficit in rainfall during 1900–1930 and 
1961–1990 has been of -25.2 mm and 16.4 mm, respectively. During 1991–2008, 
there was an average annual deficit in rainfall of-6.8 mm at all-India level, and as it 
is expected to be a wet epoch (till 2020) the deficit of rainfall may decline in later 
years. 
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Note: the Poly.(Annual rainfall deviation) shows the polynomial regression line of 6
th 

order to the rainfall deviation. 

Source: Computed using data from Indian Institute of Tropical Meteorology, Pune.
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Fig. 8.4 All-India annual rainfall deviations from mean annual rainfall during 1871–2008. Note: 
The Poly (annual rainfall deviation) shows the polynomial regression line of sixth order to the 
rainfall deviation. (Source: Computed using data from Indian Institute of Tropical Meteorology, 
Pune) 

During the respective wet and dry epochs, clustered positive or negative anom-
alies in rainfalls have had considerable incidence. However, it is not that during a 
wet epoch all the subdivisions have experienced excess rainfall over the grand mean 
of 1871–2008. Also, the excess and deficit of rainfall has taken place largely in 
geographically contiguous areas. During the wet epoch of 1871–1900, as many as 
15 subdivisions had deficit in rainfall. The deficit of rainfall was in a contiguous 
geographical area in the eastern region (Assam and Meghalaya, Northern West 
Bengal, and Sikkim), Punjab and Rajasthan, and the area comprising four southern 
states of Andhra Pradesh, Karnataka, Tamil Nadu, and Kerala. During 1900–1931 
dry epoch, 31 subdivisions experienced deficit in annual rainfall, but Assam and 
Meghalaya, Sub-Himalayan West Bengal and Sikkim, Chhattisgarh, East Madhya 
Pradesh, Tamil Nadu and Pondicherry, and Kerala had experienced excess of 
rainfall. During the wet epoch of 1931–1960, only eight subdivisions had deficit 
in rainfall, which included Gangetic West Bengal, East Uttar Pradesh, Haryana, 
Chandigarh and Delhi, Punjab, Coastal Andhra Pradesh, Rayalaseema, and Tamil 
Nadu and Pondicherry. In all the three epochs during 1871–1960 (that included two 
wet and one dry epoch), Gangetic West Bengal, Haryana, Chandigarh and Delhi, 
Punjab, Coastal Andhra Pradesh, and Rayalaseema had experienced deficit in 
rainfall, while West Rajasthan, Konkan and Goa, Coastal Karnataka, and South 
Interior Karnataka had experienced deficit in rainfall till 1930. In fact, the deficit in
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annual rainfall in Gangetic West Bengal had persisted till 1990. It is also to be noted 
that in many of these subdivisions like Gangetic West Bengal, Punjab, Haryana, 
Chandigarh and Delhi, and Rayalaseema the deficit in rainfall in earlier epochs are 
found due to higher rainfalls in latter epochs and because of that their mean values 
are affected (move upward). However, it must also be acknowledged that mean 
annual rainfall during 1871–2008 is a better approximation of normal rainfall than 
any shorter period, and that is why this mean has been used for computing the excess 
or the deficit in subdivisional rainfalls. 

154 A. Shaban and S. Sattar

The period 1960–1990 was a dry epoch, and during this epoch 19 subdivisions 
had experienced deficit in annual rainfall. During this period the contiguous area 
comprising northeastern states, West Bengal, Orissa, Jharkhand, Bihar, and eastern 
Uttar Pradesh experienced deficit in rainfall. Deficit in rainfall during the period was 
also in contiguous area of East Madhya Pradesh, Chhattisgarh, and Vidarbha. Other 
subdivisions affected by the deficit in rainfall were Gujarat, Saurashtra, Kutch and 
Diu, East Rajasthan, Rayalaseema, Tamil Nadu and Pondicherry, South Interior 
Karnataka, and Kerala. The 1991–2020 epoch is considered to be a wet epoch. 
During 1991–2008, total 14 subdivisions had had deficit in rainfall. In fact, in many 
of the subdivisions, deficit in rainfall had been during both the period 1961–1990 
and 1991–2008. The meteorological subdivisions with deficit in rainfall during both 
the periods are Assam and Meghalaya, Bihar, Eastern Uttar Pradesh, East Rajasthan, 
East Madhya Pradesh, Chhattisgarh, Vidarbha, and Kerala. 

Another major aspect of annual rainfall in India has been that its variability 
(coefficient of variation, CV) has declined in majority of the meteorological sub-
divisions and also at all-India level over the epochs (Table 8.2). At all-India level, the 
CV in annual rainfall consistently decline in all the epochs, except in 1961–1990 
when it rose. In majority of the subdivisions, the variability in rainfall rose during 
1900–1931, but had declined thereafter. The subdivisions in which the rainfall 
variability has significantly increased over the period have been Assam and Megha-
laya, Orissa, Jharkhand, and Tamil Nadu and Pondicherry. In all the subdivisions, 
the variability in annual rainfall has been higher than that at all-India level. Table 8.2 
also shows the Mann-Kendall trend test and Sen’s slope for the annual rainfall during 
1961–2008. Only in Gangetic West Bengal (at 1% level of significance), Orissa 
(at 5% level), West Madhya Pradesh (at 10% level), and Telangana (at 10% level), 
the trends in annual rainfall during this period are statistically significant. As per the 
Sen’s slope, in Gangetic West Bengal and Orissa, the rainfall has increased at the rate 
of 8.7 mm and 4.76 mm per year, respectively, while in West Madhya Pradesh and 
Telangana, it has declined at the rate of -3.74 mm and -3.24 mm per year during 
the same period. 

Figure 8.5a to f are specifically useful for visualization of dynamics of rainfall in 
India over various epochs. The figures are based on the average annual deficit or 
excess of rainfall during various epochs over mean annual rainfalls of respective 
regions during 1871–2008. Ordinary kriging has been used to inter- and extrapolate 
the trend surface. The data for Jammu and Kashmir, Himachal Pradesh, Uttaranchal, 
and Arunachal Pradesh are not available; however, trend surface over these regions 
have also been computed (therefore, the trend surface forecast in these four regions
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Fig. 8.5 Trend in epochal deviations (average surplus and deficits in mm) of annual rainfall from 
mean of annual rainfall during 1871–2008. Note: The data for Jammu and Kashmir, Himachal 
Pradesh, Uttaranchal, and Arunachal Pradesh are not available. However, trend surface for them are 
computed based on data from other subdivisions, and therefore prediction surface for these four 
states may not be very reliable. Ordinary kriging is used for prediction surface. (Source: Computed 
using data from Indian Institute of Tropical Meteorology, Pune)



may be less reliable). The figures show, as discussed above and shown in Table 8.2, 
excess of annual rainfall during 1871–1900 in Central India and in Nagaland, 
Manipur, Mizoram, and Tripura, while there was deficit in rainfall in south India 
and northwest India during the same period. In the next epoch, 1900–1930, the 
rainfall deficit was specially pronounced along the Konkan and Goa coast. Deficit in 
rainfall was also visible in a large part of the western flank of the country. During 
1931–1960, Konkan and Goa had excess rainfalls. The eastern flank of the country 
experienced deficit in rainfall during 1961–1990, and during 1991–2008 the deficit 
in rainfall has been higher in Central India, specifically Chhattisgarh, Telangana, 
Madhya Pradesh and East Rajasthan, Vidarbha, and Konkan and Goa. As shown in 
Table 8.2, the deficit in most of these subdivisions has persisted during 1961–2008, 
and therefore both the Fig. 8.5e and f show rainfall hollow at Central India.

156 A. Shaban and S. Sattar

Monthly and Seasonal Variations in Rainfall 

India gets a large proportion of its rainfall during summer monsoon (June to 
September). During 1871–2008, about 78% of the total annual rainfall in the country 
occurred during summer monsoon season (see Table 8.3). Post-monsoon season 
(October–December) during the period contributed 11.08% of the total rainfall, 
while the share of winter (January–February) and pre-monsoon (March–May) rain-
falls was 2.18% and 8.71% respectively. It is also evident from Table 8.3 that the 
share of monsoon rainfall to the total annual rainfall in India is declining, while the 
share of other seasons is increasing. The greatest increase has been in the share of 
rainfall during post-monsoon season, about 1.0% between the epoch 1871–1990 and 
1991–2008, while the share of summer monsoon has declined about 2% between the 
same epochs. Monthwise, October has experienced major increase in its share in 
total rainfall (about 1.0%), while the greatest decrease has been in the share of July 
rainfall (about 1.5%). The share of June rainfall is also showing declining trend 
while shares of rest of the months are either increasing or stable. 

As we have seen above, some specific months have experienced increase or 
decrease in their share in total rainfall. However, trend analysis shows that the 
month-wise increase or decrease has not been homogenous across the subdivisions. 
The July rainfall shows statistically significant negative trend in Chhattisgarh, East 
Madhya Pradesh, and also at all-India level (see Table 8.4). As per the Sen’s slope, 
the July rainfall in Chhattisgarh and East Madhya Pradesh has decreased at a rate of
-0.623 mm and - 0.692 mm per year, respectively, during 1871–2008, while the 
decline at all-India level has been -0.127 mm per years. October rainfall has shown 
increasing trend in many subdivisions. However, except in Telangana (where it is 
significant at 5% level), in other subdivisions the trend coefficient is significant only 
at 10% level of significance. The cyclical nature of the summer monsoon rainfall in 
India is well brought out by Fig. 8.6. This chapter shows that the summer monsoon 
rainfall (during 1871–2008) has significant declining trends in Assam and Megha-
laya, Nagaland, Manipur, Mizoram and Tripura, Chhattisgarh, and East Madhya



8 Variations in Rainfall in India: Is It Evidence of Climate Change? 157

T
ab

le
 8
.3
 
S
ha
re
 o
f 
se
as
on

al
 a
nd

 m
on

th
ly
 r
ai
nf
al
ls
 t
o 
th
e 
to
ta
l 
an
nu

al
 r
ai
nf
al
l 
in
 I
nd

ia
 d
ur
in
g 
va
ri
ou

s 
ep
oc
hs
 

E
po

ch
s 

S
ha
re
 (
%
) 
of
 m

on
th
s 
in
 to

ta
l 
ra
in
fa
ll

S
ea
so
na
l s
ha
re
 (
%
) 
in
 to

ta
l r
ai
nf
al
l 

A
nn

ua
l

Ja
n 

F
eb
 

M
ar
 

A
pr
 

M
ay
 

Ju
n

Ju
l

A
ug

 
S
ep

O
ct
 

N
ov

 
D
ec
 

Ja
n-

F
eb
 

M
ar
-

M
ay
 

Ju
n-

S
ep
t 

O
ct
-

D
ec
 

18
71

–1
90

0 
0.
89

 
0.
98

 
1.
38

 
2.
25

 
4.
90

 
16

.2
1 

25
.2
5 

21
.5
9 

15
.9
9 

6.
87

 
2.
55

 
1.
14

 
1.
87

8.
53

79
.0
4

10
.5
6

10
0.
00

 

19
01

–1
93

0 
1.
22

 
1.
38

 
1.
43

 
2.
51

 
4.
65

 
14

.8
6 

25
.1
7 

22
.1
7 

15
.5
6 

6.
80

 
3.
19

 
1.
07

 
2.
59

8.
58

77
.7
6

11
.0
6

10
0.
00

 

19
31

–1
96

0 
1.
09

 
1.
20

 
1.
36

 
2.
39

 
4.
92

 
14

.3
0 

25
.4
4 

22
.3
0 

15
.7
3 

7.
63

 
2.
78

 
0.
86

 
2.
29

8.
67

77
.7
7

11
.2
7

10
0.
00

 

19
61

–1
99

0 
0.
86

 
1.
11

 
1.
42

 
2.
47

 
4.
74

 
14

.4
8 

24
.8
7 

23
.2
5 

15
.6
1 

6.
97

 
2.
92

 
1.
29

 
1.
97

8.
64

78
.2
2

11
.1
8

10
0.
00

 

19
91

–2
00

8 
0.
86

 
1.
32

 
1.
45

 
2.
69

 
5.
25

 
16

.2
9 

23
.7
5 

21
.7
7 

15
.1
0 

7.
76

 
2.
73

 
1.
03

 
2.
18

9.
39

76
.9
1

11
.5
1

10
0.
00

 

19
61

–2
00

8 
0.
86

 
1.
19

 
1.
43

 
2.
55

 
4.
93

 
15

.1
6 

24
.4
5 

22
.6
9 

15
.4
2 

7.
26

 
2.
84

 
1.
19

 
2.
05

8.
92

77
.7
2

11
.3
0

10
0.
00

 

18
71

–2
00

8 
1.
00

 
1.
18

 
1.
40

 
2.
44

 
4.
86

 
15

.1
3 

25
.0
0 

22
.2
5 

15
.6
4 

7.
16

 
2.
84

 
1.
08

 
2.
18

8.
71

78
.0
3

11
.0
8

10
0.
00

 

So
ur
ce
: C

om
pu

te
d 
us
in
g 
da
ta
 f
ro
m
 I
nd

ia
n 
In
st
itu

te
 o
f 
T
ro
pi
ca
l 
M
et
eo
ro
lo
gy

, P
un

e



T
ab

le
8.
4

M
an
-K

en
da
ll
co
ef
fi
ci
en
t
an
d
S
en
’s
sl
op

e
fo
r
m
on

th
ly

ra
in
fa
ll
(m

m
)
fo
r
th
e
pe
ri
od

18
71

–2
00

8

Ja
nu
ar
y

F
eb

M
ar

A
pr

M
ay

Ju
n

Ju
l

A
ug

S
ep

O
ct

N
ov

D
ec

M
-K

Z
S
en
’s

sl
op
e

M
-K

Z
S
en
’s

sl
op
e

M
-K

Z
S
en
’s

sl
op
e

M
-K

Z
S
en
’s

sl
op
e

M
-K

Z
S
en
’s

sl
op
e

M
-K

Z
S
en
’s

sl
op
e

M
-K

Z
S
en
’s

sl
op
e

M
-K

Z
S
en
’s

sl
op
e

M
-K

Z
S
en
’s

sl
op
e

M
-K

Z
S
en
’s

sl
op
e

M
-K

Z
S
en
’s

sl
op
e

M
-K

Z
S
en
’s

sl
op
e

A
ss
am

an
d

M
eg
ha
la
ya

-
1.
81
3$

-
0.
03
8

0.
84
5

0.
03
8

-
1.
51
9

-
0.
15
1

0.
45
1

0.
05
6

-
1.
30
9

-
0.
22
7

-
0.
90
0

-
0.
18
5

0.
71
6

0.
14
3

-
2.
82
9*
*

-
0.
49
8

-
1.
20
2

-
0.
21
6

1.
72
1$

0.
26
9

0.
72
3

0.
02
7

0.
59
7

0.
00
7

N
ag
al
an
d,

M
an
ip
ur
,

M
iz
or
am

,a
nd

T
ri
pu
ra

-
1.
38
1

-
0.
01
3

-
0.
56
7

-
0.
02
5

-
1.
43
9

-
0.
14
3

0.
24
8

0.
03
7

0.
72
7

0.
13
7

-
1.
13
2

-
0.
20
8

-
0.
67
6

-
0.
13
6

-
3.
00
0*
*

-
0.
51
8

-
1.
62
2

-
0.
25
0

0.
32
4

0.
04
5

0.
41
0

0.
01
6

-
0.
61
9

0.
00
0

S
ub

H
im

.
W
es
tB

en
ga
l

an
d
S
ik
ki
m

-
0.
43
1

-
0.
00
2

0.
18
2

0.
00
3

-
0.
26
9

-
0.
01
3

1.
04
4

0.
11
5

-
0.
00
2

0.
00
0

-
2.
25
7*

-
0.
67
1

2.
21
3*

0.
79
8

-
0.
72
2

-
0.
23
1

-
0.
79
2

-
0.
24
4

1.
69
7$

0.
28
9

2.
37
2*

0.
01
7

2.
12
*

0.
00
2

G
an
ge
tic

W
es
tB

en
ga
l

1.
05
9

0.
00
8

-
0.
12
5

-
0.
00
3

0.
48
6

0.
01
4

1.
03
1

0.
05
9

-
0.
60
6

-
0.
07
3

-
0.
62
2

-
0.
12
9

0.
95
5

0.
19
5

0.
69
2

0.
12
1

2.
48
7*
*

0.
40
8

0.
90
9

0.
13
3

1.
45
5

0.
01
4

-
1.
00
5

0.
00
0

O
ri
ss
a

1.
63
0

0.
00
6

0.
82
1

0.
01
6

0.
49
9

0.
01
4

2.
00
3*

0.
08
3

-
0.
09
8

-
0.
00
8

-
0.
14
5

-
0.
03
3

-
0.
93
0

-
0.
18
5

1.
33
5

-
0.
14
0

-
0.
32
4

-
0.
05
7

-
0.
74
7

-
0.
11
9

-
0.
23
2

-
0.
00
3

-
1.
84
6$

0.
00
0

Jh
ar
kh
an
d

0.
21
4

0.
00
0

-
0.
43
6

-
0.
01
2

-
0.
00
9

0.
00
0

1.
31
8

0.
03
7

-
0.
18
8

-
0.
01
3

0.
22
6

0.
03
4

-
0.
80
6

-
0.
16
2

-
1.
46
3

-
0.
24
1

0.
50
1

0.
08
4

0.
30
0

0.
03
1

0.
70
8

0.
00
0

0.
39
3

0.
00
0

B
ih
ar

-
0.
05
9

0.
00
0

0.
02
8

0.
00
0

0.
44
2

0.
00
4

1.
45
1

0.
03
1

1.
28
9

0.
09
1

-
0.
87
1

-
0.
16
7

0.
50
6

0.
10
4

-
1.
20
8

-
0.
27
0

0.
18
0

0.
03
9

0.
75
8

0.
07
0

1.
24
5

0.
00
0

1.
34
7

0.
00
0

E
as
tU

tta
r

P
ra
de
sh

0.
17
7

0.
00
4

0.
62
2

0.
00
9

-
0.
01
5

0.
00
0

2.
93
9*
*

0.
02
5

0.
55
2

0.
01
5

0.
34
8

0.
05
7

-
0.
75
8

-
0.
17
5

-
1.
55
5

-
0.
30
1

1.
28
9

0.
22
1

0.
69
4

0.
03
0

1.
10
3

0.
00
0

1.
03
3

0.
00
0

W
es
tU

tta
r

P
ra
de
sh

-
1.
36
2

-
0.
04
0

0.
39
4

0.
00
6

0.
58
6

0.
00
4

1.
51
2

0.
00
8

1.
04
6

0.
02
6

0.
66
3

0.
08
0

-
0.
88
4

-
0.
18
5

-
0.
08
8

-
0.
01
9

0.
12
7

0.
01
9

1.
70
5$

0.
02
6

0.
70
1

0.
00
0

-
0.
06
7

0.
00
0

H
ar
ya
na
,

C
ha
nd
ig
ar
h,

an
d
D
el
hi

-
0.
50
6

-
0.
01
3

0.
95
7

0.
01
8

1.
18
4

0.
02
0

2.
10
0*

0.
01
3

0.
79
0

0.
02
0

1.
14
9

0.
09
3

0.
43
6

0.
06
5

2.
01
4*

0.
35
4

-
0.
14
2

-
0.
02
1

0.
65
9

0.
00
0

2.
46
7*
*

0.
00
0

-
0.
76
3

0.
00
0

P
un
ja
b

-
1.
07
0

-
0.
04
4

0.
97
0

0.
03
9

1.
99
6*

0.
06
7

1.
30
5

0.
01
8

0.
72
5

0.
01
6

2.
09
1*

0.
16
5

0.
93
3

0.
17
2

1.
44
9

0.
23
3

0.
96
1

0.
12
3

1.
87
9$

0.
00
8

2.
88
3*
*

0.
00
0

-
0.
57
4

0.
00
0

W
es
t

R
aj
as
th
an

-
0.
26
8

0.
00
0

0.
63
3

0.
00
0

0.
98
3

0.
00
0

1.
97
9*

0.
00
4

0.
27
4

0.
00
3

1.
01
1

0.
04
2

0.
39
8

0.
04
6

-
0.
20
2

-
0.
02
0

-
0.
77
7

-
0.
04
3

1.
02
7

0.
00
0

0.
01
3

0.
00
0

-
0.
71
5

0.
00
0

E
as
t

R
aj
as
th
an

-
1.
13
9

-
0.
00
7

0.
39
3

0.
00
0

0.
47
8

0.
00
0

1.
84
4$

0.
00
5

-
0.
16
6

-
0.
00
2

0.
14
7

0.
01
0

-
0.
56
9

-
0.
11
4

0.
24
3

0.
05
5

-
0.
69
2

-
0.
10
4

0.
68
6

0.
00
4

0.
48
5

0.
00
0

-
1.
77
7$

0.
00
0

W
es
tM

ad
hy
a

P
ra
de
sh

-
0.
52
8

0.
00
0

0.
02
4

0.
00
0

1.
63
3

0.
00
4

1.
27
0

0.
00
2

0.
56
0

0.
00
5

-
1.
82
4

-
0.
26
2

-
0.
92
4

-
0.
18
5

1.
76
9

0.
35
7

-
1.
33
5

-
0.
27
9

1.
10
3

0.
02
1

0.
71
2

0.
00
0

-
1.
08
1

0.
00
0

E
as
tM

ad
hy
a

P
ra
de
sh

0.
24
1

0.
00
0

-
0.
00
6

0.
00
0

0.
65
2

0.
00
5

0.
96
3

0.
00
8

0.
74
2

0.
01
1

-
1.
89
6$

-
0.
37
2

-
2.
76
5*
*

-
0.
69
2

0.
36
4

0.
08
5

-
0.
85
4

-
0.
17
0

0.
01
8

0.
00
0

-
0.
63
3

0.
00
0

-
0.
48
1

0.
00
0

G
uj
ar
at

-
0.
90
4

0.
00
0

-
0.
71
1

0.
00
0

-
0.
70
0

0.
00
0

-
0.
78
7

0.
00
0

-
2.
10
4*

-
0.
00
2

0.
52
6

0.
09
8

-
1.
02
3

-
0.
36
0

1.
20
9

0.
32
5

-
0.
58
0

-
0.
11
1

0.
43
5

0.
00
0

1.
66
7$

0.
00
0

-
1.
14
3

0.
00
0

0.
31
0

0.
00
0

-
1.
23
0

0.
00
0

0.
58
0

0.
00
0

0.
72
8

0.
00
0

-
0.
65
9

0.
00
0

0.
84
9

0.
09
4

-
1.
13
2

-
0.
26
4

1.
40
1

0.
21
2

0.
20
1

0.
01
7

0.
79
7

0.
00
0

0.
93
2

0.
00
0

-
0.
94
8

0.
00
0



S
au
ra
sh
tr
a,

K
ut
ch
,a
nd

D
iu

K
on
ka
n
an
d

G
oa

-
0.
37
4

0.
00
0

-
0.
40
0

0.
00
0

0.
81
9

0.
00
0

1.
40
8

0.
00
0

1.
19
7

0.
01
8

0.
87
2

0.
38
2

-
0.
11
4

-
0.
05
4

2.
52
4*
*

1.
11
7

0.
42
5

0.
14
8

1.
04
7

0.
12
3

-
0.
20
3

0.
00
0

0.
25
0

0.
00
0

M
ad
hy
a

M
ah
ar
as
ht
ra

0.
94
4

0.
00
0

-
0.
08
3

0.
00
0

1.
06
5

0.
00
0

-
0.
84
1

-
0.
01
2

-
0.
11
4

-
0.
00
3

1.
24
4

0.
15
9

-
1.
47
3

-
0.
21
4

2.
40
6*

0.
28
7

-
0.
79
9

-
0.
11
7

0.
26
5

0.
02
4

-
0.
49
4

-
0.
00
7

-
1.
09
2

0.
00
0

M
ar
at
hw

ar
a

1.
13
2

0.
00
0

1.
04
7

0.
00
0

2.
16
3*

0.
00
3

-
0.
26
5

0.
00
0

0.
61
7

0.
01
0

-
0.
10
1

-
0.
01
8

0.
13
1

0.
02
1

1.
52
2

0.
29
2

-
1.
90
5$

-
0.
41
0

1.
65
1$

0.
15
9

0.
83
3

0.
00
0

-
0.
71
3

0.
00
0

V
id
ar
bh
a

1.
42
7

0.
00
0

0.
92
1

0.
00
7

1.
48
0

0.
01
4

0.
94
8

0.
01
4

-
0.
35
5

-
0.
00
5

-
0.
70
1

-
0.
12
2

-
1.
87
8

-
0.
35
2

1.
84
1$

0.
38
0

-
2.
08
9*

-
0.
38
8

1.
29
6

0.
07
6

-
0.
12
9

0.
00
0

-
0.
43
9

0.
00
0

C
hh
at
tis
ga
rh

0.
49
0

0.
00
0

-
0.
46
6

-
0.
00
7

0.
61
2

0.
00
8

1.
02
0

0.
02
5

0.
11
2

0.
00
4

-
1.
37
9

-
0.
33
7

-
2.
92
5*
*

-
0.
62
3

-
1.
41
0

-
0.
32
2

-
0.
60
9

-
0.
11
6

-
0.
18
0

-
0.
01
6

-
0.
22
0

0.
00
0

-
0.
60
3

0.
00
0

C
os
ta
l

A
nd
hr
a

P
ra
de
sh

1.
09
2

0.
00
3

0.
98
0

0.
00
0

-
0.
03
2

0.
00
0

1.
53
0

0.
02
7

-
0.
79
2

-
0.
04
2

0.
83
4

0.
06
5

1.
57
7

0.
15
5

1.
19
3

0.
11
9

-
0.
19
9

-
0.
02
8

1.
04
6

0.
26
1

-
0.
30
9

-
0.
06
0

-
0.
29
5

-
0.
00
4

T
el
an
ga
na

2.
26
4*

0.
00
0

1.
85
4

0.
00
0

0.
47
4

0.
00
0

0.
82
3

0.
01
8

1.
10
1

0.
03
4

0.
69
0

0.
07
5

0.
65
9

0.
10
5

2.
28
1*

0.
35
8

-
1.
47
3

-
0.
25
8

2.
14
4*

0.
21
1

-
0.
45
8

0.
00
0

-
0.
39
9

0.
00
0

R
ay
al
as
ee
m
a

-
0.
39
5

0.
00
0

0.
96
4

0.
00
0

1.
15
0

0.
00
0

1.
69
2$

0.
04
0

0.
76
8

0.
04
8

0.
93
1

0.
06
2

1.
40
1

0.
14
6

0.
49
5

0.
07
3

-
0.
94
6

-
0.
12
1

0.
70
7

0.
11
0

0.
37
6

0.
04
6

-
0.
17
5

0.
00
0

T
am

il
N
ad
u

an
d

P
on
di
ch
er
ry

-
0.
06
6

0.
00
0

0.
46
3

0.
00
0

0.
00
0

0.
00
0

0.
25
8

0.
01
5

-
1.
08
1

-
0.
05
4

-
1.
28
7

-
0.
05
0

1.
34
4

0.
06
4

-
1.
06
6

-
0.
09
3

0.
39
9

0.
03
8

0.
17
7

0.
02
7

0.
83
4

0.
16
3

0.
45
1

0.
05
9

C
os
ta
l

K
ar
na
ta
ka

0.
77
7

0.
00
0

-
0.
88
5

0.
00
0

0.
96
7

0.
00
0

0.
04
8

0.
00
0

0.
93
9

0.
16
1

1.
49
3

0.
77
7

-
0.
47
3

-
0.
25
8

2.
21
8*

0.
97
2

-
0.
60
2

-
0.
16
6

0.
71
1

0.
16
8

-
0.
15
3

-
0.
00
8

-
0.
49
7

0.
00
0

N
or
th

In
te
ri
or

K
ar
na
ta
ka

0.
85
0

0.
00
0

0.
52
2

0.
00
0

-
0.
59
8

0.
00
0

0.
63
0

0.
02
0

1.
60
3

0.
09
5

0.
34
1

0.
03
4

-
1.
12
3

-
0.
15
8

1.
90
1$

0.
24
2

-
0.
47
1

-
0.
06
3

0.
10
7

0.
01
6

-
0.
92
2

-
0.
02
9

-
0.
06
1

0.
00
0

S
ou
th

In
te
ri
or

K
ar
na
ta
ka

0.
48
6

0.
00
0

0.
34
8

0.
00
0

-
0.
58
4

-
0.
00
5

1.
43
8

0.
06
7

-
1.
53
1

-
0.
11
4

-
0.
40
5

-
0.
02
9

-
1.
14
7

-
0.
12
6

1.
08
8

0.
11
5

1.
09
7

0.
13
7

0.
19
3

0.
02
5

-
0.
33
7

-
0.
03
0

-
0.
17
9

0.
00
0

K
er
al
a

1.
38
7

0.
00
8

1.
55
4

0.
03
2

0.
83
2

0.
04
2

1.
56
3

0.
17
3

0.
09
0

0.
02
6

-
2.
47
6*

-
1.
03
8

-
1.
29
6

-
0.
58
5

1.
07
1

0.
28
5

1.
42
1

0.
36
0

1.
84
1

0.
38
6

1.
49
1

0.
26
0

-
0.
77
3

-
0.
03
4

A
ll-
In
di
a

-
0.
41
2

-
0.
00
6

0.
66
8

0.
01
1

0.
71
6

0.
01
1

2.
01
6

0.
03
6

0.
18
2

0.
00
7

-
0.
99
4

-
0.
08
5

-
1.
88
7$

-
0.
12
7

1.
02
9

0.
08
8

-
1.
00
7

-
0.
08
2

1.
13
9

0.
07
0

0.
35
9

0.
01
2

-
0.
36
3

-
0.
00
5

So
ur
ce
:C

om
pu
te
d
us
in
g
da
ta
fr
om

In
di
an

In
st
itu

te
of

T
ro
pi
ca
l
M
et
eo
ro
lo
gy
,P

un
e

N
ot
e:
M
-K

Z
is
M
an
n-
K
en
da
ll
Z
;*

*
si
gn
ifi
ca
nt

at
1%

le
ve
l,
*
si
gn
ifi
ca
nt

at
5%

le
ve
l,
an
d
$
si
gn
ifi
ca
nt

at
10
%

le
ve
l
of

si
gn
ifi
ca
nc
e



Pradesh, while it is showing increasing trends in Punjab, Gangetic West Bengal, and 
Coastal Andhra Pradesh (Table 8.5). Many other studies have also shown 
subdivisional trends in summer monsoon rainfall in India (see Kumar et al., 1992; 
Guhathakurta & Rajeevan, 2008).

160 A. Shaban and S. Sattar

Source: Computed using data from Indian Institute of Tropical Meteorology, Pune.
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Fig. 8.6 All-India summer monsoon (Jun-Sept) rainfall deviations from mean summer rainfall 
during 1871–2008. (Source: Computed using data from Indian Institute of Tropical Meteorology, 
Pune) 

The post-monsoon (October–December) rainfall has shown increasing trends in 
four subdivisions. For Sub-Himalayan West Bengal and Sikkim and Kerala, the 
trend coefficient is significant at 5% level, while for other two subdivisions, Assam 
and Meghalaya, and Marathwada, it is significant at 10% level of significance. 
Pre-summer monsoon (March–May) rainfall shows increasing trend in the Indo-
Gangetic plain of India (except Gangetic West Bengal) and in Gujarat, Telangana, 
Rayalaseema, and North Interior Karnataka. Table 8.5 also shows trend in rainfall 
during the sub-period 1961–2008. We understand that cyclic nature of rainfall 
(as 1961–1990 was a dry period while 1991–2008 a wet period) cancels out the 
trend, still the Mann-Kendall test shows significant negative trend in summer 
monsoon rainfall in West Madhya Pradesh, Telangana, Tamil Nadu and 
Pondicherry (now called Puducherry), and positive trend in Orissa. Post-monsoon 
rainfall during 1961–2008 shows an increasing trend only in Kerala, but 
pre-monsoon rainfall is showing an increasing trend in seven meteorological sub-
divisions and at the all-India level. At all-India level, as per the Sen’s slope, the 
pre-monsoon rainfall during the period 1961–2008 increased at the rate of 0.432 mm 
per year. 

The trend surface of average deviation of annual summer monsoon rainfall for 
various epochs is presented in Fig. 8.7. Given that about four-fifths of the total 
annual rainfall in the country takes place during summer monsoon season (June– 
September), the spatial pattern in monsoon rainfall strongly influences the spatial
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Fig. 8.7 Trend in epochal deviations (average surplus and deficits in mm) in summer monsoon 
rainfall from mean of summer monsoon rainfall during 1871–2008. Note: The data for Jammu and 
Kashmir, Himachal Pradesh, Uttaranchal, and Arunachal Pradesh are not available. However, 
prediction surface for them are computed based on data from other subdivisions, and therefore 
prediction surface for these four states may not be very reliable. Ordinary kriging is used for trend 
surface. (Source: Computed using data from Indian Institute of Tropical Meteorology, Pune)



pattern in total annual rainfall. This is why the spatial pattern in average deviation in 
summer monsoon rainfall is largely similar to that of annual rainfall presented in 
Fig. 8.5. Figure 8.6 shows the temporal cycle in the monsoon rainfall in India, while 
Fig. 8.7 depicts the spatial cycle of the rainfall. The Central India had excess summer 
monsoon rainfall during 1871–1900, then again excess during 1931–1960, followed 
by deficit during 1961–1990 (see also Tables 8.6a and 8.6b). The spatial cycle has 
largely followed the wet and dry epochal cycle. However, the worrying aspect is that 
in more than half of the wet cycle of 1991–2008, the deficit in rainfall in Central 
India has persisted. However, deficit in rainfall over two cycles (one wet and another 
dry, for over 60 years) is not unusual. Both Figs. 8.5 and 8.7 show deficit in rainfall 
in Konan and Goa subdivision during 1981–1930 (two cycles). However, it received 
excess rainfall (both annual and monsoonal) during 1931–1990 (another two cycle 
of 30 years each, one wet and another dry). During 1991–2008, Konkan and Goa has 
been deficient in rainfall (in both annual and monsoonal). Kerala had had deficit in 
annual rainfall during 1871–1900, but had excess of rainfall during 1901–1960, then 
again has had deficit during 1961–2008. This is an indication that some of the 
meteorological subdivisions in the country may be going through 60-year cycle 
(rather than 30-year cycle visible at the all-India level) in annual and monsoonal 
rainfalls.
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Conclusion 

This study shows some very interesting aspects of rainfall in India. The rainfall at 
all-India level continues without any trend. However, there are nine meteorological 
subdivisions which have shown significant trends in annual rainfall. Out of these 
nine subdivisions, three (Chhattisgarh, East Madhya Pradesh, and Nagaland, Man-
ipur, Mizoram and Tripura) show negative trend while six subdivisions (Coastal 
Andhra Pradesh, Coastal Karnataka, Gangetic West Bengal, Konkan and Goa, 
Punjab, and Telangana) demonstrate positive trends. Thus, the result shows that 
Central India (Chhattisgarh and Eastern Madhya Pradesh) is drying up, while some 
coastal areas and northwestern part of the country are getting wetter. The annual and 
summer monsoon rainfall at all-India level show 30-year cycle of alternate wet and 
dry epochs. The wet epochs have been 1871–1900, 1931–1960 and 1991–2008 (the 
last wet epoch is expected to continue till 2020), while the dry epochs have been 
1900–1930 and 1961–1990. It is not that during a wet epoch all the subdivisions 
experienced excess rainfall. There is also strong evidence that the excess and deficit 
of rainfall have taken place largely in geographically contiguous areas. Summer 
monsoon rainfall contributes about 78% of the total rainfall in the country. However, 
there is strong evidence that the share of summer monsoon rainfall is decreasing 
mainly due to decline in rainfall in July, while the share of post-monsoon (October– 
December) rainfall has considerably increased. The study also shows that the 
summer monsoon rainfall (during 1871–2008) has significant declining trend in 
subdivisions of Assam and Meghalaya, Nagaland, Manipur, Mizoram and Tripura,
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Chhattisgarh, and East Madhya Pradesh, while it is showing increasing trend in 
Punjab, Gangetic West Bengal, and Coastal Andhra Pradesh. There is also strong 
evidence that instead of 30-year cycle (which is evident at all-India level), some of 
the meteorological subdivisions in India follow 60-year cycle of wet and dry spells in 
annual and summer monsoon rainfalls, which any studies, including those of 
Guhathakurta and Rajeevan (2008), have not reported. However, one is not sure 
about how the changing climatic system due to changing atmospheric chemistry and 
circulation will impact various meteorological subdivisions. It will be a worrying 
aspect if the annual and monsoonal rainfall deficit in some of the subdivisions, like 
those in Central India (East Madhya Pradesh, Chhattisgarh, and Vidarbha), Eastern 
Uttar Pradesh, Bihar, and Kerala persists beyond 2020, the two cycle period of 
60 years. 
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The climate change and specially rainfall variations may have significant impact 
on the livelihoods of people. The farm sector in India is already in crisis because of 
variability in rainfall and frequent drought-like situations in many regions of the 
country. The semi-arid areas of the country are most impacted in this regard. Punjab, 
Haryana, Western Uttar Pradesh, Rajasthan, Madhya Pradesh, Chhattisgarh, Interior 
Odisha, Vidarbha, Marathwada, Interior Karnataka, Interior Andhra Pradesh, 
Telangana, and Central Tamil Nadu seem to be much impacted from rainfall 
variability. This has led to increase in the farmers’ suicide in the semi-arid belt of 
India, besides leading to climate induced migration from these regions to urban areas 
or other states in search for livelihoods. There is a need that the impact of climate 
change be mitigated either through agricultural practices which are water-efficient, 
crops which can withstand the rainfall variability or through developing non-farm 
sectors in these areas. Further, a larger number of industrial and commercial towns 
are located in the semi-arid belt of the country. The decline in rainfall may lead to 
water availability and adequacy issue in many towns in this region. Further, the 
groundwater has already reached a critical level of no perennial reserve. This 
requires that the surface water sources be rapidly developed and protected, and 
effective use of water be promoted for sustainable development. 
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Chapter 9 
Potential Effects of Climate Change 
in Saline Shallow Lakes in the North 
of Chile (Salar de Atacama, 23°S, Chile) 
and South Lipez of Bolivia (Khalina Lake, 
22.61°S) 

Patricio R. De los Rios-Escalante, Carlos Esse, Francisco Correa-Araneda, 
Lien Rodríguez, Carla E. Fernandez, and Pablo E. Prado 

Introduction 

The Andes mountains of the south of Peru, north of Chile, northwest Argentina, and 
southwest Bolivia are characterized by the presence of many shallow saline lakes 
associated with saline deposits of volcanic origin. These lakes are poorly studied, 
mainly due to access difficulties, and many of these studies are based on the results 
of expeditions that described mainly biological components (Hurlbert et al., 1986; 
Williams et al., 1995; De los Ríos-Escalante & Woelfl, in press). From an ecological 
viewpoint, these sites are feeding and nesting areas of aquatic birds such as the 
Chilean flamingo (Phoenicopterus chilensis; Molina, 1782), the Andean flamingo 
(Phoenicoparrus andinus; Philippi, 1854), or the James flamingo (Phoenicoparrus 
jamesi; Sclater, 1866; all considered endangered species; Jaramillo, 2003). 
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In this sense, due to the low quantity of detailed limnological studies that 
involved descriptions of seasonal or monthly variations in biotic and abiotic param-
eters, the use of remote sensing techniques is suggested, considering that the optical 
properties of lakes can be associated with biological parameters such as plankton 
structure (De los Ríos-Escalante et al., 2022). The basis of the use of remote sensing 
in limnological studies consists of collecting available satellite images and 
performing computational-specific algorithms to extract information such as surface 
temperature and chlorophyll-a concentrations. Accordingly, it is possible to get long-
term temporal and spatial scale variations in limnological parameters of water 
bodies, such as mountain lakes (Rodriguez-Lopez et al., 2020). Furthermore, it is 
possible to use satellite images to obtain photosynthetic pigment concentration in 
order to prepare sampling programs for studying the water quality in lakes exposed 
to pollution problems (Topp et al., 2020). 

The aim of this study is to first characterize the monthly variations of chlorophyll-
a concentration, surface temperature, wind speed, relative humidity, and atmospheric 
pressure in two lagoons in north of Chile (Los Flamencos, Salar de Atacama, 23°S, 
Chile) and South Lipez of Bolivia (Khalina lake, 22.61°S) using satellite images 
(Landsat 8), as a potential tool for limnological studies in lakes with access 
difficulties. 

Material and Methods 

Site Descriptions 

The Los Flamencos Lake, located in Los Flamencos National Reserve at 4322 m a.s. 
l. in the Salar de Atacama of northern Chile, is a hypersaline lake and has the highest 
content of sodium, sulfate, magnesium, bicarbonate, chlorine, nitrate, and arsenic 
ions when compared with other lakes, ponds, and springs found in Salar de Atacama 
(Dorador et al., 2009). This site has important populations of brine shrimp Artemia 
franciscana that would graze probably on halophilic bacteria and microalgae (De los 
Rios-Escalante & Woelfl, in press). 

Lake Bush or Khalina is an hyperhaline lake (conductivity ≈ 89,200 μS  cm-1 , 
data from 2011) situated at an altitude of 4542 m a.s.l. in the southwestern Andean 
range in Bolivia. The volcanic origin of the bedrock and the endorheic situation of 
the basin determine the chemistry of the water. Bicarbonates, carbonates, chlorides, 
sulfates, calcium, magnesium, and sodium are the dominant ionic species of the 
water. Algal composition of the lake is very poor with the exception of diatoms 
(Bacillariophyta) which can reach more than a hundred species. The biomass of 
phytoplankton generally is low (40.4 μg  l-1 of chlorophyll-a in 2011), but some 
genera are particularly characteristic and restricted to this area of saline lakes in 
Bolivia, such as Dunaliella, Chloromonas, and Planochloris. Zooplankton is com-
posed of around 40 species with a clear dominance of rotifers and copepods, 
principally Boeckella poopoensis. Benthic organisms are dominated by insects



(principally Chironomidae) and crustaceans (Ostracoda and Hyalellidae; Maldonado 
et al., 2012). Only two species of fishes were described in this area, Orestias agassi 
and Trichomycterus sp. 
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Climatic Variables 

The required time series of climatological variables were acquired from the NASA 
Prediction of Worldwide Energy Resources (2022). The parameters used are based 
on solar radiation obtained from satellite observation and meteorological data from 
assimilation models. The parameters are available in climatological, monthly, 
annual, and daily time series formats. Seventeen variables were selected for each 
month for the period 2021 (Table 9.1); the final data set consisted of 12 months, 
including the 17 climatological variables for each georeferenced sample point. 

Download and Satellite Image Preprocessing 

Fifty-six multispectral images, using LANDSAT 8 corresponding to level 1 of 
collection number 2, were orthorectified and corrected in function of land charac-
teristics. These were downloaded for free from the US Geological Service (https:// 
landlook.usgs.gov/) on February 3, 2023. The studied sites were covered by two 
satellite scenes each, for Flamencos Natural Reserve path 232 and row 076, and path 
233 and row 076, respectively, whereas for Khalina images, the scenes were path 
232 and row 076 and path 233 and row 075, respectively. The images were selected 
in quality function, specifically for cloudiness percentage (lower than 20%) and 
covering one year (2022), including all seasons. All images were corrected to the 
atmosphere bottom (BOA) with software ACOLITE (version 20211124.0) (https:// 
github.com/acolite, accessed February 4, 2023). The atmospheric correction by 
defect used the Dark Spectrum Fitting method (Algorithm DSF), that was selected 
in the processor ACOLITE (Vanhellemont, 2020). The obtained ACOLITE products 
corresponded to reflectance at surface level for LANDSAT 8 images. 

Algorithm for Parameters Estimation 

ACOLITE includes several algorithms for recovering derived parameters from 
reflectance, temperature, chlorophyll-a, and turbidity. The products and algorithms 
for the satellite mission used were the following: “tur_dogliotti2015,”  “chl_oc2,” 
“chl_oc3,” and “bt10.” Chlorophyll-a concentration (mg/m3 ) was estimated using 
the algorithm between bands blue and green. The algorithms “oc2” and “oc3” 
utilized second and third bands respectively (Franz et al., 2015). Turbidity

https://landlook.usgs.gov/
https://landlook.usgs.gov/
https://github.com/acolite
https://github.com/acolite
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(Formazin Nephelometric Units [FNU]) was estimated using the algorithm of 
Dogliotti et al. (2015). The algorithm of change utilized the red band for “red&lt” 
and the NIR (Near Infrared) band for “red&0.07” with an initial ponderation 
intermediate. The luminosity of thermal infrared sensor (TIRS) in Kelvin was used 
to determine temperature, which is converted to Celsius degrees. Image processing 
extracted images of medium pixels (50 points for each site) with a 3 × 3 window, 
with SNAP software version 8.0 (https://step.esa.int/main/download/snap-down 
load/, accessed February 5, 2023). All algorithms were used to represent and include 
the spatiotemporal distribution of parameters such as temperature, turbidity, and 
chlorophyll-a during entire year season.
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Data Analysis 

The obtained data was processed using machine learning tools available in the 
Python software (Van Rossum & Drake, 1995), with the libraries “numpy” (Harris 
et al., 2020), “pandas” (McKinney, 2010), “matplotlib” (Hunter, 2007), “seaborn” 
(Waskom, 2021), and “statsmodel” (Seabold & Perktold, 2010). K-means analysis 
was applied to determine the potential groups between available data (VanderPlas, 
2017). 

Results 

The temperature results for Los Flamencos Lake revealed fluctuations for all sites 
that varied mainly between -11.5 and 15 °C, with the exception of a few stations 
with maximum temperatures higher than 20 °C. Chlorophyll-a values varied mainly 
between 7.28 and 127 μg l-1 , with half sites having fluctuations between 250 and 
322 μg l-1 ; for chlorophyll-3, values varied mainly between 7.55 and 56 μg l-1 , with 
half sites having fluctuations between 80 and 100 μg l-1 . Finally, turbidity varied 
mainly between 76 and 288 FNU; five sites presented low values higher than 
10 FNU (Fig. 9.1). 

For this site, the lower values were between -7.59 and 3 °C in winter season, 
whereas the maximum values between 5 and 25 °C were reported for spring. For 
chlorophyll-a, the maximum values were in autumn, between 16.5 and 
322.12 μg l-1 , whereas the low values were in summer varying between 7.28 and 
30 μg l-1 ; for chlorophyll-3, the maximum values were in autumn and fluctuated 
between 15 and 97.4 μg l-1 , and the lower values were for winter and spring varying 
between 7.73 and 15.72 μg l-1 . Finally, turbidity has high values in spring and 
summer varying between 275.83 and 287.84 FNU, with spring having a low value of 
12.03 FNU (Figs. 9.2 and 9.3). 

The temperature results for the Khalina lake revealed fluctuations for all sites that 
varied mainly between -8.5 and 19.77 °C; the chlorophyll-a values varied mainly

https://step.esa.int/main/download/snap-download/
https://step.esa.int/main/download/snap-download/
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Fig. 9.1 Map of studied sites: (a) location map of study area; (b) location map of Khalina Lake, 
Lipez, Potosi, Bolivia; and (c) location map of Flamencos Lake, Atacama, Chili
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Fig. 9.2 Temperature (°C), chlorophyll-a (μg l-1 ), chlorophyll-3 (μg l-1 ), and turbidity for sites in 
Los Flamencos lagoon in Salar de Atacama 

Fig. 9.3 Temperature (°C), chlorophyll-a (μg  l-1 ), chlorophyll-3 (μg  l-1 ), and turbidity for 
sampling seasons (1: summer; 2: autumn; 3: winter; 4: spring) at Los Flamencos lagoon in Salar 
de Atacama



between 2.83 and 35 μg l-1 , with few sites around 50 μg l-1 ; for chlorophyll-3, the 
values varied mainly between 3.23 and 33.8 μg l-1 , with one site having higher than 
250 μg l-1 . Finally, turbidity varied mainly between-10 and 10 FNU, and two sites 
had values higher than 200,000 FNU (Fig. 9.1). For the Khalina site, the lower 
values were for winter between-8.5 to-1.6 °C, whereas the maximum values were 
reported for summer varying between 7 and 17 °C. For chlorophyll-a, the maximum 
values were in summer between 10 and 57 μg l-1 , whereas the low values were in 
autumn and winter varying between 2.8 and 10 μg l-1 ; it had a higher value of 
250 μg l-1 during spring, possibly an outlier. For chlorophyll-3, the maximum 
values were in summer between 10 and 33.8 μg l-1 , whereas the low values were 
in autumn and winter varying between 3.23 and 9.74 μg l-1 ; it had a higher value of 
250 μg l-1 during spring, which is possibly an outlier. Finally, turbidity varied 
between -20,000 and 20,000 FNU; the maximum fluctuation was in spring varying 
until 150,000 FNU with an outlier site having turbidity higher than 400,000 FNU 
(Figs. 9.4 and 9.5).
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Fig. 9.4 Temperature (°C), chlorophyll-a (μg l-1 ), chlorophyll-3 (μg l-1 ), and turbidity for sites in 
Khalina lagoon 

Discussion 

The exposed results revealed marked fluctuations in temperature at seasonal level, 
that indicate that temperature does not affect turbidity. The scarce literature about 
seasonal studies in saline lakes revealed marked fluctuations in temperature and 
salinity level mainly due to precipitations during January and February, the so-called



“Bolivian winter” (Zúñiga et al., 1994). These precipitations generate a decrease in 
salinity and increase in phytoplankton biomass, whereas in middle year (July– 
August), due to the absence of precipitation, there is an increase in salinity and 
low phytoplankton activities (Zúñiga et al., 1991, 1994). Also, the marked temper-
ature fluctuations, on daily and seasonal scale, are similar to the descriptions for 
saline lakes at north of Salar de Atacama (Zúñiga et al., 1994). 
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Fig. 9.5 Temperature (°C), chlorophyll-a (μg l-1 ), chlorophyll-3 (μg l-1 ), and turbidity for 
sampling seasons (1: summer; 2: autumn; 3: winter; 4: spring) in Khalina lake 

The limnological fluctuations in saline lakes, can be studied by remote sensing 
techniques, based in studies of evaporation rate and surface fluctuations, where it 
was possible marked associations between these two variables (Darehshouri et al., 
2023). Other similar studies on saline lakes using remote sensing denoted the 
detection of chlorophyll-a fluctuations associated with environmental parameters 
with consequent effects on Artemia genus populations used as live resource for 
aquaculture (Tian et al., 2023). Regarding former studies for saline lakes in the north 
of Salar de Atacama (Zúñiga et al., 1994) and south of Torres del Paine National 
Park (Campos et al., 1996), it would be interesting visit these sites at monthly or 
seasonal scale, and in different sampling stations. These data can be compared with 
spectral properties (Darehshouri et al., 2023; Tian et al., 2023). On this basis, the 
studies based on remote sensing techniques and their potential associations with field 
works, can be as important useful techniques for long-term studies of potential 
effects of global climate changes on limnological characteristics of standing waters.
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Conclusion 

The results and discussions presented in this chapter provide valuable insights into 
the limnological characteristics of Los Flamencos and Khalina lakes. The tempera-
ture fluctuations observed at both sites, varying across different seasons, have 
significant implications on the overall water quality and dynamics of these saline 
lakes. The findings align with previous research highlighting the impact of precip-
itation patterns on temperature and salinity levels in these ecosystems, particularly 
during the Bolivian winter. These fluctuations, in turn, influence the turbidity and 
phytoplankton biomass, creating a complex interplay between various environmen-
tal factors. 

The scarcity of seasonal studies in saline lakes emphasizes the importance of this 
research. The use of remote sensing techniques to analyze evaporation rates and 
surface fluctuations proves to be a promising avenue for understanding these 
dynamic systems. Notably, the detection of chlorophyll-a fluctuations and their 
linkages to environmental parameters underscore their potential impacts on aquatic 
organisms such as Artemia genus, which are vital for aquaculture purposes. Com-
parisons with previous studies conducted in different regions, such as the north of 
Salar de Atacama and south of Torres del Paine National Park, could offer valuable 
insights into the broader context of limnological changes across distinct geograph-
ical areas. 

As the global climate continues to evolve, the integration of remote sensing 
techniques with field studies emerges as a critical approach for comprehending the 
long-term effects of climate change on the limnological characteristics of standing 
waters. The findings presented in this chapter shed light on the intricate relationships 
between temperature, salinity, phytoplankton biomass, and other environmental 
variables, thereby contributing to a deeper understanding of the complex dynamics 
within these unique saline lake ecosystems. Further research endeavors that build 
upon these findings and employ interdisciplinary approaches will be essential for 
addressing the challenges posed by climate change and ensuring the sustainable 
management of such vital aquatic systems. 
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Chapter 10 
Spatiotemporal Analysis of the Karakoram 
Dynamics: A Case Study of the Ghulkin 
Glacier, Gilgit Baltistan, Pakistan 

Muhammad Amin and Aqil Tariq 

Introduction 

A glacier is a big, slow-moving mass of thick ice that slides downhill. A glacier’s 
upper half is known as the accumulation (input) zone, and it is here that snow and ice 
are added to the glacier by compression and snowfall. Ablation (output) zone 
describes the bottom part of the glacier where ice is lost due to melting and 
evaporation (Majeed et al., 2023). An equilibrium line of height separates the 
ablation and accumulation zone, where the annual balance between accumulation 
and ablation occurs (Esmaeili et al., 2024). Research on mass balance is critical for 
understanding glacial responses to recent climatic changes (Jalayer et al., 2023; 
Sharifi et al., 2022a), particularly how an increase in temperature and humidity 
causes more melting of the glacier and the formation of new glacier lakes, which 
results in a decrease in a glacier’s mass (Basharat et al., 2022; Tariq et al., 2023). 
Simulation models imitate complex meteorological, glaciological, periglacial, and 
hydrological interactions (Basharat et al., 2022; Bokhari et al., 2023; Tariq et al., 
2023). Simulating glacier dynamics at a regional scale, however, requires the 
adoption of “direct” approaches (e.g., in glaciological and budget methods) to 
meet model calibration requirements over large distances and on a longer timescale 
(Imran et al., 2022; Sharifi et al., 2022b; Tariq et al., 2023b; Tariq & Qin, 2023;

M. Amin 
Institute of Geo-Information & Earth Observation, PMAS Arid Agriculture University 
Rawalpindi, Rawalpindi, Pakistan 

A. Tariq (✉) 
Department of Wildlife, Fisheries and Aquaculture, College of Forest Resources, Mississippi 
State University, Mississippi State, MS, United States 

State Key Laboratory of Information Engineering in Surveying, Mapping and Remote Sensing, 
Wuhan University, Wuhan, China 
e-mail: at2139@msstate.edu; aqiltariq@whu.edu.cn 

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2024 
A. L. Singh et al. (eds.), Climate Change, Vulnerabilities and Adaptation, 
https://doi.org/10.1007/978-3-031-49642-4_10

183

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-49642-4_10&domain=pdf
https://orcid.org/0000-0003-1196-1248
mailto:at2139@msstate.edu
mailto:aqiltariq@whu.edu.cn
https://doi.org/10.1007/978-3-031-49642-4_10#DOI


Zamani et al., 2022). Such labor-intensive approaches have not been considered 
practical for poorly surveyed rugged areas of glaciated ranges such as Himalaya 
Karakoram and Hindu Kush (HKH) (Baqa et al., 2022; Majeed et al., 2022b; 
Moazzam et al., 2022), which are melting at a fast rate due to local and global 
warming (Hussain et al., 2022a; Khan et al., 2022; Shah et al., 2022).
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Among the HKH glaciers, the Karakorum glaciers in Pakistan are greatly affected 
by high incoming radiations, humid conditions, and heatwaves (Ghaderizadeh et al., 
2022; Tariq et al., 2022b, c; Wahla et al., 2022). This is due to the increase in glacial 
lake formation trends during recent years, which include a high frequency of 
avalanches, landslides, and outburst floods from the new glacial lakes, termed glacial 
lake outburst floods (GLOFs). All these pose continuous hazards to the lowland 
communities (Fu et al., 2022; Haq et al., 2022; Jalayer et al., 2022; Majeed et al., 
2022a). Understanding the current shifts in glaciers’ mass balance and the resulting 
risks is hampered by a lack of yearly and seasonal data on glaciological observations 
(such as land cover changes, debris, glacial lakes, and climate factors) (Bera et al., 
2022; Hussain et al., 2022b; Khalil et al., 2022b; Tariq et al., 2022a; Ullah et al., 
2022). 

For broad areas where field-based glaciological measurements are scarce, remote 
sensing (RS) has become increasingly popular due to its high spatial and temporal 
resolution, which allows for the estimation of glaciological mass balance and 
hydrometeorological changes (da Silva Monteiro et al., 2022; Islam et al., 2022; 
Khalil et al., 2022a; Tariq et al., 2022d). Mainly, it has been effective for real-time 
glacier monitoring concerning the regional and local climate. To estimate changes in 
the glacier surface, i.e., retreat, advance, and glacier lakes, several remote sensing 
techniques have been used, such as the Normalized Differentiate Water Index 
(NDWI) to detect the glacier lake and the normalized difference snow index 
(NDSI) for snow cover changes (Baloch et al., 2021; Khan et al., 2022; Majeed 
et al., 2021; Shah et al., 2022). In addition to that, these indicators assist in the 
evaluation of the hydrometeorological limits in order to estimate dangers such as 
GLOFs (Felegari et al., 2021; Mousa et al., 2020; Sharifi et al., 2021; Tariq, 2023). 

The study aims to analyze spatiotemporal changes in the Ghulkin glacier 
concerning climate change that has been taking place since 1990. To do so, 
(i) extensive field surveys have been conducted in the Ghulkin region to estimate 
ice mass/volume losses at the glacier ablation zone, (ii) RS data has been used to 
estimate changes in the glacial land cover due to climate change, and (iii) the glacial 
mass losses due to climate change have been projected. The findings of this study 
show that from 1990 to 2015, there has been an increase in surface temperature and 
glacial lake formation at high altitudes and a decrease of ice mass from the side 
moraine at the ablation zone Ghulkin glacier.
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Materials and Methods 

Study Area 

The research area encompasses the entirety of the Ghulkin glacier and the Hussaini 
settlement in the upper Hunza valley (Fig. 10.1). The latitude of the research region 
is 5.8026°N, and the longitude is 74.9832° E. The glacier has a total area of 28.5 km2 

in its entirety. The Ghulkin glacier is about 17 km long and approximately 70 m 
wide. The glacier ablation zone is about 6 km long, but varies with time. The glacier 
snout is advanced due to its steep slope, while the tendency of glacier lake formation 
has increased, and the ice mass from side moraines has decreased. The GLOF events 
are occurring more frequently in HKH glaciers, and the emergence of glacial 
ablation zones is the evidence (Felegari et al., 2023; Hu et al., 2021; Siddiqui 
et al., 2020). The Gulkin glacier is approximately 17 km in length and 70 m in 
width. The settlement of Hussaini can be found on the glacier’s northern flank, while 
the village of Gulkin can be found on its southern flank. The Karakoram Highway 
and the Upper Hunza River can be found to the east, and the glacier’s source peak 
can be found to the west. 

Fig. 10.1 (a) Boundary of Pakistan; (b) Gilgit Baltistan; and (c) description of the study area and 
data collection points at the ablation zone of Ghulkin glacier
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Table 10.1 Historical GLOF 
events from Ghulkin Glacier 

Year Date of event Glacier (GLOF) location River 

2007 05-April Gulkin Hunza 

2009 03-May 

2010 04-April 

2011 28-April 

2012 14 May 

2014 27-May 

The glacier’s melting zone extends for approximately 6 km in length. It has been 
noted that the glacier is melting at an alarming rate; this can be deduced from the 
appearance of supraglacial lakes that have formed in the ablation zone. It is observed 
that five lakes have been included in the glaciers. The construction of lakes on the 
glacier is so that two lakes, namely Ashore Baig and Ghowj, are on the northern side 
toward Hussaini village at an elevation of 2734 m and 2876 m, respectively. Ashore 
Baig is 200 m long and 20 m wide; its depth reaches up to 15 to 20 m, while other 
lakes, namely Roud 1 and 2 are located at an elevation of 2856 m in the southern side 
toward Gulkin village (Asif et al., 2023; Shah et al., 2021; Tariq & Shu, 2020). The 
average length of these two lakes is 40 m and 30 m, respectively, while the width is 
25 and 20 m, respectively. These lakes show the formation of supraglacial lakes on 
glacier relatively oval shape, and the depth reaches up to 10 m when filled. The 
critical point is that all these lakes are formed near the lateral moraines of the 
glacier’s left and right flanks. The lakes have been developed in the ablation zone, 
where melting is rapidly increasing (Basharat et al., 2022; Tariq et al., 2023, 2023a). 
The debris layer covers glaciers also washed out; this can also activate the melting 
rate. In the terminus point of the glacier, medium to large craves have been 
developed. These crevasses squeeze in winter. It reopens when temperature 
increases (freezing and thawing) and gives way to the flow of melting water. On 
the Hussaini side near the Ashore Baig lake, the crevasse is traversed in North-East 
(NE), and the melting flows into Ashore Baig Lake. In the same line, another lake, 
Ghowj, is located at a distance of 1 km upstream. From this lake, a large crevasse is 
observed to pass toward the Gulkin side in the direction of North to South East 
(N-SE) (CERT monitoring team). A parallel crack in the order of NS is also evident 
toward Gulkin near the terminus (see Fig. 10.4). Lateral moraines on either side of 
the glacier also spark evidence of the glacier’s melting. It is observed that the 
moraines are exposed to 10 to 14 m high, while at the head of the Gulkin village, 
the moraines are superimposed by the glacier as the moraines are subsiding/sliding 
down due to the pressure of the glacier, as a result of that the moraines are 
diminishing and seepage from the glacier. 

The villages of Sosot and Khalti in Tehsil Gupis were hit by two GLOFs in 1999. 
The Shimshal valley was the site of GLOF incidents in 2000. Six GLOF episodes, all 
originating from the Ghulkin glacier between 2007 and 2009 (Table 10.1), caused 
extensive damage to the Karakoram highway and local property. In 2009, the Passu 
glacier was responsible for one GLOF occurrence. Hundreds of trees were destroyed 
in 2012 due to a GLOF event that originated from the Ghulkin glacier. As a result,



Satellite Sensor SR TR Path Row Source

the number of GLOF incidents in the region has increased since 2007, especially 
those caused by HKH glaciers like the Ghulkin glacier (Mihalcea et al., 2008). 
Therefore, the spatiotemporal effects of climate change on the Ghulkin glacier’s 
mass balance and the accompanying hazards must be studied. 
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Data Sets 

Remote Sensing Data 

Satellite imagery of Landsat were obtained from the NASA-EROS for the years 
1990, 1995, 2000, 2010, and 2015 (Table 10.2). Moreover, four spectral bands with 
a 30-m spatial resolution of Landsat-8 were used to cover the 1990–2015 time 
periods (Quincey et al., 2009). The geometric and radiometric errors were removed 
through pre-processing techniques before utilizing the data for image analysis. 

Elevation Data 

This research used the digital elevation model (DEM) data of Alospalsar, which was 
obtained from the NASA (Round et al., 2017). Recent research have made extensive 
use of the data provided by the Alospalsar DEM instrument in order to investigate 
spatiotemporal differences in glaciers in relation to variations in the climate of the 
Himalayan ranges (Pimentel & Flowers, 2011). High-resolution DEM data, in 
comparison to low-resolution ASTER DEM, was used to perform the following 
glaciological measurements on the Ghulkin glacier: calculating the total mass-loss 
volume at the glacier ablation zone and creating the slope and aspect surfaces for 
predicting the glacier mass-loss areas due to climate change. 

Table 10.2 Image data specifications of Landsat-5 thematic mapper (TM), Landsat-7 enhanced 
thematic mapper plus (ETM+), and Landsat-8 operational land imager 

Data 
acquisition 

22/7/1995 Landsat-4 and -5 TM 30 m 16 days 150 35 USGS (EROS) 

2/7/2000 Landsat-4 and -5 TM 30 m 16 days 150 35 

17/7/2005 Landsat-7 ETM+ 30 m 16 days 150 35 

14/7/2010 Landsat-7 ETM+ 30 m 16 days 150 35 

14/7/2015 Landsat-8 OLI/TIRS 30 m 16 days 150 35 

11/11/2010 DEM Aster 30 m Earth Data 

DEM digital elevation model, ETM+ enhanced thematic mapper plus (ETM+), OLI operational land 
imager, SR spatial resolution, TM thematic mapper, TR temporal resolution
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Mass Balance Data 

With the help of the ICIMOD, its geologists, and the community watch group 
(CWG), accurate mass-balance data for the Ghulkin glacier’s ablation zone was 
gathered through the use of GPS and Rangefinder. FOCUS Pakistan established the 
CWG group in 2008 to monitor glacier changes in Gilgit-Baltistan and Chitral under 
the project co-funded by ICIMOD. Data collected for 36 heights of side moraines on 
the left and right of the glacier is shown in Fig. 10.1. 

Methods 

Glacier Volume Calculation 

Using direct measurements (obtained through GPS and Rangefinder), the total 
volume/mass loss was estimated at the glacier ablation zone. First, the inverse 
distance weighted (IDW) interpolation method was used to generate the mass-loss 
surface from the glacier’s 36 mass-loss measurements. The mass-loss interpolated 
surface was converted into the triangular irregular network (TIN) using heights in the 
GPS-based field data to calculate volume loss at the glacier ablation zone. The TIN 
data structure allows for the inclusion of information about each pixel’s x, y, and 
z values, which are required to calculate two- and three-dimensional areas and three-
dimensional volumes. Finally, the derived TIN data was used to calculate glacier 
mass loss from the moraines’ sides. These glacier mass losses from moraine sides 
were validated using field photographs collected by FOCUS Pakistan geologists and 
CWG members. Furthermore, the TIN surface was used to calculate the total mass-
loss volume at the glacier ablation zones through the functional surface tool of three-
dimensional extensions in the ArcGIS environment. 

Estimating Land Cover Change of the Ghulkin Glacier 

Remote sensing images were analyzed for the delineation of water bodies at the 
ablation zone of the glacier and the land cover classification for estimating spatio-
temporal changes in the debris and water bodies from 1990 to 2015. At the same 
time, extractions of surface temperatures were also recorded. 

Delineation of Water Bodies at the Ablation Zone of the Glacier 

Landsat 4, 5, 7, and 8 images were stacked, and the NDWI was calculated as 
NDWI = (Green – NIR / Green + NIR), where NIR is the near-infrared band of 
Landsat images of 4, 5, 7, and 8. The threshold value is accurately segmented as 0.4 
as this threshold of NDWI values represents water bodies; therefore, they were used



ð
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to delineate temporal glacial lakes between 1990 and 2015. In addition, the segre-
gation of the resulting images for glacial lakes was performed by correlating them 
with field pictures from 2007 to 2016 which were obtained from the FOCUS 
Humanitarian Assistance, Pakistan. 
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Land Cover Classification of the Ghulkin Glacier 

Land cover maps of 1990 and 2015 were prepared using image classification 
techniques. To perform supervised classification, training data was collected from 
field surveys by collaborating with geologists. In total, 36 ground control points 
were observed from the glacier ablation zone between 2008 and 2015. Three land 
cover classes were mapped, including snow cover, debris, and lake waters. These 
classes were manually delineated with Google imagery to calculate an accurate area 
of each land cover class. Finally, NDWI maps were used to delineate recently 
formed glacial lakes. Statistics obtained from land cover maps were used to compare 
area changes in the glacier snow, debris, and glacier lakes between 1990 and 2015. 
The results of the NDWI maps were validated through high-resolution Google 
imagery. 

Extraction of Surface Temperature on the Ghulkin Glacier 

For the same period 1990–2015, thermal bands of Landsat 4–8 were used to extract 
temporal variations of the surface temperatures on the Ghulkin glacier. Initially, the 
top-of-atmosphere (TOA) radiance was extracted from the reflectance values. Equa-
tion (10.1) was rendered as follows. 

T =K2= Ln 1 K1 þ radianceð Þð Þ- 273:15ð 10:1Þ 

where T is at-satellite brightness temperature (Celsius), K2denotes the specific 
constant band for thermal conversion from the metadata 
(K2_CONSTANT_BAND_x, where x is the band number), and K1 is the band-
specific constant for thermal conversion from the metadata 
(K1_CONSTANT_BAND_x, where x is the band number). The spectral radiance 
is calculated as in Eq. (10.2): 

Lmax - Lminð Þ=254ð Þ � DN - 1ð Þð Lm ð10:2Þ 

where the values are provided in the Landsat metadata file.
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Table 10.3 Weights assigned 
to various inputs in the 
weighted overlay analysis for 
identifying the extensive 
mass-loss (snow melting) 
areas of the Ghulkin glacier 
due to climate change 

Inputs Input values Weights 

0–20 9 

Slope 20–30 6 

Above 30 1 

South East 9 

Aspect East 8 

Another slope aspect 1 

Above 15 feet 9 

Predicted mass-loss 10 feet 6 

Below 5 3 

0.3 above 9 

NDWI 0 to 0.3 6 

Below 0 0 

Weighted Overlay Analysis 

Weighted overlay analysis was performed to identify the potential site for newly 
formed glacier lakes. We have used four datasets in raster format, namely slope, 
aspect, NDWI, and interpolation surface of mass loss from the side moraine of the 
Ghulkin glacier. These raster surfaces were reclassified and the weights were 
assigned in the ArcGIS environment. The consequences (0–9) for the four surfaces 
are shown in Table 10.3. 

Results 

Volume/Mass Loss at the Ablation Zone of the Ghulkin Glacier 

Figure 10.2a shows the mass-loss surface of the Ghulkin glacier interpolated from 
the glacier’s 36 mass-loss measurements. Comparing the mass-loss sites with field 
photographs of the ablation zone during the years 2009, 2011, 2012, and 2013 in 
Fig. 10.2b indicates that the ablation zone of the glacier has lost significant glacier 
mass (through snow melting), which developed into new water bodies on the glacier 
surface. The ablation zone of the glacier had losses of 163,853 cubic meters of 
glacier ice mass from the side moraine of the glacier. This can be viewed from 
landscape changes in the aerial imagery from 2009, 2011, 2012, and 2013 (see 
Fig. 10.2b).
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Fig. 10.2 (a) Map showing mass loss (meters) at the ablation zone of the Ghulkin glacier and (b) 
the field photographs of the ablation zone in 2009, 2011, 2012, and 2013 

Estimating Land Cover Change of the Ghulkin Glacier 
due to Climate Change Through Remote Sensing 

Figure 10.3 shows the temporal maps of NDWI for the period 1990 and 2015, 
derived from Landsat 4, 5, 7, and 8 data. The glacier lake area/size results were also 
validated through high-resolution Google imagery. Figure 10.4 shows spatiotempo-
ral changes in the glacier lakes of the Ghulkin glacier in the years 1990, 1995, 2000, 
2010, and 2015. This indicates that the total area covered by Ghulkin lakes has 
increased by 18,990 km2 from 1990 to 2015. The surface temperature of the glacier 
has also increased between 1990 and 2015. This is undeniable evidence of the effects 
of global warming on glacier mass balance, the formation of high-altitude glacier 
lakes, and the progression of the snow line into the accumulation zone. 

Figure 10.5a, b show the land cover change of the Ghulkin glacier from 1990 to 
2015. This indicates that the fresh snow covered 87.17% of the glacier in 1995, and 
this was reduced to 82.68% in 2015 (i.e., a snow loss of 4.49% in the last 25 years).



Consequently, the total area of the Ghulkin glacier (i.e., glacier and snow cover) 
decreased from 24.84 to 23.56 km2 from 1990 to 2015 (see Fig. 10.5b). The snow 
line uplifting at a higher altitude was due to the increase in temperature. This can be 
seen in an increase in the debris cover on the glacier from 12.82% to 17.26% (i.e., a 
rise of 4.44%). The 0.005 km2 area of glacier lakes in 1990 increased to 0.018 km2 

by 2015 (Fig. 10.5b). 
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Fig. 10.3 Temporal maps of the NDWI for the period 1990–2015 derived from Landsat 4, 5, and 
8 data 

Figure 10.6 shows the temporal variation of surface temperatures on the Ghulkin 
glacier extracted from the thermal bands of Landsat-4 and -8 for the same period 
(1990–2015). Clearly, this increase in temperature explains the increase in the 
formation of new glacier lakes during this period. A temperature increase of about 
1 to 2  °C is observed locally, particularly at the ablation zone of the glacier from 
1990 to 2015, compared to a global temperature increase of 0.8 °C for the same 
period (Lutz et al., 2014). Figure 10.7 compares locally varying surface temperatures 
of the Ghulkin glacier for the years 1990 and 2015. The blue line indicates 1990 data, 
while the red line shows the data for 2015. 

This graph shows the comparison of area coverage of temperature between 1990 
and 2015. In 1990, the temperature range -19 to -1 °C covered 2365.3 acres of the 
glacier, 0 °C covered 1501 acres, and + 1 to +27 °C covered 2621.1 acres, while in



2015, the temperature range -19 to -1 °C covered 1645.3 acres of glacier, 0 °C 
covered 1623.2 acres, and + 1 to +27 °C covered 3218.9 acres. The results show a 
significant temperature change with respective area coverage between 1990 
and 2015. 
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Fig. 10.4 Spatiotemporal changes in the areas of the Ghulkin glacial lakes (in sq. m) between 1990 
and 2015 

Topographic Analysis of the Ghulkin Glacier 

Figure 10.8 shows the results of a weighted overlay analysis of the Ghulkin glacier 
mass loss. The areas within the brown to red zones (5–7) have a higher probability of 
developing new glacier lakes due to extensive snow-cover loss in the ablation zone. 
The yellow zones with a value of 4 have a moderate likelihood of such change. The 
greener zones (within a range of 0–3) have a very low probability of changing the 
glacier ablation zone into glacier lakes.
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Fig. 10.5 (a) Land cover classification of percentage coverage of glacier snow, debris, and glacial 
lakes in 1995 and 2015 and (b) comparison of statistics for clean ice area, debris cover area, and 
glacial lakes in 1995 and 2015 

The slope map in Fig. 10.9a shows that the ablation zone of the Ghulkin glacier 
existed within the range of 0–26 degrees. This is a moderate slope which is favorable 
for the formation of glacier lakes. The aspect map in Fig. 10.9b shows the slope 
directions of the glacier. The central part of the ablation zone has an east, southeast, 
and south aspect. These aspects have a higher tendency of solar insolation in 
comparison to a north slope aspect. These topographic factors clearly show that 
there is a greater chance of glacier lake formations.
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Fig. 10.6 Spatiotemporal distribution of the land surface temperatures in 1999 and 2015 derived 
from Landsat-4 and 8 thermal bands (TIRS) 

Discussion 

This study assessed the impact of climate change on the Ghulkin glacier’s mass 
balance by using remote sensing techniques coupled with field measurements. Such 
mass-balance estimations are often carried out using (1) volume-area scaling tech-
niques that infer ice volume from the glacier area through scaling relationships 
(Quincey et al., 2011), (2) RS geodetic methods, which estimate changes in elevation 
using DEMs on a pixel-by-pixel basis; and (3) accumulation area ratio (AAR) or 
equilibrium line altitude (ELA) methods, which infer yearly balances of mass from 
two parameters associated to a glacier’s mass balance; AAR and ELA were calcu-
lated from field observations or satellite imagery. To estimate the glacier’s mass 
balance on the scale of the region, the ELA technique is used with field data to 
determine the glacier’s annual mass balance variation. 

To delineate debris cover of the Ghulkin glacier, ASTER-derived DEM and field 
photographs were used to generate training data for the land cover classification. 
This is because the presence of debris cover poses problems in the image
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Fig. 10.7 Comparison of temperature statistics derived from Landsat images for the years 1999 
and 2015 

Fig. 10.8 Projected mass-loss of the Ghulkin glacier calculated using weighted overlay analyses of 
the slope, aspect, the NDWI, and mass-loss interpolation surfaces



classification, and therefore in the automatic mapping of the glaciers. Moreover, 
widespread debris cover on HKH glacial ranges reduces their retreat rates, which are 
inappropriate as indicators of recent climate change (Quincey & Luckman, 2014). 
Nevertheless, the volume-area scaling techniques are not able to take into account 
such debris cover effects.
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Fig. 10.9 Maps of slope (a) and aspect (b) of the ablation zone of the Ghulkin glacier 

In addition to the link to changes in glacier measurements, further experimenta-
tion with this approach is needed to assess the impact of climatic variables on the 
mass balance of the Ghulkin glacier. This should include the following: (1) evaluat-
ing soil types to investigate further the impact of changes in debris cover on the 
glacier movement, (2) using other climatic parameters such as precipitation along 
with utilizing runoff data which could be helpful for better estimation of glacier lakes 
and GLOFs, and (3) coupling field data with high-resolution imagery which may be 
helpful to include the effect of localized seasonal variations over low-lying areas. 

An important motivation for this study was to project GLOF sites over the 
Karakoram ranges in northern Pakistan. Using the multitemporal earth observation 
data, the area of the Ghulkin glacier lakes was found to have increased from 
0.0065 km2 to 0.02 km2 between 1990 and 2015. Consequently, the devastating 
GLOF trend that started in 1999 continues under the present climate conditions. Our 
future work will extend this approach to model GLOF sites that will affect human 
settlements shortly.
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Conclusion 

The spatiotemporal analysis reveals that there has been a decrease in the overall 
glacier mass. During the last 25 years, the total clean-ice area decreased by 4.51%. 
This glacier mass loss caused an increase of 4.44% in the debris-covered area and an 
increase of 0.04% in the glacial lakes. The glacier snow areas have expanded from 
1990 to 2015, as evidenced by the overlaying maps of glacier surface temperature 
and land cover. Specifically, the glacier snow areas measured 9.56 km2 compared to 
7.85 km2 for the colder temperature range of -19 °C to -1 °C, and 6.07 km2 

compared to 2.90 km2 for 0 °C. In contrast, for the warmer temperature range (+1 °C 
to +27 °C), the glacier areas increased from 10.61 km2 to 15.49 km2 . Conclusively, 
the more generous temperature range contained more glacier surface areas in 2015 
than in 1990. The total area of the Ghulkin glacier (i.e., glacier and snow cover) 
underwent a marked retreat of about 1.28 km2 between 1990 and 2015, with an 
average retreat rate of 0.05 km2 per year. This is obvious from the frequent GLOF 
events and corresponding changes in the landscape since 1999. 

The devastating GLOF trend recorded since 1999 will continue under the present 
climatic conditions. This research will help the local government and other stake-
holders with timely and efficient monitoring of glacier lakes and associated hazards. 
Thus, lowland communities can be ready to adapt to the effects of climate change on 
the glaciers in a more effective manner. 
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Chapter 11 
Monitoring Spatio-Temporal Pattern 
of Meteorological Drought Stress Using 
Standardized Precipitation Index (SPI) over 
Bundelkhand Region of Uttar Pradesh, 
India 

Afia Aslam and Adeeba Parveen 

Introduction 

Water is the most crucial element to maintain the life process on Earth. It is the 
surviving source for the biotic environment and all economic and non-economic 
activities of human beings. There is not a single substitute of water available on the 
face of Earth. Ensuring an adequate supply of water in the soil is a fundamental 
requirement for plant growth and agricultural sustainability. Conversely, water 
scarcity gives rise to a catastrophic phenomenon known as drought. On contrary 
of all human advancement in twenty-first century, whole world is suffering from 
water scarcity due to unchecked water pollution and scanty precipitation. Rainfall 
and glaciers are the only sources of freshwater, but alteration in long-term climate 
has severely impacted both the sources (Machiwal & Jha, 2012). Climate change can 
cause significant variation in hydro-meteorological parameters such as rainfall, 
temperature and humidity, but among all the parameters, rainfall is valued most 
relevant due to its role in the water cycle. Therefore, disasters such as flood and 
drought are highly associated with rainfall (Wang et al., 2017). Hydro-
meteorological hazards caused due to variability in rainfall have severe effects on 
the environment, community, economy, health and agriculture. Millions of lives are 
impacted due to loss in biodiversity, economic loss, crop failure and mental disorder 
caused by these hazards (Miah et al., 2017). It is a well-established fact that the 
climate change has adversely affected the pattern of precipitation in most of the 
regions, which has worsened the situation of food security. Excess of anthropogenic 
interference in the natural environment has increased the frequency of extreme
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climatic events (floods and drought), which has depressed the crop yield and 
productivity (Fischer et al., 2005).
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Drought is a natural hazard initiated due to lack of precipitation that leads to water 
scarcity, affecting the associated population at large. It is a natural reoccurring 
phenomenon that takes place due to long dry spells and inadequate rainfall. This 
event happens when evaporation and transpiration exceed the amount of rainfall for 
a long period of time at a specific location (Rahman & Lateh, 2016). On the basis of 
the affected areal extent, drought is ranked the second most severe natural disaster in 
the world (Nagarajan, 2009). In India, Approximately 68% of India's territory is 
plagued by recurring yearly droughts due to unpredictable monsoon patterns (Patel 
& Yadav, 2015). Drought is a complex disaster, which alters the whole system of a 
region wherever it occurs. Living organisms and the environment are more affected 
by drought than any other natural hazard. Drought has different categories based on 
the method of its measurement, i.e., meteorological drought, agricultural drought, 
hydrological drought and socio-economic drought. Meteorological drought can be 
defined as the intensity and duration of drought when precipitation falls below the 
normal level. It is usually considered when the amount of rainfall decreases by 
twenty-five percent. Then comes hydrological drought that shows the consequences 
of low precipitation in the form of a shortage in surface water and groundwater. 
Agriculture drought is also a consequence of meteorological and hydrological 
drought which can be seen in the form of low soil moisture to sustain the agriculture 
activity. Socio-economic drought is based on a shortage of goods due to a deficit of 
water supply and insufficient agricultural commodities (Ebi & Bowen, 2016). 

Drought impact assessment is based on various parameters such as its frequency, 
time period, severity and area coverage. Drought assessment is a complex process, as 
every type of drought has its own identifying variables. To monitor the meteorolog-
ical drought, various indices are used such as Standardized Precipitation Index (SPI) 
(McKee et al., 1993), Deciles Index (DI), Drought Area Index (DAI), Percent of 
Normal (PN), Palmer Drought Severity Index (PDSI) (Palmer, 1965), China-Z index 
(CZI), Effective Drought Index (EDI), Reconnaissance Drought Index (RDI) 
(Tsakiris et al., 2007) and, the most recently developed, Standardized Precipitation 
Evapotranspiration Index (SPEI). The calculation of these indices is performed using 
historical time series data of rainfall and temperature (Danandeh Mehr & 
Vaheddoost, 2020). Standardized Precipitation Index (SPI) is the most used and 
recognized drought index in the world. World Meteorological Organization (WMO) 
has widely accepted and suggested this method of drought monitoring due to its easy 
calculation and accuracy (WMO, 2012). In recent times, SPI (standardized precip-
itation index) is commonly employed by researchers in drought assessment due to its 
efficiency and simpleness. It has a specific feature in its evaluation that it can be 
computed at any time scale for any location and required only one parameter, which 
is rainfall (Komuscu 1999; Anctil et al., 2002; Lana et al., 2001; Min et al., 2003; 
Domonkos, 2003; Bonaccorso et al., 2003). This method has another peculiar 
advantage of standardization that it helps in identifying the frequency and intensity 
of extreme drought events at different time scales and locations. It also helps in



studying the history of drought events if the values of SPI are plotted against time 
series (Rahman & Lateh, 2016). 
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Bundelkhand is one of the most drought-prone regions in the country having a 
background of reoccurring drought events. The region featured semi-arid and 
sub-humid climate, undulating topography and very few patches of forest. The 
major constraints of agriculture practice in this region are the soil with poor water 
holding capacity and lack of irrigation facility. Along with a long history of recurrent 
drought events and depleting water levels, this has created a threat to communities 
involved in agriculture (Kundu et al., 2021). The frequency of drought events has 
increased from one to three during the period of 1968–1992 (Singh et al., 2003). 
Recurrent events of drought have been recorded between 2004 and 2007 due to 
scanty rainfall, which has disturbed the crop planning in this region (Patel & Yadav, 
2015). 

The main objective of this study is to screen meteorological drought in the 
Bundelkhand region of Uttar Pradesh during the period of 1980 to 2020. To study 
the framed objective, a well-established meteorological drought index, i.e. SPI 
(Standardised Precipitation Index) has been employed. The monthly rainfall data 
from all seven districts of the study area have been used at different time scales of 
3, 6 and 12 months. The values of SPI at different time scales have been categorized 
into four categories, i.e. normal, moderate, severe and extreme drought. Meteoro-
logical drought is basically insufficient rainfall over an area for a certain time period. 
Among all the indices used to detect meteorological drought, SPI remains the most 
sustainable due to its easy-to-calculate property. It simply uses monthly rainfall data 
to detect meteorological drought, and it also helps in exploring the spatial and 
temporal extent (Hayes et al., 1999; Heim, 2000; Ibrahim et al., 2009; Wilhite 
et al., 2000). Forty-six years of precipitation data from seven stations of Ankara 
Province, Turkey, was used to calculate SPI drought index at 3-, 6- and 12-month 
time scales. Drought events were determined in the province with respect to each 
time scale (Danandeh Mehr & Vaheddoost, 2020). 

Study Area 

Bundelkhand region of Uttar Pradesh is situated between the Indo-Gangetic plain in 
the north and Vindhyan Mountains to the north-west and south. It is spread over 
29,400 sq. km of land in seven districts—Jhansi, Jalaun, Lalitpur, Hamirpur, Banda 
and Chitrakoot—accommodating around 97 lakh people (Census, 2011). This 
region has been characterized by a hot and semi-humid climate with hot and dry 
summers and equally cool winters. The annual precipitation varies from 60 cm to 
100 cm, the majority of which is received from the south-west monsoons between 
the months of July and August (Planning Department, Govt. of U.P., 2020). The 
rainfall received is unpredictable and highly variable; as a result, the region experi-
ences recurring situations of famine, droughts and limited agricultural production.
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Material and Methods 

Data Used 

The monthly rainfall (mm) data of all seven districts has been used in this study. The 
required data has been downloaded from Climate Research Unit (CRU) at 
0.5° × 0.5° spatial resolution from 1980 to 2020. For this study, time series gridded 
data available on the version CRU TS 4.04 (https://crudata.uea.ac.uk/), grid-box was 
used. Various research works have established close agreement between Indian 
Meteorology Department (IMD) and Climate Research Unit (CRU). CRU datasets 
have been used over IMD due to their finer resolution (Verma & Ghosh, 2019). 

Method 

Standardized Precipitation Index (SPI) 

Over the time, climatologists and meteorologists had used different drought indices 
to monitor the drought intensity in a region. Many drought indices such as Palmer 
Drought Severity Index, precipitation percentiles, percentage of normal precipitation 
etc. were used for screening the drought severity. But meteorologists needed a 
simpler method that was convenient to calculate and statistically relevant and 
significant. It led American scientists McKee, Doesken and Kleist to create the 
Standardized Precipitation Index (SPI) in 1993 (World Meteorological Organization, 
2012). 

Standardized Precipitation Index (SPI) is a commonly used drought index based 
on normalization of precipitation probabilities. It studies the precipitation deficit and 
performs drought monitoring at different time scales. SPI is largely computed for 
monthly data, but it can also be used to evaluate daily and weekly precipitation data. 
Due to its simple handling, the World Meteorological Department has recommended 
the compulsory use of this index in every country monitoring meteorological 
drought (Danandeh Mehr and Vaheddoost, 2020). 

McKee and others (1993) have developed the classification system for the values 
derived by SPI calculation. They defined that drought event occurs when SPI values 
remain continuously negative and reach an intensity of -0.1 or less, and it ends 
when values become positive. Therefore, each drought event has a duration given by 
the starting and ending points, and intensity for every month. Table 11.1 shows 
drought severity. 

The major advantage of SPI is its statistical consistency and ability to detect both 
short- and long-term drought impacts with different time scales. Its intrinsic proba-
bility nature makes SPI suitable for drought risk analysis (Guttman, 1999). Hayes 
et al. (1999) in their paper found that SPI can be used for detecting the starting point 
of drought and its spatio-temporal progression. SPI is based on an equi-probability



transformation of aggregated monthly precipitation into a standard normal variable. 
It is assumed that aggregated rainfall to be gamma distributed and maximum 
likelihood method is used to calculate the parameters of distribution (Thomas 
et al., 2015b). According to McKee et al. (1993), SPI is computed by fitting the 
gamma distribution function. It is then transformed into a standard normal distribu-
tion where the mean value is zero and the variance is one. 
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Table 11.1 SPI values 2.0+ Extremely wet 

1.5 to 1.99 Very wet 

1.0 to 1.49 Moderately wet

-0.99 to 0.99 Near normal

-1.0 to -1.49 Moderately dry

-1.5 to -1.99 Severely dry

-2 and less Extremely dry 

The gamma distribution is defined by the probability density function (p.d.f.) as 
follows: 

g xð Þ= 1=βα ×Γ αð Þ½ �× xα- 1 × e- x=β ð11:1Þ 

where α > 0, α is sharp parameter; β > 0, β is scale parameter; x > 0, x is 
precipitation amount 

αð Þ= 
1 

0 
yα- 1 e- y dy, αð Þ  is a gamma function: 

The cumulative probability distribution function G(x) is obtained from integrating 
p.d.f. as follows: 

G xð Þ= 
x 

0 
g xð Þdx= 

1 

β 
α 
Γ αð Þ  

x 

0 
xα- 1 e- x=β dx ð11:2Þ 

where 

α= 
1 
4A 

1þ 1 þ 4A 
3 

β= 
x 
α 

A= ln xð Þ- ln xð Þ  
n 

n is the number of precipitation observations. Let t = x/β, putting it in G(x)
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G xð Þ= 
1 

Γ αð Þ  
x 

0 
tα- 1 e- t dt ð11:3Þ 

For x = 0, the gamma function is undefined; therefore, the cumulative probability 
becomes 

H xð Þ= qþ 1- qð ÞG xð Þ ð11:4Þ 

Here q is the value when the probability at x = 0. 
To find the SPI value, the cumulative probability function requires to change into 

a standard normal cumulative distribution function having a mean value of zero and 
variance of one. Then SPI is evaluated using the Abramowitz and Stegun’s (1965) 
approximation as follows: 

SPI= - t-
C0 þ C1t þ C2t2 

1þ d1t þ d2t þ d3t3 for 0<H xð Þ< 0:5 ð11:5Þ 

SPI= þ t-
C0 þ C1t þ C2t2 

1þ d1t þ d2t þ d3t3 for 0:5<H xð Þ< 1:0 ð11:6Þ 

where 

t= ln 
1 

H xð Þð Þ2 for 0<H xð Þ< 0:5 

t= ln 
1 

1:0-H xð Þð Þ2 for 0:5<H xð Þ< 1:0 

C0 = 2:515517,C1 = 0:802853,C2 = 0:010328 

d1 = 1:432788, d2 = 1:89269 and d3 = 0:001308 

The sum of all SPI values within the drought duration is called magnitude of 
drought, and its division with duration of drought is called its intensity. 

The SPI has been employed in this study at 3-, 6- and 12-month time scales by 
using the software RSTUDIO version 4.1.2. The graphs and tables are prepared 
using MS-EXCEL 2019.
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Results and Discussion 

The analysis has been carried out for all seven districts of the Bundelkhand region in 
Uttar Pradesh. Standardized Precipitation Index (SPI was calculated for all districts 
at three time scales of 3, 6 and 12 months to assess the intensity of meteorological 
drought. The values of SPI have been categorized into moderate, severe and extreme 
droughts. The spatio-temporal extension of drought in each district has been 
analysed. The calculated SPI values for all seven districts have been shown in 
Fig. 11.1. 

The SPI values computed for each district of the Bundelkhand region of Uttar 
Pradesh at different time scales of 3, 6 and 12 months show variation in drought 
duration and occurrence. SPI3 values show a higher frequency of drought events, 
while SPI6 and SPI12 values show a less frequency of drought events. Although the 
length of SPI3 is much shorter compared to 6 and 12 months. The index exhibits a 
little delay in response as the time scale expands, suggesting a diminishing influence 
on precipitation with each successive month. Consequently, there will be a decrease 
in the occurrence of prolonged droughts. 

Every time scale values depict different interpretations in reference to different 
water resources. SPI3 values show the soil moisture conditions as the monsoon 
period in Bundelkhand remains for 3 months (mid-June to mid-September). Water 
stress and soil moisture for cultivation can be accurately studied by using SPI3 
values. However, stream flow and groundwater take more time to get impacted by a 
rainfall deficit, so SPI6 and SPI12 give a clearer picture of these conditions. 

A three-month SPI was computed and shows frequent drought events in all seven 
districts. Jhansi shows the highest occurrence of drought, while Hamirpur has the 
least among all seven districts. On the other hand, Chitrakoot faces 81 months of 
total drought from 1980 to 2020, the highest average intensity. Table 11.2 shows the 
3-month-based SPI characteristics. 

Evaluation of drought characteristics, including drought intensity and duration, 
revealed that the highest frequency of drought with moderate to extreme intensity 
takes place in the period of June to September. There are an average of 25 events of 
drought in the monsoon period (June to September) in this region. The year 2010 has 
the longest duration (5 months) of a drought period after 1992–1993. Moderate 
intensity of droughts is more frequent in this region in comparison to severe and 
extreme intensity. The highest intensity (-3.19) of drought was faced by Hamirpur 
district in 2010. 

Similar analysis was performed at 6- and 12-month time scales, and it was 
revealed that with increasing time scale, drought duration and severity have 
increased, while frequency has decreased (Table 11.3). 

In the 6-month SPI calculation, it was revealed that there have been many drought 
events in the past 41 years. Some of the drought events last for a whole year. The 
drought events in 1987, 1992, 1993, 2001, 2009 and 2010 prevailed for a whole 
year. The average duration of the drought period is 5 months. Every district of 
Bundelkhand is found to be drought prone and has faced drought in similar years.
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Fig. 11.1 Evaluation of 3-, 6- and 12-month SPI of seven districts of Bundelkhand, Uttar Pradesh, 
for the reference period (1980–2020)



Districts

The monsoon periods have more rain deficits, while the winter season also has low 
rainfall, which leads to drought conditions (Table 11.4).
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Fig. 11.1 (continued) 

Table 11.2 Three-month-based SPI drought characteristics of all seven districts in the Bundel-
khand region, Uttar Pradesh (1980–2020) 

Number of drought 
events 

Total duration of drought 
(months) 

Average 
intensity 

BANDA 24 77 -1.75 

CHITRAKOOT 25 81 -1.81 

MAHOBA 27 77 -1.75 

JALAUN 29 72 -1.72 

JHANSI 30 72 -1.76 

HAMIRPUR 22 79 -1.75 

LALITPUR 29 71 -1.79 

Twelve-month SPI values also depict a similar pattern of drought conditions. The 
frequency of drought events drops significantly, while duration lasts for 9–-
12 months. Moderate-intensity droughts are more prevalent for longer duration,



Districts

Districts

while extreme-intensity drought events last for 1 or 2 months. Chitrakoot and 
Hamirpur face most intense drought with a long duration, while Jalaun has the 
highest number of drought events. It shows that districts lying in the north part 
(Jalaun and Jhansi) have more drought events. Districts in the western part get a 
longer duration of drought with high intensity and severity. 
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Table 11.3 Six-month-based SPI drought characteristics of all seven districts in the Bundelkhand 
region, Uttar Pradesh (1980–2020) 

Number of drought 
events 

Total duration of drought 
(months) 

Average 
intensity 

BANDA 21 68 -1.73 

CHITRAKOOT 19 67 -1.84 

MAHOBA 20 70 -1.7 

JALAUN 25 64 -1.42 

JHANSI 21 59 -1.47 

HAMIRPUR 20 77 -1.49 

LALITPUR 20 57 -1.45 

Table 11.4 Twelve-month-based SPI drought characteristics of all seven districts in the Bundel-
khand region, Uttar Pradesh (1980–2020) 

Number of drought 
events 

Total duration of drought 
(months) 

Average 
intensity 

BANDA 13 66 -1.77 

CHITRAKOOT 12 72 -1.97 

MAHOBA 13 58 -1.74 

JALAUN 19 65 -1.75 

JHANSI 16 60 -1.72 

HAMIRPUR 14 78 -1.81 

LALITPUR 14 59 -1.75 

Conclusion 

The spatio-temporal analysis of drought events helps in studying variations in 
drought intensity, characteristics of drought, frequency, occurrence, its spatio-
temporal extension and its beginning and withdrawal of the drought (Thomas 
et al., 2015a, b). The study presents a spatio-temporal pattern of drought in seven 
districts of the Bundelkhand region, Uttar Pradesh. Standardized Precipitation Index 
(SPI) has been employed to study the drought characteristics. Three different time 
scales—3-, 6- and 12-month SPI—have been used for the analysis of frequency, 
intensity and duration of drought events. Given that the research area experiences a 
three-month monsoon season, it is crucial to calculate the 3-month Standardised 
Precipitation Index (SPI) in order to evaluate soil moisture deficiency. The result



shows a higher frequency of drought events among seven districts. Jhansi, Lalitpur 
and Jalaun have faced more frequent droughts, while Hamirpur has the least dry 
spells. The moderate- and severe-intensity drought are found more common. The 
evaluation of 6-month SPI examined the drought for every 6-month period, which 
depicts frequency decreases, while intensity and duration of drought events have 
increased. In this case, Jalaun, Lalitpur, Banda and Jhansi have more drought events 
with longer durations. Though every district faces drought in the same years, the 
intensity and duration vary. The analysis exposed that each district of Bundelkhand 
region, Uttar Pradesh, is drought prone with varying intensities. The rainfall in this 
region is erratic, which pushes it further on the edge of a drought problem. Agricul-
ture is the main occupation in this region, mainly fed by rainfall, but the frequent 
occurrence of drought led to the economic crisis. The study of SPI helps in 
understanding the intensity and duration of drought, which further helps in better 
planning for ongoing drought events. 
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Chapter 12 
Climate Change and Forest Fire in Eastern 
Himalaya: A Case Study of Sikkim 
and Darjeeling Himalayas of West Bengal 

E. Ishwarjit Singh and Ajith Singha 

Introduction 

Forests are vital for the global carbon cycle, biodiversity conservation, climate 
change etc. Along with global organizations and civil societies, each country has a 
stern forest policy for the protection of existing forests as well as to increase forest 
coverage in their respective countries. Despite all these initiatives, global forest 
coverage has decreased by 3% in 16 years during the period of 1990–2015. In recent 
years, the rate of forest depletion has been at an alarming situation with 0.6% per 
year (FAO, 2015). Forest degradation is mainly due to forest fire, which are caused 
by both nature and anthropogenic-induced factors like climate change, rapid urban-
ization, infrastructural development, industries etc. It poses a great threat to all the 
lives on the earth, and many species are on the verge of extinction. 

The area under forest in India is about 23.8% of the total geographical area. It 
covers almost 79 million hectares (FSI, 2011). Since ancient times, forests have been 
a pivotal to society and in everyday lives of people. It shapes the economy, 
livelihood, culture and religious practices. The most fragile ecosystem in India lies 
in the Himalayan region (Myers et al., 2000), which is also known as the yardstick of 
climate change. According to the Forest Report, 41% of the geographical area in the 
Indian Himalaya Region is under forest area, out of which 16.9% is under very dense 
forest cover, 45.4% under moderate forest and the remaining 37.7% under open 
forest category (FSI, 2011). The Himalayan region shows that a considerable forest 
area is under private (42%) followed by the area under community management 
(33%) and revenue department has only 25%. Pandit et al. (2007) reported on an 
alarming trend of deforestation in the Indian Himalaya and projected consequential 
extinctions of endemic taxa (species and subspecies) by 2100 across the broad range
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of taxonomic groups. The main degradation of forests in the region is due to rapid 
urbanization and forest fire both anthropogenic and natural factors. In India, annual 
forest fire ranges from 33% to 90% of forest areas in different states (Jaiswal et al. 
2002). About 90% of the forest fires in India are caused by human intentionally or 
accidentally (NIDM, 2014). Thus, monitoring and management of forest fires is very 
important in India.
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In this chapter, forest fire incidences have been studied in eastern Himalaya with 
climatic variabilities in the last 40 years (1981–2020) with forest fire data of 16 years 
(2000–2015). Eastern Himalaya in the Indian union includes Sikkim Himalaya, 
Darjeeling Himalaya and Arunachal Himalaya. There are three objectives in the 
study: first, to evaluate climatic variability in the study areas; second, to study spatio-
temporal incidences of forest fire in the study area; and lastly, to analyse the impact 
of climate change on forest fire. The study also gives an account on the various forest 
types in the region, which are more likely to be affected. 

Materials and Methods 

The study is completely based on secondary data that were collected from different 
sources. To study climatic variabilities in the region, two stations from Sikkim and 
one station from Darjeeling had been selected. From Sikkim, one station from the 
urban centre, Gangtok, located at an altitude of 1650 m from MSL and another 
station at Lachung with an altitude of more than 3500 m from MSL, which is not 
influenced by any anthropogenic factors directly and covered mostly under snow, 
had been chosen for the study. It is necessary to take these two stations from Sikkim 
in order to check the impact of global climate change on the state climate and 
localized climate change due to urbanization. The climatic data of Gangtok was 
taken from IMD, Gangtok, for a period of 30 years from 1985 to 2015. Darjeeling 
climatic data were taken from an altitude of 1350 m from MSL. Both Darjeeling and 
Lachung climatic data were extracted from Merra-2, NASA, for a period of 40 years 
(1981–2020). 

Forest fire incidence data were collected from satellite imageries, MODIS and 
Terra, from Bhuvan portal, ISRO. Forest fire data had been extracted from 2000 to 
2015 for the period of 16 years. The incidences of forest fire had been plotted on a 
map with the help of ArcGIS version 10.2 to study the spatio-temporal aspect of 
forest fire incidences. The map from Google Earth imageries was also used to 
identify types of forests, which were affected by forest fire. LULC map extracted 
from the Bhuvan portal, ISRO was also incorporated to assess whether anthropo-
genic factors influence it or not. In the analysis, statistic techniques such as percent-
age and mean calculation were also used.
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Study Area 

The Eastern Himalaya comprises Sikkim, Darjeeling and Arunachal Pradesh of the 
Indian Union and Bhutan. In this study, Sikkim Himalaya and Darjeeling Himalaya 
had been taken (Fig. 12.1). Sikkim Himalaya lies in the state of Sikkim. Sikkim has 
four districts: East, West, North and South (Fig. 12.1). The altitude ranges from 
8600 m to 300 m. It has a geographical area of 7096 sq. km, and an entire state 
comprising hilly terrain. The total population of the state is 610,557, and the literacy 
rate is 81.4% (Census, 2011). The total forest and tree cover of the state is 3377 
sq. km, which is 47.59% of the geographical area. The area under protected forest 
constitutes 30.70% of the geographical area of the state. There are six types of forest 
in the state—Tropical moist Deciduous, Sub-Tropical Broad leave, Montane Wet 
Temperate, Himalayan Moist Temperate, Sub Alpine Forest and Moist Alpine Forest 
(Department of Forest, 2018). 

Darjeeling Himalaya is situated between 26.31 and 27.13 degree latitude North 
and 87.59 and 88.53 degree longitude East. It includes the Darjeeling and 
Kalimpong districts of West Bengal. Darjeeling has four subdivisions: Darjeeling, 
Kurseong, Mirik and Silliguri. The altitude ranges from 2327 m on the north west to 
60 m from MSL in the plain area on the south. The subdivision of Kalimpong under

Fig. 12.1 Location map of Sikkim and Darjeeling and Kalimpong district, West Bengal



Year

Darjeeling district became a full-fledged district on 14 February 2017 (Darjeeling 
Municipality, 2020).
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Results and Discussion 

Climatic Variability 

(i) Sikkim Himalaya 

Table 12.1 shows that the 1985–1995 mean decadal maximum and minimum 
temperatures at Gangtok were 22.37 °C and 12.20 °C, respectively. The average 
decadal amount of rainfall and number of rainy days were 3557.51 mm and 
164.5 days, respectively. These figures had been slightly increased in the subsequent 
decadal period 1996–2005 where mean maximum and minimum temperatures were 
22.41 °C and 13.30 °C, respectively. In this decade also observed more rainfall in 
terms of the amount and number of rainy days, i.e. 4359.29 mm and 183.2 days, 
respectively. The nature of temperature increase from the previous decade was 
mainly found in mean minimum temperature, i.e. +1.1 °C, whereas maximum 
temperature was raised by only +0.04 °C. The amount of rainfall increased from 
the previous decade was 602.64 mm, and number of rainy days also increased by 
18.7 days in the decadal average. In the subsequent decadal period from 2006 to 
2015, mean maximum and minimum temperatures were also observed more 
warming as 22.42 °C and 14.20 °C, respectively. The rate of increase in temperature 
from the previous decade is less when compared with the previous decade. The 
increase from the previous decade in mean minimum and maximum temperatures 
was +0.9 °C and + 0.01 °C, respectively. In terms of rainfall, both the number of 
rainy days and the amount were found lesser than the previous decadal period by -
7.2 days and - 602.64 mm, respectively. The decadal increase between 1985–1995

Table 12.1 Climatic variability at Gangtok, Sikkim (1985–2015) 

Rainy 
days 

Rainfall 
(mm/yr) 

T-min 
(°C) 

T-max 
(°C) 

T-mean 
(°C) 

1985–1995 mean 164.5 3557.51 12.20 22.37 17.28 

1996–2005 mean 183.2 4359.29 13.30 22.41 17.85 

2006–2015 mean 170.0 3756.65 14.20 22.42 18.31 

Decadal change (1985–1995 and 
1996–2005) 

+18.7 +801.78 +1.1 +0.04 +0.53 

Decadal Change (1996–2005 and 
2006–2015)

-7.2 -602.64 +0.9 +0.01 +0.46 

Decadal Change(1985–1995 and 
2006–2015) 

+4.5 +199.14 +2 +0.05 +1.03 

Grand mean 172.56 3891.15 13.23 22.40 17.81 

Source: Indian Meteorological Department, Gangtok, Sikkim (2017)



Decadal year

and 2006–2015 in maximum and minimum temperature were +0.05 °C and + 2 °C, 
respectively, whereas for rainfall, more number of rainy days and more amount, 
i.e. +4.5 days and + 199.41 mm, respectively, in the later decade. The average 
temperature, average maximum and average minimum temperature between 1985 
and 2015 were 17.81 °C, 22.40 °C and 19.12 °C, respectively. In 30 years, increase 
in temperature was profound at minimum and slightly at maximum. It shows clearly 
that climate change in the state in the last 30 years has caused a constant rise in 
temperature. This substantial increase in temperature is due to the rapid urbanization 
of Gangtok. But the amount of rainfall and the number of rainy days were observed 
to be highly fluctuating.
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Table 12.2 Climatic variability at Lachung, Sikkim (1981–2020) 

Average 
Temp_Max (°C) 

Average 
Temp_min (°C) 

Total rainfall 
(mm) 

Winter 
(mm) 

1981–1990 13.2546 -2.83683 8775.51 207.85 

1991–2000 13.60642 -2.91892 6708.09 221.51 

2001–2010 13.71117 -2.35067 8710.63 183.92 

2011–2020 13.26058 -2.34233 13245.49 269.9 

Decadal from 1981–1990 
to 1991–2000 

+0.03564 +0.08209 -2067.42 +13.66 

Decadal period from 
1991–2000 to 2001–2010 

+0.10475 -0.56825 +2002.54 -37.59 

Decadal period from 2001– 
2010 to 2011–2020

-0.45059 -0.00834 +4534.37 +85.08 

Decadal period 1981–1990 
to 2001–2010 

+0.45657 -0.4945 -64.88 -23.93 

Decadal period 1981–1990 
to 2011–2020 

+0.00598 -0.4945 +4469.98 +62.03 

Source: MERRA-2, NASA, 2022 

Table 12.2 shows the climatic variabilities from 1981 to 2020 at Lachung station 
located at an altitude of more than 3500 m from MSL where there is least direct 
human implication. For the decade of 1981–1990, the average maximum and 
minimum temperatures were 13.25 °C and- 2.83 °C, respectively. The total amount 
of precipitation received in this decade was 8775.51 mm. The total winter precipi-
tation in the decade was 207.85 mm. In the following decade from 1991 to 2000, the 
average maximum and minimum temperatures were 13.60 °C and - 2.9 °C, 
respectively. The decadal average maximum and minimum temperatures were 
more than the previous decade by 0.05 °C in maximum and 0.082 °C in minimum. 
The total amount of precipitation in the decade was 6708.09 mm, which was much 
lower than the previous decade with an amount of 2067.42 mm. But the decadal total 
winter precipitation was 221.51 mm, which was more 13.66 mm than from the 
previous decade. In the decade of 2001–2010, the average maximum temperature 
was 13.7 °C, which was warmer than the previous decade by 0.10 °C and average 
minimum temperature was -2.35 °C which was colder from the previous decade by



0.56 °C. The total decadal precipitation was 8710.63 mm, which was much higher 
from the previous decade. But winter precipitation was found less than the previous 
decade. In the recent decade, i.e. 2011–2020, it was found colder than previous 
decade but experienced heavier rainfall than any decade in the last 40 years. During 
this decade, the average maximum temperature was 13.26 °C, which was colder than 
the previous decade by 0.45 °C and minimum average temperature was -2.34 °C, 
which was also colder by 0.008 °C from the previous decade. But in terms of 
precipitation, this decade received highest in 40 years, which was 13245.49 mm. It 
was around 4534.37 mm more than the previous decades. As well as in winter 
received precipitation about 269.9 mm, which was more 85.08 mm than the previous 
decade. 
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In the decadal comparison between 1981–1990 and 2001–2010, the average 
maximum temperature was higher by 0.45 °C but average minimum temperature 
was lower by 0.49 °C in 2001–2010. Summer experienced warmer and winter was 
more chilling than the previous decade. The total amount of precipitation received 
during 2001–2010 was lesser by 64.88 mm and winter precipitation also lesser by 
23.93 mm. This shows that 2001–2010 was a warmer decade and more dryer too. 
Between 1981–1991 and 2011–2020, the maximum temperature was slightly 
increased by 0.0059 °C, whereas the minimum temperature declined by 0.49 °C in  
2011–2020. This shows that global warming is also impacting Sikkim, which is 
warmer in summer and colder in winter. More melting of ice is likely to take place 
that accelerate ice recession. 

From the study of climatic variabilities of two stations in Sikkim, i.e. Lachung 
and Gangtok, there is a clear indication of the impact of urbanization in Gangtok. At 
Lachung, the average maximum temperature in 40 years was increased slightly by 
0.0059 °C and the minimum temperature was decreased by 0.49 °C which seems 
global influence. Whereas, in Gangtok, both maximum and minimum temperatures 
were found increasing, but increase in average minimum temperature was profound 
with 2 °C in three decades. Overall temperature at Gangtok increased by 1 °C in  
30 years. 

(ii) Darjeeling Himalaya 

Table 12.3 shows the climatic variabilities at Darjeeling in the last 40 years from 
1981 to 2020. In the decade of 1981–1990, the average maximum and minimum 
temperatures were 26.49 °C and 11.38 °C, respectively. The average amount of 
rainfall was 1297.72 mm, and total amount of rain during winter in the decade was 
287.51 mm. In 1991–2000, the average maximum and minimum temperatures were 
26.96 °C and 11.48 °C, respectively. The average rainfall was 992.752 mm, and total 
winter rainfall was 261 mm. It was found that 1991–2000 was warmer and drier than 
the previous decade. The increase in average maximum and minimum temperatures 
were 0.467 °C and 0.09858 °C, respectively from the previous decade. The amount 
of rainfall decreased by 304.9 mm on average. In winter, total amount of rain also 
found slightly decreased with 261.98 mm from previous decade. In the decade of 
2001–2010, the average maximum and minimum temperature were 26.45 °C and 
11.88 °C, respectively. The average decadal rainfall was 1313.043 mm, which was



Decadal year Winter

more rain than the previous decade by 320.29 mm, whereas winter rain decreased by 
30.49 mm in total from the previous decade. This decade experienced a wetter and 
milder summer, whereas in the winter, it was warmer and drier than the previous 
decade. In 2011–2020, the average maximum and minimum temperatures were 
26.24 °C and 12.16 °C, respectively. The decadal average and total rainfall in winter 
were 1776.766 mm and 270.11 mm, respectively. This decade had the lowest 
maximum average temperature, whereas minimum average temperature was 
recorded highest in the last 40 years. It means that the rise in temperature is 
profoundly marked in the minimum temperature. The minimum temperature has 
been rising continuously for the last 40 years, whereas the maximum temperature has 
been found to be very fluctuated. In the decadal comparison between 1981–1990, 
2001–2010 and 2011–2020, it was found that 2001–2010 decade had a lower 
average maximum temperature of 0.039 °C and same in 2011–2020 with 0.257 °C 
when compared with 1981–1990. But average minimum temperature was recorded 
warmer in both subsequent decades than 1981–1990, i.e. 0.497 °C in 2001–2010 and 
0.77 °C in 2011–2020. Same also recorded in rainfall: 15.317 mm more in 
2001–2010 and 479 mm in 2011–2020 in decadal average rainfall, whereas winter 
rainfall were decreased by 56.02 mm in 2001–2010 and 17.39 mm in 2011–2020 
from 1981 to 1990. 
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Table 12.3 Climatic variability at Darjeeling, West Bengal (1981–2020) 

Temp_Max 
(°C) 

Temp_min 
(°C) 

Rainfall 
(mm) 

1981–1990 26.49892 11.38667 1297.726 287.51 

1991–2000 26.965 11.48525 992.752 261.98 

2001–2010 26.45942 11.88367 1313.043 231.49 

2011–2020 26.24175 12.16125 1776.766 270.11 

Decadal from 1981–1990 
to 1991–2000 

+0.467 +0.09858 -304.974 -25.53 

Decadal period from 1991–2000 
to 2001–2010

-0.506 +0.3984 +320.29 -30.49 

Decadal period from 2001–2010 
to 2011–2020

-0.218 +0.27758 +463.723 +38.62 

Decadal period 1981–1990 
to 2001–2010

-0.039 +0.497 +15.317 -56.02 

Decadal period 1981–1990 
to 2011–2020

-0.257 +0.7752 +479.034 -17.39 

Source: MERRA-2, NASA, 2020



Year West district South district East district Total (%)

– – – –

– –

– – – –

– – – –

– –

– –
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Forest Fire Incidences 

(i) Sikkim Himalaya 

The total number of forest fire incidences that occurred in the state for the last 
16 years (2000–2015) was 120 (Table 12.4). Maximum forest fire incidences took 
place in 2006 with 41.50%, followed by 2014 with 14.15%. In these years, winter 
rain was very less. The maximum forest fire incidence took place in South district, 
i.e. 40 (33.32%), followed by East district with 30 (25.0%), North Sikkim with 
26 (21.6%) and the least incidence in West district with 24 (20%). Forest fire 
incidences were confined in four months: January, February, March and April. 
Because in these months, most vegetation in sub-tropical deciduous forests become

Table 12.4 Forest fire incidence in Sikkim Himalaya (2000–2015) 

North 
district 

2000 Nil 

2001 2 (Apr) 1 (Apr) 1 (Apr) – 4 (3.3%) 

2002 2 (Jan) 1 (May) – 3 (2.5%) 

2003 – 1 (Apr) 1 (0.8%) 

2004 Nil 

2005 2 (Mar) 1 (Mar), 1 (Dec) 2 (Dec) 6 (5%) 

2006 2 (Jan), 5 (Mar) 2 (Mar), 2 (Apr) 14 (Jan) 19 (Jan) 44 
(41.50%) 

2007 Nil 

2008 1 (Apr) – 3 (Feb) 1 (Jan) 5 (4.7%) 

2009 – 8 (Mar) 1 (Mar) 1 (Jan) 10 (9.43%) 

2010 4 (Feb) – 3 (Feb) 1 (Mar) 8 (7.5%) 

2011 1 (Feb) 4 (Mar), 1 (Apr) 1 (Feb) – 7 (6.6%) 

2012 1 (Apr) 5 (Mar), 1 (Apr) 1 (Mar), 1 (Nov) – 9 (8.4%) 

2013 1 (Mar) 2 (Mar) 3 (2.8%) 

2014 1 (Apr) 6 (Apr), 1 (Jan) 5 (Apr) 2 (Mar) 15 
(14.15%) 

2015 2 (Mar) 3 (Mar) 5 (4.7%) 

Total 24 (20%) 40 (33.33%) 30 (25%) 26 (21.6%) 120 

January 4 (16.6%) 1 (2.5%) 14 (46.6%) 21 (80.7%) 40 (33.3%) 

February 5 (20.8%) 0 7 (23.3%) 0 12 (10%) 

March 10 (41%) 25 (62.5%) 2 (6.6%) 3 (11.5) 40 (33.3%) 

April 5 (20.8%) 12 (30%) 6 (20%) 0 23 (19.1) 

May 0 1 (2.5%) 0 0 1 (0.8%) 

November 0 0 1 (3.3%) 0 1 (0.8%) 

December 0 1 (2.5%) 0 1 (3.84) 2 (1.6%) 

Source: Bhuvan, NRSC, ISRO (2020)



dry and shed their dry leaves, as well as grasses on the ground also become dry. With 
this condition, small spark from natural or anthropogenic factors leads to extensive 
forest fire, which accentuated by a rainless winter. The highest occurrence of forest 
fire incidences took place in South district with 40 (33.3%). South district is drier 
than any other districts in the state. North district of Sikkim is the least populated 
district and mostly snow cover with evergreen alpine forest along with patches of 
pastural land. In 2006, 19 forest fire incidences took place in the district in January 
itself out of a total of 26 forest fire incidences in 16 years in a few concentrated area. 
It may be due to the minimum rainfall in winter in the state as well as rapid 
development in the areas. After that, North district had experienced the least forest 
fire incidence. In East district also, most of the forest fires happened in month of 
January (46.6%) and also took place in 2006. It may be caused by land-use changes 
due to rapid development and urbanization that affect local hydrology and micro-
climatic conditions besides dry winter. In West district, mostly forest fire happens in 
the month of March (62.5%). In the state as a whole, 33.3% forest fire incidences 
took place in the month of March in the last 16 years (2000–2015). This shows that 
forest fire is related to the pre-monsoon’s sudden rise in temperature associated with 
dry plants and grasses in sub-tropical forests. The same number of forest fire 
incidences took place in month of January that happened in 2006, 14 incidents in 
East district and 19 incidents in North district. February month experienced less 
comparatively with these four months, i.e. 10%. It may be due to a slight shower rain 
from the western disturbance. But a rare forest fire occurred in North district in the 
month of December in 2005. Most forest fires occurred up to the elevation of 1760 m 
from MSL, but few occurred exceptional above 3000 m where scrubs are found. 
Forest fires also took place in the months of May, December and November with 
negligible numbers. Spatially, most of the forest fires took place in open forests 
located near agricultural sites. In the higher altitudes, scrubs are more vulnerable 
(Fig. 12.3). The location of the forest fire mostly on lee ward sites (Fig. 12.4). It was 
also observed that forest fire in Sikkim mostly occurred near settlement, town, 
agriculture and along NH 31A, which give the figure of around 80% of the forest 
fire incidence. This shows that forest fire in the state is from anthropogenic causes 
and accentuated by climate condition. Most of forest fires (75%) have been occurred 
in and around sub-tropical deciduous forest. In 2004, 58.5 hectares of forest land was 
damaged by forest fire in which 80% occurred in Sal forest. In 2005, 225 hectares of 
forest land had been affected mostly in ground bushes and Sal forest (Department of 
State Disaster and Management, 2017). In 2014, the area affected by the forest fire 
was reported to be about 570 hectares in which ground bushes were affected, mostly 
Sal, teak, bamboo, etc. It was observed that exponential increased in effected areas. 

(ii) Darjeeling Himalaya
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Darjeeling Himalaya includes Darjeeling and Kalimpong districts of West Ben-
gal. Four subdivisions of Darjeeling (Darjeeling, Kurseong, Mirik and Silliguri) and 
Kalimpong districts have been taken for the study of forest incidence in the last 
16 years (2000–2015). Silliguri subdivision of Darjeeling is almost plain and least 
areas under forest land. The total forest fire incidences that took place in 16 years



were 247 (Table 12.5). It is more than Sikkim because the forests in the southern part 
mostly belonged to tropical deciduous forest and are drier in the pre-monsoon 
season. Sikkim forest fire incidences are also located mostly along the boundary of 
Kalimpong. In Darjeeling Himalaya, Kalimpong district has more forest fire inci-
dences than Darjeeling district, with an account of 52.63%. Most forest fires occur in 
areas that are below 1500 m MSL. In Kalimpong district, western part of it along the 
boundary of Darjeeling and southern part of the district along Duar region have the 
maximum concentration of forest fire (Fig. 12.2). In Darjeeling district, Darjeeling 
subdivision has the highest forest fire incidences with an account of 18.4%, followed 
by Mirik subdivision, i.e. 13.93% of the region. Kurseong subdivision has 8.9% least 
fire incidences among hilly regions because this subdivision receives more rain than 
other subdivisions. Silliguri subdivision has recorded least forest fire incidences, 
which is 6.55% because of the small area of the forest land and mostly land under 
settlement and agriculture. In Darjeeling subdivision, maximum forest fire took 
place in the eastern and southern parts, whereas middle and northern parts have 
less because of the high altitude above 1700 m from MSL. The west part of the 
subdivision also experienced more forest fire where it was located on the rain 
shadow. Mirik subdivision is the smallest subdivision but has extensive forest fire 
because of its location on rain shadow. Darjeeling and Kalimpong districts do not 
have areas above 3400 m. Ninety percent of forest fire occurred below an elevation 
of 1760 m (Fig. 12.2). Most forest fires took place in forests located near agricultural 
sites (Fig. 12.3). The location of the forest fire mostly on lee ward site (Fig. 12.4). 
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It was observed that forest fire incidences occurred in the region for eight months: 
January, February, March, April, May, September, October and December. The 
maximum number of forests occurred in the month of March, which accounted for 
more than 55.8% followed by April with 20%. Among these eight months, the least 
forest fire occurred in the month of May because of pre-monsoon rain. 

Conclusion 

Forest fire incidences have been a local issue, but they are also influenced by global 
phenomena. Its become very complicated presently. The incidence of forest fire has 
been increasing in an unprecedented way in terms of frequency and extension. It is 
clear from the observation of temporal incidence of forest fire that pre-monsoon in 
which sudden rise of temperature and dryness in the region specially in tropical and 
subtropical deciduous are the main responsible factors by which most of the forest 
fire. The forest fire incidences took place in the months of March and April in 
Darjeeling Himalaya, whereas in Sikkim Himalaya mostly occurred in the month of 
January followed by March, which shows the relationship with winter rain and 
pre-monsoon temperature. Most of the forest fires in this region are also caused by 
anthropogenic factors. Forest fire affects the ground and Sal forest extensively. The 
area affected by forest fire in this region has increased exponentially, but the number



Year Total (%)

– – – –

– – – –

– –

– –

– – – –

– – – –

– – – – –
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Table 12.5 Forest fire incidences in Darjeeling Himalaya (2000–2015) 

Darjeeling 
subdivision 

Kurseong 
subdivision 

Mirik 
subdivision 

Silliguri 
subdivision 

Kalimpong 
district 

2000 – Nil 

2001 – 2 (Mar) – 1 (Mar) 4 (Mar) 7 (2.47%) 

2002 6 (Oct), 
2 (Sep), 
1 (Dec) 

9 (3.6%) 

2003 2 (Apr), 
2 (May) 

1 (Jan) 1 (Mar), 
1 (Apr), 
1 (Dec) 

8 (3.23%) 

2004 1 (Mar) 1 (Mar) 2 (Apr) – 1 (Mar), 
1 (Sep), 
1 (Oct) 

7 (2.83%) 

2005 1 (Apr) 1 (Mar) 3 (Mar), 
3 (Apr) 

8 (3.6%) 

2006 4 (Mar), 
2 (Apr) 

– 2 (Feb), 
1 (Mar), 
1 (Jan) 

4 Mar 2 (Jan), 
10 (Mar), 
1 (Apr) 

27 
(10.9%) 

2007 3 (Oct), 
1 (Dec), 
1 (Feb) 

5 (2.02%) 

2008 4 (Mar), 
2 (Apr), 
1 (Feb) 

– 1 (Mar) – 6 (Mar), 
2 (Feb), 
2 (Apr), 
2 (Sep), 
1 (Oct), 
1 (Dec) 

22 (8.9%) 

2009 3 (Mar), 
1 (Apr) 

1 (Mar) 3 (Jan), 
1 (Feb), 
8 (Mar) 

2 (Mar), 
1 (Feb) 

1 (Feb), 
13 (Mar), 
4 (Sep), 
1 (Oct) 

39 
(15.78%) 

2010 4 (Mar), 
1 (Apr) 

3 (Mar), 
1 (Apr), 

3 (Jan) 1 (Apr) 1 (Feb), 
6 (Mar), 
1 (Apr) 

21 (8.5%) 

2011 6 (Mar), 
1 (Apr) 

2 (Apr) 4 (Mar) 1 (Feb) 2 (Feb), 
11 (Mar), 
5 (Apr), 
1 (SEP) 

33 
(13.36%) 

2012 3 (Mar), 
1 (Apr) 

3 (Mar), 
2 (Apr) 

4 (Mar), 
2 (Apr) 

1 (Feb), 
4 (Mar) 

1 (Jan), 
18 (Mar), 
4 (Apr) 

43 
(17.4%) 

2013 – Nil 

2014 6 (Apr) 5 (Apr) 2 (Apr) 1 (Apr) 4 (Apr) 18 
(7.28%) 

2015 –  

Total 45 (18.4%) 22 (8.9%) 34 
(13.93%) 

16 (6.55%) 131 
(52.63%) 

247 
(100%) 

January 0 1 (4.5%) 7 (20.58) 0 3 (2.3%) 

(continued)



Year Total (%)

0 0 0 2

0 0 0 0 0

0 0 0 0 2

0 0 0 0

of forest fire incidence is fluctuated. As a result, precious biodiversities are lossed 
irreparably. It also affects to surface run off and declining soil fertility in the region.
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Table 12.5 (continued)

Darjeeling 
subdivision 

Kurseong 
subdivision 

Mirik 
subdivision 

Silliguri 
subdivision 

Kalimpong 
district 

11 
(4.45%) 

February 1 (2.2%) 0 3 (8.8%) 3 (18.7%) 7 (5.38%) 14 (5.6%) 

March 25 (55.5%) 11 (50%) 18 (52.9%) 11 (68.7%) 73 (56.15%) 138 
(55.87%) 

April 17 (37.7%) 10 
(45.45%) 

6 (17.64%) 2 (12.5) 21 (16.15%) 56 
(22.67) 

May 2 (4.4) 0 (0.8) 

September 1  (7.6%) 10 (4.0%) 

October 1  (9.2%) 12 (4.8%) 

December 4  (3.0%) 4 (1.6%) 

Source: MERRA-2, NASA 

More forest fire incidences occur in Darjeeling Himalaya than in Sikkim 
Himalaya because of its lower elevation and exposure to more dry and sudden 
temperature rises in the pre-monsoon season, accentuated by anthropogenic activi-
ties as Darjeeling Himalaya is located in the southern part. In Darjeeling Himalaya, 
Kalimpong also experienced more forest fire compared with Darjeeling district as it 
lies in a lower area. It is also clear from climatic variability in the last 40 years 
(1981–2020) that the temperature in this region is becoming warmer. This trend of 
climate change, so-called global warming, is also influenced by localized 
urbanization. 

Forest fire has been a constant threat to the ecosystem, biodiversity, resources, 
properties etc. It is high time to save forests from forest fire. Changes in the attitudes 
and actions of individuals, stakeholders including the private sectors, and govern-
ments are instrumental in mitigating initiative programme for forest fire.
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Fig. 12.2 Forest fire with elevation in Sikkim and Darjeeling Himalaya (2000–2015). (Source: 
ASTER DEM, ISRO 2015)
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Fig. 12.3 Forest fire and different land use land covers of Sikkim and Darjeeling Himalaya 
(2000–2015)
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Fig. 12.4 Forest fire in Sikkim and Darjeeling Himalaya. (Source: Google Earth and ISRO, 2015) 
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Chapter 13 
Flood Disaster Risk Governance 
in Changing Climate Contexts 

Gowhar Farooq Wani Syed Towseef Ahmad, Rayees Ahmed, 
Abid Farooq Rather, Ajinder Walia, and Pervez Ahmed 

Introduction 

Flooding is a common problem in many parts of the world. It has the potential to 
cause massive damages, particularly in flood-prone areas of poor and developing 
countries such as Bangladesh, Sri Lanka, India and Pakistan. In contrast, floods 
wreaked havoc in parts of the wealthiest and technologically advanced countries like 
USA, Germany and Belgium in 2021, exposing their existing flood control mecha-
nisms, vulnerabilities of critical infrastructure, effectiveness of early warning sys-
tems and response to flooding in a way to safeguard public and private infrastructure 
as well as carry safer evacuations of people (Fekete & Sandholz, 2021). In 2020, 
flooding was observed as a common disaster (201 flood events out of 389 total 
disaster events), with Asia experiencing most of it (EM-DAT, 2020; CRED, 2021). 

Cities are home to more than half of the world’s population including the urban 
poor, which are exposed to flooding. In the future, the incidence of floods may 
increase in frequency and magnitude as a result of many factors like climate change 
(Carmin et al., 2013; McCarthy et al., 2001), unplanned development, rapid urban-
ization, socio-economic problems and bad governance. Climate change is impacting 
everyone and every region. Since the beginning of pre-industrial period, average 
global temperatures have increased by about 1 °C (Masson-Delmotte et al., 
2021; Bajracharya et al., 2008; Mool et al., 2011). Kulkarni et al. (2013) and Sun 
et al. (2017) reported a significant increase in surface temperatures in the Himalayan 
region over the last 60 years. The annual mean surface air temperature in the
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Himalayan region increased at a rate of 0.1 °C per decade between 1901 and 2014 
(Ren et al., 2017). During the early twentieth century, the Himalayan warming trend 
was 0.16 °C per decade, which eventually doubled to 0.32 °C per decade (Yan & 
Liu., 2014).
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Since past 108 years, from 1901 to 2009, the mean annual temperature in India 
has increased by 0.56 °C (Attri & Tyagi, 2010), with an average temperature 
predicted to rise by 3.5–5.5 °C by the end of the twenty-first century (Lal, 2002). 
The region will be negatively affected if the warming trend persists. 

Recently, the Intergovernmental Panel on Climate Change (IPCC) in its Special 
Report on Extreme Events and Disasters (SREX) predicted that there will be a 
further increase in the frequency of extreme weather events in twenty-first century, 
including the increase in intensity of floods. Climate change causes different changes 
in different regions, such as faster warming and flooding (Masson-Delmotte et al., 
2021), which disproportionately affects socially vulnerable people living in 
the flood-prone areas. The impacts are, however, expected to be amplified in urban 
centres, which are commonly understood as areas that are warmer than the surround-
ings (Masson-Delmotte et al., 2021) and prone to flooding because the water flows to 
low-lying areas and into water bodies, causing increased runoff rather than seeping 
into the ground as a result of pavements and abundant impervious surfaces. 

In recent times, many areas around the globe have been developing as urban at a 
faster rate, originating urban development as a problem with change in land use. It is 
believed that urbanization may increase the frequency and intensity of floods and 
expose communities to multiple flood hazards (Konrad, 2003). Nevertheless, flood 
exposure is a critical aspect to understand and manage flood risk. This has become 
more convincing after the introduction of two voluntary and non-binding agree-
ments: the proactive approach ‘Hyogo Framework for Action 2005–2015 (HFA)’ 
and the people-centred approach ‘Sendai Framework for Disaster Risk Reduction 
2015–2030 (SFDRR)’. In this backdrop, the regional or city planners are tasked to 
prepare developmental strategies with maximum gains by incorporating disaster risk 
into policy and planning at the local level. In the past, flood risk management was 
primarily concerned with the distribution of relief and humanitarian aid to affected 
populations, which was later expanded to include prevention and mitigation mea-
sures through technological interventions such as the construction of dikes, protec-
tion walls, and dredging of water bodies. However, as knowledge has advanced and 
threats have increased, flooding is now being studied as a complex chain of climatic, 
hydrological, and social factors, with a clear emphasis on preparedness, adaptation, 
and resilience aspects of flood risk management. With one of the strategic priorities 
of the SFDRR 2015–2030 being ‘strengthening disaster risk governance for disaster 
risk management’ (UNISDR, 2015), the efforts to advance disaster risk governance 
theory to improve disaster risk reduction practices are gaining momentum globally 
(Shi et al., 2010)
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Disaster Risk Governance: Concept and Meaning 

Disaster risk governance has been a centre of attention since the HFA 2005–2015, 
which advocates for good governance and disaster risk reduction and terms them as 
mutually supportive, but its origins can be traced back to 3200 BC, with evidence 
from Iraq indicating that members of the Asipu social group were advised on how to 
manage disasters (Coppola, 2015). The approach to dealing with disasters in place 
for centuries was hazard specific and relief centric; for example, actions were taken 
to reduce the negative impacts of floods and then separately for fires or other hazards 
by providing relief. Recognizing that this approach was time consuming and 
required significant resources; however, accomplishments were made on a variety 
of fronts, including disaster awareness, capacity building and the involvement of 
international agencies to take responsibility, set up committees and develop policies 
and legal frameworks under the umbrella of the United Nations to guide all relevant 
stakeholders in administrative and development spheres on disaster risk reduction. In 
the nineteenth century, for example, planning committees were set up by the British 
and Indian governments to manage drought impacts facing the region (Coppola, 
2015). The response phase of disaster management was prioritized, and disasters 
were mostly viewed as natural calamities rather than human induced. 

After a long period of ignoring it, disaster risk governance, or simply risk 
governance, shapes under the umbrella of governance. According to the United 
Nations Development Programme (UNDP), governance is ‘the exercise of authority 
(politically, economically and administratively) for managing country affairs at the 
various levels. Encompassing and transcending government, as well as enabling all 
individuals and groups to express themselves, exercise their legal rights, meet 
obligations and reduce disparities through the mechanisms, processes and institu-
tional frameworks contained within this’. Good and supportive governance is 
essential for building disaster-conscious and-resilient societies by establishing ade-
quate and appropriate (top-and ground-level) governance arrangements, strengthen-
ing institutional mechanisms and developing policy and legal frameworks, 
enhancing international cooperation, coordinating and overseeing disaster risk 
reduction at the global, national and regional levels. Because it is the vulnerabilities 
of populations and other elements at risk that turn a natural hazard into a 
disaster (Wani et al., 2022). The Sendai Framework for Disaster Risk Reduction 
2015–2030 includes risk governance as the second of four priorities, as ‘strength-
ening of disaster risk governance to manage risk’.
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A Paradigm Shift in Disaster Risk Reduction Policy 
at the Global Level 

Change in Approach: From Reactive to Proactive 

In recent times, disaster management has been a subject attracting attention 
from everyone including common people to policymakers and researchers around 
the globe. The shift, which was inevitable, progressed from a culture of reaction to a 
culture of prevention. More precisely, from a reactive, relief-centric approach to a 
more holistic and proactive (action and result oriented) preparedness, prevention and 
mitigation approach. Rightly so, given that the global community, especially the 
poor and developing countries, have been adversely impacted and suffering sub-
stantially in terms of human losses and economic costs, proving a setback to 
development. The distribution of relief and humanitarian aid to disaster-affected 
communities through the involvement of local and global humanitarian organiza-
tions is a well-known, age-old dimension of disaster management that is predomi-
nantly observed in developing countries and is thought to have existed since the 
dawn of global cooperation (Kamidohzono et al., 2015). 

Declaration of 1990s as the International Decade for Disaster 
Risk Reduction 

The General Assembly of the United Nations in its 44th session declared the 1990s 
as the International Decade for Natural Disaster Risk Reduction, which effectively 
started on January 1, 1990 (IDNDR, 1994). The main objective of declaring 1990s as 
a decade for natural disaster risk reduction was to reduce human loss, damages to 
assets, social and economic disruption as a result of natural disasters such as drought, 
earthquake, and other adversities of natural origin, particularly in the poor and 
developing countries and regions of the world through international cooperation 
(UNISDR, 2012a). The need for such a decade was felt with the goal of reducing 
disaster losses by gathering various stakeholders, experts, professionals, policy and 
decision makers from various backgrounds, cultures and nationalities under one 
umbrella organization, namely the United Nations, with moral authority and a strong 
commitment to addressing disaster-related issues confronting the global community 
(Lechat, 1990). 

In addition, the developing countries were witnessing more devastation and were 
somehow neglected at the international forums when it came to managing disasters 
as a global concern. The world community, particularly comprised of developed 
nations, later recognized that reducing disaster risk has positive impacts on all 
people, with a special focus on developing countries, because the poor countries 
housing millions of vulnerable people (in any case) were not in a position to respond 
to or withstand disasters on its own.
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In a nutshell, IDNDR’s main goals were as follows (IDNDR, 1994; Lechat, 
1990):

• To effectively mitigate the effects of natural disasters by building the capacity of 
each country, with a focus on developing countries, by providing them with 
special assistance in assessing disaster damage potential, developing early warn-
ing systems and disaster-resilient infrastructure.

• To develop appropriate guidelines and future strategies for applying scientific 
knowledge and technical expertise while considering the various cultures and 
economic structures of the countries.

• To plug crucial knowledge gaps and alleviate human suffering by promoting 
scientific and engineering enterprises.

• To facilitate the dissemination of technological information.
• To develop certain measures on critical aspects of disaster management such as 

assessment, early warning, prevention and mitigation through programmes like 
transfer of technology, education and training, and project demonstration, which 
are disaster and area specific and to evaluate the effectiveness of such 
programmes 

International Strategy for Disaster Reduction and Hyogo 
Framework for Action 2005–2015 

In a significant development, a global framework, namely the International Strategy 
for Disaster Reduction (ISDR), was adopted in 1999 in Geneva, Switzerland, with 
the vision ‘to enable all communities/nations to become resilient to all types of 
hazards and reduce associated risks’ (UNISDR, 2012b). This was within the United 
Nations system and successor to the 1990s International Disaster Reduction Decade 
(Fig. 13.1). ISDR’s implementation was facilitated by the United Nations Office for 
Disaster Reduction (UNISDR). Following that, the breakthroughs in disaster man-
agement continued, with the world community taking disasters losses seriously 
while attempting to manage them effectively through the adoption of the Hyogo 
Framework for Action (HFA) 2005–2015: Building the Resilience of Nations and 
Communities to Disasters (UNISDR, 2005). 

This feat of managing disasters through the constant and systematic efforts was 
accomplished at the United Nations General Assembly (UN/GA) second World 
Conference on Disaster Risk Reduction (DRR) from 18 to 22 January 2005 in 
Kobe-Hyogo, Japan, after very carefully reviewing the Yokohama Strategy for a 
Safer World and its Plan of Action, which was adopted during the first World 
Conference on Natural Disasters from 23 to 27 May 1994 in Yokohama Japan. 

The HFA was a 10-year plan that first identified the ways of and detailed the 
measures for building resilience of communities required across different sectors 
(global and local) to reduce disaster losses, vulnerabilities, risks from hazards by 
bringing together different stakeholders (national and international, government and



non-government, experts, etc.) under one umbrella through international cooperation 
and coordination (UNISDR, 2005). 
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Fig. 13.1 Global commitments towards disaster risk reduction from 1989 to 2015. [Adapted from 
Andrew Maskrey’s Presentation (UNISDR, 2015)] 

The HFA had set the following five priorities for action: 

(1) Make Disaster Risk Reduction (DRR) a priority at all levels (global and local) 
with robust institutional arrangements/networks in place to support its 
implementation. 

(2) Know the disaster risk by identifying, assessing, and monitoring procedures, and 
enhance early warning system. 

(3) Use knowledge, education and innovation to better understand disasters and 
develop a culture of safety and resilience. 

(4) Reduce the underlying disaster risk factors. 
(5) Improve disaster preparedness at all levels to ensure an effective disaster 

response. 

The United Nations Framework Conventionon Climate Change (UNFCCC), 
established on principles to promote climate change cooperation and regulate green-
house gases, adopted the Kyoto Protocol in 1997. The Kyoto Protocol with its first 
commitment period from 2000 to 2012, ran parallel to the Eight Millennium 
Development Goals (MDGs), which were intended to be achieved by 2015. These 
initiatives operated concurrently with the Hyogo Framework of Action. These words 
of action (policies, frameworks) worked out by various people from varied back-
grounds represented the global community’s concerted efforts to address issues of 
global concern and emerging challenges as a result of the complex interactions of 
natural phenomena with social and economic conditions, compounded by



anthropogenic interference. The synergies between these policies and frameworks 
were not clearly defined, whether it was reducing global hunger or poverty, gender 
equality or women’s empowerment, environmental sustainability, or climate change 
and management of disasters. 
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From Disaster Management to Disaster Risk Management 

The pre-2015 efforts at the global level (Fig. 13.1) were majorly concentrated on 
some important phases of disaster management and particularly focused on pre-
paredness, response and recovery. However, a shift was observed since the inception 
of HFA 2005–2015, which to a great extent focused on reducing losses from 
disasters by managing disaster risk. Although it started with just providing relief to 
the affected communities in the eventuality of a disaster—disaster management—the 
global works prioritized disaster risk management. 

The expected outcome of prioritizing disaster risk management was to substan-
tially reduce damages and losses from disasters by reducing existing risks or 
preventing new risks through the application of DRR policies and strategies (cor-
rective, prospective, compensatory and community-based approaches) at all levels. 
This approach of managing risk gained momentum in the following years, i.e. post-
2015 era, and was mainly guided by the Sendai Framework for Disaster Risk 
Reduction 2015–2030 (SFDRR). A successor instrument to HFA, the SFDRR was 
adopted at the third World Conference on Disaster Risk Reduction on 18 March 
2015 in Sendai, Japan, after threadbare international-level consultations of multi-
stakeholders and concerted inter-governmental negotiations (UNISDR, 2015). 

Innovation is a key in disaster research and this is believed to be a defining factor 
in the introduction of SFDRR after reviewing HFA, as well as to ensure the 
continuity of work and progress made during the HFA period. Promoting engage-
ment at all levels (community, institutional and societal) and across the sectors is 
among the guiding principles of SFDRR for the prevention and reduction of disaster 
risk. Both natural and human-made hazards and its associated risks as well as health 
resilience finds a mention in SFDRR envisaging and broadening its scope while 
clearly recognizing the global and regional platforms for disaster risk reduction. The 
action priorities give a strong emphasis on understanding risk and investing in 
disaster risk reduction as well as building preparedness, however, ‘strengthening 
of disaster risk governance to manage disaster risk’ as a priority was a major 
highlight, something never seen before. 

Sendai Framework for DRR has the following four priorities of action (UNISDR, 
2015): 

(1) Understanding disaster risk 
(2) Strengthening disaster risk governance to manage disaster risk 
(3) Investing in DRR to improve resilience
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(4) Building preparedness for better response and building back better for safer and 
resilient infrastructure 

With the advances in disaster risk management theory and knowledge, as well as 
innovation in science and technology, it is believed that money spent on aspects/ 
activities in the pre-disaster phase, such as preparedness and mitigation, will save 
huge bucks during the post-disaster phase, such as response and relief, as well as 
mobilizing resources and encouraging multi-stakeholder participation and commu-
nity involvement will prepare ways for effective and efficient disaster risk 
management. 

Understanding Disaster Risk Governance 
in Kashmir Context 

At the global level, there have been consistent and calibrated efforts to mitigate the 
negative effects of disasters. The policies and legal frameworks that provide strate-
gies and actions were broad in nature and needed to be tailored to the conditions of 
specific locations while keeping in mind the hazards and risks that were context 
specific. In developing countries, institutional mechanisms were non-existent, and 
human resources were inadequately equipped to develop and implement risk-
informed policies and plans. The multi-hazard-prone Kashmir region with a history 
of flood disasters found itself in a similar situation. Following the 2005 Kashmir 
earthquake, there were dramatic changes in the approach towards disaster manage-
ment, with more concerted efforts made on policy, planning, education and research 
fronts to recognize risks from impending disasters as well as lessen their impacts by 
focusing on all phases of disaster management and particularly pre-disaster phase for 
a safe and disaster-resilient Kashmir. 

In 2005, after the enactment of Disaster Management Act in India, many national 
and local-level authorities and committees were formed to ensure effective disaster 
management. The UT of Jammu and Kashmir (an erstwhile state of India) envisaged 
a plan document, the first of its kind, a separate, ‘Disaster Management Policy in 
2011’, which was later revised in 2017, after learning lessons from the 2014 Kashmir 
flood. The policy document advocated for a proactive, integrated and holistic, multi-
hazard approach to disaster risk reduction by providing guiding principles on all 
phases of disaster management, establishing disaster management authorities at 
different levels, and encouraging multi-stakeholder role and participation in disaster 
risk reduction efforts for a safe & resilient future. 

The 2014 floods in Kashmir were historic, causing widespread devastation and 
highlighting various existing vulnerabilities and loopholes in disaster planning and 
development aspects. The community’s role was exceptional during the disas-
ter response & recovery phase, motivating local planners/authorities to provide 
guidance on community-based disaster management through the State Disaster 
Management Plan in 2017. Which also focused on the establishment of a



comprehensive multi-hazard early warning system and a state-level emergency 
operation centre in the region. Following the twin disasters of 2005 and 2014, as 
well as the region’s warming climate as understood from various research works 
considering the local climatic regime (Romshoo et al., 2020; Ahmed et al., 2021; 
Ahsan et al., 2021; Ahmad et al., 2021), the field of disaster management has 
received some serious attention on various fronts, including risk governance 
(Table 13.1). 

13 Flood Disaster Risk Governance in Changing Climate Contexts 239

Conclusion 

The poor and vulnerable populations across the world, especially in developing 
countries, are at the greatest risk from disasters. Climate variability and change, 
combined with multiple environmental, social and economic vulnerabilities of 
elements at risk, are increasing overall disaster risks for all communities worldwide. 
The scientific community now widely accepts the fact that disasters or severe 
impacts of hazards are not ‘acts of god’ but rather natural hazards that turn into 
disasters as a result of human actions or decisions. In the disaster management 
context, individuals, societies and institutions have been taking initiatives since 
time immemorial to deal with the effects of disasters after facing losses in terms of 
death and destruction. 

The ongoing disaster risk reduction process has evolved tremendously from the 
traditional approach of managing single hazards by focusing on humanitarian relief 
to a more action-oriented and effective all-hazard approach with a focus on pre-
paredness, prevention and mitigation. The ultimate goal is to reduce disaster risks for 
all individuals, particularly the poor and vulnerable populations in developing 
countries, in order to ensure a safe and resilient future. At the international level, 
this has been accomplished by recognizing disaster risk governance as a key factor in 
disaster risk reduction, strengthening it through initiatives that provide platforms for 
multi-stakeholder involvement (public and private authorities, media, civil society 
and non-governmental organizations), and coordinating and guiding on how to 
reduce disaster risks at the community, regional and national levels. 

Good governance is essential for fostering a resilient culture and a disaster-
conscious society. Which is poorly understood in countries and regions that lack 
strong political will, technical expertise, sufficient human resources, institutional 
mechanisms and processes. Kashmir Valley, a multi-hazard-prone region, is one 
such example. Following the twin disasters of the 2005 earthquake and the 2014 
flood, the region has been on a path of developing and implementing plans and 
policies to ensure effective disaster risk management. The implementation of these 
risk-informed programmes, plans and policies has been slow due to inherent chal-
lenges and issues, including a lack of political will. With the increased frequency and 
intensity of disasters, there is a growing interest in strengthening disaster risk 
governance in order to make disaster risk management a top priority at all levels 
and across all sectors by building capacities of societies and institutions.



Description of the flood event/extent of damage Evidence

Table 13.1 Insights into historical flood events in Kashmir Valley, India 

Year of 
occurrence 

1838 A major flooding known as the “Great Flood” 
forced the residents to use boats owned by them 
to rescue themselves and move to safety. 

Bates (1873) and Digby (1890) 

1841 A major flooding in the region caused 
i. Loss of lives 
ii. Sweeping of security personnels 
iii. Damage to important city bridges 

Bates (1873) and Lawrence 
(1895) 

1865 Flood in the month of August resulted in damage 
to the crops 

Ince (1888) and Digby (1890) 

1869 Heavy rains caused damage to standing crops Bewell (1875) and Digby 
(1890) 

1871 Complete inundation of the entire state giving 
resemblance to a large lake and caused damage 
to crops 

Khoihami (1885), Ram (1895) 
and Rai (2004) 

1885 Compound event: Earthquake-induced land-
slides triggered flooding in the low-lying areas 
surrounding the Jhelum River. 

Jones (1885) and Neve (1885) 

1893 Continuous rains over two days, Lawrence 
described as a “Great Calamity” in his book, 
followed by famine. 
2225 houses damaged, 225,426 acres of crop 
land submerged, 329 cattle killed 

Climo (1893), 
Ganga Ram (1928) and Mehran 
(2015) 

1903 Entire Srinagar city was inundated and resem-
bled a big lake. 7000 houses damaged, including 
773 on Dal Lake. Besides that, a total of 83 vil-
lages were affected; among them, 26 have lost 
their whole Kharif crops. 

Saleh et al., (2017) provides 
more sources. 

1950 A major flood that resulted in loss of 100 human 
lives as well as damage to 5000 houses. 

Ballesteros-Cánovas et al., 
(2020) 

1957 Severe flooding across Kashmir Valley caused 
damages to crops and public property. It led to 
famine as a compounding effect. 600 villages 
were reportedly inundated with economic losses 
approximating 4 crore and 2 lakh Indian rupees. 

Kelman et al., (2018) and 
Ballesteros-Cánovas et al., 
(2020) 

1959 Incessant rains over four days triggered floods in 
the Jhelum floodplain and its low-lying areas. 

Jammu and Kashmir state 
archives, Council Records, Ref 
15842 

1992 A major flood across Jammu and Kashmir and 
parts of Pakistan affected thousands of people 
and caused multiple casualties. 

Kelman et al., (2018) and Bhat 
et al., (2019) 

2014 Unprecedented rainfall in the first week of 
September as a result of an interaction between 
western disturbances and monsoonal currents 
caused flooding in the Jhelum floodplain. It 
caught people unawares and caused large-scale 
devastation and affected millions of people in 
India and Pakistan administered Kashmir. The 
causalities were low due to the heroic efforts of 
young people who braved floodwaters to remove 
trapped people to safety before the external help 
came. Many houses in low-lying areas collapsed 
due to the persistence of water for more than two 
weeks. Standing crops were also destroyed. 

Venugopal and Yasir (2017)
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Understanding that disaster risk management is both an individual and collective 
responsibility, the role of government and other relevant stakeholders is to guide 
everyone to make disaster reduction efforts, with a particular emphasis on 
community-centred disaster risk management activities in all phases of a disaster. 
The progress in disaster risk reduction policy and planning (especially post-2005) 
under the auspices of the United Nations is a new beginning, but this must be 
developed, adapted and implemented in letter and spirit to location-specific require-
ments at national and regional levels. Yet a lot is to be done to achieve a safe and 
resilient future for everyone. 
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Chapter 14 
Modelling Potential Zones of Gangotri 
Glacier Using GIS and ML in the Wake 
of Physico-Climatic Factors 

Zainab Khan, Mohd Mohsin, Uzma Ajmal, and Ateeque Ahmad 

Introduction 

Glaciers on Earth are important components of the climate system. Changes in 
glaciers are indicators of climate change (Forsberg et al., 2017), and they contribute 
to and sustain significant river systems on the face of the earth (Bolch et al., 2012; 
Verma et al., 2021). In total, 15–28% of run off is contributed by glaciers (Liljedahl 
et al., 2017), and thus their existence is viable for rivers and streams (Kong et al., 
2019). 

Himalayas are the largest adobe of ice and snow outside poles, and various 
mighty glaciers straddle in the Himalayan Valleys (Ramsankaran et al., 2021), 
covering an area of 33,000 km2 (Bahuguna, 2003). These glaciers hold great 
ecological importance for the Indian sub-continent, as rivers draining the 
sub-continent acquire a considerable proportion of their recharge from them 
(Thayyen & Gergan, 2010; Jones et al., 2018). However, the past few decades 
have not been very favourable for glaciers due to climate change (Clark et al., 
2002; Pörtner et al., 2022). It is claimed that colder areas are getting hot faster 
than the rest of the earth’s average (Arndt and Schembri, 2015), rendering glaciers 
especially vulnerable. The Himalayan range recorded the second fastest warming on 
the earth after the poles, leaving glacial bodies highly susceptible to rapid meltdown 
(Banerjee & Shankar, 2013; Kargel et al., 2011). Several studies are strongly 
suggestive of glacier recession under rising temperatures in the Kumaun Himalayas 
(Bisht et al., 2018; Singh et al., 2018) and Garhwal Himalayas (Chaujar, 2009). 
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Gangotri is one such glacier resting in the Garhwal Himalayas with strong signs 
of retreat (Bhambri et al., 2012) and has been the focus of researchers due to its 
hydrological, fluvial and economic significance (Arora & Malhotra, 2023). 
Ambinakudige, 2010, applied optical remote sensing images to support the recession 
of Gangotri while Varugu & Rao, 2016, exploited the SAR dataset for assessing 
Gangotri. Shi et al. (2023) used dug deeper using sedimentary biological structure to 
delve into the ecology of these glaciers. The glacial variability in the context of space 
and time is also assessed (Joshi et al., 2020). In studies, sub-alpine tree extension was 
used to support the crunching Gangotri glacier over the past century. Most of these 
scholars attributed the declining glaciers to climate change. Scholars such as Mitra 
et al. (2009), Ambinakudige (2010), and Bhambri et al. (2012), also associate the 
retreat with warming temperatures; however, the role of physical characteristics of 
the catchment remained uncredited in the context of Gangotri glacier. Paxman et al. 
(2017) argue that underlying topography plays a key role in the dynamics of 
overlying ice mass in a mountain range. The influence of underlying physiography 
is believed to have an effect even on the ice sheets with gentler and uniform aspects 
and altitude (Gassen et al. 2015), and thus, zones of ablation and accumulation in a 
glacier are not the sole outcome of temperature, but other physiological character-
istics (Yu et al., 2013). This sort of research work is limited to the context of 
Gangotri or Himalayan region for that matter. Singh et al. (2017) have attempted 
to associate glacial retreat with morphological zones; however, their impact on the 
glaciers was not studied. Local physiological construct of the glacier catchment is in 
situ factors. Climate change or global temperature rise are ex site factors influencing 
a glacier. Both in situ and ex situ factors and their complex interrelationship in 
association with climatic factors play a great part in glacial dynamics, and therefore, 
these causative factors must be considered in holistic glacial studies. Arguably, a 
catchment represents the fundamental unit of hydrological studies that is defined by 
underlying topography (Jarvis, 2012); therefore, it is rational to study glacial 
dynamics at the catchment level. 

In this study, for the first time, an attempt is made to explain the complex 
interrelationships of physico-climatic factors using Random Forest Regression 
(RFR), their impact on Gangotri and tried to model the potential zone of ablation, 
equilibrium, and accumulation at catchment level. The aims to explain the impact of 
the topographic factors as well as the temperature on the glacial dynamics. The study 
also seeks to quantify the areal changes in the foresaid potential zones of the glacier 
by temporal comparison. 

Study Area 

Gangotri is an alpine glacier nestling in the central Himalayas, falling in the district 
of Uttarkashi, Uttarakhand (Fig. 14.1). Being one of the largest glacial deposits in the 
Himalayas (Naithani et al., 2001), Gangotri pertains massive hydrological and 
ecological significance. It is one of the major tributary glaciers of the river Ganges.



Apart from that, Gangotri also has great mythological and religious importance in 
Hindu culture. The study area, i.e. catchment of Gangotri—the fundamental hydro-
logical unit, is processed in a GIS environment. The processed glacial catchment 
covers 184 km2 . There are massive variations in the altitude due to uneven topog-
raphy. The altitude varies from 4474 m at its lowest point to 7085 m at its highest 
point across the catchment. The terrain of the catchment is full of undulation. This 
undulating terrain is also responsible for changing aspects over short distances 
causing uneven reception of the Sun’s energy flux. Being curved by glacial ice, 
Gangotri sits in a U-shaped valley with a variant slope that ranges from 0° in the 
central part to 82° along the ridges. Hypsometric curve (Fig. 14.2) suggests that 
roughly 50% area of the catchment lies above 6500 m and roughly 95% area is above 
5000 m; therefore, it can be implied that almost all of the glacial catchment is above 
the snow-line (Ray, 2009). 

14 Modelling Potential Zones of Gangotri Glacier Using GIS and ML. . . 247

Fig. 14.1 Study area 

A strong influence of aspect, slope and elevation can be visually observed in the 
maps. Aspect affects insolation and therefore determines temperature, slope deter-
mines movement under gravity and environmental lapse rate of temperature is 
controlled by elevation.
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Fig. 14.2 Hypsometric curve of the catchment 

Database and Methods 

Database (Table 14.1) 

Table 14.1 Data sources 

Bands 
used 

Cloud 
cover 

Maps 
generated 

Landsat 5 TM B2, B5, 
B6 

0% https:// 
earthexplorer. 
usgs.gov/ 

NDSI NDSI 
(B2-B5/B2 + B5) 

LST Mono window 
algorithm (band 
6) 

Landsat 8 OLI and 
TIRS 

B3, B6, 
B10, B11 

0% https:// 
earthexplorer. 
usgs.gov/ 

NDSI NDSI 
(B3-B6/B3 + B6) 

LST Split-window 
algorithm 
(bands 10 and 11) 

Terra ASTER ASTER 
DEM 

N.A. https:// 
earthexplorer. 
usgs.gov/ 

Slope Calculated in GIS 
environment 

Elevation ASTER DEM 

Insolation Estimated in GIS 
environment

https://earthexplorer.usgs.gov/
https://earthexplorer.usgs.gov/
https://earthexplorer.usgs.gov/
https://earthexplorer.usgs.gov/
https://earthexplorer.usgs.gov/
https://earthexplorer.usgs.gov/
https://earthexplorer.usgs.gov/
https://earthexplorer.usgs.gov/
https://earthexplorer.usgs.gov/
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Rationale of Selection 

Elevation 

There is an inverse relationship between altitude, i.e. the mean height from sea level 
and temperature (Aigang et al., 2009); therefore, it seems fair to acknowledge 
altitude as one of the most important factors affecting the distribution of snow in a 
region. Altitude is the lone responsible factor for the accumulation of snow-clad 
regions in low latitudes in the form of alpine glaciers (Braithwaite, 2008). Increasing 
altitude provides favourable climatic conditions, i.e. decreasing temperatures and 
increasing precipitation directly leading to the formation of glaciers (Křížek & Mida, 
2013). It has been found that glaciers situated at higher altitudes show less suscep-
tibility towards depletion, i.e. their rate of retreat is lower, while glaciers at lower 
altitudes are retreating at faster rates. A study based on the Chandra basin in 
Himalayan glaciers has found that out of 18% of water loss of the total basin from 
the year 1984–2012, about 67% of the loss was reported from smaller and lower 
altitude glaciers (Tawde et al., 2017). The data for the altitude of the Gangotri basin 
has been obtained from the DEM (digital elevation model) and ASTER (Advanced 
Spaceborne Thermal Emission and Reflection Radiometer) project by USA and 
Japan in 2009. A digital elevation model (DEM) is a digital raster representation 
of ground surface topography or terrain. Each raster cell (or pixel) has a value 
corresponding to its altitude above sea level. ASTER’s GDEM was created by stereo 
correlation of more than 1.2 million individual ASTER stereo scenes contained in 
the archive. The GDEM had 1 arc-second latitude and longitude postings (~30 m) 
and a vertical accuracy of approximately 10 m (Abrams et al., 2020). 

Except obtaining, altitude raster, DEM dataset is used in terrain analysis and for 
extracting other terrain parameters such as slope and aspect, and modelling water 
flow and catchment modelling. 

Slope 

The slope or gradient of a line is a number that describes both the direction and the 
steepness of the line. The direction of a slope is significant as it offers information 
about the duration of incoming solar radiation. In the northern hemisphere, south-
facing slopes receive solar radiation for longer duration in comparison to north-
facing slopes. Therefore, the south-facing slopes are more prone to melting due to 
longer exposure to solar radiation (Wegmann et al., 1998). The steepness of slope 
determines the movement of glaciers under gravity (Evans, 2018). Slope is an 
important factor controlling the speed of glacier movement, together with their 
temperature, and amount of meltwater at the base of the glacier. Snow cover is 
expected to be low on steeper slopes. Therefore, slope of a glacier is expected to be 
an important factor behind glacier retreat, as the rate of retreat is directly controlled

https://en.wikipedia.org/wiki/Line_(mathematics)


by the slope of the glacier (Falaschi et al., 2017). It has been estimated that in the 
glaciers of the same climatic zones, different rates of retreat/advancement of glaciers 
can be explained by the mean slope and size of the glacier. In this study, slope in the 
glacier catchment area has been extracted from the ASTER DEM using GIS tools 
and techniques. 
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Insolation 

Insolation, short for incoming solar radiation, is the incident energy of the Sun on 
any celestial body in a unit of area for a given time. One unit is Watt-hour/meter-
square (WH/m2 ). In the context of Earth, not all the Sun’s energy that strikes the 
earth actually reaches the surface. 30% of it gets reflected back by the atmosphere 
into space. Insolation is responsible for maintaining the temperature, and more 
insolation means higher temperature (Lund, 1968). Therefore, insolation is another 
factor affecting glacier cover. However, insolation is controlled by the topography of 
the surface and the interaction between slope, aspect and solar geometry, which 
decide the angle of incoming solar radiation. Insolation is also affected by any 
nearby higher landscape, which is responsible for shading the glaciers. The diffused 
radiation received from the sky is also affected by the nearby landscape, as it controls 
the proportion of the sky visible from the glacier (Bertoldi et al., 2010). Since 
Himalayan terrain is very undulating and has steep slopes (Kumar et al., 2021), 
the incoming solar radiation is greatly affected by the location of glaciers with 
respect to slope and aspect. The incoming solar radiation in this study has been 
calculated in a GIS environment. The tool calculates incoming solar radiation by 
using methods from the hemispherical view shed algorithm developed by Hetrick 
et al., 1993; Rich et al., 1995; Fu & Rich, 1999, 2002). The first step of calculation of 
incoming solar radiation involves the calculation of global radiation, i.e. total radi-
ation of a particular area. Furthermore, the calculation of direct solar radiation is 
repeated for every feature or location of the topographic surface to generate an 
insolation map of the region. 

Globaltot =Dirttot þ Diftot ð14:1Þ 

where 

Globaltot = total global radiation 
Dirtot = total direct radiation of all sun map sectors 
Diftot = diffuse radiation of all sky map sectors 

Total direct insolation (Dirtot) for a given point is the sum total of the direct 
insolation (Dirθ,α) from all sun map sectors, which is calculated using the following 
equation:



ð
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Dirtot = Σ Dirθ,α ð14:2Þ 

The direct insolation from the sun map sector, i.e. (Dirθ,α) with a zenith angle 
of θ and azimuth angle of α is calculated using the following equation: 

Dirθ,α = SConst
�βm mð Þ�SunDurθ,α�SunGapθ,α

� cos AngInθ,α ð14:3Þ 

where 

SConst = 1367 W/m2 

β = atmospheric transmissivity 
m(θ) = relative optical path length 
SunDurθ,α = time duration represented by the sky sector 
SunGapθ,α = gap fraction for the sun map sector 
AngInθ,α = angle of incidence between the centroid of the sky sector and the normal 

Land Surface Temperature 

Temperature is the most important element of climate. Land surface temperature 
(LST) is a robust remote sensing-based method for the estimation of the temperature 
of the land surface. The impact of LST over glaciers is a well-recognized fact. 
Surface temperature is one of the most important parameters for estimating the effect 
of climatic change on glaciers. LST has a vast application in the study of glaciers. 
Brabyn & Stichbury, 2020, used LST to estimate the rate of thaw of ice sheet, while 
Mortimer et al., 2016, used MODIS LST data set to literally procure the temperature 
of the glacier surface. Wu et al., 2015, and Baral et al., 2020, also adopted LST to 
obtain glacier surface temperature. In this study, an attempt has been made to 
estimate surface temperatures from Landsat 5 ETM and Landsat 8 TIRS for Gangotri 
Glacier. Mono window algorithm using band 6 has been used for ETM, while the 
split window algorithm using bands 10 and 11 has been adopted for TIRS data. 
Mono Window algorithm has been used for LST calculation. The processes involved 
in the retrieval of LST are as follows: 

Calculation of TOA (Top of Atmospheric) spectral radiance. 

TOA Lð Þ=ML
� Qcal þ ALð Þ 14:4Þ 

where 

ML = band-specific multiplicative rescaling factor from the metadata of downloaded 
imagery (RADIANCE_MULT_BAND_x, where x is the band number) 

Qcal = corresponds to band 10 
AL = band-specific additive rescaling factor from the metadata of downloaded 

imagery (RADIANCE_ADD_BAND_x, where x is the band number)
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TOA to Brightness Temperature conversion utilized the following formula: 

BT = K2= ln K1=Lð Þ þ 1ð Þð Þ- 273:15Þ 14:5Þ 

where 

K1 = band-specific thermal conversion constant from the metadata of downloaded 
imagery (K1_CONSTANT_BAND_x, where x is the thermal band number). 

K2 = band-specific thermal conversion constant from the metadata of downloaded 
imagery (K2_CONSTANT_BAND_x, where x is the thermal band number). 

Calculation of NDVI utilized the following formula: 

NDVI= NIR–REDð Þ= NIRþ REDð Þ 14:6Þ 

The formula for Landsat 5: 

NDVI= Band 4–Band 3ð Þ= Band 4þ Band3ð Þ 14:7Þ 

where Band 4 is a near-infrared band and Band 3 is a visible red band in Landsat 5. 
The formula for Landsat 8: 

NDVI= Band 5–Band 4ð Þ= Band 5 þ Band4ð Þ 14:8Þ 

where Band 5 is a near-infrared band and Band 5 is a visible red band in Landsat 8. 
Calculation of the NDVI is important because, subsequently, the proportion of 

vegetation (Pv), which is highly related to the NDVI, and emissivity (ε), which is 
related to the Pv, must be calculated. 

Calculation of the proportion of vegetation Pv utilized the following formula: 

Pv = Square NDVI–NDVIminð Þ= NDVImax–NDVIminðð 14:9Þ 

Calculation of emissivity ε: 

ε= 0:004�Pv þ 0:986 ð14:10Þ 

It is essential to calculate the land surface emissivity LSE(ε) in order to estimate 
LST, since the LSE is a proportionality factor that scales blackbody radiance 
(Planck’s law) to predict emitted radiance, and it is the efficiency of transmitting 
thermal energy across the surface into the atmosphere (Jiménez-Muñoz & Sobrino, 
2006). The land surface emissivity LSE (ε) is calculated as proposed by Sobrino and 
Jiménez-Muñoz et al., 2014.
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Calculation of LST: 

LST=BT= 1þ λ� BT=ρð Þ � Ln eð Þð 

where 

BT = brightness (at satellite temperature) 
λ = Wavelength of emitted radiance (0.00115) 
ρ = 14,380 (Constant) 
e = Emissivity 

In order to deal with seasonal variation in temperature, taking mean annual 
temperature is a safe method. Therefore, in this study, LST is calculated on a 
quarterly basis. The member LST rasters for each reference year, thus, represent 
the mean LST value of all four seasons, i.e. summer, spring, autumn and winter. 

Normalized Difference Snow Index 

Normalized Difference Snow Index (NDSI) developed by Hall et al., 1995, is  
remote-sensing method to map snow-cover area. It is a widely accepted method to 
study glacier dynamics and glacier expanse (Khan, 2019; Kulkarni et al., 2002; Yao 
et al., 2010). Here, one should acknowledge the optical properties and thermody-
namics of ice and snow, having an albedo of 0.5–0.7, respectively, meaning that 
these surfaces reflect 50–70% of insolation (NSIDC, n.d.). Higher intrinsic albedo of 
snow and ice results in more radiative heat loss (Demenocal & Rind, 1993). While 
studying glaciers, Rose et al., 2017, explained the albedo-feedback of the snow, 
which accounted responsible for affecting the zonal energy budget. More snow-
covered glacier catchment means a greater amount of radiative heat loss. Therefore, 
it is justified to assess the snow cover by the means of the NDSI method for an 
integrated catchment-level study of Gangotri. NDSI is a measure of the relative 
magnitude of the reflectance difference between visible (green) and shortwave 
infrared (SWIR). It controls the variance of two bands (one in the short-wave 
infrared and another one in the visible parts of the spectrum), which is suitable for 
snow mapping. The snow absorbs most of the shortwave radiance from the sun, but 
the cloud does not. Thus, the NDSI can effectively differentiate snow and cloud and, 
therefore, can be used, subsidiarity, in glacier monitoring. 

NDSI= GREEN–SWIRð Þ= GREEN þ SWIRð Þ 14:11Þ 

Formula for Landsat 5: 

NDSI= Band2–BAND5ð Þ= BAND2þ BAND5ð 14:12Þ 

where Band 2 is a visible green band and Band 5 is short wave infrared band in 
Landsat 5.
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Formula for Landsat 8: 

NDSI= Band3–BAND6ð Þ= BAND3 þ BAND6ð 14:13Þ 

where Band 3 is a visible green band and Band 6 is short-wave infrared band in 
Landsat 8. 

In order to capture the correct amount of snow in the catchment, a quarterly mean 
NDIS is calculated for each reference year. The member NDSI raster, thus, repre-
sents the mean NDSI value of all four seasons, i.e. summer, spring, autumn and 
winter. 

Methods 

Principle Component Analysis 

Principle component analysis (PCA) is a mathematical tool based on linear algebra 
that is used to reduce the dimensionality of a dataset. The dimensionality reduction is 
done by reduction of directions, i.e. principal component (PC) (Ringnér, 2008). In 
PCA, each PC is identified as a linear combination of variables, whereas the first 
principal component presents maximum variation (Wold et al., 1987). PCA can 
effectively be employed to procure the variables to analyse a phenomenon at an 
optimal level (Sarkar & Chouhan, 2021). In the process of data analysis, PCA is 
adopted to better discriminate the data (Adler & Golany, 2002) and to select the 
variables that are not equally important in explaining the given phenomena (Das 
et al., 2021). Lencioni et al., 2007, used PCA for ecological studies of glacier. Walsh 
& Butler, 1997, used PCA weights to monitor glacier debris flow for morphometric 
analysis using slope, aspect, sun angle and elevation. 

Application of PCA: In this study, we require weights for the predictor variables 
for running fuzzy product algorithms over the rasters representing predictor vari-
ables. Eigenvalues of PCs are assigned as weights for predictor rasters in fuzzy 
product. For that purpose, it is most suitable to run PCA over all the pixels of 
predictor rasters to obtain eigenvalues that represent the whole raster rather than a 
sample of its pixels. To calculate eigenvalues of the predictor rasters i.e., elevation, 
slope, Insolation, LST and NDSI, a suitable GIS environment is utilized. 

Random Forest Regression (RFR) 

Within the last few decades, various predictive techniques have been used in civil 
and environmental engineering applications (Gislason et al., 2006; Pal et al. 2013; 
Were et al. 2015). In this research, we refer to RFR, which is an extension of a 
technique developed by Breiman, 2001, called random forest (RF) that has



y

outstanding performance with regard to predicting error. Having tree-structured 
predictors, injected with randomness, makes it an exceptionally robust predictor. It 
is a supervised machine learning method that uses ensemble learning (Bakshi, 2020) 
for regression by boosting and bagging and generates significantly unbiased estima-
tions of generalized errors (Chakure, 2019). The decision trees randomly create 
training data and test data. The test data used to test the fitting of the model and the 
error is usually called ‘out of bag error’ or OOB. OOB error is expressed as: 
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MSEOOB = n- 1 n 

1 
yi- yOOBið Þ2 ð14:14Þ 

where, yOOBi is the mean of OOB predictions for ith observation. 
Mean square residual (MSE) is another method of cross-validation. The lower the 

value, the better the fit of data. However, a value below 0.05 is safe for the validity of 
the results. MSR is mathematically expressed as: 

y- y= E, 2 ð14:15Þ 

where y is observed value and y and percent of variance explained are computed as: 

1-
MSEOOB2 

σ2 y 
ð14:16Þ 

where σ2 is computed as a divisor with n (not as n-1). 

RFR has been very popular in various scientific investigations of numerical 
relationships. It has been applied to remotely sensed data as well (Zhou et al., 
2016), while Wangchuk & Bolch, 2020, applied this method to sentinel datasets 
for glacial mapping. RFR method has also been used in automatic glacier rock 
detection by Brenning, 2009. RF is a binary stepwise regressor that can explain 
mutual non-linear relationship (Brenning, 2009). 

Application of RFR: In this study, the rationale to utilize RFR is to delve into the 
complexity of various factors that affect glacial dynamics. For modelling the poten-
tial zones of accumulation, equilibrium or ablation, it is of utmost importance that 
that we perform RFR that give Gini-impurity for all predictor variables and regress 
the values with explained variation. Thus, RFR is applied to predictor variables, 
i.e. elevation, slope, Insolation, LST and NDSI for validating their adoption for 
modelling the zones of glacial catchment. Pixel values of 251 random pixels (less 
than 10% of population according to central limit theorem) of the predictor variables 
are extracted using random sampling without replacement for the ML. RFR is 
performed using R version 3.6. cforest package is utilized for performing RFR in 
RStudio. Before running the algorithm, multicollinearity is visually checked for the 
reference years for all the variables. To train the data, 70% of the sample are selected, 
and ntree is tuned to 170. ntree 170 gives minimal test error (Figs. 14.5 and 14.6) and 
optimizes the accuracy for present modelling. For validation of results of RF MSE 
is used.
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Fuzzy Overlay 

Fuzzy overlay is based on Zadeh’s (1972) fuzzy theory (Hsieh & Chen, 1999) that 
allows the analysis of a phenomenon belonging to multiple sets. It explains the 
relationship between multiple members of the set. Unlike Boolean, it transforms the 
data onto a scale of 0 to 1 using the theory of partial truth (Kaur & Mahajan, 2015). 
0 is given to the data points that are absolute non-members and 1 is given to the data 
points that are absolute members; however, there are various methods to perform the 
computation, ranging from fuzzy Sum, fuzzy And, fuzzy Or, fuzzy Gaussian and 
fuzzy product. 

Application of Fuzzy Product: We, in this study, have utilized fuzzy products that 
multiply each of the values for all member rasters (DEM, slope, insolation, LST, 
NDSI) for each cell in a GIS environment. The eigenvalues (Tables 14.2 and 14.3) 
calculated through PCA are supplied as weights for fuzzy products for each 
corresponding year. The returned raster is then classified into accumulation, equi-
librium and ablation zones. The threshold for classification of the returned easter for 
the zone of accumulation is 0–0.2; for the zone of equilibrium, the range is 0.2–0.36, 
and for zone of ablation, it is 0.36–0.99. 

In this study, the reference period denotes a 20-year difference. Therefore, we 
argue that it is a short period of time for orogenic elevation increase or associated 
slope change; however, small avalanches have not been taken into account. We also 
assume that the insolation has remained constant over the 20 years. Thus, rasters of 
DEM, slope and insolation are kept uniform for both years. In each operation, NDSI 
and LST rasters are supplied accordingly. 

Table 14.2 Accumulative Eigen values, 1995 

1995 – Percent and accumulative eigenvalues 

PC Layer Eigen value Percent of Eigen values Accumulative of Eigen values 

Insolation 1 0.04047 49.5870 49.5870 

LST 2 0.02231 27.3319 76.9189 

Slope 3 0.01151 14.1070 91.0260 

DEM 4 0.00540 6.6178 97.6437 

NDSI 5 0.00192 2.3563 100.0000 

Table 14.3 Accumulative Eigen values, 2015 

2015 – Percent and accumulative eigenvalues 

PC Layer Eigen value Percent of Eigen values Accumulative of Eigen values 

Insolation 1 0.04143 48.3052 48.3052 

LST 2 0.02315 26.9871 75.2923 

Slope 3 0.01275 14.8612 90.1535 

DEM 4 0.00476 5.5554 95.7089 

NDSI 5 0.00368 4.2911 100.0000
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Results 

PCA 

All causative factors are important in the modelling of the glacial zones of Gangotri, 
with varying degrees of importance. The potential zones of the ablation loosely 
coincide with LST variation across the catchment. However, the eigenvalues of PCA 
are highest for Insolation followed by LST, i.e. 50% and 27%, respectively. Slope 
and DEM account for only 14% and 7% of eigenvalues for the year 1995. For the 
year 2015, the order of variables remains constant, but percentage eigenvalue 
contribution changes where insolation contributes 48% followed by LST with 
14%. Slope and DEM count 14% and 7% of eigenvalues, respectively. NDSI 
eigenvalues increased from 2% to 4% approximately from 1995 to 2015. All these 
values are case specific, and we propound no generalization. 

Collinearity in Data 

The visual assessment of the scatter plots for the reference years represents peculiar 
associations in the variables (Figs. 14.3 and 14.4). There is a strong negative 
correlation between NDSI and LST. The respective figures represent a strong 
positive correlation in slope and elevetion of the catchment area. The scatter plot 
is also suggestive of a weak negative association between LST. The association of 
other variables is not explainable through the scatter plots. 

RFR 

The RFR for 1995 regresses the values of predictor variables at an MSE (Eq. 14.15) 
of 0.019 and the variance explained is 41.16%. The values of the mean of MSE 
remain 0.020 and the variance explained 41.4% for 2015. Error plots for RF through 
minimal error at 170 ntree for both reference years, i.e. 1995 and 2015 (Figs. 14.5 
and 14.6). 

Fuzzy Product 

The member rasters (map a, map b, map c, map d, map e, map f, map g) are together 
(Fig. 14.7) supplied to the GIS environment for running fuzzy products with 
corresponding weights. The returned rasters produce interesting results. The result 
demonstrates a vast increase in the potential ablation zone of the glacial catchment



over the period of 1995 and 2015 (map h and map j). The increase in the potential 
ablation zone is more prominent on the south-facing slope, whereas the potential 
equilibrium zone and potential accumulation zone seem to have depleted much more 
in lower elevation areas. The higher latitudes and north-facing slopes represent 
minimal changes. 
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Fig. 14.3 Collinearity of data, 1995 

The study propounds a vast increase in the areal extent of the potential ablation 
zone over the period of 1995 and 2015, expanding over threefold of what it used to 
be in 1995. The areal increase in the potential ablation zone has taken place at the 
expense of the potential accumulation zone and potential equilibrium zones 
(Fig. 14.8).
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Fig. 14.5 Error Plot, 1995 

0 

0.
02

0 
0.

02
5 

0.
03

0 
0.

03
5 

0.
04

0 

50 100 

trees 

Error Plot 1995 

E
rr

or
 

150



260 Z. Khan et al.

Fig. 14.6 Error Plot, 2015 
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Fig. 14.7 Input raster and resultant raster 
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Map a: Digital elevation model 

Map b: Slope
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Map c: Insolation 

Map d: Land surface temperature,1995
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Map e: Land surface temperature, 2015 

Map f: NDSI, 1995
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Map g: NDSI, 2015 
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Map h: Potential zones of gracial dynamics, 1995
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Map i: Potential zones of gracial dynamics, 2015 

Discussion and Conclusion 

Gangotri glacier is receding in space over time, and a large glacial mass has been 
claimed by rising temperatures. The accumulation zone is retreating, and the ablation 
zone is increasing in the area (Haritashya et al., 2006). It appears that an increase in 
the ablation zone is very crucial for the sustenance of a glacier (Oerlemans, 1991) 
and a very strong negative sign for the health of the glacier (Agrawal et al., 2018). 
This study confirms the increase in the potential ablation zone of Gangotri from 1995 
and 2015 at the expense of potential zones of equilibrium and accumulation. 
However, it is noteworthy that the zoning glacier is based on the potential outcomes 
of member rasters, which does not represent the true ablation, equilibrium or 
accumulation zone of Gangotri. 

Fuzzy overlay operations have been used for demarcating hierarchical zones of 
complex geographical phenomena. Through GIS, input of causative rasters can be 
re-scaled and integrated generating a single raster that can be reclassified in multiple 
zones. Unlike weighted overlay, this method defines possibility rather than proba-
bility, and therefore, the membership of a causative raster is immune to assigned 
weights (Ahmed et al., 2014). Scholars have gone to great lengths to propound the 
significance of these methods for mapping suitable zones or susceptible zones for a 
specific phenomenon (Dimri et al., 2007; Kayastha et al., 2013; Kumar et al., 2013).



For instance, the fuzzy AHP method was used by Kumar et al., 2021, to demarcate 
potential zones of groundwater. The application of fuzzy overlay combined with 
dimensionality reduction methods is limited for glacial studies. Most of the previous 
GIS-based inventory research focuses on the glacial retreat in Gangotri (Singh et al., 
2017; Ghosh 2017; Sparavigna, 2017) where due importance is not given to the 
zonal dynamics. The role of topographical causative factors is not modelled at large 
by scholars like Ding (2010), Rai et al. (2017). In this study, we combine the fuzzy 
product method with PCA to demarcate the potential zones of glacial mass balance 
along with the statistically significant result of RFR. We have to acknowledge that 
the modelled potential zones of glaciers are estimations and have limited capacity to 
represent the true processes and mass balance of the glaciers. 
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The objective of this chapter is to model and analyse the dynamics of Gangotri in 
the wake of underlying physiological factors in association with climatic factor, 
i.e. temperature. The study is one of its kind where for the first time role topography 
is modelled for glacial zonation of Gangotri catchment using the fuzzy product 
overly method, and the mutual relationship of various predictive variables is 
assessed with ML. Glacial zones are essential sub-units of a glacier, and each one 
is important to understand the glacial mass balance. This study puts forth the spatial 
extent of these zones for Gangotri and compares it with two time periods and, thus, 
highlights the gravity of climate change by areal quantification of the potential for 
glacial mass loss. 

This study concludes that the Gangotri glacier is experiencing climate-imposed 
vulnerability and is prone to further loss of ice mass. The areal increase in the 
potential zone of ablation in the catchment poses higher risks of glacial losses against 
reduced possibility of replenishment from fresh snow at the catchment level. Being 
an alpine glacier, the dynamics are complex in association with topographical 
heterogeneity. Glacial zones coincide with slope, and physiology seems to have a 
key role in glacial dynamics and zonation. Hence, the study strongly suggests the 
inclusion of physiological factors in holistic glacial studies. Gangotri crucially 
contributes to India’s fluvial system and, therefore, its thorough analyses are of 
key importance, and quantification of risks and vulnerabilities of the glacier both in 
situ and ex situ causative factors are worth delving. 

Fuzzy product combined with PCA eigenvalues produces reasonable results for 
the potential glacier zone modelling and, hence, can be safely used for glacial studies 
in the future. Regression methods are useful to explain the mutual relationship of the 
various predictive variables. This study is a stand-alone piece of research that opens 
up a new arena for alpine glacial studies. 
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Part III 
Livelihood Adaptation to Climate Change: 
Insight for Socio-Ecological Sustainability



Chapter 15 
Analysing the Household-Level Adaptation 
to Flood Hazard in Bhagirathi Sub-basin 
of West Bengal, India: A Concern 
for Mitigation 

Sufia Rehman and Haroon Sajjad 

Introduction 

Flood is the most disastrous phenomenon that may not only cause socio-economic 
vulnerabilities but also result in prolonged mental distress. Increasing climate change 
is making the flooding new normal globally. The global annual temperature anomaly 
is around 0.98 °C, while the monthly anomaly is about 0.91 °C. These rising 
temperatures are likely to enhance the evaporation over the surface and increase 
the retention capacity of air to hold more moisture, which will lead to frequent, 
intense precipitation even for a period of time (UNEP, 2021). Intergovernmental 
Panel on Climate Change (IPCC) in AR6 with high confidence highlighted that 
warmer climate may lead to flooding and drought incidence whose intensity would 
depend on the regional climatic conditions, i.e. mid-latitude storms and monsoon 
(IPCC, 2021). Global Climate Risk Index 2020 indicated that Japan, Philippines, 
Germany, Madagascar, India and Sri Lanka are the most disaster-affected nations, 
where India ranks 5, incurring a share of 0.36% disaster losses of the GDP. The 
major fatalities in India were found from landslide-induced flooding (Eckstein et al., 
2019). Around 15,082 deaths were reported globally (NDRCC, 2021) where max-
imum deaths (6171) were reported from floods followed by storms (1742), land-
slides (514), earthquakes (196) and wildfires (70). Flash floods have also caused 
severe implications in northern and coastal India (Eckstein et al., 2019). 
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Vulnerability analysis is an integral part of flood risk assessment. Vulnerability 
reflects a situation where a system is exposed and sensitive to climate change-
induced implications and tries to cope with them (Rehman et al., 2019). This coping 
mechanism or ability to resist the changes driven by climate change is called 
adaptation. Adaptation has now become an essential aspect of climate change 
analysis. Scientific assessments and policy progress on understanding varied dimen-
sions of adaptation have increased recently (Swart et al., 2014). Adaptation at the 
local level may help in modulating risk and increasing resilience to prevent the 
climate change-induced disaster implications. IPCC special report (IPCC, 2012) 
defines adaptation as ‘In human systems, the process of adjustment to actual or 
expected climate and its effects, in order to moderate harm or exploit beneficial 
opportunities. In natural systems, the process of adjustment to actual climate and its 
effects; human intervention may facilitate adjustment to expected climate’. Substan-
tial attention has been given to the factors that determine the ability of a region or 
community to adapt to the effects resulting from disaster-induced vulnerability and 
risk (Smit & Pilifosova, 2003; Crane et al., 2011; Chersich & Wright, 2019). Ullah 
et al. (2018) examined the climate change-induced vulnerability and varied adapta-
tion strategies by the farming community in Khyber Pakhtunkhwa, Pakistan. De 
Silva and Kawasaki (2018) investigated the flood- and drought-induced socio-
economic vulnerability of rural Sri Lankan community. Their findings indicated 
that rural households are largely dependent on natural resources for their livelihood, 
which is largely affected by flood and drought. Singha et al. (2018) analysed the 
flood erosion-induced livelihood vulnerability along the Ganges riparian corridor of 
India. They suggested expansion of cultural and urban landscape and unplanned 
manmade resources combined with physical vulnerability are leading to social and 
ecological losses. 

The coastal areas are largely affected by multi-hazard shocks, which raises the 
vulnerability of the coastal communities. Inadequate planning, preparedness and 
management of land also raises the vulnerability of the community to disaster events. 
In such areas, adaptation and resilience are required for lessening the risk and 
vulnerability caused by hydrometeorological disasters (Buchori et al., 2018). Resil-
ience reflects the ability of the community to absorb and recover the effects of 
disasters in an efficient manner (IPCC, 2012). Bhagirathi sub-basin is an important 
hydrological unit of India, lying over the states of Jharkhand, Bihar and West 
Bengal. The southern part of the sub-basin is undermined by various disasters 
including flooding, cyclones, storm surges and coastal erosion (Sahana et al., 
2020; Rehman et al., 2021). River flooding is a big concern in West Bengal, Bihar 
and some adjacent parts of Jharkhand. The riverine topography, changing land use, 
massive discharge from barrages and dams and extreme rainfall are some of the 
causes of flooding (Tripathi et al., 2020; Ghosh & Kar, 2018). Owing to these 
implications, this chapter examined the household-level adaptation to flood in the 
Bhagirathi sub-basin. The findings of the analysis may aid in formulating effective 
measures for obtaining sustainable adaptation to floods.



15 Analysing the Household-Level Adaptation to Flood Hazard in. . . 277

Study Area 

Bhagirathi sub-basin is located between 86° 7′–89° 28′ E and 21° 39′–26° 56′ N 
latitudes (Fig. 15.1) extending over the three states (administrative division of 
country) of India, namely Jharkhand, Bihar and West Bengal comprising 35 districts 
(administrative division of state). A total of 75 watersheds are located in the study 
area (Hasan & Rai, 2020). This hydrological unit is formed by the three important 
rivers of India, namely Ganga, Meghna and Hooghly. The sub-basin is marked by 
diversified topography, microclimate and vegetation types. The study area is also 
rich in water resources including 77,873 surface bodies, 12 reservoirs and 12 dams. 
Rainfall ranges between 1000 and 1500 mm with maximum showers during the 
monsoon season (June–September). The study area experiences tropical savanna and 
hot Mediterranean-type climate. Around 9.3 billion reside in the sub-basin (Census 
of India, 2011). The population is largely dependent upon natural resources and 
agriculture for their livelihoods. Moreover, animal rearing, honey collection and 
fishing are also prominent among the coastal communities. The relief variation, 
extreme weather events and riverine topography have increased the vulnerability of 
the communities in the sub-basin (Sahana et al., 2021). Flood has been evident since 
several decades causing severe devastation to life and property. Thus, a close 
examination of household-level adaptation to flood hazard is essential for enhancing 
the resistance of the local communities. 

Methods 

Sampling Criteria 

A household-level survey was conducted to derive the database for analysing the 
socio-economic vulnerability to floods in the sub-basin during June and August 
2019. These 2 months witnessed huge monsoonal rainfall and thus selected as study 
period to get personal observation on the intensity of rainfall. The sample design 
adopted for the study consisted of two stages (Fig. 15.2). In the first stage, selection 
of villages was made from 12 drainage systems. From each drainage basin, 2 villages 
(one located near the river and one away from the river) were selected randomly, and 
thus, a total of 24 villages were selected from the sub-basin. The second stage 
consisted of selection of households. The selected villages were classified into 
three categories (high, medium and low) based on population. From each category, 
six households were selected randomly. In this way, a total of 432 households were 
surveyed in the study area. Perception of the households on various adaptation 
strategies including effectiveness of early warning system, adaptation by community 
during and post flood strategies, protection strategies and role of stakeholders in 
respective villages was observed. During the field visit, a close disclosure of the 
social and economic conditions of the households was also observed to determine 
flood-induced implications (Table 15.1).
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Housing characteristics Percentage Mean Std.
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Fig. 15.2 Flowchart of methodology 

Table 15.1 Descriptive statistics of housing characteristics in the sampled households 

First 
quantile 

Third 
quantile 

Housing type Muddy house 27.8 25 22.07 31.02 14.31 

Semi-cemented 
house 

28.4 

Fully cemented 
house 

4.9 

Grass/bamboo/ 
others 

38.9 

Housing facilities Electricity 61.6 33.33 19.18 44.52 25.86 

Drinking water 11.0 

Latrine 27.4 

Combustion 
materials 

Firewood and 
chips 

0.2 20 6.71 40.52 20.21 

Dung cake 43.1 

Kerosene 9.4 

LPG 40.5 

Others 6.7 

Std. standard deviation 

Cross Tabulation 

After examining the various adaptation strategies, a cross-tabulation analysis was 
carried out to ascertain the effective adaptation methods by communities in general,



during and post flood strategies particularly preferred by gender and caste groups 
(Table 15.2). A heatmap was also prepared to ascertain the preferable adaptation 
methods in the surveyed villages (Fig. 15.2). 
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Results 

Of the total sampled households in the study area, around 85% were males while 
15% were females. Average age of the respondents was found 44.7 years. Majority 
of the sampled households (62%) belonged to Hinduism followed by Islam (35%) 
and Christianity (3%). Nearly 41% of the sampled households belonged to general 
category followed by other backward castes (27%), scheduled castes (26%) and 
scheduled tribes (7%). About 73% of the head of the households have completed the 
primary education followed by secondary (20%) and graduate (5%), while only 2% 
were post-graduates. Most of the sampled households around 53% were having 
nucleated family system followed by joint family (45%) and extended family 
systems (2%). Only 1% of them were found living single. Most of them were 
married (91%), while 6% were unmarried and 3% were widows. The descriptive 
statistical results demonstrated that over 39% of houses were made of grass, bam-
boos and other locally available resources in the sub-basin. Table 15.1 also displays 
that more than one-fourth of the houses are still made of mud. Though the houses are 
not cemented, about two-thirds of houses are having electricity facilities. 

The adaptation among the sampled households was analysed as strategies 
adopted by local communities, effectiveness of early warning system, during and 
post flood strategies, measures for flood protection and role of stakeholders. 

Perception of Adaptation Strategies Adopted by Local 
Communities 

The most preferred strategy adopted by the sampled households was switching over 
other crops (63%) followed by pond fisheries (47%), crop insurance (43%), agro-
forestry (33%) and restricting construction in flood risk areas (32%). Pasture man-
agement (40%) and reducing soil erosion and waterlogging (31%) were less adapted 
strategies by the sampled households (Fig. 15.3). Improving insurance schemes 
(45%) was the least adapted by the sampled respondents. Plate 15.1 represents the 
fishing ponds in various villages.
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Fig. 15.3 Adaptation strategies adopted by local communities 

Plate 15.1 Snaps captured during field survey (2019): (a) a big pond at Titha village, (b) fish pond 
in Jhara village, (c) a bird-protected fish pond in Gopalpur village and (d) remote location of village 

Effectiveness of Early Warning Systems 

Effectiveness of early warning systems was examined among the sampled house-
holds (Fig. 15.4). Among the early warning systems, own observation (74%) was



found highly effective by the sampled households followed by police announcement 
(72%), friends outside the community (61%), information by government organiza-
tion (52%) and newspaper and radio (48%). Own observation was considered highly 
effective by more than half (74%) of the sampled respondents followed by moder-
ately effective (11%), not responsive (7%), less effective (4%) and least effective 
(4%). Announcements by the local policy were also identified as highly effective 
according to 72% of sampled respondents while nearly 10% stated that police were 
not responsive during floods followed by moderately effective (8%), less effective 
(5%) and least effective (4%). Most of the households (61%) also received disaster 
information from their friends living outside their communities. Nearly 52% of the 
sampled households disclosed that message from government was highly effective 
during flood events, while 17% stated that these were not so responsive followed 
by less effective (11%), least effective (10%) and moderately effective (10%). The 
main reason for this lack of information is remote locations of the houses 
and lack of communication. In case of hazard information from newspaper 
and radio, nearly 48% of sampled respondents identified it as highly effective 
followed by moderately effective (14%), not responsive (14%), less effective 
(13%) and least effective (10%). 

15 Analysing the Household-Level Adaptation to Flood Hazard in. . . 283

Own observation 

Police announcement 

Friends outside community 

Message by government organization 

Newspaper/Radio 

Percentage 

So
ur

ce
s 

Fig. 15.4 Effectiveness of early warning system among the sampled households 

Adaptation Strategies During Flood Hazard 

Adaptation strategies during flood hazard involved perfect communication at com-
munity level, selection of appropriate location to stay, rehabilitation camps and



special care of susceptible people. Selecting appropriate location to stay (30%) and 
staying in rehabilitation camps (25%) were mostly adapted by the respondents. 
Perfect communication at community level (24%) and special care of susceptible 
people (23%) were observed to be moderately adapted among the sampled house-
holds (Fig. 15.5). 
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Fig. 15.5 Strategies adopted by sampled households during flood 

Post Flood Adaptation Strategies 

Post flood strategies consisted of exchanging help, preparing temporary settlement, 
coordinating with government and NGO, equal distribution of relief and first aid and 
probable health facilities. Post flood adaptation strategies were found moderate to 
less applicable among the sampled households (Fig. 15.6). Moderately adapted 
strategies among the sampled households were first aid and probable health facilities 
(30%) followed by equal distribution of relief and resources (30%) and preparing 
temporary settlement (23%). Coordinating with government and NGO (36%) and 
exchange help (31%) were found least adapted by the sampled households. 

Flood Protection Strategies 

Flood protection strategies involved technical flood protection (e.g. raise dykes, 
enlarge reservoirs, upgrade drainage systems), natural retention of flood water 
(e.g. floodplain restoration, change of land use), upgrading drainage systems, 
heightening existing infrastructure, diversion of excess water to irrigation fields, 
disaster response enhancement and improving insurance schemes against flood 
damage (Fig. 15.7). Improving insurance schemes against flood damage (45%),



disaster response enhancement (36%) and diversion of excess water to irrigation 
fields (39%) were not implemented as disclosed by the sampled households. Height-
ening existing infrastructure (43%) was observed relevant but not planned followed 
by upgradation of drainage system (52%), technical flood protection (41%) and 
natural retention of flood water (34%). 
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Fig. 15.6 Perception of sampled households on post flood strategies 

Technical flood protection (e.g. raise dykes, enlarge reservoirs, 
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Fig. 15.7 Perception of sampled households on measures of flood protection
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Fig. 15.8 Perception of sampled households on role of stakeholders 

Role of Stakeholders 

The role of community representatives, NGOs, regional authorities, academicians 
and researchers in lessening the flood risk was analysed among the sampled house-
holds (Fig. 15.8). The role of stakeholder analysis revealed that regional authorities 
(31%) followed by academicians and individual experts (31%) and community 
representatives (28%) were least involved in mitigating the flood hazard. Nearly 
24% of the sampled households disclosed that local NGOs were moderately active 
(24%). Household characteristics revealed significant insights about the people 
living in the sub-basin. Most of the households were found having low socio-
economic status. However, some villages were found connected by roads and 
found to be less impacted by flood. 

Preferred Adaptation Strategies 

Individual retention ponds, switch to other crops, pond fisheries, perfect communi-
cation at community level, selection of appropriate location to stay, rehabilitation 
camps, prepare temporary settlement, equal distribution of relief and resources, first 
aid and probable health facilities were preferred by all caste and gender groups 
(Table 15.2). The least preferred strategies among respondents identified were 
pasture management and improving crop insurance schemes. In case of village-
wise analysis, Mohanpur, Minakhan, Uchildaha, Gopalpur, Amravati and Bakkhali 
villages performed well in all adaptation strategies except improving crop insurance



scheme. The reason behind the highest preferability is the frequent flood events 
during the monsoon season (Fig. 15.9). Moreover, Amravati and Bakkhali villages 
are located in the southern coastal stretch where a series of multi-hazard events are 
prevalent and people tend to adapt more to the environmental casualties. 
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Fig. 15.9 Preferred adaptation strategies in the surveyed villages
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Discussion 

The adaptation strategies discussed in this study are entirely based on the casualties 
induced by flood, traditional and natural methods. Earlier adaptation studies were 
mainly concerned with increasing understanding over the climate change implica-
tions. However, the local communities are more aware about the changes driven by 
climate and response accordingly. Recent climate change studies are providing 
better knowledge about the response of the communities in changing climatic 
conditions. The fifth assessment report of IPCC provided a detailed discussion on 
economics of adaptation citing various studies (Fankhauser, 2016). In the present 
analysis, most of the villages were found experiencing severe implications induced 
by floods, and sometimes their frequency is unpredictable due to changing climatic 
conditions. Studies have also indicated towards the increasing magnitude and 
frequency of the extreme weather events induced by climate change. Geographical 
locations, population growth, limited natural resources and assets and maladaptation 
increase the severity of these events (Ullah et al., 2018). The expensive implications 
of flood attracted the stakeholders and scholars to identify the suitable measures at 
global, regional and local levels for lessening implications. The flood adaptation 
includes various actions that strengthen the socio-economic and ecological systems 
against the adverse effects (Pathak, 2021). 

In case of West Bengal, Bhattacharjee and Behera (2018) identified that shifting 
towards non-agricultural activities, elevating the houses and using flood-resistant 
crops are the prominent flood adaptation measures by farmers. Execution of good 
agronomic activities and climate information services may be effective adaptation 
strategies for the flood-affected rural communities (Koppa & Amarnath, 2021). On 
the other hand, in case of the northern mountainous region, Ghosh and Ghosal 
(2021) suggested that migration for better income opportunities, education, better 
transport connectivity, flood-resilient infrastructure and women self-help groups 
may be ideal adaptation measures for reducing flood vulnerability. The northeast 
parts of Bihar and Jharkhand, which lie in the Ganga Plain, have experienced severe 
incidents of flood where appropriate adaptation design is essential at village and 
household level (Jha & Gundimeda, 2019; Raghu et al., 2021). In the Bhagirathi 
sub-basin, most of the respondents engaged in agriculture have less land holdings, 
and they only grow crops for their sustenance. Flood-induced asset losses, health 
impacts, damages to agricultural land and changing climate conditions are the major 
complications of flood occurrences. Households with low income were found 
indebted at high-interest rates to support their needs. All these implications may 
only be reduced through effective adaptation strategies. 

Climate change has also widened the flood implications that demand sustainable 
adaptation strategies (NITI Aayog, 2021). For strengthening this vision, the Gov-
ernment of India has initiated the estimation of sustainable development goals 
(SDGs) b NITI Aayog at state and union territory levels to reinforce the sustainable 
development of the states. NITI Aayog has classified SDG index score into aspirant 
(0–49), performer (50–64), front runner (65–99) and achiever (100). If we analyse



the level of overall SDG attainment of states lying in the sub-basin, all the states were 
found performer. All these states were found the aspirants of SDG2 (zero hunger) 
and SDG13 (climate action), while they found performer in SDG8 (decent work and 
economic growth). They were also identified as the front runner in case of SDG3 
(good health and well-being), SDG6 (clean water and sanitation), SDG7 (affordable 
and clean energy) and SDG16 (peace and justice strong institutions). However, none 
of these states were recognized as achiever of any SDGs (Fig. 15.10). During 
fieldwork, it was observed that people have started constructing toilets in their 
houses with the help of government’s welfare schemes such as Swachh Bharat 
Mission and WaSH (Water, Sanitation and Hygiene) programmes. However, the 
majority of the houses are still using dung cake as the main source of cooking fuel 
(43.1%). Here it is worth mentioning that recently, the households are increasingly 
using liquified petroleum gas (LPG), which accounts for 40% of the total cooking 
fuel. This increasing use of clean cooking fuel (LPG) may be attributed to welfare 
schemes such as Pradhan Mantri Ujjwala Yojana aiming to achieve energy-related 
SDGs (6 and 7), i.e. clean water and sanitation for all and affordable and clean 
energy in India (Plate 15.2). 
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Fig. 15.10 Level of SDG goals in case of Jharkhand, Bihar and West bengal. (Source: NITI Aayog, 
2021) 

In case of composite score, Jharkhand and Bihar were identified the performer 
while West Bengal is found the front runner. Moreover, there is a need for improve-
ment especially in case of climate action (SDG13) goal of SDG 

The present analysis has revealed that the adaptation strategies preferred by the 
households were largely pointing towards alternative liveihood, community partic-
ipation during flood and provision of better healthcare systems. The low
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performance of Raichak Boltala, Silampur, Khasim Nagar, Nutanhat and Kalna 
villages also indicates the high degree of flood implications and less adaptive 
capacity. The image of implications is much complicated at district or state level, 
which requires a unifying adaptation measure to enhance the adaptive capacity of the 
communities. However, this analysis is limited in terms of inclusion of only 
household-level adaptation but provides a concise interpretation of adaptation 
in surveyed villages. Furthermore, such an assessment may not only be helpful in 
identifying the adaptation strategies but to discriminate the level of adaptation in 
different social groups.
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Conclusion 

The present study has explored the adaptation strategies in one of the important 
hydrological units of India, i.e. Bhagirathi sub-basin. The analysis of household-
level adaptation assessment is based on 432 households, and their perception of the 
effect of early warning system, adaptation by community, during and post flood 
strategies, protection strategies and role of stakeholder in selected villages was 
examined. Findings revealed that individual retention ponds, switch to other crops, 
pond fisheries, perfect communication at community level, selection of appropriate 
location to stay, rehabilitation camps, preparing temporary settlement, equal distri-
bution of relief and resources, first aid and probable health facilities were preferred 
by all caste and gender groups. Pasture management and improving crop insurance 
schemes were found the least preferable. Village-wise analysis indicated towards the 
low performance of Raichak Boltala, Silampur, Khasim Nagar, Nutanhat and Kalna 
villages, whereas Mohanpur, Minakhan, Uchildaha, Gopalpur, Amravati and 
Bakkhali villages performed well in all adaptation strategies due to their better 
connectivity to urban areas. 

SDG analysis has also raised the need for improvement in SDG1 (no poverty), 
SDG2 (zero hunger) and SDG13 (climate action) for achieving sustainable adapta-
tion among communities while uplifting their socio-economic status. The study 
suggests that the policymakers should provide better economic opportunities, edu-
cation levels and healthcare facilities, and encourage community-based adaptation 
strategies to mitigate the flood implications. Unbiased gender and community 
involvement, adequate support from government, crop insurance for individual 
support, strengthening the role of community-based organizations and modernizing 
indigenous flood control methods may effectively further enhance the response and 
adaptive capacity of the local communities.
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Introduction 

A background note prepared by OECD (2015) to outline the impact of climate 
change on agriculture and to explore the possibilities to achieve a sustainable, 
productive and environment-friendly agricultural system opined that climate change 
has posed a serious challenge and is expected to impact negatively with increased 
temperature, increasing intensity and frequency of extreme weather events and 
degradation of soil as well as creating a scarcity of water. 

Climate change is quintessentially affecting agriculture through abnormal tem-
peratures, precipitation and environmental hazard limits (e.g. heat waves), changes 
in vermin and infections, changes in climatic carbon dioxide and ground-level ozone 
focuses, changes in the healthful nature of certain food varieties and changes in 
ocean level and observed through negative impact on crop production, particularly in 
the low-latitude countries (Folnovic, n.d.). 

There are apprehensions by a number of climate experts in their studies that 
climate change is going to have ramifications for food security, both in the USA and 
also internationally, through changes in crop yields as well as food costs and impacts 
on food handling, stockpiling, transportation and retailing (USGCRP, 2014). 

Climate-smart agriculture (CSA) may be an answer to the challenges—which is 
an integrated way (WB, 2021) to deal with good use of cropland, animal husbandry, 
agro-forestry and fisheries—that provides solutions to the interlinked difficulties of 
food security and accelerated climate change. 

Under such a situation, farmers in different countries adopt different ways. 
Several coping strategies and adaptation in US agriculture are observed to over-
shadow the adverse impact on agriculture, incorporate changes what is delivered, 
altering the data sources utilized for creation, embracing new innovations, and 
changing administration methodologies (USGCRP, 2018). 

The impact of climate change on agriculture and food production has been found 
in several studies. When change in long-term mean climate will have importance for 
global food production and may require adaptation, more serious dangers to food 
security might be presented by changes in year-to-year variation and more extreme 
weather events. Historically, it has been observed that the largest fall in the food 
production has been due to low rainfall events (Kumar et al., 2004; Sivakumar et al., 
2005). 

The impact of climate change on the growth of typical crops is studied in China 
where authors (Ma et al., 2019) found global rising of temperature being responsible 
for altered climatic patterns causing the effect on crop cycles, shortening crop cycle 
and also greatly impacting crop growth. Thus, the present study aims to fulfil the 
following objectives: to examine farmers’ perception of climate change, to prepare 
an overview of farmers’ adaptation in the climate change environment, to enumerate 
coping strategies and innovations practiced by farmers of West Bengal and to assess 
regional differences in climate change impacts on agriculture.
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Methods and Materials 

The data used for the present study are primary data collected through field surveys, 
supplemented by secondary data collected from published sources. As many as 
209 practicing farmers, taking an equal number from each district (WB had 19 dis-
tricts before the bifurcation of West Midnapore, Burdwan, Jalpaiguri and Darjeeling 
districts) have been surveyed with a structured survey schedule designed in Bengali 
for ease of understanding of the farmers. Before finalization of the survey schedule, a 
pilot survey was conducted in Malda, Murshidabad and Nadia districts for the 
convenience of the authors. Sample respondent farmers were selected from each 
district and were selected from clusters of three villages as per convenience of the 
authors. The sample respondent farmers were brought to a common place to have a 
‘Focus Group Discussion’ to get in-depth information on different aspects of the 
impacts of climate change on agriculture, adaptations and coping strategies of 
farmers in the region. The secondary data related to climatic elements have been 
collected from NASA Climate Research and Services, India Meteorological Depart-
ment and Ministry of Earth Sciences, Pune (India Metrological Department, 2008). 
The data related to APY of crops were collected from the Ministry of Agriculture & 
Farmers Welfare, Government of India. 

The collected data have been analysed using different quantitative techniques 
where correlation coefficient and multiple linear regression etc. and descriptive 
statistics such as mean, standard deviation, coefficient of variance etc. were calcu-
lated using SPSS. A one-way analysis of variance (ANOVA) has been conducted 
using SPSS. Cartographic and diagrammatic representations for better display of 
relations have been made using QGIS. 

Results and Discussion 

This segment of the research begins by tracing farmers’ perception towards climate 
change. Thereafter, the paper narrates the evidence of climate change observed by 
the farmers. The discussion then progresses to identify the problems of climate 
change faced by the farmers. Coping strategies adopted by the farmers, farmers’ 
demands from the government to mitigate climate change-induced difficulties, 
adoption policies to overcome the causes of climate change and for the reduction 
of the severity of climate change in general and on the agricultural sector in 
particular are also key points of this section. Correlating climatic elements such as 
temperature and precipitation with leading crops such as rice and jute has been done, 
which is followed by the conclusion of this research paper in the last section.
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Farmers’ Perception on Climate Change 

Though the farmers have different perceptions, the majority of the respondents 
opined that the climate is changing. 

Figure 16.1 reveals that 96.65% respondents are of the opinion that climate is 
changing in the study area. The majority of the respondents (45.93%) perceived that 
the amount of rainfall has decreased in the last 20 years, while 29.19% reported that 
the amount of rainfall has become highly uncertain due to climate change (Fig. 16.2). 
The decreasing trends of rainfall is common in both summer and winter monsoon 
seasons in large parts of northern and central India, as reported by Annamalai et al.

Fig. 16.1 Perception on climate change. (Source: Field Survey, 2021) 

Fig. 16.2 Perception on changing amount of rainfall. (Source: Field Survey, 2021)



(as cited in Department of Science and Technology, Ministry of Science and 
Technology, 2016). The number of rainy days is also decreasing, while the temper-
ature is gradually increasing, as observed by the respondent farmers in the study area 
(Field Survey, 2021). The perception of farmers is supported by various reports on 
climate change. The global total temperature increased by 0.78 °C over the period of 
1850–2012 (IPCC Report, 2014). The Global mean annual temperatures likely to be 
increased by 1 °C and 3 °C by 2025 and 2100 respectively as per the indication of 
current estimates of change in climate (DST and MOST, 2016).
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Evidences of Climate Change Observed by the Farmers 

Worldwide, climate scientists have been working on climate change, and they are 
continuously trying to assemble evidences of climate change. These evidences of 
climate change are assembled from various authentic scientific sources such as 
innumerable weather stations across the globe, satellite images, weather satellites, 
aircrafts etc. for the last hundreds of years. Increasing temperatures over land and 
ocean surfaces, melting of glacial, polar and arctic sea ice, rising sea level, increasing 
extreme events are some of the major evidences at national and international level of 
Fifth Assessment Report (2014) by IPCC (IPCC, 2014). 

The majority of the respondents perceived that the amount of rainfall and number 
of rainy days are gradually decreasing due to climate change, and they shared their 
observations and put forward their views on how environmental conditions are 
changing over time. The respondents, who believe that the amount of rainfall is 
decreasing, reported that the requirement of irrigation for Aman rice cultivation and 
less amount of water in the surrounding inland water bodies and rivers are some of 
the indicators of decreasing rainfall. As high as 74.00% respondents observed that 
the length of the rainy season is decreasing over time (Fig. 16.3). 

On average, more than 35% respondents’ observation is that the onset and retreat 
of monsoon is becoming highly uncertain. Reduced amount of moisture in the soil 
before the Rabi and Kharif cultivation; uncertainty of onset and withdrawal; length 
and variability of summer and winter seasons; and number of foggy days are some of 
the major indicators of climate change as perceived by the farmers of the study area. 
According to the perception of the majority of the respondents, in recent years, the 
frequency, length and severity of some climatic extreme events such as, thunder-
storm, Kalbaishakhi (Nor’wester) etc. and its impact such as drought are getting 
more while the frequency of floods are getting less, but the length and severity of 
floods are increasing due to climate change over the periods (Field Survey, 2021). 
Department of Science and Technology, Ministry of Science and Technology of 
Government of India, on climate change programme (DST and MOST, 2016) also 
stated that the frequency and severity of the climatic extreme events are receiving 
more in major parts of the country because of climate change.

https://dst.gov.in/sites/default/files/Report_DST_CC_Agriculture.pdf
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Fig. 16.3 Perception about length of rainy season. (Source: Field Survey, 2021) 

Difficulties Faced by the Farmers 

Almost the entire study area is composed of alluvial soils which offer a good 
foundation for agriculture. Like whole India, about two-third of the workforce in 
West Bengal directly and indirectly depends on farming, which has a multiplier 
effect on the economy of the study area. In spite of the crucial role of the economy, 
the farming sector of India in general and the study area in particular are facing 
difficulties due to climate change. The uncertainty, seasonal variability and decreas-
ing amount of rainfall on the one hand and increasing temperature over the periods 
are the major challenges to the farmers. Besides these, some climate change-induced 
extreme events such as prolonged droughts, cyclonic storms and other natural 
hazards are the major concern for the farmers. About 25.84% respondent farmers 
reported that irrigation is becoming compulsory for cultivation throughout the years, 
while 10.53% said that they cannot cultivate Aman rice and 45.93% informed that 
farming is becoming expensive due to decreasing amount of rainfall. The majority of 
them (91.87%) also perceived that crop diseases are increasing due to climate 
change, which leads to low productivity and high expenditure in farming (Field 
Survey, 2021). Climate-induced disasters, especially droughts and cyclones, have 
become more disastrous in the recent years. These extreme events and disasters 
badly damage the crops. Even sometimes, they are not able to harvest their ripped 
crops due to the sudden occurrence of extremely severe climatic events. Deteriora-
tion of soil fertility, land degradation, desertification of agricultural land, increasing 
demand for irrigation round the year, increased crop diseases, increasing demand of 
pesticides and insecticides for each crop are on as a result the law of diminishing 
returns in agriculture in work and crop damage due to extreme climatic events are the 
major problems which the farmers of the study area are facing due to climate change



(Field Survey, 2021). The development reflected in the official reports also. Climate 
change and its adverse effects are the major challenges for Indian agriculture (DST 
and MoST, 2016). Hence, the consequences of climate changes on agriculture have 
devastated the lives and livelihood of poor farmers of the study area. 
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There is a regional variation of negative impacts on agricultural crops in terms of 
magnitude and variety due to climate change. In the Northern Plain, Aman and Boro 
rice, wheat, jute, potato, pulses, sugarcane, betel leaf, pineapple, tea plantation, 
pointed gourd; in Rarh region, Aman and Boro rice, wheat, potato, oil seeds, 
betelvine, pointed gourd, flowers have been impacted, while in Bengal Delta, 
Aman rice, Boro rice, potato, oil seeds, jute, sugarcane, pulses, banana and pointed 
gourd have been negatively impacted. 

Sector-Wise Impacts Witnessed 

The Indian agricultural sector is the most vulnerable sector to the risks due to climate 
change as two-third of Indian agricultural land is rain fed and even the irrigation 
system also depends on the monsoon rain. Other climatic extreme events such as 
frequent occurrences of floods, cyclones and thunderstorms are also major problems, 
which severely damage the Indian agriculture culture. In the study area, the Northern 
Plain and Gangetic Delta are highly flood prones which badly damage the agricul-
tural system and crop production. Almost every year, a large amount of agricultural 
land with standing crops, mainly rice, pulses, jute and different types of vegetables is 
submerged due to the regular occurrence of floods in one part or another of these 
regions. The mighty Tista, Torsa, Sonkosh, Jaldhaka and Mahananda are the main 
rivers of the Northern Plain, which originate from the Himalaya and flow southward 
through the Northern Plain, flooding this region during the rainy season and affect-
ing the lives and livelihoods of the farmers. But the Gangetic Delta, which comprises 
Murshidabad, Nadia, North 24 parganas, South 24 Parganas, Howrah, Hooghly, 
Kolkata, used to be flooded by mainly Ganga, Bhagirathi Jalangi, Hooghly, Churni 
rivers etc. The southern part of the Gangetic Delta is highly prone to cyclones along 
with floods. The very recent severe tropical cyclones ‘Aila’ (8 May in 2009), 
‘Amphan’ (20 May 2020) and relatively weaker tropical cyclone ‘Jawad’ in 
(2021) with heavy rain severely damaged the standing crops and resultant crop 
production due to inundation of crops in the southern part of West Bengal. There 
has been widespread damage in the southern part of the Gangetic Delta, particularly 
North 24 Paraganas, Howrah, Hooghly, Kolkata, Nadia and parts of Murshidabad 
and the coastal part of West Bengal, specifically East and West Midnapurs and South 
24 Paraganas, due to very severe tropical cyclone ‘Amphan’. In the northern 
24 Paraganas, north-eastern Nadia, southern part of Murshidabad and middle region 
of Hooghli district about 12.5% of the land under jute, i.e. 38,119 ha, was affected by 
severe tropical cyclone ‘Amphan’ (Chakraborty et al., 2021). The Rarh Bengal, 
fringe region of Western Plateau proper, which consists of Birbhum, Bardhaman, 
West Midnapur, East Midnapore districts, used to get affected by cyclones and also



drought prone. In this agro-climatic region, the occurrence of severe tropical 
cyclones and cyclones induced rain and resultant floods also affect the standing 
crops and crop productivity. The Western Plateau proper region, which consists of 
Purulia and Bankura, is highly drought prone. As per the opinions of the respondent 
farmers mainly from Gangetic Delta, Northern Plain and Western Plateau region, 
climate change negatively affected the cultivation of those crops that require either 
huge amounts of water or are not drought resistant such as rice, jute etc. As per their 
information, 29.41% farmers have stopped the cultivation of jute, while 15.31% 
abandoned both Boro and Aman rice cultivation due to scarcity of water and 
resultant high cost of crop production. But at the same time, they have increased 
the cultivation of crops which are less water thirsty and resistant to extreme heat. 
They have shifted to cultivate maize and vegetables to mitigate the problems of 
water scarcity and extreme heat. Fishing and animal husbandry are also negatively 
affected by contemporary climate change. About 46.41% respondents perceived that 
the fishing sector is damaged, while 22.97% perceived that animal husbandry is also 
negatively affected due to climate change (Field Survey, 2021). The perception and 
claim of the farmers have been supported by the crop data, which are provided by 
Agriculture Informatics Division, National Informatics Centre, Ministry of Commu-
nication and IT, Government of India. As per the record of Ministry of Agriculture 
and Farmers Welfare, the total rice and jute production of West Bengal significantly 
declined over the period of 1997–1998 to 2019–2020, while the maize production 
significantly increased in the state, particularly in Malda and Murshidabad during the 
same period of time. 

302 A. K. M. Anwaruzzaman and S. Hoque

Coping Strategies Adopted by the Farmers 

Potential adaptation strategies to deal with the impact of climate change are devel-
oping the cultivation of crops tolerant to heat and salinity stresses and resistant to 
flood and drought, modifying crop management practices, improving water man-
agement, adopting new farm techniques such as resource-conserving technologies 
(RCTs) and crop diversification, improving pest management, better weather fore-
casts and crop insurance and harnessing the indigenous technical knowledge of 
farmers (DST and MOST, 2016, p. 9).  

In the study area, farmers’ perception is that climate change affected their 
agricultural sector negatively. Hence, they have adapted various measures to sustain 
agriculture and avoid losses of agricultural productivity due to current changing 
climatic conditions, especially temperature and precipitation. 

To mitigate the problems of water scarcity, farmers are cultivating water-saving 
crops, more heat-resilient crops, high-yielding varieties of crops, cultivating profit-
able cash crops instead of food grains, applying more chemical fertilizers, insecti-
cides and pesticides, installing tube wells at their own cost for irrigation using 
groundwater etc. Application of pesticides on each crop, changing the application 
pesticides, changing planting dates (standard meteorological week), crop



diversification, changing crop variety are some of the coping strategies to mitigate 
the problems of enhanced crop diseases due to climate change. According to the 
respondents, 22.49% farmers emphasized on cash crops including vegetables instead 
of food crops, 15.31% have stopped Aman and putting emphasis on Boro rice 
cultivation, 17.22% emphasized on maize instead of rice cultivation, 17.22% empha-
sized on plantation farming instead of food crops, 20.57% started HYV rice culti-
vation, while another 7.18% still cultivate rice, which requires either less amount of 
water or have a short period of time (Field Survey, 2021). A large number of farmers 
in the study area, especially of Rarh and Western Plateau region, are harvesting 
rainwater, adapted micro-irrigation systems and cultivating a variety of crops which 
demand less water and are resistant to drought to sustain yield stability. A large 
section of farmers of the Northern Plain and Gangetic Delta informed that they have 
changed the land use pattern to avoid water scarcity. The huge amount of land, 
which was sown for food crops, especially rice and wheat, has been converted into 
plantation farming and non-agricultural purposes in these agro-climatic regions to 
maintain their livelihood. Yet another change in land use in the form of land being 
kept fallow for many cropping seasons where land degradation also has been 
witnessed (Field Survey, 2021). 
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Climate Change and Cropping Pattern 

Change in cropping pattern is one of the major expressions of farmers’ adaptation to 
the climate change environment. It is true that changes in cropping patterns may also 
be in response to the market price, particularly in the case of commercial crops. For 
the present study, one food crop, i.e. rice/wet paddy which is a leading food crop 
cultivated in West Bengal and jute which is a leading cash crop, has been considered 
for the analysis. Trends of cultivated land devoted to these crops vis-à-vis climatic 
elements such as precipitation and temperature have been analysed for the selected 
districts representing three broad agro-climatic meso regions of North Bengal Plain 
(Cooch Behar), Western Plateau and the plateau fringe (Birbhum) and Deltaic West 
Bengal (Nadia). 

It has been observed from Figs. 16.4 and 16.5 that the overall trend in jute 
cultivation is declining over the period 1997–1998 to 2019–1920. Whereas there 
is clear declining trend in case of Cooch Behar and Nadia districts representing 
North Bengal Plain and Deltaic West Bengal, the Western Plateau (Birbhum) has 
recorded an overall declining trend but has witnessed many fluctuations. This has 
been possible due to the fact that the Western Plateau region under discussion has a 
poor record of jute cultivation and hence little bit of increase or decrease in the area 
under jute is exhibited through fluctuation in the graph. The entire crop weather 
calendar of jute cultivation requires a hot and humid climate with bounty rainfall. 
Even the post-harvest processing of jute retting requires a sufficient depth of flowing 
or stagnant water. The absence of water in the nearby water bodies may be a 
sufficient cause of a loss of the entire yield. The reduction in area under jute



cultivation may, therefore, be related to a reduction in rainfall during the period 
observed. 
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Fig. 16.4 Area under jute cultivation of Cooch Behar and Nadia districts during 1997–1998 to 
2019–2020. (Source: Ministry of Agriculture and Farmers Welfare, Retrieved, November 20, 2021) 

Fig. 16.5 Area under jute cultivation of Birbhum district during 1997–1998 to 2019–2020. 
(Source: Ministry of Agriculture and Farmers Welfare, Retrieved, November 20, 2021) 

Figure 16.6 on rice cultivation during the same period on the other hand shows a 
stagnant trend with a slight decline in the representative districts. Whereas Birbhum 
(Western Plateau) and Cooch Behar (North Bengal Plain) recorded overall stagna-
tion during the entire period, Nadia (Deltaic West Bengal) recorded a decline.
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Fig. 16.6 Area under rice cultivation of Birbhum. Cooch Behar and Nadia district during 
1997–1998 to 2019–2020. (Source: Ministry of Agriculture and Farmers Welfare, Retrieved, Nov 
20, 2021) 

As the entire paddy cultivation practiced today in West Bengal is wet paddy, it 
requires either sufficient rainwater or irrigation mostly surface or groundwater. In 
both cases, rainfed and surface irrigation, enough precipitation is the requirement of 
the process. The irrigation method used both in the Kharif (monsoon) and Rabi (win-
ter-spring) is a flooding method which requires a huge quantity of water. Moreover, 
the rate of evapotranspiration is the highest during the Boro rice cultivation during 
winter–spring season due to very low vapour pressure in the atmosphere. The 
stagnation and decline of area under paddy cultivation again maybe thus related to 
insufficient rain and increased cost for irrigation based on groundwater. 

Though there are many weather elements that change with climate change, for the 
convenience of the present study, precipitation and temperature (2 m above the 
surface) have been studied. Figure 16.7 depicts the trends of precipitation in the three 
representative districts. The data show a very slight increasing trends in the Birbhum 
and Nadia districts, whereas Cooch Behar has recorded a considerable increase 
during the period. In spite of an increasing trend, farmers have turned their face as 
revealed by them towards water-intensive paddy and jute cultivation due to loss 
inflicted during the prolonged dry spell prevailed during the latter half of the 1990s 
and first half of the 2010s. 

The farmers opined that during the last decade or so, unreliable rainfall along with 
high cost of fuel used for irrigation has forced farmers to show less interest in the 
cultivation of jute and rice. The data show that Maize, particularly spring maize, is



slowly replacing Boro rice in the entire state which can be seen a jump of more than 
seven times during the period of 1997 to 2020. 
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Fig. 16.7 Trends of precipitation of Birbhum. Cooch Behar and Nadia district. (Source: Authors’ 
Development based on Power Data Access Viewer, NASA) 

Fig. 16.8 Trend of temperature of Birbhum. Cooch Behar and Nadia district. (Source: Authors’ 
Development based on Power Data Access Viewer, NASA) 

Another important weather element, i.e. temperature in the study area, shows a 
stagnant to slight declining trends (Fig. 16.8). However, unusual peak temperature in 
2015–2016 and the persistence of very high temperatures during 1980s and initial 
years of 1990s made farmers more apprehensive of relying on more water-intensive 
and less heat-resistant crops. It has been reported by the farmers during the field 
survey that they have experienced and apprehended increasing temperatures detri-
mental to their crops. Thus more heat-resilient and water-thirsty crops are the new 
choice of the farmers in the region.



16 Farmers in the Environment of Climate Change: A Study of Adaptation. . . 307

Trend of Climatic Elements and Yield of Crops 

After having observed the trends of cultivation of different crops in terms of area 
devoted to crops vis-à-vis trends of weather elements, it is pertinent to examine the 
trend of yield of different crops with respect to trends of climatic elements. For the 
convenience of this work, only temperature and precipitation have been observed 
during 1997–2020 in the representative districts of Birbhum (western Plateau), 
Nadia (Deltaic West Bengal) and Cooch Behar (North Bengal Plain). A multiple 
linear regression (MLR) model has been run taking yield of crops as a dependent 
variable and temperature and precipitation as independent variables. The MLR has 
been worked out for both rice and jute, the leading crops, first being the leading 
cereal and also staple food grain consumed by the people of the state, and jute, the 
leading cash crop cultivated in the major parts of the state. 

The MLR analysis to examine the effect of changing temperature and precipita-
tion on the yield of rice has been done with the help of Eq. (16.1). 

y= b0 þ b1x1 þ b2x2 þ e ð16:1Þ 

y = dependent variable (yield of rice). 
x1 = explanatory variable (temperature). 
x2 = explanatory variable (precipitation). 
b0 = intercept (constant term). 
b1 = slope coefficient of first explanatory variable (temp). 
b2 = slope coefficient of second explanatory variable (precipitation). 
e = the model’s error term (also known as the residuals). 

Similarly, in the second Eq. (16.2) the effect of changing temperature and 
precipitation on the yield of jute has been done with the help of equation. 

y= b0 þ b1x1 þ b2x2 þ e ð16:2Þ 

where the independent variable ( y) is the yield of jute. The remaining notation in the 
second equation remains as in the first equation. 

It has been found from the MLR that there is a negative relation of the yield of rice 
and both temperature and precipitation. However, temperature is having a stronger 
impact on the yield of rice than precipitation in Birbhum district (Table 16.1). But 
both are found to be statistically insignificant as P-value is more than 0.05 in both 
cases. 

In the case of Cooch Behar, it is found that both temperature and precipitation are 
found to have negative relations with the yield of rice, but temperature is having 
stronger relations as compared to precipitation. From the inspection of P-value, it is 
found that temperature does not have a statistically significant relation with yield of 
rice in Cooch Behar (P-value is more than 0.05) and precipitation has a statistically 
significant relation with yield of rice as the P-value in this case is less than 0.05 
(Table 16.2).
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Table 16.1 Impact of temperature (X1) and precipitation (X2) on rice production (Y ) 

Summary output of ANOVA statistics 

Representative district Coefficients Standard error t Stat P-value 

Birbhum Intercept -3.376 3.730 -0.905 0.376 

Temperature (X1) 0.234 0.143 1.643 0.116 

Precipitation (X2) 0.003 0.003 1.168 0.257 

Cooch Behar Intercept -5.539 6.397 -0.866 0.397 

Temperature (X1) 0.251 0.267 0.938 0.359 

Precipitation (X2) 0.008 0.002 3.385 0.003 

Nadia Intercept -0.817 4.356 -0.188 0.853 

Temperature (X1) 0.126 0.167 0.752 0.461 

Precipitation (X2) 0.004 0.003 1.307 0.206 

Source: Computed by Authors based on APY data, Ministry of Agriculture and Farmers Welfare, 
Government of India and Power Data Access, NASA 

Table 16.2 Impact of temperature (X1) and precipitation (X2) on jute production (Y ) 

Summary output of ANOVA statistics 

Representative districts Coefficients Standard error t Stat P-value 

Birbhum Intercept -47.467 59.147 -0.803 0.432 

Temperature (X1) 2.470 2.260 1.093 0.287 

Precipitation (X2) 0.018 0.043 0.424 0.676 

Cooch Behar Intercept -10.381 24.187 -0.429 0.672 

Temperature (X1) 0.726 1.011 0.718 0.481 

Precipitation (X2) 0.021 0.009 2.313 0.032 

Nadia Intercept 1.303 20.354 0.064 0.950 

Temperature (X1) 0.473 0.780 0.606 0.551 

Precipitation (X2) 0.009 0.013 0.659 0.517 

Source: Computed by Authors based on APY data, Ministry of Agriculture and Farmers Welfare, 
Government of India and Power Data Access, NASA 

On the other hand, the yield of jute is found to be related negatively to temper-
ature and precipitation in Birbhum and Cooch Behar and positively in Nadia during 
the period studied. It is however observed that yield of jute is much more strongly 
related to temperature than precipitation. However, both independent variables have 
a statistically insignificant impact on the productivity of jute as it is exhibited from 
the P-values that are more than 0.05. The relations between the explained and 
explanatory variables are found to be negatively related. Again it is found that 
temperature is much more strongly related than precipitation but negatively related. 
The P-value for temperature is more than 0.05 and hence has an insignificant relation 
with the yield of jute, but precipitation has a statistically significant impact as 
exhibited by the P-value less than 0.05, indicating a statistically significant relation. 
In the Nadia district, it is found that the yield of jute is positively related to both 
temperature and precipitation; however, precipitation has having weaker relation 
than temperature as exhibited by the coefficients. But the P-values for both cases are



found to be more than 0.05, and hence, the independent variables are found to be 
statistically insignificant (Table 16.3). 
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Though the analysis has been done only for three selected districts, representing 
three agro-climatic regions but glancing through the data shows a similar trends for 
other districts too. 

Government Initiatives Demanded by the Farmers 

The Government of India has initiated timely action to address the issues of climate 
change. These initiatives have dealt with valuable inputs to offset the impact of 
climate change on major food crops along with horticulture and livestock produc-
tions. India has launched the National Mission for Sustainable Agriculture (NMSA) 
to come up with suitable adaptation strategies. The NMSA has identified various 
dimensions for adaptation to climate change such as improved seeds, farm practices 
and nutrient management; pest management; water use efficiency; markets; credit 
support; agricultural insurance; access to information and livelihood diversification 
etc. (DST and MOST, 2016). 

The Government of India has initiated several welfare programmes to cope with 
climate change-induced farming problems and for the welfare of the farmers for 
sustainable agriculture and the continuation of better farming practices to maintain 
the stability of farm production. The Prime Minister of India launched PMFBY on 
18 February 2016 (Department of Financial Service, 2016). The farmers who are 
suffering from crop loss or damage due to unforeseen events are getting financial 
support through PMFBY (Department of Agriculture, Cooperation and Farmers 
Welfare, 2016). The Government of India has implemented PMKSNS, popularly 
known as PM-Kisan Scheme, by which the farmers’ families having cultivable land 
are getting an amount of Rs. 6000 per annum directly into the bank accounts under 
Direct Benefit Transfer mode by the Central Government (DAC & FW, 2020). The 
farmers of West Bengal are getting financial support up to a maximum amount of 
Rs. 10,000 per year and a minimum amount of 4000 per year from the Government 
of West Bengal through Krishak Bandhu scheme which is implemented in January 
2019 for the assistance to the farmers for accelerating the of farming activities in 
West Bengal (Department of Agriculture, Government of West Bengal, 2019). The 
Government of West Bengal (n.d.) offers new pump sets with power connectivity to 
the farmers of West Bengal through The Sech Bandhu Prakalpa. The Water 
Resources Investigation and Development Department (WRIDD), GoWB 
(2011–2012) is harvesting rainwater in all kinds of water bodies, viz. reservoirs, 
ponds, tanks, canals etc., by launching a programme named JDJB. The agricultural 
labourers and marginal farmers along with other labourers are also getting jobs 
through this programme as it is engaged in re-excavation of ponds, tanks and other 
water bodies under MGNREGA in combination with P&RD Department, GoWB. 
As per the government record of Department of Statistics and Programme Imple-
mentation of GoWB (2015), a total of 145,743 water body structures have been

http://www.wbwridd.gov.in/index.php/wridd/jal_dharo_jal_bharo


R
R

R
R

310 A. K. M. Anwaruzzaman and S. Hoque

T
ab

le
 1
6.
3 

S
um

m
ar
y 
ou

tp
ut
 o
f 
re
gr
es
si
on

 s
ta
tis
tic
s 
fo
r 
ri
ce
 s
um

m
ar
y 
ou

tp
ut
 o
f 
re
gr
es
si
on

 s
ta
tis
tic
s 
fo
r 
ju
te
 

D
is
tr
ic
ts

M
ul
tip

le
2
 

O
bs
er
va
tio

ns
D
is
tr
ic
ts

M
ul
tip

le
2
 

O
bs
er
va
tio

ns
 

B
ir
bh

um
0.
38

2
0.
14

57
23

B
ir
bh

um
0.
24

11
69

0.
05

81
63

23
 

C
oo

ch
 B
eh
ar

0.
65

6
0.
43

01
23

C
oo

ch
 B
eh
ar

0.
51

60
55

0.
26

63
13

23
 

N
ad
ia

0.
31

1
0.
09

66
23

N
ad
ia

0.
18

97
83

0.
03

60
18

23
 

So
ur
ce
: C

om
pu

te
d 
by

 A
ut
ho

rs
 b
as
ed
 o
n 
A
P
Y
 d
at
a,
 M

in
is
tr
y 
of
 A

gr
ic
ul
tu
re
 a
nd

 F
ar
m
er
s 
W
el
fa
re
, G

ov
er
nm

en
t 
of
 I
nd

ia
 a
nd

 P
ow

er
 D

at
a 
A
cc
es
s,
 N
A
S
A



created or renovated as of December 2015 under JDJB programme, which meet the 
growing needs for water throughout the year. Under West Bengal Accelerated 
Development of Minor Irrigation Project (WBADMIP), the WRIDD of GoWB has 
constructed various minor irrigation systems such as check dams, river lift schemes, 
water retention structures, tube wells, pump dug wells etc., which lead to better water 
management practices and resultant growth of total cropped area, crop diversity, 
cropping intensity and ultimately growth of total production.
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Fig. 16.9 Farmers demand from the government to offset the impact of climate change. (Source: 
Field Survey, 2021) 

In spite of several welfare measures implemented by the Indian Government and 
Government of West Bengal, the farmers throughout the country could not take the 
benefits of these programmes due to some difficulties and terms and conditions 
attached to the said programmes. In these circumstances, the farmers of the study 
area have demanded some mitigating measures from the governments such as free 
irrigation facilities, free crop insurance, easy access to agricultural credits, subsidies 
on chemical fertilizers and HYV seeds, guarantee of MSP etc. for all farmers for all 
agricultural seasons to cope with climate change induced problems. Besides these, 
they have demanded to waive agricultural loans if crops are damaged by natural 
calamities (Fig. 16.9).
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Strategies to Reduce the Severity of Climate Change 

The Ministry of Agriculture, Government of India has launched the National Initia-
tive on Climate Resilient Agriculture (NICRA) for long-term research to assess the 
impact and to formulate appropriate adaptive strategies to reduce the impact of 
climate change on Indian agriculture including horticulture, livestock and fisheries. 
The following strategies should be taken to reduce the severity of the impact of 
climate change on the agricultural crops including fisheries and livestock keeping: 

I. New varieties of crops should be developed with higher yield potential and 
highly resistant to multiple stresses such as drought, flood, salinity. “Genetic 
engineering could play a pivotal role for ‘gene pyramiding’ to pool all 
desirable traits in a plant to get the ‘ideal plant type’ which may also be 
‘adverse climate tolerant’ genotype”. (DST and MOST, 2016, p. 9).  

II. Emphasis on improved water conservation, water harvesting and improve-
ment of irrigation accessibility, micro-irrigation systems should be developed 
and selection of suitable crop-based irrigation and water availability has to be 
promoted to sustain yield stability. 

III. Improved technologies and investment are needed for Integrated Water Man-
agement Systems. Micro-watershed management and rainwater harvesting 
will be very effective alternatives for poor farmers in the rainfed areas 
especially in the Rarh and Western Plateau region of the study area. Micro-
watershed management systems and proper rainwater harvesting will also be 
very fruitful in the Northern Plain because this region has numerous rivers and 
rivulets which originate from the Himalaya. Besides this, the agro-climatic 
region receives copious amounts of rainfall during the monsoon season. 
Improved irrigation methods like sprinkler irrigation, deep pumping, drip 
irrigation may be the better alternatives to sustain the tea production in the 
foothill areas of Darjeeling Himalaya round the year. Different types of 
permanent structures like water harvesting tanks, check dams etc. are needed 
for micro-watershed management and rainwater harvesting. 

IV. The planting date of the crops could be adjusted by adopting a new crop 
weather calendar and it should be as per local changed climatic conditions so 
that the flowering and harvesting period do not coincide with any extreme 
events. The cropping pattern and crops should be changed in the areas where 
floods, cyclones, heat waves etc. occur frequently. For example, Aman rice– 
pulses and Boro rice, Maize–Aman rice–wheat, jute–Aman rice–Potato and 
other vegetables are good crop combinations in the Gangetic Delta region. 
Mushroom and Pisciculture are appropriate in the low lying and persistently 
water-logged areas. 

V. Clearing drainage system is essential in the river bank erosion and flood-prone 
areas particularly in Malda and Murshidabad districts to avoid the severity of 
rain-induced flood during the rainy season. It would be wise to river plays in 
the floodplain region so that the flood severity will decrease and the revival of
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the soil fertility with deposition of new alluvium will benefit the farmers in the 
long run. 

VI. Forecasting of weather and prediction of extreme climatic events should be 
done well in advance so that farmers get opportunities for crop management 
options which will minimize damage to crops. 

VII. The Agriculture and Farmers Welfare Departments of both central and state 
governments should provide proper training in terms of integrated pest man-
agement, which will minimize crop diseases and cost of production. This 
department may help the farmer to identify proper crops for a location to 
minimize crop diseases and resultant high production. 

VIII. Free crop insurance should be arranged for all the farmers, including share-
croppers and leaseholders, which will reduce the risk of crop failure due to 
climate-induced extreme events and increased attacks of pests and insects etc. 

Adaptive Measures to Overcome the Causes of Climate 
Change 

Climate change as a global problem is an urgent threat to millions of lives on the 
planet Earth. Though climate change is happening globally and it is a worldwide 
problem, the cause and effect of climate change vary from one region to another. 
Hence, people can minimize and reduce the pace of the causes of climate change by 
the rational utilization of natural resources and changing their consumer behaviour. 
The people of India in general and of West Bengal in particular can overcome or 
minimize the causes of climate change by adapting the following: 

(a) Limited use of fossil fuels: Excessive and wasteful use of fossil fuels like coal, 
petroleum and natural gas is one of the reasons behind climate change. India 
needs to move from the use of fossil fuel-based conventional energy sources to 
renewable resources such as solar energy, hydrothermal power, biomass energy, 
geothermal power, wind energy etc. as soon as possible. As the study area comes 
under the hot and humid tropical region and has a long coastal area, it has huge 
potential for solar, hydro, wind, wave and tidal energy. Improved technology 
and adequate investment are needed to tap and harness these potentials. 

(b) Curtailing deforestation: Deforestation is a very pertinent issue that India is 
facing today. Though, the India State Forest Report (2019) shows an increase in 
total forest cover of 0.65% as compared to the previous assessment, i.e. ISFR 
(2017), actual forest cover has not increased. Deforestation can accelerate 
climate change which leads to climate extremes, soil erosion, desertification, 
land degradation, increased crop diseases and cost of crop production, increased 
greenhouse gases in the atmosphere etc. One of the main causes of deforestation 
in India is expansion of agricultural land to meet the growing needs of the huge 
population of the country. The rapid urbanization and industrialization, mining 
and quarrying activities especially in the north-eastern states, construction of
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roads and railway tracks, irrigation canals, growing demands for wood-made 
furniture etc. are also responsible for deforestation. Improved agricultural prac-
tices, recycling paper, sustainable industrial development, judicious urban devel-
opment, limited use of wooden furniture, proper forest management can 
minimize deforestation. 

(c) Start reforestation: As per the India State Forest Report (2019), total forest cover 
of the country is 24.56% of the country’s total geographical area, but it should 
have been at least 33% of the total geographical area for a healthy environment. 
There is a huge scope of reforestation in the coastal area, plateau region, 
degraded land, deforested land, governments’ fellow land etc. in West Bengal 
and India. So, the governments at both the province and state level should take 
proper steps for reforestation in suitable areas. 

(d) Switch to sustainable and eco-friendly transport: Being a densely populated 
country, India has a huge number of petrol and diesel vehicles which consume 
large amounts of fossil fuels every day. Battery-driven vehicles, electric vehicles 
and other eco-friendly vehicles shared traveling instead of use of personal cars 
etc. and mass transportation systems have to be promoted which can largely 
arrest pollution and resultant climate change. 

(e) Banned use of plastic: Plastic has enveloped our lives, but it is a dangerous 
pollutant. It does not break down in nature for a long time. We can’t burn it, we 
can’t bury it. Extensive use of plastic has affected the ecosystem. So, the 
Governments should ban the production and use of harmful plastic by 
implementing stringent rules and people of the country must have to follow 
those. Besides this, governments should promote production and use of good 
alternatives to plastic, so that people can easily adapt to the new products 
spontaneously. Jute and other natural fibre-made alternatives are viable 
alternatives. 

(f) Lifestyle should be changed: A large section of the people of the country have 
habituated with show-off culture and fashionable lifestyle, which leads produc-
tion of greenhouse gas etc. causing climate change. For example, people used to 
purchase some unnecessary furniture, unnecessary foods and other unnecessary 
articles which exert pressure on the natural resources and resultant excess 
pressure on the planet Earth. People can make their house design as per the 
climatic condition to avoid the use of room heater and air cooler to maintain a 
comfortable room temperature. People also can minimize the use of refrigera-
tors, which release greenhouse gases that lead to climate change. Architecture 
can always be so that air and light is used to minimize wasteful use of fossil 
fuels. 

(g) Move closer to the workplace: In India, transportation is one of the leading 
sources of greenhouse gas emissions. If people used to stay close to their 
workplace, then use for vehicular movement will reduce. 

People of the country should recall Principle-1, proclaimed in the Rio-Declaration 
on Environment and Development by U.N.O. (1992), i.e. ‘Human beings are at the 
centre of concerns for sustainable development. They are entitled to a healthy and 
productive life in harmony with nature’.
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Conclusion 

From the above discussion it may be concluded that along with the global concern, 
the climate of the study area is changing and it has been perceived by the farmers. 
With a changing climatic pattern, they are facing a number of challenges to continue 
their agricultural activities and to sustain the crop yield. Under the changed climatic 
conditions and resultant difficulties, they are exposed to climate vulnerability. The 
people have resorted to changing cropping patterns and adopting various measures 
to neutralize the negative impacts on the crop yield as well as their lives and 
livelihood. The appropriate initiatives and incentives to the farmers for adaptation 
of mitigative measures by the governments to withstand and cope with the problems 
of climate change and face the challenge due to exposure to vulnerability may solve 
the problem to a great extent. The sustainable development approach of the farmers 
to adopt climate-suitable crops and practices, along with the sustainable behaviour of 
the people, may reduce the severity and overcome the causes of climate change. 

Acknowledgements At the outset, we express our deep sense of gratitude and sincere thanks to the 
editors of the book titled Climate Change, Vulnerability and Adaptation in India for giving us an 
opportunity to be an integral part of it. We would also like to convey our sincere thankfulness and 
gratitude to the surveyors who have given their valuable time for the collection of data across the 
study area in the ambiance of Covid-19 pandemic. It would be failing in our duties if we do not 
acknowledge the fact that the surveyors have visited the farmers’ houses and interviewed the 
respondents to avoid the risk of infection of Covid-19. We were not in a position to complete this 
work without their heartfelt cooperation. Most importantly, we are indebted to the farmers who have 
cooperated by sharing their views and information without which this work would be incomplete. 
We are also highly grateful to the publisher for the publication of this valuable book, which is 
composed of very pertinent research work regarding climate change and adaptation in India.



316 A. K. M. Anwaruzzaman and S. Hoque

References 

Chakraborty, A., Srikanth, P., Murthy, C. S., Rao, P. V. N. & Chowdhury, S. (2021). Assessing 
lodging damage of jute crop due to super cyclone Amphan using multi-temporal Sentinel-1 and 
Sentinel-2 data over parts of West Bengal, India. Environmental Monitoring and Assessment, 
193:464. Springer. pp.1–18 Retrieved July 15, 2021 from https://doi.org/10.1007/s10661-021-
09220-w 

Department of Agriculture. (2019). Krishak Bandhu. Government of West Bengal. Retrieved 
December 5, 2021, from https://krishakbandhu.net/about_kb 

Department of Agriculture, Cooperation and Farmers Welfare. (2016). Operation guidelines of 
Pradhan Mantri Fasal Bima Yojana. Ministry of Agriculture & Farmers Welfare 
KrishiBhawan. https://agricoop.nic.in/sites/default/files/PMFBY_Guidelines.pdf 

Department of Agriculture, Cooperation and Farmers Welfare. (2020). Operational guidelines of 
Pradhan Mantri Kisan Samman Nidhi Scheme. Ministry of Agriculture & Farmers Welfare 
Krishi Bhawan. Retrieved December 5, 2021, from https://pmkisan.gov.in/Documents/ 
RevisedPMKISANOperationalGuidelines(English).pdf 

Department of Financial Service. (2016). Pradhan Mantri Fasal Bima Yojana (PMFBY). Ministry 
of Finance, Government of India. Retrieved January 4, 2022, https://financialservices.gov.in/ 
insurance-divisions/Government-Sponsored-Socially-Oriented-Insurance-Schemes/Pradhan-
MantriFasal-BimaYojana(PMFBY)#:~:text=The%20Pradhan%20Mantri%20Fasal%20Bima, 
scheme%20in%20Rabi%202016%2D17 

Department of Science & Technology, Ministry of Science &Technology. (2016). Climate change 
and agriculture in India:A Thematic Report of National Mission on Strategic Knowledge for 
Climate Change (NMSKCC) under National Action Plan on Climate Change (NAPCC). In 
A. Gupta & H. Pathak (Eds.), Climate Change Programme Strategic Programmes Large 
Initiatives and Coordinated Action Enabler (SPLICE) Division (pp. 2–68). Department of 
Science & Technology, Ministry of Science & Technology Government of India. Retrieved 
January 4, 2022, from https://dst.gov.in/sites/default/files/Report_DST_CC_Agriculture.pdf 

Department of Statistics and Programme Implementation. (2015). State Statistical Handbook. 
Bureau of Applied Economics and Statistics. Government of West Bengal. Retrieved July 
30, 2020 from http://www.wbpspm.gov.in/publications/Statistical%20Hand%20Book 

Folnovic, T. (n.d.). Climate change impacts on agriculture. Retrieved October 10, 2021, from 
https://blog.agrivi.com. https://blog.agrivi.com/post/climate-change-impacts-on-agriculture 

Forest Survey of India. (2019). India state of forest report 2019. Ministry of Environment, Forest & 
Climate Change Government of India. Dehradun, Uttarakhand. Retrieved January 2, 2022, form 
http://www.indiaenvironmentportal.org.in/files/file/isfr-fsi-vol1.pdf 

Government of West Bengal. (n.d.). Sech Bandhu. https://wb.gov.in/government-schemes-details-
sechbandhu.aspx 

India Metrological Department. (2008). Climate of West Bengal. Controller of Publications, 
Government of India. Civil Lines, New Delhi-110054. 3–43, Retrieved July, 15, 2022, from 
https://imdpune.gov.in/library/public/Climate%20of%20WestBengal.pdf 

IPCC. (2014). Climate change 2014: Synthesis report. In Core Writing Team, R. K. Pachauri, & 
L. A. Meyer (Eds.), Contribution of Working Groups I, II and III to the fifth assessment report of 
the Intergovernmental Panel on Climate Change (p. 151). IPCC. Retrieved November, 5, 2021 
from https://www.ipcc.ch/site/assets/uploads/2018/05/SYR_AR5_FINAL_full_wcover.pdf 

Kumar, K. K., Kumar, K. R., Ashrit, R. G., Deshpande, N. R., & Hansen, J. W. (2004). Climate 
impacts on Indian agriculture. International Journal of Climatology, 24, 1375–1393. https://doi. 
org/10.1002/joc.1081 

Ma, J., Weng, B., Bi, W., Xu, D., Xu, T., & Yan, D. (2019). Impact of climate change on the growth 
of typical crops in karst areas: A case study of Guizhou Province. Advances in Meteorology, 
2019,  1–16. https://doi.org/10.1155/2019/1401402

https://doi.org/10.1007/s10661-021-09220-w
https://doi.org/10.1007/s10661-021-09220-w
https://krishakbandhu.net/about_kb
https://agricoop.nic.in/sites/default/files/PMFBY_Guidelines.pdf
https://pmkisan.gov.in/Documents/RevisedPMKISANOperationalGuidelines(English).pdf
https://pmkisan.gov.in/Documents/RevisedPMKISANOperationalGuidelines(English).pdf
https://financialservices.gov.in/insurance-divisions/Government-Sponsored-Socially-Oriented-Insurance-Schemes/Pradhan-MantriFasal-BimaYojana(PMFBY)#:~:text=The%20Pradhan%20Mantri%20Fasal%20Bima,scheme%20in%20Rabi%202016%2D17
https://financialservices.gov.in/insurance-divisions/Government-Sponsored-Socially-Oriented-Insurance-Schemes/Pradhan-MantriFasal-BimaYojana(PMFBY)#:~:text=The%20Pradhan%20Mantri%20Fasal%20Bima,scheme%20in%20Rabi%202016%2D17
https://financialservices.gov.in/insurance-divisions/Government-Sponsored-Socially-Oriented-Insurance-Schemes/Pradhan-MantriFasal-BimaYojana(PMFBY)#:~:text=The%20Pradhan%20Mantri%20Fasal%20Bima,scheme%20in%20Rabi%202016%2D17
https://financialservices.gov.in/insurance-divisions/Government-Sponsored-Socially-Oriented-Insurance-Schemes/Pradhan-MantriFasal-BimaYojana(PMFBY)#:~:text=The%20Pradhan%20Mantri%20Fasal%20Bima,scheme%20in%20Rabi%202016%2D17
https://dst.gov.in/sites/default/files/Report_DST_CC_Agriculture.pdf
http://www.wbpspm.gov.in/publications/Statistical%20Hand%20Book
https://blog.agrivi.com
https://blog.agrivi.com/post/climate-change-impacts-on-agriculture
http://www.indiaenvironmentportal.org.in/files/file/isfr-fsi-vol1.pdf
https://wb.gov.in/government-schemes-details-sechbandhu.aspx
https://wb.gov.in/government-schemes-details-sechbandhu.aspx
https://imdpune.gov.in/library/public/Climate%20of%20WestBengal.pdf
https://www.ipcc.ch/site/assets/uploads/2018/05/SYR_AR5_FINAL_full_wcover.pdf
https://doi.org/10.1002/joc.1081
https://doi.org/10.1002/joc.1081
https://doi.org/10.1155/2019/1401402


16 Farmers in the Environment of Climate Change: A Study of Adaptation. . . 317

Ministry of Agriculture & Farmers Welfare. (n.d.). Special Data Dissemination Standard Division, 
Directorate of Economics & Statistics. Government of India. Retrieved November 20, 2021, 
from https://aps.dac.gov.in/APY/Public_Report1.aspx 

NASA. (n.d.). Power data access viewer. Retrieved December 16, 2021, from https://power.larc. 
nasa.gov/data-access-viewer/ 

OECD. (2015, April). Agriculture and climate change: Towards sustainable, productive and 
climate-friendly agricultural systems. Retrieved October 28, 2021, from oecd.org: https:// 
www.oecd.org/agriculture/ministerial/background/notes/4_background_note.pdf 

Sivakumar, M. V. K., Das, H. P., & Brunini, O. (2005). Impacts of present and future climate 
variability and change on agriculture and forestry in the arid and semi-arid tropics. Climate 
Change, 70, 31–72. https://doi.org/10.1007/s10584-005-5937-9 

UNO. (1992). Report of the United Nations conference on environment and development. General 
Assembly, United Nations. Retrieved January 2, 2022, from https://www.iau-hesd.net/sites/ 
default/files/documents/rio_e.pdf 

U. S. Global Change Research Program. (2014). Highlights of climate change impacts in the United 
States: The third national climate assessment. Retrieved October 20, 2021, from https://www. 
globalchange.gov/. https://www.globalchange.gov/browse/reports/highlights-climate-change-
impacts-united-states-third-national-climate-assessment 

U. S. Global Change Research Program. (2018). Volume II: Impacts, risks, and adaptation in the 
United States: Fourth national climate. U.S. Global Change Research Program. Retrieved 
October 20, 2021, https://nca2018.globalchange.gov/downloads/NCA4_2018_FullReport.pdf 

Water Resources Investigation and Development Department. (2015). Jal Dharo-Jal Bharo. Gov-
ernment of West Bengal. Retrieved January 20, 2022, from http://www.wbwridd.gov.in/index. 
php/wridd/jal_dharo_jal_bharo 

Water Resources Investigation and Development Department. (n.d.). West Bengal Accelerated 
Development of Minor Irrigation Project (WBADMIP). Government of West Bengal. Retrieved 
January 20, 2022, from https://www.wbadmip.org/documents/Irrigation_system_ 
Development.pdf 

World Bank. (2021, April 5). Climate-smart agriculture: Overview. Retrieved November 2, 2021, 
from https://www.worldbank.org/. https://www.worldbank.org/en/topic/climate-smart-
agriculture

https://aps.dac.gov.in/APY/Public_Report1.aspx
https://power.larc.nasa.gov/data-access-viewer/
https://power.larc.nasa.gov/data-access-viewer/
https://www.oecd.org/agriculture/ministerial/background/notes/4_background_note.pdf
https://www.oecd.org/agriculture/ministerial/background/notes/4_background_note.pdf
https://doi.org/10.1007/s10584-005-5937-9
https://www.iau-hesd.net/sites/default/files/documents/rio_e.pdf
https://www.iau-hesd.net/sites/default/files/documents/rio_e.pdf
https://www.globalchange.gov
https://www.globalchange.gov
https://www.globalchange.gov/browse/reports/highlights-climate-change-impacts-united-states-third-national-climate-assessment
https://www.globalchange.gov/browse/reports/highlights-climate-change-impacts-united-states-third-national-climate-assessment
https://nca2018.globalchange.gov/downloads/NCA4_2018_FullReport.pdf
http://www.wbwridd.gov.in/index.php/wridd/jal_dharo_jal_bharo
http://www.wbwridd.gov.in/index.php/wridd/jal_dharo_jal_bharo
https://www.wbadmip.org/documents/Irrigation_system_Development.pdf
https://www.wbadmip.org/documents/Irrigation_system_Development.pdf
https://www.worldbank.org
https://www.worldbank.org/en/topic/climate-smart-agriculture
https://www.worldbank.org/en/topic/climate-smart-agriculture


Chapter 17 
Modelling the Impact of Climatic 
Parameters on Dynamics of Malaria 
Transmission in Chhattisgarh State of India 

Shambhavi Krishna and Shailendra Rai 

Introduction 

Malaria has always emerged as a problem for India for centuries. Currently, 
one-fourth of the world population is infected by malaria disease (Source: World 
Malaria Report 2019). In the year 2019 and 2020 countries under all high burden to 
high impact (HBHI) only India reported increases in malaria cases and deaths, which 
are estimated to be 14 million more cases and 47,000 more deaths in 2020 than in 
2019 (Source: World Malaria Report 2021). In India, mostly the backward, poor, 
forested and remote areas having rural and tribal populations are mainly affected. 
The states of India with the maximum burden of diseases are as follows: Orissa, 
Chhattisgarh, southern Madhya Pradesh, Jharkhand, Rajasthan, Gujarat, Maharash-
tra, Karnataka, Goa, Meghalaya and Mizoram. The states of Orissa, Chhattisgarh, 
Jharkhand, Meghalaya and Madhya Pradesh contribute the maximum to the country 
in terms of malaria cases, accounting for nearly 45.47% and 63.64% deaths, with 
Orissa ranking first, followed by Chhattisgarh in the second position in reference to 
the malaria disease burden of the country (Source: World Malaria Report 2020). The 
malaria disease involves three main pillars, i.e. vector, parasite and host. There are 
basically nine Anopheles vectors present in India due to its diverse geoecological 
patterns. The two main parasites involved in the disease are Plasmodium falciparum 
(more in remote, forested and tribal areas) and Plasmodium vivax (more in plains). 
As mentioned above, among nine different vectors of Anopheles, Anopheles
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culicifacies contributes to 70% of malaria cases in the states with undulating forest 
cover, deep valleys, hills and hillocks such as Orissa, Chhattisgarh and other central 
and eastern regions of India (Subbarao et al., 2019).
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Fig. 17.1 Percentage distribution of malaria incidences in different states of India 

For a long period of time, Chhattisgarh is the state that has contributed the 
maximum to the malaria cases and deaths in India after Orissa. It is observed from 
Fig. 17.1 that Orissa in the year 2002 contributed 25% of malaria cases followed by 
Chhattisgarh with 13% of the contribution among total annual malaria incidences in 
the country (Source: NVBDCP Report 2002, India), which rose to 18% in the year 
2019 as compared to other states contributing 82 percent of total malaria positive 
cases having contribution of only 2.29% to the total population of India (Source: 
Malaria Mukhta Baster report 2019). From Fig. 17.2, it is seen that annual malaria 
incidence in Chhattisgarh shows maximum variation during the time period of 
2012–2019, which is a matter of deep research. The reason might be the launch of 
a program by the WHO named High Burden to High Impact (HBHI) in four states of 
India in July 2019, and Chhattisgarh is among those states that reported a decline of 
23.20% of the malaria API in 2019 than in 2018 (Source: World Malaria report 
2020). But the other factor involved could be the impact of climate change over the 
variations seen in weather variables, namely rainfall and temperature, in the region 
of Chhattisgarh in reference to the human health. 

There have been studies and research conducted till now in various parts of the 
world through various models in data science for the better understanding of 
identifying endemic regions of malaria and its transmission in many new areas of 
the world. For the past many years, several mathematical models have provided an 
explicit framework for the understanding of malaria dynamics with the help of 
various weather variables such as temperature and precipitation including population 
dynamics. The main mathematical models famous across the globe used for studying 
climate suitability for transmission of malaria disease are LMM_RO (Ermert et al.,



2011), MIASMA (Lieshout et al., 2004), VECTRI (Tompkins & Ermert, 2013) and 
MARA (Kleinschmidt et al., 2001). Among these, the VECTRI model is not only 
responsible for studying the impact of weather parameters basically mean rainfall 
and temperature on malaria transmission but can also be used for the analysis in 
terms of surface hydrology and population dynamics of a particular area. 
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Fig. 17.2 Year-wise annual parasite incidence (API) in Chhattisgarh during 2000–2020. (Source: 
Malaria Mukhta Baster Report 2019) 

Therefore, the focus of this study involves the investigation of malaria transmis-
sion in the state of Chhattisgarh by the use of the VECTRI model through temporal 
variability including both climatic and non-climatic factors. VECTRI model aims at 
the study of the impact on the larvae, parasite and vector populations due to rainfall 
and temperature variations. The outmost important feature of the VECTRI model is 
that it can be resolved to a spatial resolution of 10 km or less (Tompkins & Ermert, 
2013). The basic parameterization structure of the VECTRI model involves the 
characteristics of Anopheles gambiae vector and Plasmodium falciparum parasite 
over the African region (Tompkins & Ermert, 2013). But due to absence of Anoph-
eles gambiae in the study area, the species present is Anopheles culicifacies and thus 
the modifications are done accordingly. Thus, it involves some modifications in the 
parameters of the model over the Chhattisgarh for the study of the transmission of 
malaria for a period of 20 years (2000–2019) as well as its dynamics, and other 
factors provided include population, rainfall and temperature of the study area for the 
smooth running of the VECTRI model.
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Data and Methods 

Study Area 

The area of research is Chhattisgarh, which is a forested state situated in east-central 
India, surrounded by Odisha, Telangana, Maharashtra, Madhya Pradesh and states of 
Uttar Pradesh and Jharkhand. The location of Chhattisgarh, India, is at a latitude of 
21.29 and a longitude of 81.82, with the GPS coordinates of 21° 17′ 42.4752″ N and 
81° 49′ 41.6352″ E (Bharos et al., 2019). The state basically experiences a tropical 
climate, which is hot and humid during summer and the temperature reaches up to 
49 °C. The state receives monsoon from June to September, an average of 1292 
millimetres of rain (Chakraborty et al., 2017). Winter starts in November and ends in 
January. But the matter of concern is that the state is prone to many extreme weather 
events and natural hazards such as cyclones, floods, heat waves and droughts, which 
are responsible for affecting the economy, agriculture, industrial sector and health of 
the population present in the state. Moreover, in the present time, the other thing to 
worry about the state is the changes seen in the weather variables due to climate 
change giving rise to the vector-borne diseases, especially malaria. Figure 17.3 
shows the location of Chhattisgarh in India, highlighting different districts as well 
as the number of malaria cases in the state from the year 2008–2020. 

VECTRI Model Description 

VECTRI, being a mathematical dynamic model, is used to research malarial trans-
mission and demonstrate the effect of weather variability along with population. The 
model was officially introduced at the University of Addis Ababa in November 
2011. It is used as a research tool to understand the reasons behind the occurrence 
and transmission of malaria on a regional scale with spatial resolutions of 10 km or 
less so as to increase the accuracy of the analysis (Tompkins & Ermert, 2013). It is a 
grid cell distributed dynamical model. It includes the study of malaria transmission 
through surface hydrology, population density, biting rates and chances of transmis-
sion. The model can be used to observe the difference in transmission of the disease 
at various levels such as in terms of topography, rural–urban areas and many others. 
The nexus with population in the model can be upgraded to include other factors 
such as migrations, urbanization, socio-economic status, immunization and others, 
thus allowing regional and continental-wide simulations (Tompkins et al., 2012). 

The basic physics and parameters of this model are of Anopheles gambiae vector 
and Plasmodium falciparum parasite, but for the state of Chhattisgarh, the stimula-
tions are made according to the Anopheles culicifacies vector and Plasmodium 
falciparum parasite. To further perform the experiment, data from the India Mete-
orological Department (IMD) of daily maximum and minimum temperature at 
1° × 1° resolution with rainfall at 0.25° × 0.25° resolution and population data



from worldpop.org for the state from 2000 to 2019 are used as input in the VECTRI 
model. The final analysis is carried out by using MATLAB software. 
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Fig. 17.3 Malaria cases observed in Chhattisgarh during 2008–2020 with its location in the map of 
India 

Result and Discussion 

The following is the result of the experiment, which includes the discussion of the 
analysis being performed over the region of Chhattisgarh in terms of variations of the 
weather variables, namely temperature, rainfall, mosquito population and entomo-
logical inoculation rate (EIR) to study the pattern of malaria transmission over the 
state. 

The need of the hour is to understand the changes in the climate and be prepared 
for the future. This study will help us to predict the rain for the next monsoon, as well 
as the rise in sea levels noticed due to warmer sea temperatures. The main purpose of 
studying the monthly variation is to observe and predict the malaria incidences and

http://worldpop.org


its transmission, respectively, in the state through the peaks seen in different months 
across the year. From Fig. 17.4, it is analysed that the range of rainfall observed 
during pre-monsoon season is 10–30 mm, while in monsoon, it rises to 185–350 mm 
and falls to the value of 90 mm and below during the post-monsoon season. On the 
other hand, the temperature during March–May is around 26–33 °C and during the 
months from June to September is 27–31 °C, while it drops to 18–24 °C during other 
months of the year. It is observed from the figure that the highest value of mosquito 
density is 0.3–1.6 per square metre during the months of monsoon and the highest 
value of EIR 9–82 infective bites/person/month also coincides with the highest value 
of the mosquito density and the maximum value of malaria transmission is seen 
during August and September because the value of mosquito density and EIR, 
respectively, are at its peak. The result analysed shows that the malaria transmission 
loses its peak during the season of winter till spring in Chhattisgarh, whereas the 
transmission is mainly seen during the months of monsoon (June–September) and at 
its best during July–September with a decrease seen after October. 
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Fig. 17.4 Monthly variations seen over the state of Chhattisgarh during the time period of 
2000–2019. (i) Accumulated rainfall, (ii) surface mean temperature, (iii) entomological inoculation 
rate (EIR), (iv) mosquito density 

Now, shifting the focus to Fig. 17.5, which shows the relationship between 
weather variables, namely rainfall and temperature, to the mosquito density and



Entomological Inoculation Rate (EIR) through the monthly variations for the state of 
Chhattisgarh for the given period of study. Figure 17.5 shows a nonlinear relation-
ship between the temperature, rainfall with the mosquito density and Entomological 
Inoculation Rate (EIR). Another observation includes the rise in the values of the 
vector density and EIR more with rainfall than with temperature, which establishes a 
strong correlation between rainfall with the mosquito density and Entomological 
Inoculation Rate (EIR) as compared to the temperature, because the value of 
mosquito density and Entomological Inoculation Rate (EIR) increases when the 
temperature ranges between 26 and 28 °C and the rainfall observed is 11 mm per 
day. On the other hand, this trend declines after October when the threshold crosses a 
certain limit. The further analysis also includes the computation of the values of the 
correlation coefficient for the region of Chhattisgarh for a given time period to 
demonstrate the effect of temperature and rainfall on mosquito density and Entomo-
logical Inoculation Rate (EIR). The rainfall and mosquito density with a correlation 
coefficient of 0.84 has a strong relation but in between mosquito density and 
temperature it is 0.2. The correlation coefficient value of Entomological Inoculation 
Rate (EIR) with rainfall is 0.69, and the value of Entomological Inoculation Rate 
(EIR) with temperature is 0.12. This shows a strong relationship between rainfall and 
the two factors from the VECTRI model, namely mosquito density and EIR. 
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Fig. 17.5 The graph shows the relationship between VECTRI-simulated rainfall with 
(i) entomological inoculation rate (EIR), and (iii) mosquito density and surface mean temperature 
with, (ii) EIR, and (iv) mosquito density over Chhattisgarh during averaging period of 2000–2019
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Fig. 17.6 Analysis of VECTRI model-generated output of annual mean. (i) Accumulated rainfall, 
(ii) surface mean temperature, (iii) entomological inoculation rate (EIR) and (iv) mosquito density 
during 2000–2019 over Chhattisgarh 

Figure 17.6 shows the results of the two weather variables, temperature and 
rainfall, along with the VECTRI model variables, mosquito density and EIR. As 
seen in the figures, the rainfall and temperature show a linear rise of 1.0007 mm/year 
and 0.014 °C/year, respectively, from 2000 to 2019. The highest value of rainfall 
was 1600 mm recorded in 2003. The highest value of temperature was 26.7 °C 
observed in 2009 and 2010. The years 2001, 2003, 2016 and 2019 contribute 
towards minimum changes in mosquito density and Entomological Inoculation 
Rate (EIR). A variation between 40 and 63 per square metre and 190–330 number 
of infective bites per person per year in terms of mosquito density and Entomological 
Inoculation Rate (EIR), respectively, are observed. 

Conclusion 

It is observed that rainfall and temperature are the main factors responsible for the 
development of malaria vector, which helps in determining the intensity of malaria 
transmission in Chhattisgarh. The variations in the climatic parameters, namely 
temperature and rainfall, are also found to be associated with the species of mosquito



(Plasmodium falciparum). The results show a strong positive correlation of malaria 
vector density with rainfall and temperature. It is found that the increase in the cases 
of malaria incidence is seen more during the months of July, August and September, 
with observed precipitation of 6–11 mm/day and temperature of 26 °C–28 °C are 
seen more affirmative for the growth and development of mosquito as well as 
parasite involved. When the rainfall exceeds the limit of the threshold, there is an 
increase in the malaria cases. Furthermore, more attempts are to be made for the 
detailed study of malaria transmission in the state through spatial and seasonal 
variations for more better understanding of the VECTRI model, with more focus 
to be laid on the hydrological parameters being important for the biology of the 
malaria parasite. 
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Chapter 18 
Statistical Analysis of Rainfall 
and Temperature Variability 
in Chotanagpur Plateau, India 

Aastha Gulati and Suresh Chand Rai 

Introduction 

Even though our perception and knowledge of climate change/variability are still 
growing, the acceptance of alterations to the global climate has come into existence. 
Accurate assessment of meteorological parameters is of prime importance for devel-
opment planning, agricultural progress and food security. Information about the 
temporal variability of precipitation and temperature is important for scientific and 
practical purposes. Trend detection in precipitation time series is especially crucial 
for the management and optimum utilization of available water resources. Regional 
scale investigations of precipitation trends reveal a declining precipitation tendency 
over several parts of the world (Giakoumakis & Baloutsos, 1997; Piervitali et al., 
1998; Gan, 1998; Ventura et al., 2002; Basistha et al., 2008), while a growing trend 
was observed in North Carolina (Boyles & Raman, 2003) and Mainland Spain 
(Mosmann et al., 2004). Studies on temperature trend analysis have demonstrated 
that global surface temperature has augmented by 0.6 °C over the last 100 years, with 
1998 being the warmest year (IPCC, 2007). It also projects a decrease in agricultural 
production for slight increases in regional temperature (1–2 °C), which would 
upsurge the danger of starvation, particularly in seasonally dry and tropic regions. 
It has been reported that in India mean annual temperature had been rising at a rate of 
0.05 °C/decade over 1901–2003, generally contributed by the increase of maximum 
temperature (0.07 °C/decade) rather than by the increase of minimum temperature 
(0.02 °C/decade) (Kothawale & Rupa Kumar, 2005). As a result, the diurnal 
temperature range shows an increase of 0.05 °C/decade. The diurnal temperature 
range (DTR), i.e. the difference between maximum and minimum temperatures, is
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an important index of climate change and is receiving considerable attention in 
recent times. Several studies in the last few decades have focused on spatial-temporal 
trend detection of temperature (Karl et al., 1993; Srivastava et al., 1992; Rupa Kumar 
et al., 1994; Easterling et al., 1997; Rebetez & Beniston, 1998; Jones et al., 1999; 
Yadav et al., 2004; Lobell, 2007; Jhajharia & Singh, 2011; Jain et al., 2012). Despite 
such extensive studies on precipitation and temperature trends, very little informa-
tion was available on the analysis of these important meteorological parameters for 
the Chhotanagpur Plateau of India. Therefore, the present study was designed to 
study the climatic variability in terms of precipitation and temperature in the 
Chhotanagpur plateau.
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The Study Area 

The state of Jharkhand, part of the Chhotanagpur Plateau, is the 13th most populated 
state in India and cares about 3% of the country’s population (www.censusindia. 
gov.in). Around 43% of the population in the state is below the poverty line, much 
higher than the national average of 26% (Ghosh, 2009). The Jharkhand state has 
been mentioned to be worse than Zimbabwe and Haiti (Ghosh, 2009). Ranchi is the 
state capital and receives an average annual precipitation of 1300–1500 mm, which 
happens generally between June and September. Rainy season precipitation is 
considered by high intensity and short duration, which are accomplished by produc-
ing large volumes of runoff. The mean summer and winter temperatures are 23.8 °C 
and 8.6 °C, respectively. The population of the region is largely dependent on rain-
fed subsistence agriculture, thus making precipitation and temperature highly impor-
tant parameters for livelihood and food security. 

Methodology and Data Used 

The climatological data analysed in this chapter were collected from the agro-
meteorological station of Birsa Agricultural University, Ranchi. Daily precipitation 
and temperature records spanning 30 years (1982–2011 for precipitation and 
1982–2012 for temperature) were assessed, which is considered to be adequate for 
a valid mean statistic (Burn & Elnur, 2002). The data have been analysed on a 
monthly, annual and seasonal basis. The four seasons that the region is witnessing 
are winter (January–February); pre-monsoon (March–May); monsoon (June– 
September) and post-monsoon (October–December). The number of rainfall days 
(where rainfall, P ≥ 2 mm) was also assessed. The whole data set was checked for 
missing values, which were equated to data from other instruments in the same 
station or from other stations close to it. Average monthly data were considered only 
if less than three consecutive data were missing (Ventura et al., 2002). The Kruskal– 
Wallis test was applied to annual data sets to verify the homogeneity (Sneyers,

http://www.censusindia.gov.in
http://www.censusindia.gov.in


1990). Mann–Kendall test is applied for trend identification (Mann, 1945; Kendall, 
1975), while Sen’s estimator of the slope was used to ascertain the magnitude of the 
trend (Sen, 1968). 
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Results and Discussion 

Trend Analysis of Precipitation 

The observed rainfall pattern shows a high seasonal and annual variability. There 
was variability among the years, with a standard deviation of 278.9 mm. The mean 
annual precipitation received was 1501 mm (during 1982–2011). The rainy season 
contributed about 82.6% of the annual rainfall, with a maximum (30%) contribution 
in July, followed by August, September and June. The input of pre- and post-
monsoon rainfall to the annual rainfall was 7.7% and 7.0%, respectively. The winter 
precipitation (January and February) contributed the least (2.7%), demonstrating that 
irrigation amenities are required for rabi crops (the second crop in the region). The 
mean annual rainfall has revealed a declining trend (Fig. 18.1) over 30 years 
(1982–2011). This shows a drier climate in the future. The number of annual 
precipitation days (days with P ≥ 2 mm) also displays a decline in trend (Fig. 18.1). 

Fig. 18.1 Number of rainfall days (1982–2011)



Table 18.1 Sen’s Estimator of Slope for monthly rainfall (mm/year)
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Year 

1982-1991 

1992-2001 

2002-2011 

1982-2011 

Jan

-0.89

-1.62 

2.14 

0.20 

Feb 

0.60

-1.46 

1.90 

0.57 

Mar 

0.61

-0.94 

0.67 

0.53 

Apr

-2.02

-1.76

-1.60
-0.58 

May

-0.04 

0.92

-1.67

-0.45 

Jun 

0.20

-0.94 
1.07

-2.65 

Jul

-1.50 

1.94 

0.29 

0.46 

Aug 

2.50

-0.72

-1.90

-0.65 

Sep 

1.04 

0.77

-1.05

-1.23 

Oct

-1.74

-0.90 

0.01 

0.49 

Nov 

1.60

-0.49

-2.76
-0.62 

Dec 

0.86

-0.70

-0.19

-0.71 

Bold values and red italicized values indicate statistical significance at 99% and 95% confidence 
levels as per the Mann–Kendall test, respectively (+ for increasing and - for decreasing) 

The rainy season sets in around the 24th standard meteorological week 
(11–17 June) and withdraws itself around the 44th standard meteorological week 
(29 October–4 November), staying in for 20 weeks or 140 days and the actual rainy 
season lasts for 13–29 weeks or 91–203 days. Information on the onset and with-
drawal of the rainy season is very important for the proper planning of cropping 
activities dependent on rainfall. 

The decadal analysis of monthly rainfall data revealed that of 48 slope values, 
27 were negative, indicating a declining trend. Though the values of Sen’s slope 
estimator are relatively larger, very few values were significant. For the whole data 
series (1982–2011), 7 months exhibited negative values, of which four were signif-
icant (Table 18.1). 

Trend investigation was also completed on the seasonal scale to examine whether 
there are trends in the data at this scale. Figure 18.2 shows the plots of seasonal and 
annual rainfall for the region for the period 1982–2011, along with the trend lines. 

The precipitation pattern of the monsoon season shows the least scatter among all 
the seasons. The yearly precipitation trend also does not show much scatter, but 
precipitation for pre- and post-monsoon periods has a large variation from 1 year to 
the other. The winter period displays a relatively higher scatter in the latter half of the 
data series. Figure 18.3 illustrates the box–whisker plots of the slopes of the seasonal 
and annual rainfall time series. The box extends from the 25th percentile to the 75th 
percentile, with the line representing the median and the dot representing the mean. 

The whisker plots display the minimum and the maximum values. Except for the 
annual series and the winter season, the distance between the median to minimum is 
less than the distance between the median to maximum, indicative of high variability 
of the slopes till the median during pre-monsoon, monsoon and post-monsoon 
seasons. High-intensity precipitation in the region is an identified reason for soil 
erosion. Overland flow from agricultural fields is also recognized to carry the much-
desired nutrients from the fields. The variation in different levels of erosive rainfall 
(25–50 mm, 50–75 mm, 75–100 mm and more than 100 mm) events in 24 h has been 
analysed for three decades. A growing trend in the number of events over the 
decades, i.e. from 17.3 (1982–1991) to 20.9 (2002–2011), has been detected. An 
upsurge in several erosive events may degrade the situation by leaving the top fertile 
soil barren and unproductive. Monthly analysis of the erosive events indicates that



the erosive rainfall in the range of 25–50 mm was the highest in July (Fig. 18.4). This 
range is highly conducive towards splash, sheet and rill erosions. 
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Fig. 18.2 Plots of seasonal and annual rainfall for the region for the period 1982–2011, along with 
trend lines
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Fig. 18.3 Box–whisker plot of slopes of seasonal and annual rainfalls 

Fig. 18.4 Monthly occurrence of erosive events in different erosivity ranges 

Trend Analysis of Temperature 

The investigation of monthly maximum temperature for the period 1982–2012 
displays a growing trend for 8 months and a statistically significant declining trend 
for June. At the same time, the minimum temperature data had a falling trend for



Table 18.2 Sen’s Estimator of Slope for monthly temperature from 1982 to 2012 ( C/year)

11 months, of which five were significant. The month of July exhibited a significant 
increasing trend. The diurnal temperature range also had a rising trend for 8 months, 
and it was statistically significant for all but 2 months, which implies that the range 
of temperatures is increasing. However, a significant decreasing trend was seen for 
July (Table 18.2). 
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o 

1982-2012 

2 

3 

1 

Variable 

Min 

Temp 

Temp 

Range 

Max 

Temp 

Jan

-0.088 

0.088 

0.006 

Feb

-0.090 

0.110 

0.040 

Mar

-0.032

-0.013

-0.034 

Apr

-0.023 

0.018 

0.003 

May

-0.015

-0.015

-0.026 

Jun

-0.019

-0.023

-0.045 

Jul 

0.126

-0.092 

0.034 

Aug

-0.029 

0.036 

0.011 

Sep

-0.067 

0.064 

0.006 

Oct

-0.033 

0.046 

0.011 

Nov

-0.052 

0.058 

0.007 

Dec

-0.024

-0.091 

0.069 

Bold values and red italicized values indicate statistical significance at 99% and 95% confidence 
levels as per the Mann–Kendall test, respectively (+ for increasing and - for decreasing) 

Figures 18.5 and 18.6 show the plots of seasonal and annual time series 
(1982–2012) and linear trend lines for Tmax, Tmin and DTR for the region. 
Among the seasons, the pre-monsoon and post-monsoon seasons show the most 
scatter, while the winter season shows the least scatter for Tmax. For Tmin, 
pre-monsoon shows the maximum scatter, while post-monsoon shows the minimum. 

However, pre-monsoon showed the least scatter for DTR, while most scatter was 
observed for winter. An increasing trend (+0.36 °C/decade) in DTR was obtained 
through the Mann–Kendall test. The DTR increase observed at the site is consistent 
with the findings for India (Rupa Kumar et al., 1994) but is in total contrast with the 
global trends in DTR (Easterling et al., 1997; Vose et al., 2005). The minimum to 
maximum box–whisker plots of Sen’s slopes of the seasonal and annual temperature 
time series show almost a normal behaviour for Tmax, with a slightly skewed 
distribution for pre-monsoon, monsoon and post-monsoon seasons (Fig. 18.7a). 

The plots of Tmin (Fig. 18.7b) show a highly skewed distribution for monsoon, 
followed by post-monsoon season. Decadal analysis (1982–1991, 1992–2001 and 
2002–2012) was done to ascertain the temporal trends. For the periods 1982–1991 
and 1992–2001, all the temperature variables, maximum temperature, minimum 
temperature and temperature range, had a rising trend. The trend values for March, 
June and December were significant at a 95% confidence level. For the period 
2002–2012, the temperature variables had a mixture of rising and falling trends, 
but the maximum and minimum temperatures had statistically significant positive 
and negative slopes for 5 and 7 months, respectively (Table 18.3). 

Based on the investigation, it can be specified that the maximum and mean 
temperatures in the region display a rising trend and the increase is notably signif-
icant in statistical terms for the post-monsoon and winter seasons. This behaviour of 
the data indicates the presence of an element of the seasonal cycle in the temperature



trends over the plateau, which is likely to spell trouble for agriculture, water 
availability and human–livestock health. This damage is further carried forward to 
affect the livelihood and food security of the farmers who are directly dependent on 
this climate-sensitive sector for their subsistence. Anthropogenic activities like land 
use/cover change, changing lifestyle, urbanization and industrialization are affecting 
the climate significantly. The impact of these activities could be minimized by taking 
appropriate adaptation and mitigation measures. 
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Fig. 18.5 Plots of seasonal and annual temperatures (maximum and minimum) for the region for 
the period 1982–2012 along with trend lines
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Fig. 18.6 Plots of the seasonal and annual temperature ranges for the region for the period 
1982–2012, along with trend lines 

Adaptive and Mitigation Measures 

It is well observed that the climate is playing a significant role in farmers’ livelihood 
and food security. However, the reasons identified as causes for this were those that 
have beyond farmers’ control such as climate and terrain. Causes such as poor 
agricultural practices and ineffective soil and water conservation measures were



not seen to have a linkage with climate change. However, in addition to increased 
crop yields, soil and water conservation measures were perceived to improve soil 
health as well as the market value of the produce. It was observed during the field 
survey that the farmers were aware of various adaptive measures, but the rate of 
adoption was low. Most farmers possessed the traditional skills of sustainable
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Fig. 18.7 Box–whisker plot of Sen’s slopes of seasonal and annual maximum temperature (a) and 
minimum temperature (b)



Table 18.3 Sen’s Estimator of Slope for monthly temperature for three decades ( C/year)

agricultural practices (such as soil conservation, water harvesting, inter-cropping, 
harvesting and post-harvesting practices.); however, only a few had adopted these 
measures. Of the total respondents interviewed, only 12% had adopted all these 
measures. There are still many farmers (46%) who are not receptive to change or the 
adoption of new skills.
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o 

1982-1991 

1 

2 

3 

1992-2001 

1 

2 

3 

2002-2012 

1 

2 

3 

Variable 

Max Temp 

Min Temp 

Temp Range 

Max Temp 

Min Temp 

Temp Range 

Max Temp 

Min Temp 

Temp Range 

Jan

-0.16

-0.49 

0.26

-0.04

-0.16 

0.09 

0.19 

0.04 

0.15 

Feb 

0.29 

0.31

-0.06 

0.04 

0.50

-0.45 

0.22

-0.12 
0.33 

Mar

-0.31
-0.13
-0.34

-0.11 
0.16
-0.40

-0.02 
0.06
-0.08 

Apr

-0.08

-0.29 

0.11

-0.12

-0.03

-0.06

-0.01

-0.04 

0.04 

May 

0.01 

0.05

-0.05 

0.03 

0.08

-0.12

-0.18

-0.08
-0.10 

Jun

-0.46
-0.20
-0.32

-0.76
-0.11
-0.77

-0.13
-0.04
-0.09 

Jul

-0.03 

0.55

-0.62

-0.16 

0.01

-0.32

-0.24
-0.06
-0.18 

Aug

-0.04

-0.20 

0.14 

0.14

-0.16 

0.27 

0.07
-0.01 

0.08 

Sep 

0.06 

0.15

-0.12 

0.02 

0.09

-0.03 

0.06
-0.09 
0.15 

Oct

-0.09

-0.24 

0.17 

0.08 

0.03 

0.05 

0.07

-0.13 
0.21 

Nov

-0.06

-0.16 

0.08 

0.19 

0.16 

0.02 

0.01

-0.02 

0.06 

Dec

-0.35

-0.39 

0.01

-0.04
-0.11 
0.08

-0.03 
0.00

-0.03 

Bold values and red italicized values indicate statistical significance at 99% and 95% confidence 
levels as per the Mann–Kendall test, respectively (+ for increasing and - for decreasing) 

The adoption of agroforestry practices to combat climate change is one of the best 
adaptive measures. There is plenty of scope and potential to promote leguminous 
crops and green manure in the area. The adoption of green manure and organic 
manure will be more beneficial to increase the agronomic yield. Following the 
on-field observations and the results of this study, it would be advisable to take up 
measures for the benefit of the community. Uplifting the small and marginal farmers 
of the state is likely to let the agricultural sector bloom and infringe upon the high 
rates of migration towards the towns. Knowledge and skill pieces of training for land 
and water management, soil conservation, inter and mixed cropping, use of appro-
priate water harvesting technology, etc., should be imparted to the local community. 
These skills will help them combat climate change. 

Conclusion 

Based on the results obtained, it can be specified that the maximum and mean 
temperatures in the region display a rising trend and the increase is notably signif-
icant in statistical terms for the post-monsoon and winter seasons, indicative of 
the presence of an element of the seasonal cycle in the temperature trends over the 
plateau. The effects of this can be crucial for the agricultural sector and the



population dependent on it. An increase in temperature during the critical stages of 
plant growth can hamper crop yields drastically. The observed decreasing trend in 
precipitation along with an increasing trend in the number of erosive events is 
expected to be highly conducive towards sheet, splash and rill erosion, which can 
harm the fertile topsoil of the agricultural fields. The results obtained in this study 
should prove useful, providing relevant information for decision-makers for invest-
ment and conservation-related policies in the area. 
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Chapter 19 
Experience of Climate Change 
and Adaptation in Daily Living: Evidence 
from the Suru Valley of Ladakh Region 

Kacho Amir Khan, Aparajita Chattopadhyay, and Cho Cho Zainab Huriya 

Introduction 

Mountains across the continents act as water reservoirs for billions of people and 
provide ecosystem services to the mountain communities. Climate change impact on 
the world’s mountain system is visible where it is affecting drinking water supplies 
and water for livestock, hydropower generation, agricultural productivity and natural 
disaster. In the Himalayas too, climate change is seen as a major concern where its 
possible impacts are affecting the socio-economy, environment and culture of the 
communities (Liu & Rasul, 2007). It may continue to adversely affect the habitats of 
the mountains and their inhabitants. Study of the temperature trend in the Himalayas 
and surrounding regions shows that temperature increases in the uplands are greater 
when compared with the lowlands (Schickhoff et al., 2016). In the Himalayas, 
the changes in temperature and other precipitation patterns are largely affecting the 
volume of the glaciers, water supplies, agriculture etc. (Dimri & Dash, 2012). The 
change detection studies of the Kang Yatse and Lungser Ranges show rising losses 
in the glaciated area, while the examples of the Central Ladakh Range show 
significantly lower decreasing rates (Schmidt & Nüsser, 2017). The expected 
changes in the severity and number of extreme events of precipitation are seen as 
significant results of the many predicted consequences (Shekhar et al., 2010).
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Secondary impacts of extreme events like flash flooding, landslides, glacier lake 
outburst floods etc. cause significant damage across the area in severe events such as 
a cloudburst (Thayyen et al., 2013). The origin of the glacial lake level rise is 
unknown; however, it could be related to a tunnel blockage or an increase in volume 
of meltwater due to a huge heatwave and excessive precipitation observed by the 
people (Schmidt et al., 2020). The scientific knowledge and data on human adapta-
tion to climate change are less; however, people feel the effect of climate change as 
per their experiences on their well-being, livelihoods and the availability of natural 
resources (Sharma et al., 2009). The sense of climate change by people can be 
recognized as an important contribution to environmental issues, agricultural devel-
opment and potential solutions (Weber, 2010). Different forms of ice reservoirs, 
generally referred to as ‘artificial glaciers’, developed in Ladakh and promoted as 
effective adaptation solutions in order to deal with recurring water scarcity (Nusser 
et al., 2019). Therefore, local people’s awareness and understanding of climate 
change is a crucial necessity to improve coping strategies leading to better climate 
change adaptation (Mehta et al., 2010).
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Ladakh region has miniscule climate studies (Le Masson & Nair, 2012). The 
impacts of climate change, such as glacier loss, depletion of groundwater supplies 
and other environmental degradation, have contributed to a significant challenge to 
the traditional living style and the livelihoods of the people of Ladakh (Jorgyes, 
2010). In the Himalayan region, local communities have been dealing with climatic 
changes for ages (Berkes & Jolly, 2002; Byg & Salick, 2009; Chaudhary et al., 
2011). Communities where their livelihood is largely dependent on ecosystem 
services are better aware of the changes and apply indigenous knowledge of adap-
tation (Chaudhary & Bawa, 2011; Chaudhary et al., 2011; Vedwan & Rhoades, 
2001). Based on recorded data and models, the perceived awareness of local people 
about climate change and its impacts will vary from that of actual climate change 
data. To deal with ongoing climate change, indigenous knowledge is of utmost 
importance in a particular space (Ford et al., 2012; Becker et al., 2012). The 
knowledge and awareness of climate change from the local communities may 
support scientific research and may also help in precise findings and feedback in 
policy formulation for climate change adaptation approaches (Reidlinger & Berkes, 
2001; Chaudhary & Bawa, 2011). 

The present study of Suru Valley in the Ladakh region is the first of its kind where 
information is collected on climate change perception and its associated impacts 
using different qualitative tools. The key purpose of the present study is to know how 
men and women in the region perceive climate change, its potential impacts on their 
day-to-day lives and adaptive measures to these climatic changes. The study also 
explores the seasonal calendar and its changes, and communities’ perceptions on 
hazards. The research can be helpful in framing effective strategies for climate 
change adaptation in cold deserts and high-altitude mountain valleys of the world 
that are equally ecologically vulnerable.
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Methods and Materials 

Study Area 

The study was performed in the 12 villages of the Suru Valley (six villages each from 
the upper and lower Suru Valley) in the Union Territory of Ladakh, India, and the 
valley is one of the most inhabited valleys in the Ladakh region. The Suru Valley lies 
in the trans-Himalaya and is a vast mountainous area between the southwestern 
Great Himalaya Range and the north-eastern Indus Valley (Fig. 19.1). It occupies the 
south-east portion of the Ladakh Himalaya. The valley is populated by the river Suru 
(one of the tributaries of the river Indus) flowing from the glaciers of Rangdum and 
Nun Kun Peaks. It is an arid and desert-like landscape with vegetation only along 
the water stream at elevations ranging from 2500 to 5000 m. Inside a rain shadow, 
the valley falls and gets limited rainfall. Agriculture and livestock rearing are the 
predominant livelihoods for most people in this area, and the people’s livelihoods are 
supported by limited natural resources. However, changing climate patterns are not 
well understood here due to the harsh, cold weather, minimal monitoring provisions 
and weather stations operating in this region. 

Fig. 19.1 Map of the study area, depicting three villages of lower Suru Valley (altitude <3500 m) 
and three villages of Upper Suru Valley (altitude >3500 m) considered in the study
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Methods of Data Collection 

The research integrates 120 semi-structured interviews of adults aged 18+ and 
12 focus group discussions (FGDs) in various villages in the Suru Valley of the 
Ladakh region with a number of other participatory rural assessment (PRA) instru-
ments. Information on various aspects of changing climate, water, agriculture, 
livestock and livelihood opportunities, awareness, responses to climate change and 
its associated impacts was collected using PRA tools, i.e. seasonal calendars, group 
discussions, community ranking of hazard, previous experiences through in-depth 
interviews etc. The information was collected during the months of June 2019 to 
November 2019 in different villages of Suru Valley of Ladakh region. In order to 
develop general perceptions of changing climate and its effects, in-depth interviews, 
group discussions and meetings were held with the villagers (Table 19.1). The 
participants for the FGDs were among the participants of in-depth interviews who 
were also willing to give FGDs. The study was conducted in the lower and higher 
altitudes of Suru Valley where 60 interviews for men and women each in the higher 
(above 3500 m) and lower altitudes (below 3500 m) were interviewed in equal ratios. 
A total of 12 FGDs (six each for men and women) were conducted (Table 19.2). The

Table 19.1 Overview of the assessment tools 

Source of 
information 

Semi-structured 
interviews 
(a) In-depth inter-
views 
(b) Life histories 

Information on the perceived impacts of climate change in 
people’s daily life and their adaptive responses to these 
changes 
Temporal changes in climate and also other socio-
economic changes in the region 

Men 
Women 
Village 
head 

Focus group discus-
sion (FGDs) 
(a) Seasonal calen-
dar 
(b) Communities 
ranking of hazard 

To understand the perceived gender differential impacts, 
their capacity to adapt to these impacts, and their needs 
To describe and classify the risks that have the greatest 
effect on lives and livelihoods. The outcome is demon-
strated using a radar map where 1 stands for ‘has a mar-
ginal effect’ and 5 stands for ‘has a significant effect’ on 
the community’s lives and livelihoods 

Men 
Women 

Table 19.2 Sampling distri-
bution of respondents for the 
in-depth interview 

Suru Valley 

Lower Suru Valley Upper Suru Valley 

Men Women Men Women 

Minjee 10 10 –  

Saliskote 10 10 –  

Sanko 10 10 –  

Parkachik – 10 10 

Shaqma Karpo – 10 10 

Rangdum – 10 10 

Total 120



semi-structured questionnaires were both written in English and Urdu. Later, the 
translations were done from the local language (Purki, Ladakhi) and Urdu to 
English. Some of the verbatims are also included in the study. Proper consent 
from participants was also taken before the interview where only those participants 
who gave consent were interviewed.
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Results 

The respondents were in equal numbers for men and women. The basic demographic 
characteristics of the surveyed respondents are given in Table 19.3. Fifty-five 
percent of the surveyed respondents were in the age group 25–54 years and 
28.33% in the age group 18–24 years. Only 16.67% of respondents were in the 
age group 55–64 at the time of the survey. The age groups were divided as 
15–24 years (early working age), 25–54 years (prime working age) and 
55–64 years (mature working age) where only adults aged 18+ were included. 
Elderly adults aged 65 and above were also excluded from the survey. So the 
majority of the respondents belong to the prime working-age group. Education 
plays a very important role in climate change awareness. The majority of the 
respondents (33.33%) and (31.67%) had primary education and no education, 
respectively. 23.33% of the respondents had attained secondary education, and

Table 19.3 Percentage dis-
tribution of respondents by 
selected background 
characteristics 

Sex Numbers Percentage 

Male 60 50 

Female 60 50 

Age group 

15–24 34 28.33 

25–54 66 55 

55–64 20 16.67 

Highest education qualification 

No education 38 31.67 

Primary 40 33.33 

Secondary 28 23.33 

Higher 14 11.67 

Religion 

Muslim 80 66.67 

Buddhist 40 33.33 

Occupation 

Agricultural and livestock activity 46 38.33 

Daily wage worker 34 28.33 

Business 8 6.67 

Government employee 18 15 

Not working 14 11.67



only 11.67% of the respondents completed their higher education. Muslim religion 
(66.67%) constituted the majority, while the rest followed the Buddhist religion 
(33.33%). It is interesting to see that the majority (38.33%) of the respondents were 
either engaged in agriculture or livestock for their livelihood. This shows how 
people’s livelihood heavily depends on the agriculture sector, which is highly 
sensitive to climate change. 28.33% of the respondents reported getting their source 
of income as a daily worker where they work as labourers, porters (for tourists and 
armed forces) and other construction workers in the nearby towns. This also included 
some working as daily wage workers under different central government schemes 
like the Mahatma Gandhi National Rural Employment Guarantee Act program 
(MGNREGA). Fifteen percent reported to have a government job when compared 
with 6.67% who said they had their own business. 11.67% of the respondents 
reported that they were currently not engaged in any kind of economic activity. 
This included mainly the respondents who were studying.
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Perceived Climate Change, Its Impacts and Adaptive Measures 

The results indicate that about less than two-thirds of the respondents have ever 
heard about the word climate change, while there are still more than one-third who 
have not heard about climate change. About 56.67% of the respondents said that they 
heard about climate change, while 43.33% of the respondents have not heard about 
climate change at all (Fig. 19.2). Looking further at the gender differential of 
awareness of climate, the study found that among the respondents who have ever 
heard about climate change, 61.76% of them were men, while only 38.24% of them 
were women. Thus, a good percentage of people still do not know about climate 
change, especially women in the region. 

56.67 

43.33 

Heard about Climate Change (in %) 

Yes No 

61.76 

38.24 

Men Women 

Fig. 19.2 Percent of respondents who have ever heard about “climate change”
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13% 

3% 

20% 

11% 

Source of Climate Change Awareness (in %) 

Radio 

TV 

Social Media 

Newspaper 

Villagers 

Govt. Officials 

Fig. 19.3 Percentage of sources of climate change information (multiple responses) 

Information about climate change was heard from various sources when called 
upon from where the respondent heard about climate change (Fig. 19.3). Radio and 
television seem to be very effective in disseminating information on climate change 
in the region where more than 50% of the respondents heard about climate change 
information through either radio or television. Twenty percent of the respondents 
said that they heard and shared information among the villagers and community 
about climate change. Social media is an effective tool, but due to less and poor 
internet connectivity, only 13% of the respondents heard it through social media. 
About 11% also said that they heard about climate change through some government 
awareness campaigns on climate change. People in the region have no access to 
newspapers, so there is hardly anyone who had heard about climate change through 
newspapers. 

Five major changes that people perceive as climate change in the region are warm 
temperatures, less snowfall, early flowering season, increase in number of extreme 
events like flash floods and more irregular rainfall and snowfall (Fig. 19.4). Less 
snowfall and floods/flash floods are seen as a major concern where it is perceived by 
93.33% and 85% of the respondents as climate change, respectively. Sixty-five 
percent of the respondents perceive irregular rainfall/snowfall as changing climate. 
The increase in temperature is also felt by the people where 55% of the respondents 
perceive it as climate change. Early flowering season (36.67%) is perceived as the 
least where only 36.6% of the respondents see it due to climate change. 

The people in the region reported changes in temperature, rainfall, snowfall and 
flowering season (Table 19.4). People stated that temperature and extreme events 
have increased; rainfall and snowfall have decreased in the region over the period of 
time. Talking about climate change, a 42-year-old man replied: 

Climate has changed a lot during the last 10–20 years, you will hardly see any snow on the 
mountains, the glaciers are melting fast and you will also find very less snowfall as compared
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How People Percieve Climate Change (in %) 

Fig. 19.4 Percentage of responses on perception of climate change (multiple responses) 

Table 19.4 Perceived climate change, its impact and adaptive measures of the people in the Suru 
Valley of Ladakh region 

Communities’ 
perception of change 

Experienced impacts on 
livelihood systems 

Slightly higher tem-
perature with less 
rainfall 

Lack of fodder and pastures in 
the mountains for animals 
Land becoming less productive 
Highly temperature-sensitive 
crops like barley, buckwheat etc. 
are less productive 

Decreasing the number of domestic 
animals in a household. Barter fod-
der for money or manure 
Less land area under cultivation; 
buying food from markets 
More fruits and vegetables are grown 
replacing cereal crops 

Less snowfall during 
winters 

Spring drying; lower flow rate in 
springs and streams 
Less water for domestic, agri-
cultural and livestock purposes 

Construction of zrgings (ponds) for 
water storage 
Traditional water-sharing system in 
almost all of the villages 
The native residents get more water 
sharing than the latter settled 
residents 

Onset of early 
flowering season and 
warmer summers 

Early ripening of fruits and early 
fall of leaves 
Shift of one crop a year to two 
crops in a year 
Increased incidence of pests and 
insects to crops and trees 

Drying the fruits and vegetables then 
storing it in dry form 
Increase labour, time and resources 
Increase use of insecticides and 
pesticides 

Increase in the num-
ber of extreme events 
like flashfloods 

Damage to houses, agricultural 
fields, trees and livestock 

Houses are built away from the 
flood-prone areas; more tree planta-
tion is done 
Mud roof is replaced by steel roof 
(though very less seen) 

Unusual snowfall in 
spring season 
(flowering season) 

Damage to orchid plants and 
other flowering trees like apricot 
trees, apple trees etc. 

Supporting the branches of such 
trees with different tools from 
breaking and falling, well in advance
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to some 20 years ago, the water is also less and some of the streams are dried up because of 
the less snowfall. 

Less snowfall and rainfall have led to a lack of fodder and pastures in the 
mountains for animals; land has become less productive, and the staple foods of 
people in the region like barley and buckwheat have become less lucrative econom-
ically. It has also led to drying of springs and decreased water flow in the streams. A 
45-year-old man replied by saying: 

If there is less snowfall in winter that means you have less water in summer for the 
agriculture and livestock. What should we do then? 

These impacts have led to some coping and adaptive measures like decrease in the 
number of domestic animals and barter fodder for money and manure to support the 
feeding of animals. People started shifting from agriculture to more stable income-
based jobs (as people think in the region) like government services, daily wage 
workers, porters (for tourists and armed forces) or planting more income-based crops 
like fruits and vegetables, replacing the traditional crops like barley, wheat and 
buckwheat. Alfa-alfa crop is mainly grown as a fodder for the livestock. 

The impacts of less snowfall and rainfall were seen higher in women than in men. 
A woman in her fifties said: 

Whenever there is less snowfall in winter, you have less water during summer and you will 
find women getting more worried than men because women do most of the work in the field 
from ploughing, watering and harvesting. 

Women have demonstrated strong adaptative capacity in dealing with climate 
change and have been seen to be closer to nature. Many women have water 
management capabilities, awareness and skills, and sustainable farming practices 
that are relevant in mitigating climate change impacts. To overcome the scarcity of 
water, people are using the traditional sharing of water in the villages on a rational 
basis. 

In the lower part of the valley, warmer climate has led to production of more 
diverse fruits and vegetables, which were earlier not possible due to comparatively 
cold climate. People responded that there is an early flowering season and an early 
onset of spring; people start ploughing and preparing their agriculture fields during 
the early week of March, though earlier it used to be in mid-April. Many of the 
respondents likewise felt that climate change has some positive consequences. A 
38-year-old woman said: 

Earlier we used to grow a single crop in a year due to cold and harsh climate but the situation 
is now different as the climate is warmer. There is a shift in ploughing and harvesting season, 
we seed early in the month of March-April and July-August respectively and during rest of 
the months we grow another crop. 

At the same time, there was early ripening of fruits, falling of leaves from trees 
and increase in the incidence of insects damaging crops and other fruit trees that had 
led people to be more dependent on insecticides and pesticides for controlling 
damages caused by insects. The practice of using high chemical fertilizer is replacing 
the old manure system in order to produce more crops.
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Erratic rainfall and flash floods have increased during the last two to three 
decades, resulting in damage to crops and livestock in the region. A 50-year-old 
man replied when asked about flash floods and the damage caused by it: 

Whenever there is rainfall, it is sudden and you will get flash flood that damages the trees, 
crops and houses as well. Roads and highways were washed away from the erratic rainfall 
causing landslide and flash floods leading to cut off of many villages from the town. The loss 
of bridges and roads affects the livelihoods and prospects of people for mobility, connec-
tivity and employment. 

Seasonal Calendar of the Region 

The start of a calendar year may differ from community to community. People in the 
region consider 21 March (Navroz) as a new year and also as the start of the sowing 
season. Table 19.5 reveals the seasonal calendar in the region that lists climate-
induced events. The main events in the region during a calendar year were listed as 
rainfall, snowfall, water shortage, avalanches, flash floods, crop pests/diseases, 
livestock diseases and food shortage. It was observed that snowfall occurred mostly 
during the months of December, January, February and March, while rainfall was 
observed in March, April, August and September. But recent events of snowfall in 
May and June were also listed by the participants. This unusual snowfall led to 
damage to the flowering buds of fruit trees in the region. Explaining about the 
unusual snowfall in the seasonal calendar during the spring season, a 50-year-old 
man replied: 

Usually the snowfall occurs between the months of December to March, but for the past few 
years we saw snowfall in the month of April and May and even June. April and May are the 
months when there is flowering season of fruit trees in the region and this unusual events 
have caused damage to flowers that ultimately affects the production of fruits especially 
apricots and apples. 

Table 19.5 An example of the seasonal calendar of overall Suru Valley [the number of stars 
(*) indicates intensity] 

Mar Apr May Jun Jul Aug Sep Oct Nov Dec Jan Feb 

Rainfall 

Snowfall ** * * * * *** *** 
Water shortage ** *** ** 
Avalanches *** * ** 
Flashflood *** ** 
Crop pests/ 
diseases 

** *** *** ** 

Livestock 
diseases 

Food shortage ** ** ***
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Water and food shortage as reported by people were much higher and existed 
over a longer period. This resulted in women’s suffering more as they were respon-
sible for water and food management in the household and watering the field. 
Women were more aware and concerned about the period of months when there is 
shortage of water and food in the household and in the field. Flash foods were seen 
more in the region due to more erratic rainfall that usually happens in the months of 
August and September. 

Crop pests and tree insects were the major problems in the area. Almost every 
participant reported about the pest and insect attack damaging their crops and trees. 
There was a surge in the pests and insects due to increase in summer temperature and 
that was mostly seen in the summer months of June, July and August (Table 19.5). 

Community Ranking of Hazard 

Figure 19.5 provides the communities’ ranking of hazards and positioning of the 
hazards that had the greatest effect on their lives and livelihoods. For each identified 
danger or phenomenon, the participants received a stone and had to agree on where 
to position them on the radar map. As shown in Fig. 19.5a, men identified less 
snowfall and flash floods as the two risk factors with the greatest impact on their lives 
and livelihoods in the upper Suru Valley, while women identified less snowfall and 
water scarcity as the two major risks impacting their lives and livelihoods. Both men 
and women identified avalanches with the least impact. In the lower Suru Valley 
(Fig. 19.5b), we observed different effects of hazards. Here women identified water 
scarcity as a hazard with the strongest influence on their lives and livelihoods, while 
men reported less snowfall as the most severe hazard, followed by flash floods. 

Discussion 

The study highlights the importance of people’s perceptions of climate change in a 
scarce climate data region. It also emphasizes the significance of local knowledge on 
climate change and the changes due to climate change, enabling how indigenous 
people interpret climate change and react to these changes in general. The study 
further investigates the gender differential impacts of changing climate and the 
adaptive measures to these climatic changes. The study is among the few research 
studies focusing on the Suru Valley of Ladakh Tans-Himalayas, to understand the 
climate change perception and its associated impacts using different qualitative 
tools. The study found that snow melt water from the mountains and glaciers plays 
a very important role in sustaining life in the region as they form the only source of 
water used for field irrigation, livestock and other domestic purpose. So, wherever 
there is settlement and vegetation, there is a river or a stream.
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Fig. 19.5 Communities 
ranking of hazard severity 
for (a) the upper Suru Valley 
and (b) lower Suru Valley 

Results indicate that still more than one-third of the people depend mostly on 
agriculture and livestock for their livelihood, which is highly sensitive to climate 
change. An increase in temperature and extreme events and a decrease in rainfall and 
snowfall over time will have a huge impact on people’s livelihoods. Results show 
that temperature and extreme events have increased, while snowfall and rainfall have 
reduced in the region over time. Less snowfall and rainfall have led to a lack of 
fodder, land has become less productive and the staple foods of people in the region



like barley and buckwheat have become less productive. Decreased snowfall and 
rainfall have also led to drying of water springs in the region. The changes like water 
scarcity, less pastures and less agricultural production have led to adaptative mea-
sures like decrease in the number of domestic animals and barter fodder for money 
and manure. The lower Suru Valley has a warmer climate and has led to 
the production of more diverse fruits and vegetables replacing cereal crops. At the 
same time, there is early ripening of fruits, falling of leaves and increase in the 
incidence of insects damaging crops. Unusual snowfall in the spring season has led 
to damage to the flowering buds of fruits and trees in the region. Similar observation 
was also found in the upland villages of West Bengal and Nepal (Chaudhary & 
Bawa, 2011). Declining snowfall in Nepal has contributed to a longer dry season 
over the past 6 years, reducing crop production and increasing hunger (Leduc, 2008). 
In Ladakh, people’s staple foods like barley and buckwheat are replaced by more 
income-generating plants like vegetables and fruits. People prefer to consume more 
rice and wheat that are available from the market. 
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The study further highlights that water and food shortage from the agricultural 
fields have increased. Women recognized water scarcity as a hazard that has the 
toughest impact on their lives and livelihood, while men reported less snowfall as the 
most severe hazard. Gender differential impacts were visible in the perception of 
different hazards that affected the people in the region. The impact of water scarcity 
and less snowfall was more perceived by women when compared with men, as 
women have the role of watering the agricultural field and quenching water for 
households. Thus, the impacts were more visible on women than on men. For 
example, in Vietnam, similar findings were found in which, as each drought takes 
its toll, women are fetching water from the farthest water sources (Shaw et al., 2008). 
In Senegal, women were seriously affected by water shortages than men as women 
had to drive further in search of water, spending more time looking for different 
water source wells (Dankelman et al., 2008). 

The findings of the research explored that in the Suru Valley, agriculture and 
livestock were heavily affected due to climate change. Crop pests and plant insects 
were major problems that caused severe damage to crops and other plants. These 
changes have led to reduction in agricultural production and forced community 
members to diversify their livelihood activities that are more market oriented. 
However, in some parts of the lower Suru Valley, higher temperatures brought 
opportunities, as people grew a diversity of fruits and vegetables, which earlier 
was not possible due to harsh climate. Crops like wheat, barley and buckwheat were 
grown from April to July, while crop like alfa-alfa was grown from August to 
October. Thus, two types of crops were grown in a single year due to warmer 
climates. A similar finding was also observed in Uttarakhand where farmers 
recorded that as a result of rising temperatures, fruit trees like apple and orange 
began to flower twice a year where they increased the quantity but decreased the fruit 
quality (Macchi et al., 2017). 

Women did not have the same information, facility and access to knowledge on 
climate forecasts as men. Men used radio as an information channel, while women 
preferred seasonal predictions given by their husbands or some other male
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household member. Thus, men’s better response to hazards like avalanches and flash 
flood was due to higher awareness through better access to communication facilities. 
As disaster warnings and alerts mostly come from TV, radio or cell phones, men use 
these gadgets more often (Ahmad & Fajber, 2009). Similarly, in South Africa, 
women in the communities did not have the same information and access to forecast 
climate information where men preferred radio as a means of transmission, while 
women favoured seasonal forecasts (Archer, 2003). 
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Conclusions 

Climate change and its perceived impacts from the perspective of the local popula-
tion are important as the region has limited weather monitoring facilities. Under-
standing the awareness of the population about climate change and their dealing with 
climate change will help to establish successful strategies and policy formation in the 
region. People in the villages of the Suru Valley depend significantly on nature, its 
resources and ecosystem services for their daily needs and are therefore more 
vulnerable to potential climate change impacts. The adaptive response of commu-
nities to changing climate and its impact is more of a short-term strategy in the region 
and therefore requires a more efficient option of long-term adaptation that focuses on 
the expertise of mountain communities. The adaptive responses should also include 
women’s capabilities, as women are the key food producers in the region and are 
more involved in crop production. Incorporating the need and helping women in 
climate change actions will help in minimizing the uncertainty of climate change 
impacts and will increase the adaptive responses of the communities. This study 
could be useful for policymakers to establish successful community-led adaptation 
actions and strategies to mitigate the effects of climate change on vulnerable and 
often neglected communities in the region. 
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Chapter 20 
Unveiling Precipitation and Temperature 
Patterns in Kashmir Valley, India 

Sana Rafi and Raghupathi Balasani 

Introduction 

The impact of climate change on the monthly, seasonal and annual precipitation and 
air temperature has received a great deal of attention by scholars worldwide (Jain & 
Kumar, 2012). One of the most important consequences of climate change would be 
an uncertainty of the precipitation distribution and temperature variation both spa-
tially and temporally. However, the spatio-temporal quantitative estimation of pre-
cipitation and temperature is required for various purposes such as water resource 
management and climate change studies. It is more important in the Indian context as 
the country harbours an agrarian economy dependent heavily on the summer 
monsoon. According to the study conducted by MoEF 2010, increasing trend in 
temperature, precipitation as well as extreme temperature, precipitation, intensity of 
precipitation and number of rainy days were observed. The analysis was based on the 
climate change in the Indian Himalayan region assessment for 2030s with respect to 
1970s. The study suggests that the number of rainy days in the Himalayan region in 
the 2030s may increase by 5–6 days on an average, and the intensity of rainfall is 
likely to increase by 1–2 mm/day. The annual rainfall is likely to increase from 5% to 
13%, while some areas are showing an increase up to 50%. With respect to the 
annual temperature, a likely increase from 0.90 +/- 0.60 to 2.6 +/- 70 °C in 2030 
was highlighted. Understanding the trends and variability of climatic factors is 
essential for appreciating the impact of climate change (Wani et al., 2017). They 
also mentioned that the magnitude of the variability of the factors changes according 
to the locations. Therefore, the need for continuous precipitation and temperature 
studies requires an emphasis, particularly in fragile locations such as Himalayas.
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This study is therefore an attempt to detect trends and variability in precipitation and 
temperature for the period 1901–2018 in Kashmir Valley, a union territory situated 
in the northwestern Himalayas. This study is mainly focused on district-wise 
monthly, seasonal and annual trend and variability detection in precipitation and 
temperature. Non-parametric Mann–Kendall (MK) test and Sen’s slope estimation 
method were applied for the objective. MK test is one of the most widely used 
non-parametric test for analysing trends for hydro-meteorological data and climate-
based studies (Drápela & Drápelová, 2011; Hirsch et al., 1982; Kumar et al., 2005; 
Yang & Tian, 2009; Motiee & McBean, 2009; Karmeshu, 2012; Wani et al., 2017; 
Yadav et al., 2014; Yue & Wang, 2004). This test does not require data to be 
normally distributed, and it has low sensitivity to abrupt breaks due to inhomoge-
neous time series (Tabri et al., 2011; Karmeshu, 2012).
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Literature Review 

Changes in annual temperature and precipitation in selected states in northeastern 
USA were found by Karmeshu, (2012). While Salma, et al. (2012) found changes in 
rainfall in Pakistan from 1988 to 2006 and an upward-moving trend till 2030. Pant 
and Kumar, (1997) detected a significant warming trend of 0.57 °C per 100 years in 
annual and seasonal air temperature, with higher warming magnitude being in winter 
and post-monsoon seasons for the time series of 1881–1997 in India. Their study 
shows a significant negative trend over northwest India and no significant trend in 
any part of the country was observed. According to Bhutiyani, et al. (2007), an 
increasing trend was found in maximum, minimum, mean and diurnal temperature 
ranges over the northwestern Himalayas. The frequency of occurrence of hot days 
and hot nights during 1970–2005 over India was also analysed and an increasing 
trend in hot days and nights and a decreasing trend in cold days and nights were 
found for the country. A significant decreasing trend for cold days over the western 
Himalayas and western coast has also been observed. Basistha, et al. (2009), studied 
the rainfall data from 1901 to 1980 from 30 rain gauge stations in the Indian 
Himalayas. An increasing trend in precipitation has been found during 
(1901–1964) and a decreasing trend for the last two decades (1965–1980). Das 
et al. (2015) studied trends in 27 precipitation indices for 10 major rain gauge 
stations of the northeast region of India on a monthly, seasonal and annual basis 
during 1961–2010. The study revealed that the annual and monsoon rainfall have no 
significant trends. Significantly increasing trends during pre-monsoon season are 
found at Imphal and Tezpur, at Guwahati during the post-monsoon and at 
Cherrapunjee during winter. On a monthly basis, an increasing trend in rainfall is 
observed at Tezpur during April, at Imphal and Kailashahar during May and 
September and at Guwahati during October, while the rainfall of June at Imphal 
has a decreasing tendency during the period 1961–2010. The absence of any 
significant trend in rainfall amount on a monthly, seasonal and annual scale and in 
frequency of rainfall intensities of ≥2.5 mm/day, 1–3 cm/day, 4–6 cm/day ≥7 cm/



day and wet spells of length of 2 days, 3 days and 4 days at most of the stations 
confirmed that there is no clear-cut indication of any major changes in rainfall pattern 
over NER in terms of rainfall intensity and persistence. However, further research is 
needed for a better understanding of the temporal pattern of rainfall in the region. 
Jain, et al. (2012) analysed the trend for rainfall during 1901–1984 at 11 stations in 
Himachal Pradesh and found an increasing trend in annual rainfall at 8 stations and a 
significant decreasing trend in monsoon rainfall at eight stations. Likewise, Wani, 
et al., (2017) analysed the trends and variability in the annual temperature and 
rainfall for the district of Mandi, Himachal Pradesh (India), during 1981–2010 and 
found an increasing trend in annual maximum and minimum temperature and a 
decreasing trend in the monsoon’s maximum and minimum temperatures although it 
is statistically not significant. The amount of annual rainfall does not show any 
significant trend, but the monsoonal rainfall has shown an increasing trend that is 
also statistically not significant. The analysis of rainfall series created using a 
network of 1476 rain gauge stations across India indicates a significant increasing 
trend in monsoon rainfall in Jammu and Kashmir (Rajeevan et al., 2006; 
Guhathakurta & Rajeevan, 2008). Similar results were provided for Kashmir 
Himalayas during 1910–2000 with the analysis conducted on 129 stations of India 
by Sen Roy & Balling, (2004). Moreover, Kumar & Jain, (2010) analysed the 
rainfall data during 1903–1982 at Srinagar, Kulgam, Handwara, Kokernag and 
Quazigunds stations. They have found a decreasing trend in annual rainfall at 
Srinagar, Kulgam and Handwara stations with the largest decrease of 20.16% of 
mean/100 years and the smallest for Srinagar. The decreasing trend in winter rainfall 
was statistically significant at Kulgam and Handwara and non-significant increasing 
trends in the pre-monsoon and post-monsoon seasons. Quazigund and Kokernag 
experienced decreasing annual rainfall, but Srinagar showed an increasing annual 
trend for the period 1962–2002. Annual, winter, pre-monsoon and post-monsoon 
rainfall increased, whereas monsoon rainfall decreased non-significantly at Srinagar 
during the last century. All stations experienced a decreasing trend in winter and 
monsoon rainy days, but Srinagar and Handwara also witnessed a decreasing trend 
in annual rainy days, and Kulgam showed the opposite trend. The most significant 
implication of climate change is an increase in the frequency and intensity of 
extreme weather events leading to hydro-meteorological disasters (Mavromatis & 
Stathis, 2011; Ramesh & Goswami, 2007). This is one of the anticipated effects of 
climate change. The Valley of Kashmir has experienced several disasters of recur-
rent nature that have resulted in the heavy loss of life, livelihoods and properties. 
There is a need for research and studies in various aspects including trend and 
variability detection for various climate parameters (Smith, 2010); for better plan-
ning, assessment capacity analysis and building resilience of communities to with-
stand pressure and shocks.
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Fig. 20.1 Location map of the study area 

Study Area 

Kashmir Valley bounded on the southwest by the Pir-Panjal range and on the 
northeast by the greater Himalayas is one of the union territories of India and 
accounts for about 0.48% of the geographical area of the country. It lies in the 
extreme north of India between 33°22–34°22 N latitude and 73°59–75°30 E longi-
tude (Fig. 20.1), having a dimension of 135 km long from northeast to southwest and 
32 km wide covering an area of 15,941.95 sq. km with an average elevation of 
1800 m above mean sea level while the surrounding mountains, which are always 
snow clad, rise from 3000 to 4000 m above mean sea level. It has a population 
density of 432 persons per sq. km having a population count of 6,888,475 (Census, 
2011). Broadly, the valley consists of 10 districts, average of rainfall and tempera-
ture in each district has been presented in (Table 20.1). The climate of Kashmir 
Valley is temperate, and the year is divided generally into four seasons. The winter 
season (December–February) is followed by pre-monsoon or hot weather season 
(March–May). June–September constitutes the southwest monsoon season, and 
October and November is of post-monsoon period. This seasonal classification is 
given by the Indian Meteorological Department (IMD) and hence is generally 
adopted for such studies.



S. No. District Population
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Table 20.1 District-wise geographical area, population, population density, mean temperature and 
rainfall of the Kashmir Valley 

Geographical area 
(Sq. km) 

Density 
(Sq. km) 

Rain 
(mm) 

Mean 
Temp. (°C) 

1 Srinagar 1978.95 12,36,829 625 616.1 6.9 

2 Kulgam 404 4,24,483 1051 1109.3 11.4 

3 Shupian 312 2,66,215 853 1184.5 11.1 

4 Ganderbal 259 2,97,446 1148 679.8 8.3 

5 Budgam 1361 7,53,745 554 732.9 9.8 

6 Bandipore 345 3,92,232 1137 552.8 4.9 

7 Anantnag 3574 10,78,692 302 622.1 7.2 

8 Pulwama 1086 5,60,440 516 1027.4 9.3 

9 Baramulla 4243 10,08,039 238 747.7 10 

10 Kupwara 2379 8,70,354 366 651.5 7.2 

Total 15,941.95 68,88,475 432 791.51 8.61 

Material and Method 

Data Used 

The monthly, seasonal and annual averages of precipitation and temperature are 
generally based on a gridded time-series dataset (CRU TS v. 4.02) at 0.5° resolution 
released on 18 November 2018 (Harris et al., 2014), covering the time period of 
1901–2017 and sourced from http://www.cru.uea.ac.uk/cru/data/hrg/. The data have 
been extracted through Google Earth Pro software for each district. 

Mann–Kendall Test 

For detecting and analysing the trend in monthly, seasonal and annual precipitation 
and temperature, the advanced Mann–Kendall statistical test was applied using 
Addinsoft’s XLSTAT 2018 software. To determine the magnitude of the trend, 
Sen’s slope estimator was applied. The graphs were prepared in Microsoft Excel 
2016, with a parametric trend line imposed on the graph. 

Mann–Kendall test is a non-parametric test, often referred to as the MK test. It is 
used to detect monotonic trends in the data collected over time. It does not require 
data to be normally distributed, or linear. However, it does require that there is no 
autocorrelation. For the time series xi, . . ., xn, the MK test uses the following 
statistics Eq. (20.1).

http://www.cru.uea.ac.uk/cru/data/hrg/


Where NS� = 1þ N N - 1ð Þ N- 2ð Þ
i= 1

N - ið Þ N- i- 1ð Þ N- i- 2ð ÞpS ið Þ.
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S= 
N- 1 

i= 1 

N 

j= iþ1 

sign xj - xi ð20:1Þ 

where N is the number of data points, xj, . . ., xi = θ, which is computed as 

signθ= 

1 if  θ> 1 

0 if  θ= 1

- 1 if  θ < 1 

The variance (S) for the S-statistic is defined by Eq. (20.2) 

Var Sð Þ= 
N N- 1ð Þ  2N þ 5ð Þ-

N 

i= 1 
ti ti - 1ð Þ  2ti þ 5ð Þ  

18
ð20:2Þ 

In which ti denotes the number of ties to the extent i. The summation term is the 
numerator is used only if the data series contains tied values. The standard test 
statistics Zs is calculated using the Eq. (20.3). 

Zs= 

S- 1 

Var Sð Þ  if S> 0 

0 if  S= 0 
Sþ 1 
Var Sð Þ  if S< 0 

ð20:3Þ 

The test statistic Zs is used as a measure of the significance of trend. In fact, this 
test statistic is used to test the null hypothesis, H0. If |  Zs| is greater than Zα/2, where 
α represents the chosen significance level (e.g. 5% with Z0.025 = 1.96), then the null 
hypothesis is invalid implying that the trend is significant (Karmeshu, 2012). 

For detecting a true trend in a time series, a consideration of the autocorrelation is 
to be given. Hamed and Rao (1998) suggest a modified Mann–Kendall test, which 
calculates the autocorrelation between the ranks of the data after removing the 
apparent trend. The adjusted variance is given by Eq. (20.4): 

Var S½ �= 
1 
18 

N N- 1ð Þ  2N þ 5ð Þ½ � N 
NS� ð20:4Þ 

N 2 
P 

N is the number of observations in the sample, NS* is the effective number of 
observations to account for autocorrelation in the data, ps (i) is the autocorrelation 
between ranks of the observations for lag i, and p is the maximum time lag under 
consideration (Sinha & Cherkauer, 2008).
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On running the MK test, another statistic that is obtained is Kendall’s tau. It is a 
measure of correlation carried out on the ranks of the data. It can take any value 
between -1 and +1, with a positive correlation indicating that the ranks of both 
variables increase together, while a negative correlation indicates that as the rank of 
one variable increases, the other decreases. 

Theil–Sen’s Estimator 

The magnitude of the trend in a time series can be determined using a non-parametric 
method known as Sen’s estimator (Sen, 1968). It is fairly resistant to outliers. This 
method assumes a linear trend in the time series. In this method, the slopes (Ti) of all 
data pairs are calculated first by Eq. (20.5) 

Ti = 
xj - xk 
j- k 

for i= 1, 2, . . . . . . ::,N ð20:5Þ 

Where xj and xk are data values at time j and k ( j > k), respectively. The median 
of these N values of Ti gives the Sen’s estimator of slope (Q). A positive value of 
Q indicates an upward trend, and a negative value indicates a downward trend in the 
time series Eqs. (20.6) and (20.7). 

Q=QNþ1=2 ð20:6Þ 

Q= 
1 
2 

Q 
N 
2 

þ Q N þ 2 
2

ð20:7Þ 

According to this MK test, a null hypothesis assumes that there is no trend (where 
data are independent and randomly ordered) and is tested against an alternative 
hypothesis, which assumes that there is a trend. If the p value is less than alpha value, 
then the null hypothesis is rejected otherwise accepted. Acceptance of the null 
hypothesis indicated that there is no trend in time but on rejecting the null hypoth-
esis, the result is said to be statistically significant. The value of Kendall Tau shows 
whether the trend is increasing or decreasing. Sen’s slope tells us an average of how 
much (temperature, precipitation etc) has changed each year. 

Results and Discussion 

Monthly Trends of Precipitation (mm) 

This study shows that a non-significant decreasing trend was found in January month 
for all districts. A statistically significant increasing trend was found for February



month in Baramulla, Bandipore, Kupwara, Badgam and Kulgam districts and a 
non-significant decreasing trend in Shupian and Anantnag. The statistically signif-
icant rising trend for the month of March was seen at Baramulla, Bandipore, 
Kupwara, Ganderbal and Srinagar and a non-significant declining trend in Kulgam 
district. The results showed increasing trends for all districts with significance in 
Baramulla, Bandipore, Kupwara, Ganderbal, Srinagar, Anantnag, Kulgam and 
Shopian districts in April; Pulwama, Kulgam and Shopian districts in May; and all 
districts in June. A statistically significant increasing trend was observed for all 
districts except Anantnag in the month of July. The month of August showed a 
non-significant decreasing trend at Srinagar and Anantnag, an increasing trend for all 
other districts and a statistically upward trend for Kulgam and Budgam. Statistically 
rising trends were observed for most of the district in October month wherein the 
districts of Srinagar and Kupwara experienced non-significant decreasing trends. 
The statistically significant rising trends were observed in all districts in the month of 
November and a non-significant decreasing trend in the month of December for all 
districts (Tables 20.2 and 20.3). 
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Seasonal and Annual Trends of Precipitation (mm) 

The statistically significantly increasing trends were found in the annual series for all 
districts (Fig. 20.2a–j). The winter season shows non-significant increasing trends 
for most of the districts and a decreasing trend for the Ganderbal district only. The 
Pre-monsoon and monsoon precipitation showed statistically rising trends in most of 
the districts. While there exists a statistically significant increasing trend in post-
monsoon precipitation in all districts except Pulwama, while Anantnag district 
showed a decreasing trend (Tables 20.2 and 20.3). 

Monthly Trends of Mean Temperature (°C) 

For the annual temperature, non-significant rising trends were observed for all 
districts in January month and a statistically significant increasing trend for the 
months of February, March and April for all districts. The May month showed a 
non-significant upward trend for nine districts except Anantnag which experienced a 
declining trend. The months (June, July and August) showed a declining temperature 
trend for all districts; however, the trend is statistically significant for some districts 
and statistically non-significant for others. The month of September shows a statis-
tically rising trend for Srinagar and Kupwara district, while a non-significant rising 
trend in Budgam, Bandipore, Pulwama and Baramulla and the remaining districts 
shows a non-significant decreasing trend. Likewise, the month of October experi-
enced a rising temperature trend for all districts, being statistically significant for 
only three districts, namely Srinagar, Bandipore and Kupwara. The temperature time
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series for the months of November and December showed statistically significantly 
increasing trends for all districts of Kashmir Valley (Tables 20.4 and 20.5).
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Annual Precipitation Plots for All Ten districts Kashmir Valley 
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Fig. 20.2 Annual precipitation plots for all ten districts of Kashmir Valley
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Seasonal and Annual Trends of Temperature 

According to this study, annual temperature shows a statistically significant increas-
ing trend for nine districts and a non-significant upward trend for Anantnag 
(Tables 20.4, 20.5 and Fig. 20.3a–j). Winters, pre-monsoon season and post-
monsoon also show a statistically significant rising trend for most of the districts. 
The district of Kupwara showed a downward trend in annual temperature in the 
winter season. Likewise, a decreasing trend was also observed in the pre-monsoon 
season for the Kulgam and Anantnag districts. The post-monsoon season experi-
ences a statistically significant upward trend for all districts except Srinagar 
(Tables 20.4 and 20.5). 

Conclusions 

This study focused on the Kashmir Valley, a region in the northwestern Himalayas, 
for analysing temperature and precipitation trends and variability. Sen’s slope 
estimation technique and the Mann–Kendall test were used in the analysis. The 
results showed that January precipitation for all districts had a non-significant 
declining tendency. However, for numerous regions, February and March demon-
strate a statistically significant increasing trend in precipitation. Precipitation shows 
an increased tendency in April, May and June for all districts, with varied degrees of 
significance. For most districts, increasing precipitation patterns are also visible in 
July and October. For all districts, the annual series of precipitation exhibits a 
statistically significant upward trend. There is a statistically significant upward 
trend in temperature in the annual series for most districts. With some variances 
between districts, the winter, pre-monsoon and post-monsoon seasons similarly 
show growing trends in temperature. For studies on climate change and the man-
agement of water resources, especially in the vulnerable Himalayan region, it is 
essential to comprehend these trends and variability. 

In mountainous places like Kashmir Valley, accelerated glacier melting is a result 
of higher temperatures, which also has an impact on ecosystem and the ability to 
access freshwater resources. Water scarcity decreased agricultural water supply, and 
disruptions in the hydropower industry can all result from this. The risk of flooding 
and landslides might increase with higher precipitation and more severe rainstorm 
events. Communities, infrastructure and ecosystems can all be seriously threatened 
by flash floods and debris flows that can be caused by a combination of high rainfall 
and steep topography. Changes in temperature and precipitation patterns can have a 
significant impact on mountain ecosystems. The delicate balance of flora and fauna 
can be upset by climate change, which can modify species composition, migration 
patterns and habitats. The biodiversity, ecological services and conventional liveli-
hoods reliant on natural resources may all be negatively impacted. Such changes can 
have an impact on agricultural practices and crop yields. Changes in temperature can
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Mean Annual Temperature Plots for All Ten districts Kashmir Valley 
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Fig. 20.3 Mean annual temperature plots for all ten districts Kashmir Valley
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affect the suitability of crops, and different precipitation patterns might cause 
droughts or waterlogging, which can have an impact on production and food security 
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pursuits in the studied area. Temperature shifts and variations in snowfall patterns 
can have an impact on the length of the winter season, the quality of the snow and the 
livelihoods and tourism that depend on these activities.
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Precipitation and temperature changes can also cause problems with water man-
agement. Water storage, irrigation systems and water allocation agreements between 
communities upstream and downstream can all be impacted by variations in the 
amount and timing of snowmelt and runoff. Because of their remote location, poor 
infrastructure and reliance on natural resources for survival, mountain communities 
are frequently more susceptible to the effects of climate change. Temperature and 
precipitation changes have the potential to increase already existing problems, such 
as those associated with water, food security and natural disasters. 

In order to overcome the difficulties brought on by these rising trends in temper-
ature and precipitation variability in the Kashmir Valley, it is imperative to put into 
place adaptable measures and sustainable management techniques. Improved water 
management, ecosystem restoration, disaster risk reduction and the creation of 
climate-resilient livelihood plans for regional populations are a few examples of 
what this may include. Finally, it is imperative to underscore that the findings of this 
study are based on gridded data, and it is essential to conduct further research 
incorporating ground-based observational data to obtain a more comprehensive 
understanding of the observed changes. This will facilitate more accurate planning 
and effective management strategies. 
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Chapter 21 
The Review of Potential Applications 
and Modification Approaches of SWAT 
for Efficient Environmental Management, 
an Engineering Approach 

Ifra Ashraf, Syed Towseef Ahmad, Junaid N. Khan, Rayees Ahmad, 
Rohitashw Kumar, Shazia Ramzan, Faheem Ahmed Malik, 
and Atufa Ashraf 

Introduction 

Hydrological models are standard contrivances routinely tapped for hydrological 
explorations in engineering and environmental disciplines (Wagener et al., 2004). 
All the hydrological models are simplified embodiments of the real-world systems 
under investigation, entailing a rational set of functions or a series of simultaneous 
equations embedded in a computer program. Each model has a number of parame-
ters that give a numeric estimate of characteristics/properties being invariant under 
stated conditions (Tibebe et al., 2016). The model is cogitated to be the best, which 
confers results in close proximity to the real estimates with a less number of 
parameters and less complexity. 
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SWAT, the ellipsis of Soil and Water Assessment Tool, is a physically based, 
basin-scale, spatially quasi-distributed and continuous-time hydrological model that 
operates at either a sub-daily or daily time-step (Arnold et al., 1998). SWAT, an 
open-source model, was jointly developed by USDA-ARS (United States Depart-
ment of Agriculture, Agricultural Research Service) and Texas A&M AgriLife 
Research, part of the Texas A&M University System. SWAT simulates the influence 
of various land management practices on runoff, sediment yield and agrochemical 
yield in large complex basins having variable land uses, soils and management 
practices (Neitsch et al., 2011). A brief description of SWAT has been provided in 
this chapter given its thorough documentation (Neitsch et al., 2011; Arnold et al., 
2012). 

Due to the complexities extant in hydrological phenomena, diverse parameters, 
that is, meteorological data, soil properties and hydrology, plant growth, pathogens 
and bacteria, pesticides, nutrients and land management have been embedded in the 
SWAT model (Arnold et al., 2012). In SWAT, a basin is divided into various 
sub-basins, which are further segmented into hydrological response units (HRUs) 
by superimposing soil, land use and slope maps (Yang et al., 2007). HRUs, a 
fundamental operational unit of the model (Gyamfi et al., 2016), consist of homo-
geneous land use, soil, management and topographical characteristics. The incorpo-
ration of HRUs accedes SWAT to represent the variability within the sub-basin (Sun 
et al., 2015). SWAT model consists of two phases: a land phase dealt at the HRU 
level and a stream phase dealt at the sub-basin level (Neitsch et al., 2011). 

In the land phase, daily water, nutrient and sediment yields of HRUs are com-
puted by taking into consideration all the parameters including precipitation, evapo-
transpiration, irrigation, surface runoff and sub-surface runoff (both lateral as well as 
percolation to both shallow and/or deep aquifers) (Neitsch et al., 2011). In the stream 
phase, the daily outputs, that is, water, sediment and other pollutant yields from all 
HRUs of a sub-basin are routed in a cascading chain of streams via a stream network 
(Neitsch et al., 2011; Vigiak et al., 2015). 

SWAT model is capable of gauging water, sediment and chemical yields in both 
gauged and un-gauged watersheds (Srinivasan et al., 2010; Mir & Ahmed, 2021). It 
can be used in un-gauged watersheds for ascertaining hydrological controlling 
parameters/factors (Ndomba et al., 2008). However, multi-constituent input datasets 
on a long-term basis are desirable to increase the reliance of model in simulating 
hydrological processes in un-gauged basins (Zeiger & Hubbart, 2016). In the case of 
an un-gauged watershed, information on model parameters is transferred from 
adjoining watersheds, referred to as donor watersheds, to a target watershed 
(Noori & Kalin, 2016), by regionalization techniques (Wang & Kalin, 2011). 
SWAT has corroborated its applicability across-the-board globally, for it has been 
assessed in various countries. This chapter aims to review the modelling capaci-
tances of the SWAT to simulate the hydrodynamic process at the scale of a 
catchment/watershed. Many reviews have already been put forth on the modelling 
capacitances of the SWAT. But this review also aims to enlighten the inadequacy of 
SWAT to confer to some complex hydrological conditions; hence, many modifica-
tions/alterations made in SWAT have been reviewed under apposite headlines.



21 The Review of Potential Applications and Modification Approaches of SWAT. . . 379

Potential Applications of SWAT 

SWAT (Javaid et al., 2023) is widely used for simulating water flow, sediment 
transport, nutrient cycling and pollutant dynamics in watersheds (Srinivasan et al., 
2010). Its versatility and ability to integrate various data sources make it a valuable 
tool for understanding hydrological processes and supporting informed decision-
making. SWAT model has been extensively used for assessing water availability, 
water quality and water allocation in watersheds. It helps in quantifying the impacts 
of land-use changes, climate variability and human activities on water resources. 

SWAT model enables the assessment of agricultural practices and their impacts 
on water resources. It helps in evaluating the effectiveness of conservation measures, 
such as cover cropping, terracing and nutrient management, in reducing nutrient 
runoff and improving water quality. SWAT model has proven useful in assessing the 
environmental impacts of land-use changes, such as urbanization, deforestation and 
afforestation. It helps in predicting the potential effects of land use alterations on 
hydrological processes, sediment transport and water quality. The SWAT model 
serves as a valuable tool for assessing the impacts of climate change on hydrological 
processes and water resources. It aids in understanding how changes in temperature, 
precipitation and evapotranspiration patterns affect streamflow, groundwater 
recharge and water availability. SWAT has conferred diverse applications, which 
have been listed in Table 21.1. 

SWAT has been successfully employed worldwide in simulating the hydrological 
response of catchments under different land use, soil and climatic conditions with 
results in acceptable ranges. However, in case of lower rainfall events, the areas 
contributing to the flow are over-predicted (Golmohammadi et al., 2017), and in case 
of extreme events, the peak flows are underestimated by the model (Gassman et al., 
2014). Contrarily, in the case of sediment load, the model shows comparatively 
better results in the case of low rainfall events and underestimates or overestimates in 
high rainfall events (Zhang et al., 2017). Moreover, Meng et al. (2017) corroborated 
simulating competencies of SWAT in un-gauged areas and in areas with high glacier 
recharge rates with proper parameter calibration. However, gully erosion in water-
sheds is not modelled by SWAT properly (Easton et al., 2010). 

Due to the complexity rooted in the hydrological phenomena, SWAT consists of 
diverse parameters, some of which are very difficult to estimate, and hence need to 
be estimated via calibration, which necessitates the gauging of hydrological data of 
watershed. To generate effective hydrologic forecasts, SWAT requires relatively 
little direct calibration (Easton et al., 2010). Many researchers demonstrated the 
proficiency of SWAT in simulating hydrological responses of geographically dif-
ferent basins with scarce observed data available for calibration and validation 
(Oeurng et al., 2011; Wu & Chen, 2012; Shi et al., 2013; Rasool & Kumar, 2019). 
In the case of watersheds with high spatial heterogeneity, a multisite calibration 
technique is recommended (Leta et al., 2017). 

Among numerous basin-scale models, SWAT can effectively assess the eco-
nomic and environmental bearing of basic management practices (BMPs) at diverse
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Table 21.1 Important applications of SWAT model 

S. no. Applications of SWAT Addendum, if any Source 

1. Prediction of the temporal 
variation of flow-
contributing areas during 
each event 

Current precipitation index 
(CPI) and Potential contrib-
uting area (PCA) ratio (Lee 
& Huang, 2013) 

Golmohammadi et al. 
(2017) 

2. Prediction of sediment 
yield/water yield/nutrient 
loadings 

Latin Hypercube 
One-factor-At-a-Time 
(LH-OAT) (Ndomba & van 
Griensven, 2011); SWAT-
CUP (Yesuf et al., 2015; 
Briak et al., 2016), Modi-
fied Soil Conservation Ser-
vice curve number method, 
the storm-based Chinese 
soil loss equation and the 
nutrient loss model (Shi & 
Huang, 2021), GPCC (Ijaz 
et al., 2022) 

Ndomba and van 
Griensven (2011), 
Adeogun et al. (2015), 
Yesuf et al. (2015), Briak 
et al. (2016), Gull et al. 
(2017), Shi and Huang 
(2021) and Ijaz et al. 
(2022) 

3. Simulation of impacts of 
land use/cover change on 
sediment, water and/or 
nutrient yields of the basin 

SWAT-CUP (Anaba et al., 
2017; Gyamfi et al., 2016); 
Principal component analy-
sis (PCA) (Gyamfi et al., 
2016); Latin Hypercube 
One-factor-At-a-Time 
(LH-OAT) (Lin et al., 2015) 

Wang and Kalin (2011), 
Lin et al. (2015), Anaba 
et al. (2017), Gyamfi et al. 
(2016) and Mekonnen and 
Manderso (2023) 

4. Simulation of impacts of 
climate change on the 
hydrology of the basin 

– Zhang et al. (2007), Setegn 
et al. (2011), Lirong and 
Jianyun (2012), and Melke 
and Abegaz (2017) 

5. Simulation of the impact of 
both climate and land-use 
change on the hydrology of 
the basin 

– Li et al. (2009), Ward et al. 
(2009), Krysanova and 
Srinivasan (2015), Osei 
et al. (2019), Sinha et al. 
(2020) and Haleem et al. 
(2022) 

6. Assessment of the soil 
water content 

– Havrylenko et al. (2016) 

7. Drought Assessment/ 
Forecast 

Frank copula (Dash et al., 
2019) 

Dash et al. (2019), 
Brouziyne et al. (2020) and 
Ma et al. (2022) 

8. Assessment of impacts of 
Best Management Practices 
(BMPs) scenarios on basin 
hydrology 

SOBEK using open model-
ling interface (OPENMI) 
(Betrie et al., 2011); 
SWAT-CUP (Rocha et al., 
2015) 

Ullrich and Volk (2009), 
Lee et al. (2010), Betrie 
et al. (2011), Rocha et al. 
(2015) and Sheshukov 
et al. (2016) 

9. Simulation of hydrological 
response including glacial 
melt in snow-dominated 
regions 

– Ahl et al. (2008), 
Pradhanang et al. (2011), 
Kang and Lee (2014), Gan 
et al. (2015) and Garee 
et al. (2017)



scales (Wilson et al., 2014; Piemonti et al., 2013). Additionally, SWAT can effec-
tively assess the impact of crop cultivation on hydrological dynamics (Leta et al., 
2015), bio-geochemical cycling (El-Khoury et al., 2015) and environmental pollu-
tion (Holvoet et al., 2008).
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Limitations of the SWAT Model 

1. Data Requirements: SWAT model requires a significant amount of input data, 
including climate data, soil properties, land use/land cover data, topography and 
streamflow data for calibration and validation. Obtaining accurate and reliable 
data at the desired spatial and temporal resolution can be challenging, particu-
larly in data-scarce regions or for long-term simulations. The quality of input 
data directly affects model performance and uncertainty, making data availabil-
ity and reliability a major limitation. 

2. Model Parameterization: SWAT model consists of numerous parameters that 
need to be calibrated for each specific watershed. Parameterization can be 
time-consuming and complex, requiring expert knowledge and extensive field 
measurements. The sensitivity of the model to parameter values makes the 
calibration process critical, but it is often subjective and prone to uncertainty. 
The lack of universally accepted guidelines for parameter estimation is a 
limitation that hampers model consistency and comparability across different 
studies. 

3. Model Complexity: SWAT model is a complex and process-based model that 
represents numerous hydrological, agricultural and ecological processes. While 
this complexity allows for detailed simulations, it also increases the potential for 
errors and uncertainties. Model complexity can be challenging for non-experts 
to understand and utilize effectively. The need for specialized knowledge and 
technical expertise may limit the widespread application of the model in certain 
regions or for decision-makers with limited scientific background. 

4. Spatial and Temporal Variability: SWAT model assumes that the watershed is 
homogeneous and neglects spatial heterogeneity within the study area. This 
assumption may lead to oversimplified representations of hydrological pro-
cesses and limited accuracy in capturing local variations. Additionally, the 
model assumes the stationarity of climate and hydrological conditions over 
time, which may not hold true in a changing environment. Incorporating fine-
scale spatial and temporal variability is a challenge that affects the accuracy and 
reliability of model results. 

5. Uncertainty and Validation: Like any model, SWAT model is subject to various 
sources of uncertainty, including input data, parameterization and model struc-
ture. Uncertainty analysis is crucial to understand the reliability and limitations 
of model predictions. However, uncertainty analysis in the SWAT model is 
often challenging due to a large number of parameters and a lack of standard 
methodologies. Moreover, model validation against observed data can be
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difficult, particularly in un-gauged or data-scarce regions, limiting confidence in 
model performance. 

6. Scale and Generalization: SWAT model operates at the watershed scale, and its 
applicability to smaller sub-watersheds or larger regional scales is limited. 
Upscaling or downscaling results from one watershed to another may introduce 
additional uncertainties. Furthermore, the model’s ability to capture specific 
localized processes or phenomena, such as small-scale runoff dynamics or 
localized pollutant transport, may be limited. This scale limitation restricts the 
model’s utility in certain applications requiring fine-scale analysis. 

7. Lack of Dynamic Feedback: SWAT model assumes static relationships between 
inputs and outputs and does not explicitly account for dynamic feedback 
between hydrological processes and land-use changes. This limitation can affect 
the accuracy of simulating complex interactions and feedback mechanisms. For 
example, the model may not adequately capture the effects of land management 
practices on soil properties over time or the feedback between land-use change 
and hydrological response. 

8. Limited Representation of Ecological Processes: While the SWAT model 
includes some ecological processes, such as nutrient cycling and vegetation 
growth, its focus primarily lies in hydrological and agricultural aspects. The 
representation of ecological processes may be simplified, and the model may not 
fully capture the complexities of ecosystem dynamics, biodiversity and habitat 
suitability. Integrating more detailed and comprehensive ecological modules 
within the SWAT model is an ongoing challenge. 

9. Model Accessibility and User Interface: The SWAT model is primarily designed 
for experienced modellers and scientists with a strong background in hydrology 
and related fields. Its user interface and accessibility can be daunting for 
non-experts or decision-makers who require simplified tools for water resource 
management. The lack of user-friendly interfaces and comprehensive documen-
tation may hinder the wider adoption and utilization of the SWAT model, 
particularly in decision-support systems and policy-making processes. 

10. Computational Requirements: SWAT model can be computationally intensive, 
especially when simulating large watersheds or long-term scenarios. Running 
simulations with high spatial and temporal resolutions and incorporating com-
plex processes may require substantial computational resources and time. Lim-
ited computing infrastructure or technical capabilities may pose constraints on 
the practical application of the model, particularly in resource-limited regions. 

11. Limited Representation of Social and Economic Factors: The SWAT model 
primarily focuses on the physical and biophysical aspects of watersheds and 
often overlooks the social and economic dimensions of water resource manage-
ment. Factors such as water demand, water pricing, socio-economic impacts of 
land-use change and stakeholder participation are not explicitly incorporated 
into the model. This limitation restricts the model’s ability to provide a com-
prehensive assessment of water management strategies and their socio-
economic implications.
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Modifications Made in SWAT 

Modelling Depression-Dominated Regions 

The high spatial variability of depressions makes the modelling of hydrological 
processes in depression-dominated regions complex and is contingent on a clear 
cognizance of the dynamic processes of filling, spilling, merging and splitting of 
depressions present on the surface. The hierarchical linkages of depressions and their 
varying contributing regions, in particular, confound hydrologic modelling (Zeng 
et al., 2020). Like conventional hydrologic modelling, SWAT model fills all the 
depressions of the area in the preprocessing step of the delineation process for 
producing well-connected drainage nets (Mekonnen et al., 2016a). Hydrologic 
models typically use simplified and lumped approaches to account for the impacts 
of depressions. These approaches often assume that depressions act as small, 
uniform storage areas with constant infiltration rates. While this simplification 
allows for computational efficiency and ease of modelling, it may not capture the 
dynamic influences of surface depressions accurately (Zeng et al., 2020). Many 
researchers have attempted to characterize the depression-dominated areas and 
simulate their storage effects (Chu et al., 2010; Chu, 2015; Habtezion et al., 2016). 

Even though all the depressions are filled in SWAT, three tools encompassing 
Potholes, Ponds and Wetlands are available in SWAT to account for the computation 
of lumped outflow from depressions (Neitsch et al., 2011) and to model the influence 
of depressions on hydrological processes (Nasab et al., 2017). The depressions/ 
potholes and their parameters are defined at the HRU scale in SWAT (Neitsch et al., 
2011) and allied to the routing process in SWAT (Nasab et al., 2017). However, all 
the requisite pothole parameters for instance depression storage, ponding area and 
depth of depressions are not calculated by SWAT. To augment the SWAT profi-
ciency for dealing with complex depression-dominated regions, some modified 
SWAT models have been worked out. 

SWAT-PDLD (SWAT-probability distribution landscape distribution) was 
framed by Mekonnen et al. (2016b) to integrate the heterogeneity of depression 
storage in the SWAT model. They expended ArcGIS to spot depressions, their 
surface area and storage. SWAT-PDLD showed better results of streamflow for 
the watersheds under study. Furthermore, Mekonnen et al. (2016a) improved 
SWAT-PDLD by integrating seasonal variation in soil erodibility induced due to 
cold climate to simulate sediment transfer in two depression-dominated watersheds 
of Canada typified by cold climate. They deduced that the sediment export simulated 
by the modified model was considerably more coherent. 

Another modification in SWAT was the coupling of the SWAT model with a 
Puddle Delineation (PD) algorithm (Chu et al., 2010) done by Nasab et al. (2017). 
This led to the development of a new D-cubed (Depression-Dominated Delineation) 
approach. In the coupled PD-SWAT model (Fig. 21.1), the PD algorithm was 
exploited to characterize the depressions and their distribution and hierarchical 
relationships and compute microtopographic details from digital elevation models



(DEMs). This involved introducing the CBU (Channel-Based Unit—depressionless 
unit) concept and its connection with PBU (Puddle-Based Unit—depression unit) 
concept. The D-cubed method creates a unique cascaded channel-puddle drainage 
system based on the channel segmentation algorithm. The output of the PD algo-
rithm was then coupled with the pothole tool of the SWAT model at the HRU level. 
PD-SWAT outperformed the standard SWAT model in simulating runoff values in 
coherence with observed values. SWAT thoroughly overestimated the runoff in 
depression-dominated regions, which was taken care of by PD-SWAT by signifi-
cantly delaying the runoff initiation owing to the threshold control of depressions. 
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Fig. 21.1 Elemental steps of the PD-SWAT model (MDS: maximum depression storage and MPA: 
maximum ponding area). (Source: Nasab et al., 2017) 

Zeng et al. (2020) presented a novel modelling framework called the Puddle-
Based Unit Probability Distributed Model (PBU-PDM) to improve hydrologic 
modelling for depression-dominated regions. This paradigm was combined with 
the current SWAT to better assess the impact of depressions that are spatially 
distributed. In addition to the standard input data used in SWAT, the PDMs for all 
sub-basins were developed using a set of topographical parameters and data from the 
D-cubed technique. The evaluation of discharge simulations using the PBU-PDM 
enhanced SWAT model and the original SWAT model, compared to observed data, 
revealed distinct patterns. The original SWAT model demonstrated a tendency to



either overestimate or underestimate discharges, depending on whether it was a wet 
or dry period. Conversely, the PBU-PDM coupled with SWAT model exhibited 
improved modelling performance, specifically tailored to the depression-dominated 
watershed, by accurately representing discharge dynamics for both wet and dry 
periods. 
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GHG Emission 

Agricultural sectors are the biggest sources of N2O emissions owing to the incessant 
use of fertilizers to support the global food demand. N2O gas is very detrimental 
causing depletion in the O3 gas of the stratosphere (Ravishankara et al., 2009). 
Despite having significantly lower atmospheric levels than CH4 and CO2, N2O plays 
an inexplicably major role in contributing to global warming due to its extended 
atmospheric lifespan (Ko et al., 1991). N2O production and consequent emissions 
are not embodied in the SWAT model, which limits its application for providing a 
comprehensive assessment of agricultural activities on nitrogen cycling. Researchers 
have integrated SWAT with bio-geochemical models, such as DAYCENT to esti-
mate GHG emissions. 

The initial integration of the SWAT and DAYCENT models was introduced by 
Reeling and Gramig (2012). This framework aims to combine the capabilities of 
both models to analyse optimal conservation practices. However, it is important to 
note that the integration was not simultaneous, meaning that SWAT and DAYCENT 
were used separately rather than being fully coupled. In this framework, a genetic 
algorithm was employed to analyse and identify the most effective conservation 
practices. The genetic algorithm, a computational optimization technique inspired by 
natural selection, was used to search for the best combination of conservation 
practices within the context of the separate SWAT and DAYCENT models. This 
approach allowed for the identification of optimal strategies for conservation, con-
sidering factors such as land management, nutrient cycling and greenhouse gas 
emissions. While the integration of SWAT and DAYCENT in this framework was 
not simultaneous, it still provided valuable insights into the optimization of conser-
vation practices by leveraging the capabilities of both models. 

The first concurrent application of the N2O emission module in SWAT was 
introduced by Wu et al. (2016). Their study involved the development of 
DAYCENT input files for each hydrologic response unit (HRU) and the automatic 
coupling of DAYCENT with SWAT, resulting in a combined model referred to as 
SWAT-DayCent. The researchers selected SWAT as the base model for integrating 
DAYCENT due to its user-friendly configuration and the availability of a spatial 
analysis user interface. This choice facilitated the setup and usage of the integrated 
model. Once the modeller developed a SWAT project for a specific region of 
interest, there was no need for separate inputs for DAYCENT. By incorporating 
the simultaneous N2O emission module, the coupled SWAT-DayCent model 
allowed for a more comprehensive assessment of nitrogen cycling and greenhouse



gas emissions, specifically focusing on N2O. This integration enabled the consider-
ation of additional factors related to carbon and nitrogen dynamics, enhancing the 
model’s capability to simulate and analyse N2O emissions from agricultural systems. 
The development of the SWAT-DayCent model represented an important 
advancement in the integration of SWAT and DAYCENT, enabling more accurate 
estimation of N2O emissions while leveraging the strengths of both models. SWAT-
DayCent was later successfully employed by Zhao et al. (2019) to simulate both 
hydrologic as well as bio-geochemical processes. 
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Yang et al. (2017) improved the representation of the cycling of soil nitrogen in 
SWAT semi-empirically by altering its nitrification and denitrification algorithms 
and incorporating N2O emission algorithms. In particular, they incorporated the 
modules of the DayCent model devoted to nitrification, denitrification and N2O 
production (Del Grosso et al., 2000) in the nutrient cycling algorithms of SWAT. 
The new tool developed thereof—SWAT-N2O—was found very useful in the 
estimation of long-term N2O emissions from diverse cropping systems. 

SWAT-GHG was another modification to SWAT introduced by Wagena et al. 
(2017). In this modification, the authors incorporated the denitrification flux equa-
tion developed by Parton et al. (1994) and Mosier et al. (2002). This denitrification 
flux equation is similar to the revised model proposed by Yang et al. (2017). 
However, Wagena et al. (2017) introduced an additional variable, pH, to estimate 
the total denitrification rate. By integrating these modifications, the SWAT-GHG 
model provides a more refined estimation of GHG emissions, specifically targeting 
denitrification-related N2O emissions. This allows for a more comprehensive assess-
ment of the impacts of agricultural practices and land management on GHG emis-
sions, helping to inform sustainable management strategies. SWAT-GHG model 
was further employed (Wagena et al., 2018) to assess the effects of climate change 
on N2O (nitrous oxide) fluxes. The researchers focused on how alterations in soil 
moisture conditions, anticipated under future climate scenarios and influenced the 
emissions of N2O from soils. The study findings reported by them emphasized the 
significant impact of changing soil moisture on N2O emissions. They demonstrated 
that altered soil moisture conditions, induced by future climate scenarios, can lead to 
variations in N2O emissions from soils. 

Shrestha et al. (2018) conducted a study on estimating N2O fluxes from long-term 
grasslands in Canada. They combined modules reported by Yang et al. (2017) and 
Wagena et al. (2017), with some modifications, to incorporate into SWAT. They 
integrated the semi-empirical equations of nitrification and denitrification modules 
suggested by Parton et al. (1996, 2001) into SWAT. They estimated N2O emissions 
from denitrification using a partitioning approach. However, they included an 
additional temperature reduction factor in addition to the one proposed by Yang 
et al. (2017). They neglected the pH factor mentioned by Wagena et al. (2017), as 
they found that variations in soil moisture and temperature explained up to 95% of 
N2O dynamics from denitrification. The contribution of N2O from nitrification was 
taken from established equations by Parton et al. (1996), contrary to Wagena et al. 
(2018), who used SWAT’s original formulation. The fraction of nitrogen was 
considered a calibration parameter. They successfully replicated discrete N2O



measurements within the range of 0.02–0.47. Furthermore, Melaku et al. (2020) used 
the model developed by Shrestha et al. (2018) to estimate N2O emissions from 
selected grassland sites in the UK that were applied with solid manure. The model 
exhibited good performance, with R2 values ranging from 0.58 to 0.71 for discrete 
measurements, effectively capturing the dynamics of N2O fluxes. 
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Improved Simulation of Dry and Wet Periods 

The standard SWAT model simulates the wet periods satisfactorily but performs 
inadequately in dry seasons, which has hampered its utility in watersheds typified 
principally by low flows; hence, a seasonal calibration scheme is recommended for 
dry and wet periods. SWAT-SC (Fig. 21.2), a seasonal calibration scheme, was 
developed by Zhang et al. (2015), which espouses a service-oriented architecture and 
operates in a distributed computation environment. By implementing a seasonal
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calibration approach, the model can be fine-tuned to better capture the dynamics and 
characteristics of both dry and wet seasons. This allows for improved simulation 
accuracy and a more comprehensive understanding of the hydrological processes in 
the watershed. The utilization of SWAT-SC (Soil Conservation Service Curve 
Number) resulted in a notable improvement in simulating runoffs during the dry 
period. Additionally, although not as prominent as in the dry period, improvements 
were also observed for runoff simulation during the wet period and overall periods. 
While the improvements in runoff simulation during the wet and overall periods may 
not be as substantial as in the dry period, they still signify enhanced model perfor-
mance across different hydrological conditions. This indicates that SWAT-SC pro-
vides more reliable predictions of runoff, contributing to a comprehensive 
understanding of the watershed’s hydrological response throughout various periods. 
Gao et al. (2018) also highlighted the importance of considering dry and wet periods 
separately in the calibration and simulation of the SWAT model. By adopting a 
tailored approach for each period, they achieved improved accuracy in capturing 
runoff and streamflow dynamics, enhancing the model’s utility in watershed man-
agement and water resource planning.
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Yuan and Forshay (2021) coupled SWAT with the seasonal Support Vector 
Regression (SVR) model to enhance the prediction efficiency of monthly streamflow 
prediction. They developed a hybrid model (SWAT-SVR) by inputting the two 
variables: streamflow output and drainage area into the SVR model. The results 
indicated that the hybrid SWAT-SVR model outperformed the SWAT model alone, 
exhibiting improved accuracy and reliability in predicting monthly streamflow. The 
model demonstrated higher accuracy during the wet season compared to the dry 
season. 

A study conducted by Liu et al. (2023) aimed to investigate the sensitivity and 
uncertainty of parameters in a typhoon-affected area by establishing a daily-scale 
SWAT model with separate dry and wet seasons. The model performance evaluation 
indicated that the separate calibration methods for dry and wet seasons led to 
improved accuracy. They concluded that the sensitivity of parameters varied signif-
icantly between the dry and wet seasons. The most sensitive parameters were 
identified as ALPHA_BF.gw and CN_2.mgt, indicating their strong influence on 
the model outputs. On the other hand, SURLAG.bsn and GWQMN.gw were found 
to be the least sensitive parameters. These differences in sensitivity highlight the 
impact of meteorological conditions on parameter importance during different 
periods. 

Sediment Yield Modelling and Dynamics 

Sedimentation is one of the fundamental environmental predicaments stemming 
from soil erosion and has worldwide acknowledgement for its negative implications 
on water quality, reservoir capacity and agricultural productivity due to the eradica-
tion of top nutrient-rich soils (Wu & Chen, 2012). In the past, sediment yield



investigations were dealt with empirical approaches and reservoir deposit surveys 
and empirical approaches, which are capital-intensive and human resource-
demanding (Gyamfi et al., 2016). Many studies have endorsed SWAT as being 
capable of estimating sediment yield with acceptable statistical accuracy (Ndomba & 
van Griensven, 2011; Anaba et al., 2017; Gull et al., 2017; Zhang et al., 2017). 
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Nevertheless, the application of SWAT to large basins endures to be a challeng-
ing task, so in order to compromise between accuracy and practicality, low spatial 
resolution data are often inputted in the model (Shen et al., 2014; Wu & Chen, 2012), 
and/or a number of simulating parameters are restricted (Vigiak et al., 2015). 
Simulation of sediment by SWAT is sensitive to the spatial resolution of input 
data at both sub-basin and HRU levels (Vigiak et al., 2015). HRU sediment yields 
are computed using Modified Universal Soil Loss Equation (MUSLE), which was 
basically developed for small-sized basins (<40 km2 ) (Williams, 1995). Moreover, 
HRU-specific sediment yields (HSSY, t/ha) determined from MUSLE are related 
non-linearly to the HRU area (HSSY ~ (HRU area)1.12 ) (Chen & Mackay, 2004). 
This non-linear relation is unfavourable because it incommensurates the sediment 
yields from HRUs bearing similar characteristics but different sizes, and entails that 
the dissimilar spatial delineations of the same basin need distinct SWAT calibra-
tions. To linearize this relation, Vigiak et al. (2015) modified SWAT by modifying 
MUSLE by incorporating threshold area to overcome the chance of overestimation 
of sediment yields in large HRUs and to ascertain apt algorithms for estimation of 
hillslope length and slope-length factor. The modifications propounded by Vigiak 
et al. (2015) are recommended for large-sized basins. 

Modelling Watersheds with Karst Hydrology 

The hydrological processes in watersheds with karst hydrology are complex due to 
the underground linkages of bedrock fractures and solution cavities. In order to 
represent these karst watersheds, the hydrological models need the incorporation of 
enhanced complexity in the structure for proper simulation of sub-surface water 
flow, hence of other hydrological yields (Salerno & Tartari, 2009). SWAT, origi-
nally designed for non-karstic environments, has been adapted and applied to karst 
regions to study various aspects of karst hydrology. Different modifications have 
been made by different researchers to account for karst hydrology (Al Khoury et al., 
2023). A modified version of SWAT, primarily called SWAT-VSA (SWAT-Vari-
able source area) by Easton et al. (2008), now called Topo-SWAT, integrated with 
the topographic wetness index (Beven & Kirkby, 1979), has been used acceptably in 
numerous cases for simulating hydrology, phosphorus, nitrogen and sediment trans-
port for watersheds with karst hydrology (Amin et al., 2017). 

The application of the SWAT model in karst hydrology has shown promise in 
understanding and managing water resources in complex karstic systems. Despite 
some challenges and limitations, SWAT provides a valuable tool for simulating 
water quantity and quality in karst regions. Continued research and improvements



are necessary to refine SWAT’s capabilities in representing karst-specific processes 
and to address uncertainties associated with parameterization and validation. Over-
all, the application of SWAT in karst hydrology offers a valuable framework for 
studying the dynamics of water resources in these unique and vulnerable environ-
ments. With ongoing advancements and collaborative efforts, SWAT has the poten-
tial to contribute significantly to karst hydrological research and support sustainable 
water resource management in karst regions. 
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Conclusions 

SWAT model is a viable tool attesting itself to varied hydrological conditions. It has 
been designed for the prediction of the impact of management practices on water, 
sediment and agricultural chemical yields in not only gauged but also un-gauged 
basins. SWAT is a widely used hydrological model because of its good simulation 
efficiency and less calibration requirement. Nevertheless, there exist some complex 
conditions that SWAT does not comply with, which need to be altered by incorpo-
rating a few modifications that should be taken care of. The biggest loophole is the 
removal of the depressions in the area in the delineation step of the SWAT, which 
greatly affects the results in depression-dominated regions due to the complex 
interactions owing to the linking of potholes. SWAT has complied satisfactorily 
even in data-scarce regions, but separation calibration schemes are necessitated for 
apt simulation of dry and wet periods. The HRU sediment transport is non-linearized 
in SWAT algorithms that can hamper the decision-making of SWAT. Hence, it is 
advised to take the hydro-climatological conditions along with an addendum, if any, 
into consideration to tap the maximum potential of SWAT. The findings of this 
review will assist researchers, engineers and decision-makers in utilizing SWAT 
effectively and maximizing its benefits for sustainable environmental planning and 
resource management. 
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