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Preface

The information infrastructure – comprising computers, embedded devices, networks
and software systems – is vital to operations in every sector: chemicals, commercial
facilities, communications, critical manufacturing, dams, defense industrial base,
emergency services, energy, financial services, food and agriculture, government
facilities, healthcare and public health, information technology, nuclear reactors,
materials and waste, transportation systems, and water and wastewater systems. Global
business and industry, governments, indeed society itself, cannot function if major
components of the critical information infrastructure are degraded, disabled or
destroyed.

This book, Critical Infrastructure Protection XVII, is the seventeenth volume in the
annual series produced by IFIP Working Group 11.10 on Critical Infrastructure Pro-
tection, an active international community of scientists, engineers, practitioners and
policy makers dedicated to advancing research, development and implementation
efforts related to critical infrastructure protection. The book presents original research
results and innovative applications in the area of critical infrastructure protection. Also,
it highlights the importance of weaving science, technology and policy in crafting
sophisticated, yet practical, solutions that will help secure information, computer and
network assets in the various critical infrastructure sectors.

This volume contains 11 selected papers from the Seventeenth Annual IFIP
Working Group 11.10 International Conference on Critical Infrastructure Protection,
which was held at SRI International in Arlington, Virginia, USA on March 13–14,
2023. A total of 19 full-length papers were submitted for presentation at the conference.
The papers were refereed in a single-blind manner by members of the conference
program committee and other individuals, all of them internationally-recognized
experts in critical infrastructure protection. The 11 accepted papers were rewritten by
the authors after the conference to accommodate the suggestions provided by the
referees and by the conference attendees. The 11 post-conference manuscripts were
subsequently revised by the editors to produce the final chapters published in this
volume.

The chapters are organized into five thematic sections: (i) Themes and Issues; (ii)
Smart Grid Risks and Impacts; (iii) Network and Telecommunications Systems
Security; (iv) Infrastructure Security; and (v) Automobile Security. The coverage of
topics showcases the richness and vitality of the discipline, and offers promising
avenues for future research in critical infrastructure protection.

This book is the result of the combined efforts of several individuals and organi-
zations. In particular, we thank Laura Tinnel for her tireless work on behalf of IFIP
Working Group 11.10. We also thank the National Science Foundation, U.S.
Department of Homeland Security, National Security Agency and SRI International for
their support of IFIP Working Group 11.10 and its activities. Finally, we wish to note



that all opinions, findings, conclusions and recommendations in the chapters of this
book are those of the authors and do not necessarily reflect the views of their employers
or funding agencies.

October 2023 Jason Staggs
Sujeet Shenoi

vi Preface
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Redefining Homeland Security

Richard White(B)

University of Colorado Colorado Springs, Colorado Springs, CO, USA

rwhite2@uccs.edu

Abstract. Definitions are important, especially in the U.S. federal gov-
ernment. They are the basis of laws that justify budgets, fund programs
and determine capabilities. However, definitions are notoriously difficult
to cast because they must contend with exceptions and changing circum-
stances. This is the case with the U.S. definition of homeland security.

Despite its importance, the definition of homeland security has lan-
guished for years. The definition posted on the U.S. Department of Home-
land Security website is a throwback to the original 2002 definition and
apparently ignores the lessons of history that demonstrate it is defi-
cient. In 2007, the U.S. Congress passed a law mandating a Quadrennial
Homeland Security Review to prevent future lapses in homeland secu-
rity. However, the definition that emerged from the first review in 2010
persists. Although it improves on the original 2002 definition, it does not
adequately consider new and resurgent threats that face the nation.

This chapter examines various definitions of homeland security, dis-
cusses why they are inadequate and proposes a new definition that is
accurate and concise. A good definition is important to help shape the
U.S. Department of Homeland Security mission, set priorities, justify
budgets and ensure that programs are successful.

Keywords: Homeland Security · Definition · Non-State Actors ·
Terrorism · Weapons of Mass Destruction

1 Introduction

The International Federation for Information Processing (IFIP) is a leading
multinational, non-governmental organization in the information and commu-
nications science and technology domains. So why should members of an IFIP
Technical Committee focused on security and privacy protection in information
processing systems care about homeland security? The answer is simple. Cyber
security is an essential component of critical infrastructure protection, which is
essential to homeland security, which is about safeguarding a nation from domes-
tic catastrophic destruction. Homeland security is a priority to all nations. Yet
for something so important, the concept of homeland security is often misun-
derstood in the United States, resulting in confusion and disruptions that have
undermined and detracted from the homeland security mission. The root of the
problem, at least in the United States, lies with those entrusted with managing

c© IFIP International Federation for Information Processing 2024
Published by Springer Nature Switzerland AG 2024
J. Staggs and S. Shenoi (Eds.): ICCIP 2023, IFIP AICT 686, pp. 3–14, 2024.
https://doi.org/10.1007/978-3-031-49585-4_1
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4 R. White

homeland security. Indeed, for many reasons, over more than 20 years, they have
failed to cast an accurate and concise definition of homeland security.

Definitions are useful tools that help distinguish, separate and bound con-
cepts. In a governmental context their importance cannot be underestimated
because they underpin missions, funding and capabilities. But definitions are also
notoriously difficult to cast. Within a universe of infinite possibilities, exceptions
are a certainty. Definitions are also subject to change over time due to evolv-
ing language and impinging circumstances. The definition of homeland security
is no different. The concept is seemingly too complex to capture and previous
attempts have proved insufficient to cope with the scope and scale of the unprece-
dented events encountered in recent U.S. history. This may be why the official
U.S. definition of homeland security has languished since it was last updated in
2010. Certainly, the world situation has not languished during this time. Now,
as the United States faces a new array of unprecedented threats it is appropriate
to revisit the definition of homeland security.

2 Motivation

On June 12, 2016, a shooter entered the Pulse nightclub in Orlando, Florida,
killing 49 people and wounding 53 more. It was the deadliest mass shooting in
the United States at the time. The Federal Bureau of Investigation (FBI) deemed
it a terrorist attack because the shooter mentioned that it was intended to stop
U.S. bombing in Syria and Iraq.

On October 1, 2017, a shooter on the 32nd floor of the Mandalay Bay Resort
and Casino fired more than 1,000 rounds into a concert crowd on the Las Vegas
strip, killing 60 people and wounding at least 413. The motive for the attack
has not been determined and it remains the deadliest mass shooting in U.S.
history [1].

The Orlando and Las Vegas shootings epitomize an unfortunate trend in
domestic mass killings. They have conveyed perceptions among the general pub-
lic that every mass shooting is a terrorist incident and every terrorist incident
is a homeland security incident. Neither perception is correct, but members of
the public can hardly be blamed for their confusion.

Immediately after the Orlando shooting, Secretary Jeh Johnson of the U.S.
Department Homeland Security (DHS) said his agency was “dedicated to inves-
tigating the tragedy, along with the [Federal Bureau of Investigation] and [its]
state and local partners, and supporting the Orlando community in the tragedy’s
aftermath” [6]. After the Las Vegas incident, Acting Secretary Elaine Duke
announced that the agency was “closely monitoring the situation and work-
ing with [its] federal, state and local partners in responding to and investigating
[the] tragedy” [14].

Although the statements made by the U.S. Department of Homeland Secu-
rity leaders expressed the sincere desire of public officials to do everything in
their power in the wake of the national tragedies, the fact of the matter is that
the incidents fell outside the Department’s mission and charter. Indeed, the U.S.
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Department of Homeland Security had no investigative authority or capability
to intercede in what were fundamentally local law enforcement matters [25].
Despite their good intentions, the statements by the U.S. Department of Home-
land Security leadership may have made matters worse by blurring jurisdictional
boundaries and putting other agencies on the defensive. Indeed, one might con-
tend that the overall homeland security efforts were negatively impacted, if not
placed in jeopardy. Fixing the problem requires an accurate and concise defini-
tion of homeland security.

3 Searching for Hidden Meaning

The U.S. Department of Homeland Security website (www.dhs.gov) would
appear to be the right place to look up the definition of homeland security.
However, the definition is difficult to find. One has to conduct a site search that
points to Instruction Manual 262-12-001-01, DHS Lexicon (2017 edition, revision
2.1) [23]. After downloading the PDF file and scrolling down to page 301, the
following definition of homeland security is encountered:

“... a concerted national effort to prevent terrorist attacks within the
United States, reduce America’s vulnerability to terrorism, and minimize
the damage and recover from attacks that do occur.”

In the same instruction manual, the definition is extended as follows:

“... includes actions to prepare for, protect against, prevent, respond to,
and recover from all threats or acts of terrorism.”

And finally, the definition is annotated as follows:

“While the Department of Homeland Security is the lead federal agency
for mitigating vulnerabilities, threats and incidents related to terrorism, its
responsibilities also include: preparing for, responding to, and recovering
from natural disasters; stemming illegal drug flows; thwarting fraudulent
immigration; strengthening border security; promoting the free flow of
commerce; and maintaining civil rights.”

This definition of homeland security is interesting. First, it appears to regress
to the original definition and overlook the historical reasons for subsequent
changes to the definition. Second, the dissembling additions acknowledge the
inadequacy of the current definition and lend credence to the difficulty of casting
the definition. Third, the definition, which is buried deep in the U.S. Department
of Homeland Security website, lends weak support to the Department’s mission
statement [24] that prominently extols:

“With honor and integrity, we will safeguard the American people, our
homeland, and our values.”

www.dhs.gov


6 R. White

This raises the question of safeguarding Americans from what? Terrorism?
Not exactly. Title 18, Sect. 2331 of the United States Code defines “terrorism”

as a violent act designed to coerce the U.S. government. Terrorism has been a
U.S. concern since the 19th century, but homeland security did not enter the
jargon until the 21st century. What changed to bring homeland security to the
forefront of U.S. security concerns?

4 Terrorism

The 1995 Tokyo Subway attacks brought homeland security to the fore. On
March 20, 1995, five members of AUM Shinrikyo entered Tokyo Subway stations
and punctured bags filled with liquid Sarin inside passenger cars packed with
office workers on their morning commute. Twelve people were killed and 5,500
sought medical attention. Experts say it could have been much worse. Sarin is
a chemical nerve agent so deadly that a single drop can kill a grown man [13].

This was deemed a terrorist attack because the leader of AUM Shinrikyo
intended it would bring down the Japanese government. But what made it unique
was that it was the first deployment of a weapon of mass destruction by a non-
state actor. At the time, only nation states were thought to have the technical
resources needed to manufacture weapons of mass destruction. AUM Shinrikyo
proved this notion wrong. Also, it positioned homeland security between national
security and law enforcement in order to deal the potential use of weapons of
mass destruction by non-state actors.

In the United States, weapons of mass destruction was a national security
concern and non-state actors was a law enforcement concern. Strict separation
was maintained between the two to protect the rights of citizens. As a result
of the Tokyo Subway attacks, in June 1995, President Clinton signed Presiden-
tial Decision Direction #39 (PDD-39) [18], creating a framework for U.S. law
enforcement and intelligence agencies to coordinate to prevent similar weapons
of mass destruction attacks in the United States.

Unfortunately, this did not work, as the events of Tuesday morning, Septem-
ber 11, 2001 demonstrated to worldwide horror. Nineteen men hijacked four
aircraft and flew three of them into the Twin Towers in New York City, and
the Pentagon outside Washington, DC. Learning of their impending fate from
cell phone conversations with friends and family, passengers aboard the fourth
jet attempted to seize control of the plane until the hijackers flew it into the
ground outside Shanksville, Pennsylvania. The 9/11 attacks killed 2,996 people
(including the hijackers) and caused up to $50 billion in direct damage, including
the total destruction of the iconic Twin Towers [4].

Passenger manifests revealed that the hijackers were members of al-Qaeda
operating in Afghanistan. Al-Qaeda staged the 9/11 attacks to coerce the U.S. to
remove its forces stationed in Saudi Arabia. By definition, the 9/11 attacks were
collectively an act of terrorism, but this is not what made it unique. According to
the investigative National Commission [12], the 9/11 attacks were unique due to
their surprising disproportionality. Nineteen hijackers inflicted as much damage
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as the Japanese Imperial Fleet did to Pearl Harbor on December 7, 1941. The
hijackers did not use weapons of mass destruction. Instead, they created weapons
of mass destruction effects by turning passenger jets into guided missiles [12].

Following the 9/11 attacks, weapons of mass destruction attacks by non-state
actors became shorthand for terrorism. Faced with a problem perched between
national security and law enforcement, President Bush decided to create a new
agency devoted to homeland security.

The 9/11 attacks brought homeland security to the forefront of U.S. security
concerns and shaped the very definition of the concept. The 2002 National Strat-
egy for Homeland Security [19] highlights the following definition in a striking
blue box:

“Homeland Security is a concerted national effort to prevent terrorist
attacks within the United States, reduce America’s vulnerability to terror-
ism, and minimize the damage and recover from attacks that do occur.”

The Homeland Security Act of 2002 that established the U.S. Department
of Homeland Security was greatly influenced by this definition. The largest U.S.
government reorganization since the National Security Act of 1947 began with
a new definition that arose from an unprecedented threat. Indeed, the National
Security Act of 1947 that reorganized U.S government after World War II was
itself precipitated by the failures leading up to the Japanese attack on Pearl
Harbor and an attempt to prevent surprise attacks potentially using atomic
weapons.

The 2002 government reorganization was perfectly logical, except that the
underlying definition was flawed. The concept of homeland security did not con-
sider an important non-state actor that is more than capable of creating weapons
of mass destruction effects – Mother Nature.

5 Natural Disasters

The tropical depression that became Hurricane Katrina formed over the
Bahamas on August 23, 2005. It became a Category 5 storm with winds in
excess of 157 mph after it crossed Florida and entered the Gulf of Mexico on
August 26. It churned along the Gulf Coast causing destruction across Florida,
Alabama and Mississippi before striking New Orleans on August 29. Although
the city was heavily battered, it withstood the brunt of the 125 mph winds from
the downgraded Category 3 storm. But the 8 to 10 in. of rain and the 14-foot
storm surge overwhelmed the city’s levees and drainage canals. The Mississippi
River Gulf Outlet breached its levees at 20 locations and the federally-built
levee system protecting downtown New Orleans was breached at 53 locations.
By August 31, 80% of New Orleans was flooded, some parts with 15 feet of
water. Hurricane Katrina resulted in 1,392 fatalities, many of them considered
preventable [20].

Government entities at all levels failed to plan and prepare for and aggres-
sively respond to Hurricane Katrina. However, the primary blame fell on the U.S.
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Department of Homeland Security. In 1979, President Carter issued Executive
Order 12148 that created the Federal Emergency Management Agency to coordi-
nate federal efforts and assist state and local governments in protecting citizens
from natural disasters. In 2003, the Federal Emergency Management Agency was
moved into the new U.S. Department of Homeland Security under the premise,
proven during 9/11, that the same first responders who deployed during natural
disasters would also be needed following weapons of mass destruction attacks.
However, after the disastrous hurricane response, the U.S. Congress felt that the
U.S. Department of Homeland Security’s focus on terrorism had detracted from
its emergency management responsibilities [20].

After the Hurricane Katrina failures, a revised National Strategy for Home-
land Security was released in 2007 that expanded the homeland security mission
beyond terrorism by stressing the importance of preventing, protecting, respond-
ing and recovering from catastrophic events stemming from all hazards [8]. It
did not go unnoticed that the United States had twice been caught unprepared
by unprecedented new threats in less than a decade. Accordingly, when the U.S.
Congress passed the Implementing Recommendations of the 9/11 Commission
Act of 2007, it included provisions for the U.S. Department of Homeland Security
to conduct a comprehensive examination of its mission and organization every
four years starting in 2009. The first Quadrennial Homeland Security Review
was released in 2010. The 2010 Quadrennial Homeland Security Review [22]
redefined homeland security as follows:

“Homeland Security is a concerted national effort to ensure a homeland
that is safe, secure and resilient against terrorism and other hazards where
American interests, aspirations and way of life can thrive.”

Again, the DHS Lexicon [23] is not particularly helpful with the word “haz-
ard,” only mentioning that it is a “source or cause of harm or difficulty.” Hazard
alludes to a natural disaster given its inclusion following Hurricane Katrina,
although the extended definition says hazards “may be natural, technological or
human-caused.” Nevertheless, the current definition of homeland security found
on the U.S. Department of Homeland Security website focuses exclusively on
terrorism. It makes no mention of other hazards, natural or human-initiated.
Indeed, the current definition is a recapitulation of the very first definition of
homeland security and is flawed for all the same reasons as the first definition.

6 Words Matter

Perhaps the current definition of homeland security is an oversight. After all, it
is highly unlikely that U.S. Department of Homeland Security leadership pored
over the 746-page lexicon to validate its contents, although they should not be
expected to do so. However, the leadership is expected to maintain a viable
definition of homeland security and ensure that it is prominently exhibited and
widely known. This is because words matter, especially in the U.S. federal gov-
ernment.
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Consider, for example, the definition of “mass killing.” Title 28, Sect. 530C
of the United States Code defines a mass killing as an incident in which three
or more people are killed. In 2013, the Federal Bureau of Investigation sought
to set this definition in U.S. law to establish a threshold for lending assistance
when requested by state and local law enforcement [21]. The threshold had
to be codified into law because the Federal Bureau of Investigation is funded
by the U.S. Congress. In fact, all federal agencies are funded by congressional
appropriations enacted as laws and restrictions on the appropriations are also
stipulated in laws. The funding amounts and restrictions on appropriations play a
large role in determining agency priorities and programs, that in turn, determine
boundaries and capabilities [16]. Accordingly, definitions are very important.

Assume, with good reason, that the definition in the 2010 Quadrennial Home-
land Security Review is the official U.S. definition of homeland security. Given
the historical insights, this definition is more comprehensive than the one in the
lexicon because it addresses terrorism and other hazards. But is the definition
complete? The remarks by the U.S. Department of Homeland Security leader-
ship following the Orlando and Las Vegas shootings would indicate that the
definition is incomplete.

7 Scale and Scope Matter

As horrific as they were, the Orlando and Las Vegas killings were not of the same
scale as the 9/11 attacks and Hurricane Katrina, the two homeland security
benchmarks. Missing from the official definition of homeland security is a sense
of scale that delineates the boundary between homeland security incidents and
other incidents. Perhaps what is needed is some form of the word “catastrophe.”

It was understood at the outset that scale matters. President Bush’s 2002
proposal for the U.S. Department of Homeland Security [5] made the distinction
very clear by stating: “This would create a single office whose primary mission
is the critical task of protecting the United States from catastrophic terrorism.”
Somehow the word “catastrophic” got lost along the way.

The term catastrophic needs to be included in the homeland security defini-
tion. It would be significant in distinguishing homeland security incidents from
other criminal acts. The addition would clarify U.S. Department of Homeland
Security’s jurisdictional boundaries, which affect organizational planning and
preparation, and shape budget priorities that are ultimately established by law.
It would also inform public expectations so that the U.S. Department of Home-
land Security would not have to make pretensions that lead to confusion.

Establishing a scale threshold is an improvement, but the notion of scope
is also needed in the homeland security definition. A problem with the 2010
Quadrennial Homeland Security Review is its focus on terrorism and hazards.
Terrorism covers intentional acts whose motive is to coerce the U.S. govern-
ment whereas hazards are unintentional acts of nature and accidents. Are there
no other acts, intentional or unintentional, that could result in domestic catas-
trophic destruction? Is the U.S. Department of Homeland Security making the
same mistake it made before Hurricane Katrina?
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The 2010 Quadrennial Homeland Security Review that created the current
homeland security definition also identified the emerging threat from cyber
attacks. In fact, cyber attacks had previously been identified as a potential catas-
trophic threat in a 1997 report by the President’s Commission on Critical Infras-
tructure Protection after the 1995 Tokyo Subway attacks [15]. Specifically, the
report noted that large-scale integration of computer controls in critical infras-
tructure assets might one day make them vulnerable to cyber attacks. This was
prescient because back in 1997 the Internet had no more than 70 million users
worldwide (1.7% of the global population), was just entering into commercial
use and cyber attacks were relatively unknown.

By 2010, the Internet had grown to two billion users (28.7% of the global
population) and three major cyber attacks had given security officials cause for
concern. In 2007, government, bank and media websites across Estonia were
shut down in what is considered to be the first act of cyber warfare [11]. In 2008,
malicious code in a thumb drive breached Pentagon security and infiltrated clas-
sified and unclassified U.S. military networks [2]. In 2010, word got out that the
Stuxnet virus breached a high-security uranium processing facility in Iran and
successfully targeted Siemens industrial control systems that operated uranium
hexafluoride centrifuges [10].

Cyber attacks on critical infrastructure assets are a clear and present danger.
Project Aurora, a joint experiment conducted in 2007 by the U.S. Departments of
Homeland Security and Energy demonstrated the ability to physically destroy
a baseline electrical generator by remotely hacking into its controls [26]. The
possibility became real in December 2015 when a cyber attack knocked out power
in Ukraine’s capital Kiev [7]. In 2018, the cyber threat struck closer to home
when the U.S. Department of Homeland Security issued an alert about Russian
infiltration into the U.S. power grid [17]. The consequences of shutting down
power would be worse than any hurricane or earthquake because the damage
would be nationwide and long term – it could be the worst disaster since the
Civil War. Other cyber attack scenarios with disastrous consequences include
undermining the Federal Reserve and causing a nuclear reactor meltdown.

Massive cyber attacks are not included the current definition of homeland
security. Should they be incorporated in a new definition along with terrorism
and hazards?

8 Effects Not Threats

Extending the definition of homeland security to include every possible threat
is a futile pursuit. For example, if cyber attacks are added, should civil defense
also be incorporated?

Civil defense protects the domestic population from enemy attacks. The Civil
Defense Act of 1950 was enacted to protect U.S. citizens from the growing threat
of nuclear attacks by the Soviet Union. The act created the Federal Civil Defense
Administration tasked with assisting state and local governments with devel-
oping plans and preparing measures to deal with the unthinkable. Remaining
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secluded in a fallout shelter for weeks on end only to emerge to unimaginable
devastation was deemed the best way to survive a nuclear attack. The idea was
so abhorrent that public support quickly evaporated and U.S. Congress never
approved funding for a massive sheltering program.

In 1991, the world breathed a collective sigh of relief when the Soviet Union
collapsed and the Cold War ended, taking with it the threat of nuclear annihi-
lation. The Civil Defense Act of 1950 was repealed in 1994, but not before its
authorities were transferred to the Federal Emergency Management Agency.

The transferred authorities appear to have been forgotten until Russia
invaded Ukraine in 2022 [9]. At the outset, Russia outmatched Ukraine in every
measure of military might and was heavily favored to overrun its neighbor in
a matter of weeks. In a classic David versus Goliath encounter, Ukraine bested
its larger opponent with better morale, experience and weapons supplied by
Western powers. Russian forces attacking on three fronts were halted in their
tracks and in some places turned back. Angered by Ukraine’s stunning successes,
Vladimir Putin threatened to defend Russia with a nuclear attack against the
United States. It was the first time in 30 years that the world felt a shiver
from the Cold War. The Federal Emergency Management Agency went to the
bookshelf and began dusting off its civil defense plans [3].

Civil defense is most certainly a homeland security concern. The results would
be catastrophic if Russia were to attack the U.S. homeland with electromagnetic
pulse, cyber or nuclear weapons. But how can a homeland security definition
be casted that covers terrorism, hazards, cyber attacks and civil defense, along
with every other potential threat? The answer is that it is not necessary.

This is because it is effects not threats that concern homeland security.
Although homeland security began with the deployment of weapons of mass
destruction in the 1995 Tokyo Subway attacks, it was the weapons of mass
destruction effects created by subverting the nation’s transportation infrastruc-
ture that brought homeland security to the forefront of U.S. policy concerns
after the 9/11 attacks. Terrorist acts are certainly a homeland security concern.
But Hurricane Katrina that was bereft of motive suggests that motive is not an
issue. Indeed, the salient characteristics of a homeland security incident are not
cause or motive but scale and location – the effects must be catastrophic and
they must occur within U.S. territory.

9 Redefining Homeland Security

The proposed definition of homeland security is:

“Safeguarding the United States from domestic catastrophic destruction.”

This definition improves on the 2010 Quadrennial Homeland Security Review
definition. It incorporates a qualifying threshold for what constitutes a homeland
security incident. It is inclusive of all potential threats that could cause domestic
catastrophic destruction without attempting to enumerate them. The definition
explicitly states that homeland security encompasses actions to “safeguard,”



12 R. White

which is a verb, unlike the current definition that only implies actions by using
the adjective “safe.” Finally, the proposed definition is more concise, just seven
words instead of 32, focusing on the primary concern and making it easier to
remember.

In order to qualify as a homeland security incident, the effects must be domes-
tic and catastrophic. It is, of course, necessary to specify what constitutes a catas-
trophic incident. This requires research, and a threshold such as that for mass
killing incidents could be determined later. For now, absent a specific threshold,
the 9/11 attacks and Hurricane Katrina could be considered to be benchmarks.
As tragic as they were, the Orlando and Las Vegas shootings do not measure
up to these benchmarks. Perhaps, the U.S. Department of Homeland Security
leadership would not have made their statements after the two incidents if the
proposed definition had been in place.

Clearly, any threat that could result in domestic catastrophic destruction is
a homeland security concern. The 9/11 attacks and Hurricane Katrina certainly
qualify. So would cyber attacks, incidents mitigated by civil defense and many
more incidents that are yet to be named or conceived. The proposed definition
is inclusive not exclusive.

Absolute security is unattainable. Security is a relative state. Risk is the mea-
sure of security. Cost is the determinant for risk. Security, therefore, is a dynamic
quantity based on changing risk and cost factors. Safeguard is an appropriate
term because it implies no specific end state other than continuing action that
balances risk against cost. Mitigating actions are conducted over the four phases
of disaster management to prevent, protect, respond and recover from threat
agents.

The proposed definition is accurate and concise, which make it understand-
able and memorizable. Its simplicity can make it a unifying force that could
guide every element of a massive organization such as the U.S. Department of
Homeland Security, as well as the American people, towards a common goal.

10 Conclusions

Homeland security is an important concept whose definition must be widely
known, or at least easy to discover and comprehend. The proposed definition
is accurate, concise, simple and inclusive. The definition is also useful. It can
be a unifying theme for the U.S. Department of Homeland Security. It can set
public expectations. It should help shape the U.S. Department of Homeland
Security, enabling it to determine priorities and programs, justify budgets and
appropriations, set boundaries and enhance capabilities.
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Abstract. The introduction of smart metering systems is a paradigm
shift for the power grid. New business cases such as virtual power plants
and local flexibility markets are evolving. Security risks and the potential
consequences of smart-grid-enabled business cases have been assessed by
researchers. However, the research efforts have not ranked the business
cases according to their potential disruptive consequences, which makes
it difficult to prioritize risk reduction measures.

This chapter describes the results of a survey of market players that
sought to rank smart-grid-enabled business cases based on their percep-
tions of cyber attack consequences. As expected, the consequence percep-
tions of the market players vary considerably between the business cases.
Consequence scenarios suggested by the market players are employed to
explain the highest-ranked business cases, which include digital twins,
remote access to smart meter circuit breakers, and grid flexibility and
balance management. The survey results can support governments and
market players in assessing power grid risk and prioritizing risk reduction
measures.

Keywords: Smart Grids · Business Cases · Cyber Attacks ·
Consequences

1 Introduction

Power grids are large and complex systems of systems. Regional grids are con-
nected by transmission lines and national grids are synchronized across borders.
Market players such as authorities, grid operators, end-users, vendors and gen-
erators must work coherently to ensure safe and reliable grid operation. Digital-
ization and smart functions are increasingly employed to support and enhance
market player interactions.

The U.S. National Institute of Standards and Technology defines a smart
grid as “a power network that uses information technology to deliver electricity
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Fig. 1. Voltage properties on a power distribution line [11].

efficiently, reliably and securely” [16]. Future smart grids will need much digital-
ization to accommodate the shift to green energy in Europe and elsewhere in the
world. Because green energy resources are highly decentralized and volatile, dig-
ital systems are necessary to balance power production and consumption. The
expected increases in digital management and grid complexity will render it more
challenging than ever to combat cyber attacks and mitigate their consequences.

This study applies the U.S. Cybersecurity and Infrastructure Security Agency
definition of consequences – “[t]he effect of a loss of confidentiality, integrity or
availability of information or an information system on an organization’s opera-
tions, its assets, on individuals, other organizations, or on national interests” [15].
Table 1 summarizes the consequences of key cyber attacks on European power
market players as reported by the news media between 2015 and 2022.

The key function of a smart grid is power supply. The grid requires supervi-
sion, control and protection equipment to remain operational. Grid protection
is provided by protective relays, automatic devices that sense abnormal grid
conditions and operate circuit breakers to disconnect faulty portions of the grid.

The most common protective relays are overcurrent, differential, directional
and distance (impedance) relays. They differ in their functions, input measure-
ments and triggering abnormalities. While protective relays are adequate in clas-
sical power grids, significant complexities to their use are imposed by the smart
grid concept. The complexities arise from the large volume of distributed energy
resources (DERs) and the need for self-healing [10]. As a result, protective relays
that change their settings in real-time are required [13,17–19].

Figure 1 shows a simplified illustration of voltages on a power distribution
line with and without the presence of distributed energy resources [11]. Manipu-
lations of distributed energy resources may cause the power line voltage to peak
or drop, crossing beyond the safety limits. As a result, protective relays will
disconnect certain distributed energy resources or, in the worst case, disconnect
the power line itself.

The introduction of smart metering systems is the first step in the realiza-
tion of smart grids [28]. The next steps will involve artificial intelligence, digital
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Fig. 2. Smart-grid-enabled business case examples.

twins and other evolving and potentially disruptive technologies. The massive
amounts of data collected, communicated and processed by smart grids will pro-
pel innovation and many new business cases.

A business case describes perceived business needs that provide services or
products. In this study, smart-grid-enabled (SGE) business cases are defined as
services or products that utilize the information technology layer of the power
network to support smart grid functions.

Figure 2 shows examples of smart-grid-enabled business cases. The business
cases include virtual power plants that aggregate distributed energy resources
to sell energy in the wholesale market, smart appliances that react automati-
cally to pricing and other management signals to manage power consumption,
digital twins that simulate turbine and grid component wear and tear for main-
tenance planning, and local flexibility markets that leverage end-users to balance
distribution grids.

This research has focused on developing a ranking of the perceived conse-
quences of cyber attacks on smart-grid-enabled business cases. Researchers have
attempted to evaluate the risks to smart-grid-enabled business cases [1,12,21].
However, their efforts cover the potential consequences of cyber attacks on single
business cases or limited sets of business cases. Additionally, since the business
cases are not ranked by their consequence levels, it is difficult to determine which
business cases should be prioritized for risk reduction investments. This is prob-
lematic because security investments may be directed at business cases with low
cyber attack consequences instead of business cases that are critical.
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Fig. 3. Research articles in smart-grid-enabled business areas [1].

The focus of this research was to determine the smart-grid-enabled business
cases perceived as having the most severe cyber attack consequences. The goal
was to rank smart-grid-enabled business cases based on their potential conse-
quence levels. The ranking is vital to entities that own or operate grid infras-
tructure assets, entities that provide services and authorities that regulate grid
security. The ranking would also be a good starting point for researchers pursu-
ing other inquiries such as validating consequence levels through simulation.

2 Previous Work

Several researchers have discussed the consequences of cyber attacks on smart-
grid-enabled business cases. However, most of them consider single business cases
such as smart meters [2], electrical vehicle (EV) charging [9] or distributed energy
resources [11]. Other researchers have analyzed the consequences of cyber attacks
on multiple business cases. For example, Li et al. [12] reviewed cyber attack
methods on cyber-physical power systems, identifying outages as consequences
of cyber attacks on smart substations and financial loss and billing difficulties as
consequences of cyber attacks on smart meter systems. Procopiou and Komni-
nos [21] analyzed current and future smart grid threats and their consequences.
Their analysis used smart homes as the starting point and included evaluations
of load control, demand response and outage management systems.

Abraham et al. [1] have conducted a study of research articles that dis-
cuss consequence verification during smart-grid-related risk assessments. Figure 3
shows the distribution of articles by business area. If the most-covered business
areas are those with the greatest consequences, the distribution suggests that
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business cases involving advanced metering infrastructures/smart metering sys-
tems, grid distribution and microgrids have the highest consequence levels.

In summary, previous work has focused on the consequences of cyber attacks
on smart-grid-enabled business cases. However, the efforts do not rank business
cases based on their consequence levels. Additionally, the efforts are relatively
narrow in that they focus on single or small sets of business cases.

3 Survey Methodology

The research methodology described in this chapter engaged an interview-based
exploratory survey. The research objective was to establish a ranked list of smart-
grid-enabled business cases based on their perceived cyber attack consequence
levels. The ranking would indicate the business cases that require further con-
sequence assessments to identify high-risk products and services in future smart
grids.

Specifically, the research study sought to determine the smart-grid-enabled
business cases in Norway with the most severe perceived cyber attack conse-
quences. Norway is one of the most digitalized countries in the world [14]. In
2022, the Norwegian energy mix was 89% hydroelectric and 10% wind [4]. The
country achieved 97% smart meter coverage in January 2019 [30]. In 2022, 21%
of all operational automobiles and 79% of automobiles sold were electric vehi-
cles [27]. The rapid digitalization and increasing complexity of the Norwegian
power grid make it vital to understand the consequences of cyber attacks on
smart-grid-enabled business cases.

3.1 Interviews

A total of 22 interviewees from 17 Norwegian power market players were solicited
for their perceptions of the potential consequences of cyber attacks on smart-
grid-enabled business cases. Nineteen interviews were conducted in Norway
between December 2022 and April 2023, each interview lasting between 45 and
60 min. The interviewees comprised 16 males and six females. Two interviewees
were in the 20–30 age group, six in the 30–40 age group, five in the 40–50 age
group, three in the 50–60 age group and six in the 60–70 age group. All the inter-
viewees, except for the four end-users and three of the five authority employees,
had extensive technical backgrounds in cyber security and/or information tech-
nology.

Table 2 provides details about the 22 interviewees. The interviewees were
drawn from five types of entities, authorities, grid operators, end-users, vendors
and generators. The sizes of the entities were determined based on their Nor-
wegian krone revenues converted to their euro equivalents. The Proff Forvalt
business information tool [22] was used to obtain annual revenue turnover data.
The European Commission definitions of entity sizes [5] were employed based on
their annual turnover: micro (up to two million euros), small (above two million
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Table 2. Interviewee characteristics.

Market Player Entity/Role Size I NI BC

Authorities Norwegian Energy Regulatory Authority Medium 3 3 24

Norwegian Water Resources and Energy Directorate Large 1 1

Norwegian Data Protection Authority Medium 1 1

Grid Operators Transmission system operator Large 1 1 21

Distribution system operator Large 1 1

Distribution system operator Small 1 1

Grid operator association Small 1 1

End-Users Private consumer N/A 1 1 16

Private prosumer N/A 1 1

Real estate company Large 1 2

Private end-user association Medium 1 1

Vendors Smart meter vendor Small 1 2 15

Grid component/technology vendor Large 1 1

Technology vendor Large 1 1

Generators Hydroelectric and wind power Large 1 1 13

Renewables and energy community Micro 1 2

Hydroelectric power Large 1 1

19 22 59

I: Number of interviews, NI: Number of interviewees, BC: Number of business
cases

up to ten million euros), medium (above ten million up to 50 million euros) and
large (above 50 million euros).

The interview process relied on the Australian Council for Educational
Research (ACER) creative thinking framework [23]. ACER defines creative
thinking as “the capacity to generate many different kinds of ideas, manipulate
ideas in unusual ways and make unconventional connections in order to outline
novel possibilities that have the potential to elegantly meet a given purpose.”

In the context of this research, the novelty of the business cases called for
creativity in identifying potential consequences. The ACER creative thinking
framework provides three overarching strands comprising various aspects that
support creative thinking. The three strands and six aspects shown in Table 3
were used in the interview process.

Table 4 shows an example of a completed survey form.
Consequence ranks and consequence ratings were assigned to assess smart-

grid-enabled business cases based on the perceived consequences:

– Consequence Ranks: 1 (highest rank), 2, ..., N (lowest rank).
– Consequence Ratings: Very High, High, Moderate, Low, Very Low.

Consequence ranking was employed to compare smart-grid-enabled business
cases against each other by assigning ranks from 1 to N, where N is the number
of business cases. Consequence rating was used to compare smart-grid-enabled
business cases using a scale from Very High to Very Low. The advantage gained
from using consequence ranks and ratings is that the two methods mutually
validate each other.
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Table 3. Interview process based on the ACER creative thinking framework [23].

Strand Aspect Description

Strand 1 Generation of business cases

Aspect 1.1 Number of business cases

Aspect 1.2 Detail levels of business cases

Strand 2 Scenario experimentation

Aspect 2.1 Perspective shifting

Aspect 2.2 Scenario manipulation

Strand 3 Ranking and quality control

Aspect 3.1 Fitting after ranking

Aspect 3.2 Rank validation through rating

Table 4. Example of a completed survey form.

Business Case Scenario Description Consequence Rank
(Rating)

Remote access to
smart meter circuit
breakers

Remote access to
large numbers of
circuit breakers
leading to a massive
outage

1 (Very High)

E-mobility and
charging services

Remote access to
manage charging
loads leading to a
small outage

2 (High)

... ... ... (...)

... ... ... (...)

... ... ... (...)

Direct metering of
individual
appliances

Disclosure of private
consumption data

N (Low)

Cyber attacks compromise the confidentiality, integrity or availability of
information and information systems [15]. In turn, the compromises negatively
impact an organization’s assets, operations and individuals, other organizations
or national interests. The interview guide used in the study specified the evalua-
tion of consequences according to the European Union Network and Information
Security (NIS) Directive (Article 6, No. 1) [6]. The directive lists six factors that
should be considered when determining the significance of a disruptive impact:

– Number of users relying on the business case.
– Dependencies of other sectors on the business case.
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– Potential impacts of incidents, in terms of degrees and durations, on economic
and societal activities or public safety.

– Market share of the business case.
– Geographic spread with regard to the areas affected by the incidents.
– Importance of the business case for maintaining a sufficient level of service,

taking into account the availability of alternative means for providing the
service.

The study did not employ a consequence matrix with threshold values, such
as for financial loss or blackout duration, for the consequence levels. Instead,
interviewees provided ranks and ratings for smart-grid-enabled business cases
subjectively based on their perceptions.

3.2 Data Analysis

To enable the data analysis, perceived consequence ratings were given conse-
quence scores S as follows: Very High (S = 5), High (S = 4), Moderate (S
= 3), Low (S = 2) and Very Low (S = 1). The individual consequence scores
provided by the interviewees were combined to determine the total consequence
score for each smart-grid-enabled business case. The computation employed a
methodology used to evaluate the evidence strength of identity documents [29].
Specifically, the total consequence score Bj for the jth smart-grid-enabled busi-
ness case is given by:

Bj = S1,j + 2
N∑

i=2

Si,j

2i
(1)

where Si,j is the score provided by interviewee i for business case j. The con-
vergent series used to compute the total score requires the first score S1,j to
have the greatest value and the remaining scores have exponential reductions in
their values. For this reason, the individual scores for a business case are ordered
from the highest to the lowest values. The first score S1,j is always the highest
individual score and the last score SN,j is always the lowest individual score.

The advantage of the methodology is that a single individual outlier score of
say, Very High, for a business case would not be valued too highly. Specifically,
the business case would not be valued higher than a business case whose indi-
vidual scores have more consensus. Another advantage is that a large number
of low individual scores would prevent the total consequence score from having
a high value. Figure 4 demonstrates the convergent function properties for two
computations, one (A) with individual ordered scores 1, 1, 1, 1 and the other (B)
with individual ordered scores 3, 2, 2, 2.
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Fig. 4. Convergent function examples.

4 Results

Tables 5, 6, 7 and 8 present the 59 smart-grid-enabled business cases provided
by the interviewees ranked by their perceived consequence scores adjusted for
consensus. The business cases are ranked based on the combination of the inter-
viewees’ perceived consequence ratings and interviewee consensus according to
Eq. 1. The smart-grid-enabled business cases with the greatest perceived conse-
quences adjusted for consensus are digital twins, remote access to smart meter
circuit breakers, and grid flexibility and balance management.

To understand the consequence rating data in the tables, consider the top-
ranked digital twins business case. For this business case, the entry 1 (O1) for
the High rating means that one interviewee (1) gave it a High rating and this
one interviewee was from a grid operator (O1). Also, the entry 3 (O1, E2) for the
Very High rating means that three interviewees (3) gave it Very High ratings,
and one of the three interviewees was from a grid operator (O1) and the other
two interviewees were end-users (E2).

Table 9 shows the consequence scenarios for the smart-grid-enabled business
cases with the top ten ranks in Tables 5, 6, 7 and 8. The top four business cases all
have power outage as their main consequence. Privacy and financial consequences
are relevant to the fifth-ranked business case. Business cases ranked six through
nine have grid instability in their consequence scenarios. National security and
financial consequences are relevant to the tenth-ranked business case.

Table 10 shows the smart-grid-enabled business cases with the greatest per-
ceived consequence ranks per interviewee for each market player group. Some of
the market players in the same group ranked the same business cases on top.
However, none of the top-ranked business cases were identified by two or more
market player groups. Thus, there are considerable differences in the perceptions
of different market players regarding the business cases with the greatest cyber
attack consequences.

Figure 5 shows the smart-grid-enabled business cases with the highest con-
sensus on the consequence ratings. Despite having 22 interviewees, the maximal
consensus is four interviewees for one smart-grid-enabled business case. Also,



Smart-Grid-Enabled Business Cases and Consequences of Cyber Attacks 27

T
a
b
le

5
.
B

u
si

n
es

s
ca

se
s

ra
n
k
ed

b
y

p
er

ce
iv

ed
co

n
se

q
u
en

ce
ra

ti
n
g
s

w
h
il
e

co
n
si

d
er

in
g

co
n
se

n
su

s.

R
a
n
k

B
u
si

n
e
ss

C
a
se

C
o
n
se

q
u
e
n
c
e

R
a
ti

n
g
s

V
e
ry

L
o
w

L
o
w

M
o
d
e
ra

te
H

ig
h

V
e
ry

H
ig

h

1
D

ig
it

a
l
tw

in
s

1
(O

1
)

3
(O

1
,
E

2
)

2
R

e
m

o
te

a
c
c
e
ss

to
sm

a
rt

m
e
te

r
c
ir

c
u
it

b
re

a
k
e
rs

1
(A

1
)

1
(O

1
)

3
(A

1
,
V

2
)

3
G

ri
d

fl
e
x
ib

il
it
y

a
n
d

b
a
la

n
c
e

m
a
n
a
g
e
m

e
n
t

1
(A

1
)

1
(G

1
)

2
(E

2
)

4
S
u
b
st

a
ti

o
n

a
u
to

m
a
ti

o
n

(c
ir

c
u
it

b
re

a
k
e
rs

)
3

(A
3
)

5
C

e
n
tr

a
li
z
e
d

st
o
ra

g
e

o
f
p
e
rs

o
n
a
l
d
a
ta

2
(G

2
)

1
(A

1
)

6
S
C

A
D

A
sy

st
e
m

a
n
d

se
n
so

r
c
o
m

m
u
n
ic

a
ti

o
n
s
in

te
-

g
ra

ti
o
n

1
(A

1
)

1
(E

1
)

1
(O

1
)

7
V

ir
tu

a
l
p
o
w

e
r

p
la

n
ts

1
(G

1
)

1
(V

1
)

1
(O

1
)

8
B

a
tt

e
ry

p
a
rk

m
a
n
a
g
e
m

e
n
t

sy
st

e
m

s
1

(A
1
)

3
(O

1
,
G

2
)

1
(A

1
)

9
S
y
st

e
m

in
te

g
ra

ti
o
n

a
n
d

o
p
e
ra

ti
o
n
a
l

te
ch

n
o
lo

g
y

d
ig

it
a
li
z
a
ti

o
n

2
(A

1
,
V

1
)

1
0

S
m

a
rt

m
e
te

r
c
o
n
su

m
p
ti

o
n

d
a
ta

4
(V

2
,
E

2
)

1
1

A
d
v
a
n
c
e
d

p
ro

c
e
ss

a
u
to

m
a
ti

o
n

fo
r

g
ri

d
m

a
n
a
g
e
-

m
e
n
t

1
(O

1
)

1
(O

1
)

1
2

A
rt

ifi
c
ia

l
in

te
ll
ig

e
n
c
e

a
n
d

m
a
ch

in
e

le
a
rn

in
g

fo
r

o
p
ti

m
iz

in
g

p
ro

d
u
c
ti

o
n

a
n
d

m
a
in

te
n
a
n
c
e

3
(A

1
,
O

2
)

1
3

E
-m

o
b
il
it
y

a
n
d

ch
a
rg

in
g

se
rv

ic
e
s

3
(E

1
,
G

2
)

1
4

S
u
b
st

a
ti

o
n

in
te

g
ra

ti
o
n

o
f

a
d
v
a
n
c
e
d

m
e
te

ri
n
g

in
fr

a
st

ru
c
tu

re
s

a
n
d

S
C

A
D

A
sy

st
e
m

s

3
(O

1
,
V

2
)

1
5

M
ic

ro
g
ri

d
s

a
n
d

e
n
e
rg

y
c
o
m

m
u
n
it

ie
s

1
(A

1
)

1
(V

1
)

2
(G

2
)

A
:
A

u
th

o
ri

ty
,
O

:
G

ri
d

o
p
e
ra

to
r,

E
:
E

n
d
-u

se
r,

V
:
V
e
n
d
o
r,

G
:
G

e
n
e
ra

to
r



28 Ø. Toftegaard et al.

T
a
b
le

6
.
B

u
si

n
es

s
ca

se
s

ra
n
k
ed

b
y

p
er

ce
iv

ed
co

n
se

q
u
en

ce
ra

ti
n
g
s

w
h
il
e

co
n
si

d
er

in
g

co
n
se

n
su

s
(c

o
n
ti

n
u
ed

).

R
a
n
k

B
u
si

n
e
ss

C
a
se

C
o
n
se

q
u
e
n
c
e

R
a
ti

n
g
s

V
e
ry

L
o
w

L
o
w

M
o
d
e
ra

te
H

ig
h

V
e
ry

H
ig

h

1
6

C
e
n
tr

a
l

c
o
n
tr

o
l

sy
st

e
m

s
fo

r
b
u
il
d
in

g
m

a
n
a
g
e
-

m
e
n
t

2
(E

2
)

2
(G

2
)

1
7

P
o
w

e
r

g
ri

d
se

n
so

rs
1

(O
1
)

1
(O

1
)

1
8

M
a
rk

e
t

p
la

tf
o
rm

s
1

(A
1
)

2
(E

2
)

1
9

D
ig

it
a
l
c
o
m

p
o
n
e
n
ts

fr
o
m

u
n
tr

u
st

e
d

p
a
rt

ie
s

2
(E

2
)

2
0

M
u
lt

ip
le

sm
a
rt

h
o
m

e
a
p
p
li
a
n
c
e

su
p
p
li
e
rs

2
(E

2
)

2
1

In
te

g
ra

ti
o
n

o
f

p
ro

d
u
c
ti

o
n

p
la

n
s

in
S
C

A
D

A
sy

s-

te
m

s

2
(G

2
)

2
2

D
ig

it
a
l

m
a
n
a
g
e
m

e
n
t

o
f

h
y
d
ro

e
le

c
tr

ic
p
o
w

e
r

p
la

n
ts

2
(A

1
,
G

1
)

2
3

C
o
n
c
u
rr

e
n
t

c
o
n
su

m
p
ti

o
n

ta
ri

ff
s

2
(E

2
)

2
4

O
p
e
ra

to
rs

o
f

sm
a
rt

h
o
m

e
p
ro

d
u
c
ts

a
n
d

h
o
m

e

e
n
e
rg

y
m

a
n
a
g
e
m

e
n
t

sy
st

e
m

s

1
(O

1
)

4
(A

1
,
O

3
)

2
5

P
ro

c
e
ss

in
g

o
f
p
e
rs

o
n
a
l
c
u
st

o
m

e
r

in
fo

rm
a
ti

o
n

1
(V

1
)

1
(E

1
)

2
6

M
a
n
a
g
e
d

se
rv

ic
e

p
ro

v
id

e
r

o
p
e
ra

ti
o
n

o
f

re
n
e
w

-

a
b
le

s

3
(A

1
,
O

2
)

2
7

A
p
p
li
c
a
ti

o
n
s

in
te

g
ra

te
d

b
y

a
g
g
re

g
a
to

rs
3

(A
1
,
E

2
)

2
8

R
e
m

o
te

m
a
n
a
g
e
m

e
n
t

o
f
sm

a
rt

a
p
p
li
a
n
c
e
s

3
(G

3
)

2
9

S
m

a
rt

m
e
te

rs
a
n
d

sm
a
rt

a
p
p
li
a
n
c
e
s

2
(E

1
,
G

1
)

2
(E

2
)

3
0

D
ig

it
a
l
su

p
p
ly

ch
a
in

s
fo

r
S
C

A
D

A
sy

st
e
m

s
1

(V
1
)

3
1

A
g
g
re

g
a
to

r
m

a
n
a
g
e
m

e
n
t

o
f
p
o
w

e
r

c
o
n
su

m
p
ti

o
n

1
(A

1
)

1
(V

1
)

A
:
A

u
th

o
ri

ty
,
O

:
G

ri
d

o
p
e
ra

to
r,

E
:
E

n
d
-u

se
r,

V
:
V
e
n
d
o
r,

G
:
G

e
n
e
ra

to
r



Smart-Grid-Enabled Business Cases and Consequences of Cyber Attacks 29

T
a
b
le

7
.
B

u
si

n
es

s
ca

se
s

ra
n
k
ed

b
y

p
er

ce
iv

ed
co

n
se

q
u
en

ce
ra

ti
n
g
s

w
h
il
e

co
n
si

d
er

in
g

co
n
se

n
su

s
(c

o
n
ti

n
u
ed

).

R
a
n
k

B
u
si

n
e
ss

C
a
se

C
o
n
se

q
u
e
n
c
e

R
a
ti

n
g
s

V
e
ry

L
o
w

L
o
w

M
o
d
e
ra

te
H

ig
h

V
e
ry

H
ig

h

3
2

S
m

a
rt

m
e
te

r/
h
o
m

e
a
re

a
n
e
tw

o
rk

d
a
ta

st
re

a
m

s
2

(A
2
)

3
3

A
d
d
it

io
n
a
l
d
a
ta

c
o
ll
e
c
te

d
b
y

sm
a
rt

m
e
te

rs
2

(V
2
)

1
(O

1
)

3
4

In
fo

rm
a
ti

o
n
-d

ri
v
e
n

e
m

e
rg

e
n
c
y

re
sp

o
n
se

1
(O

1
)

3
5

G
ri

d
se

lf
h
e
a
li
n
g

1
(O

1
)

3
6

H
e
a
ti

n
g

a
p
p
li
a
n
c
e
s

th
a
t

p
o
se

fi
re

h
a
z
a
rd

s
1

(E
1
)

3
7

N
e
a
r

re
a
l-
ti

m
e

a
lg

o
ri

th
m

-b
a
se

d
g
ri

d
b
a
la

n
c
in

g
1

(O
1
)

3
8

P
h
y
si

c
a
l
ro

b
o
ts

o
n

th
e

g
ro

u
n
d

1
(O

1
)

3
9

S
m

a
rt

a
p
p
li
a
n
c
e

p
e
rf

o
rm

a
n
c
e

m
o
n
it

o
ri

n
g

1
(A

1
)

4
0

A
d
d
it

io
n
a
l
in

fo
rm

a
ti

o
n
-d

ri
v
e
n

p
ro

c
e
ss

e
s

1
(A

1
)

4
1

H
o
m

e
a
re

a
n
e
tw

o
rk

o
r

p
ri

c
e

b
a
se

d
c
o
n
su

m
p
ti

o
n

m
a
n
a
g
e
m

e
n
t

1
(A

1
)

1
(A

1
)

4
2

P
e
e
r-

to
-p

e
e
r

e
le

c
tr

ic
it
y

tr
a
d
in

g
1

(A
1
)

2
(V

2
)

4
3

In
-h

o
m

e
b
a
tt

e
ry

o
r

e
le

c
tr

ic
v
e
h
ic

le
to

g
ri

d
1

(E
1
)

4
4

G
ri

d
fr

e
q
u
e
n
c
y

st
a
b
il
iz

a
ti

o
n

1
(G

1
)

4
5

S
h
a
ri

n
g

a
n
d

tr
a
n
sp

o
rt

a
ti

o
n

o
f

g
ri

d
d
a
ta

a
n
d

in
fo

rm
a
ti

o
n

1
(O

1
)

A
:
A

u
th

o
ri

ty
,
O

:
G

ri
d

o
p
e
ra

to
r,

E
:
E

n
d
-u

se
r,

V
:
V
e
n
d
o
r,

G
:
G

e
n
e
ra

to
r



30 Ø. Toftegaard et al.

T
a
b
le

8
.
B

u
si

n
es

s
ca

se
s

ra
n
k
ed

b
y

p
er

ce
iv

ed
co

n
se

q
u
en

ce
ra

ti
n
g
s

w
h
il
e

co
n
si

d
er

in
g

co
n
se

n
su

s
(c

o
n
ti

n
u
ed

).

R
a
n
k

B
u
si

n
e
ss

C
a
se

C
o
n
se

q
u
e
n
c
e

R
a
ti

n
g
s

V
e
ry

L
o
w

L
o
w

M
o
d
e
ra

te
H

ig
h

V
e
ry

H
ig

h

4
6

A
u
to

m
a
te

d
d
a
ta

p
ro

c
e
ss

in
g

fo
r

g
ri

d
o
p
e
ra

ti
o
n
s

1
(O

1
)

4
7

T
ra

n
sm

is
si

o
n

li
n
e

ro
u
ti

n
g

o
p
ti

m
iz

a
ti

o
n

1
(O

1
)

4
8

W
in

d
fa

rm
s

a
n
d

so
la

r
p
a
rk

s
1

(O
1
)

4
9

P
ro

su
m

e
rs

w
it

h
sm

a
rt

h
o
m

e
sy

st
e
m

s
1

(O
1
)

5
0

M
a
rk

e
t

p
la

tf
o
rm

s
fo

r
lo

c
a
l
e
n
d
-u

se
r

fl
e
x
ib

il
it
y

1
(A

1
)

5
1

D
ro

n
e
s

1
(O

1
)

5
2

A
u
to

n
o
m

o
u
s

g
ri

d
m

a
n
a
g
e
m

e
n
t

fo
r

b
u
si

n
e
ss

e
s

1
(V

1
)

5
3

D
ir

e
c
t

m
e
te

ri
n
g

o
f
in

d
iv

id
u
a
l
a
p
p
li
a
n
c
e
s

2
(V

2
)

5
4

S
e
n
so

rs
fo

r
b
u
il
d
in

g
e
n
e
rg

y
m

a
n
a
g
e
m

e
n
t
sy

st
e
m

s
2

(G
2
)

5
5

D
y
n
a
m

ic
e
le

c
tr

ic
it
y

su
p
p
li
e
r

tr
a
n
sf

e
r

b
a
se

d
o
n

p
ri

c
e

1
(A

1
)

5
6

S
o
la

r
p
a
n
e
ls

1
(A

1
)

5
7

S
m

a
rt

e
n
e
rg

y
p
ro

d
u
c
ts

a
n
d

se
rv

ic
e
s

1
(E

1
)

5
8

A
rt

ifi
c
ia

l
in

te
ll
ig

e
n
c
e

d
ri

v
e
n

p
ro

te
c
ti

v
e

re
la

y
s

1
(V

1
)

5
9

In
fo

rm
a
ti

o
n

a
b
o
u
t

m
a
in

te
n
a
n
c
e

a
n
d

e
n
d

o
f
u
se

1
(A

1
)

A
:
A

u
th

o
ri

ty
,
O

:
G

ri
d

o
p
e
ra

to
r,

E
:
E

n
d
-u

se
r,

V
:
V
e
n
d
o
r,

G
:
G

e
n
e
ra

to
r



Smart-Grid-Enabled Business Cases and Consequences of Cyber Attacks 31

Table 9. Ten business cases with the greatest perceived consequences.

Rank Business Case Consequence Scenario

1 Digital twins Adversaries with access to grid-related digital
twins may use them to identify vulnerabilities,
optimize damage or disturb operations, leading
to large outages. Access to digital twins of
building energy management systems can help
enable manipulations leading to financial
consequences or physical damage

2 Remote access to smart
meter circuit breakers

Adversaries may gain remote access to circuit
breakers, leading to small to large outages

3 Grid flexibility and
balance management

Manipulation or loss of access to management
systems controlling large aggregated loads may
lead to outages

4 Substation automation
(circuit breakers)

Adversaries may gain remote access to circuit
breakers leading to injuries or death, grid
imbalance or small to large outages

5 Centralized storage of
personal data

Assuming future data storage with very high
resolution, potential consequences of cyber
attacks include privacy breaches, financial
consequences or data being used for various
nefarious purposes

6 SCADA system and
sensor communications
integration

Adversaries with access to sensors may inject
false data, leading to power disturbances or
outages due to bad decision making.

7 Virtual power plants Cyber attacks on management systems of
virtual power plants may lead to grid
instabilities or outages

8 Battery park
management systems

Adversaries with access to battery park
management systems may manipulate or
dis-connect loads, leading to grid imbalances or
potential battery fires. The worst case is
outages, especially if other loads are
disconnected simultaneously

9 System integration and
operational technology
digitalization

Adversaries with access to operational
technology environments may manipulate power
production or modify or delete data, leading to
grid disturbances or outages

10 Smart meter
consumption data

End-user consumption data may reveal military
preparations or movements, posing threats to
national security. Adversaries may also modify
consumption data, leading to financial impacts
on victims

three interviewees agreed on the same consequence ratings for seven of the busi-
ness cases.

Figure 6 shows the smart-grid-enabled business cases with the largest spreads
in the consensus on consequence ratings. While the remote access to smart meter
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Table 10. Business cases ranked with the greatest consequences.

Market Player Business Case NI

Authorities Substation automation (circuit breakers) 3

Artificial intelligence and machine learning for
optimizing production and maintenance

1

System integration and operational technology
digitalization

1

Grid Operators SCADA system and sensor communications integration 1

Virtual power plants 1

Digital twins 1

Information-driven emergency response 1

End-Users Digital components from untrusted parties 2

Heating appliances that pose fire hazards 1

Grid flexibility and balance management 2

Vendors Advanced process automation for grid management 1

Remote access to smart meter circuit breakers 2

Digital supply chains for SCADA systems 1

Generators Integration of production plans in SCADA systems 1

Digital management of hydroelectric power plants 1

Microgrids and energy communities 2

NI: Number of interviewees

circuit breakers business case has the second highest consequence rank in Table 5,
it is also one of four business cases with the least consensus.

5 Discussion

The greatest cyber attack consequences were perceived for the digital twins,
remote access to smart meter circuit breakers, and grid flexibility and bal-
ance management business cases (Table 5). These three business cases are con-
nected to load control scenarios and power outages in the event of compromises
(Table 9). In the case of smart metering, the high rank fits well with the sur-
vey paper of Abraham et al. [1] (Fig. 3), where smart meters is the business
area whose consequences are the most assessed. Furthermore, the sixth rank
for the SCADA system and sensor communications integration business case in
this study fits well with grid communications ranked fourth by Abraham and
colleagues. Similarities are seen when comparing the business case ranks in this
study with the numbers of assessments per business area reported by Abraham
et al. However, the large number of business cases reported in this study (59)
indicates the complexity of smart grids and how challenging it is to identify the
business cases with the greatest cyber attack consequences.
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Fig. 5. Perceived consequence/consensus histogram.

Fig. 6. Perceived consequence/non-consensus histogram.

The differences in the business cases reported with the greatest perceived con-
sequences in Table 10 reveal how differently market players as well as individuals
perceive smart grid consequences. The fact that none of the interviewees from
all the market player groups gave the top rank to the same smart-grid-enabled
business case suggests that the complexity of smart grids makes it challenging
to anticipate potential consequences.

Figures 5 and 6 demonstrate little general consensus on the consequence levels
of smart-grid-enabled business cases. The most consensus was observed in the



34 Ø. Toftegaard et al.

smart meter consumption data business case, but the consensus is small, just
four of the 22 interviewees. The least consensus was seen in the battery park
management system and remote access to smart meter circuit breakers business
cases, whose perceived cyber attack consequences ranged from Very High to Low.
The reason may be that the potential consequences depend on how business cases
are implemented. An example is if smart meters were to have a capacity limit
beyond which on-board circuit breakers should not be installed. In this case, large
industrial, healthcare and public service facilities would not be impacted as much
by cyber attacks on smart meters as small residential buildings. It is not known
whether or not the interviewees were aware of and applied such details when
they evaluated the cyber attack consequences. Additionally, limited knowledge
about a new grid technology such as battery parks likely made it difficult for the
interviewees to evaluate their disruptive potential.

Clearly, the differences in perceived consequences point to additional research
to verify the findings of this study. Such verification could require going beyond
interview-based surveys and performing real-world analyses.

6 Study Validity

This section discusses the threats to the validity of this study, which include
critical realism, risk perception, and internal and external validity.

6.1 Critical Realism and Risk Perception

Human perception is known to be influenced by knowledge and experience. Crit-
ical realism theory distinguishes between the perceived empirical domain and
hidden mechanisms [3]. According to critical realism, unobservable mechanisms
cause observable events. These hidden mechanisms exist independent of human
perceptions. Figure 7 shows how the perceived empirical domain and hidden
mechanisms together constitute the real domain.

According to critical realism theory, interviewees’ perceptions are colored
by their personal theories, knowledge and understanding. Therefore, the inter-
viewees’ responses would not reflect the “real” domain, but their perceptions.
When applying critical realism, the real consequences of cyber attacks can be
understood only if the underlaying structures that generate each consequence are
understood. This is problematic because smart-grid-enabled business cases can
be described as complex socio-technical systems, implying that the structures
that generate the consequences would be highly complex.

Perceptions of consequence scenarios and their severity levels are based on
subjective observations and experiences. Therefore, the perceived consequences
do not necessarily reflect the real consequence levels, but are rather the result
of best efforts. However, subjective perceptions provide useful indications in risk
assessments and are good starting points for further research.
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Fig. 7. Critical realism iceberg (based on [3]).

6.2 Internal and External Validity

Internal validity considers the extent to which observed results represent the
truth in a study population and are, therefore, not due to methodological
errors [20]. To ensure that the interviewees fully understood the task of rank-
ing their proposed business cases from highest to lowest, a numerical rank (1,
2, ..., N) and a categorical rating (Very High to Very Low) were applied. This
approach enabled the interviewer and interviewees to identify when logical fail-
ures occurred. Examples included a business case ranked 1 and rated High
and another business case ranked 2 and rated Very High. During such situa-
tions, which occurred multiple times, the interviewees were asked to reconsider
their responses. This method of securing interviewee understanding of the task
strengthened the internal validity. A threat to the internal validity of this study
is that only one to three individuals were interviewed per market player entity.
Therefore, uncertainty exists whether or not the opinion of an interviewee’s entity
as a whole would be the same as that of the interviewee.

External validity considers the extent to which results from a study may be
generalized [24]. A threat to the validity of this study is that it only sought
perceived consequence rankings in the empirical domain. Thus, the results are
influenced by the backgrounds of the interviewees and do not necessarily reflect
the perceptions of others. Furthermore, because the only results are percep-
tions, it is unknown how well the results capture the real world. Therefore, the
consequence rates obtained in this study need to be verified, perhaps through
simulation.

Figure 8 illustrates how internal validity belongs to the empirical domain
whereas external validity belongs to the real domain. Similar to the critical
realism iceberg, the truth of the interviewees in this study is limited to their
perceptions. The truth in the real domain is constructed by mechanisms, some
of which would be invisible to the interviewees.
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Fig. 8. Internal and external validity (based on [20]).

7 Empirical to Real Consequences

The results derived in the empirical domain are based on the perceived conse-
quences of the interviewees and are, therefore, their personal opinions. However,
because some real consequences are not visible as part of the perceived conse-
quences, insights into the real consequences may be gained by conducting an
investigation in a near-real (laboratory) domain.

An electric vehicle may be employed as a use case to explore the real con-
sequences. Electric vehicle charging should be performed at intervals so as not
to affect other grid operations and reduce the peak load time. Shafiq et al. [26]
have shown that a load loss of 6.89% occurs when charging is done at irregular
intervals. Fernandez et al. [7] have provided an assessment of the impacts of
electric vehicles on the power distribution network. Their suggested strategy is
based on a large-scale distribution planning model used to investigate two real
power distribution areas. The first was a residential area with 6,000 end-users
and 3,676 vehicles and the second was a commercial area with 61,000 end-users
and 28,626 vehicles. Simulations of the effects of electric vehicle loads on system
losses demonstrated that the loss could increase up to 40%, considering that
electric vehicles accounted for 62% of the total number of vehicles.

Sayed et al. [25] studied an electric vehicle charging attack and its impacts
on power grid operation. Their case study, which accounted for electric vehicle
locations and loads, involved a simulated attack under various scenarios involving
the ESCC9-bus system and 7-bus test case [8]. Attack simulations involving
residential facility loads and electric vehicle loads demonstrated that electric
vehicle loads had greater consequences on grid operations. Sayed and colleagues
also showed how adversaries could estimate the grid topology and create targeted
attacks that maximized negative impacts on the grid.

Weiss [31] has warned that frequency manipulations in the power grid could
lead to catastrophic disruptive events as in the case of the celebrated Aurora
generator test conducted in 2007 at Idaho National Laboratory. During the test,
researchers caused a generator to catch fire by manipulating the power frequency.
Power frequency is a measure of the amount of energy injected into the grid;
the greater the energy injected, the higher the frequency. When the frequency
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deviates from the accepted standards, clocks may show the wrong time and
electric equipment can be destroyed. Therefore, it is essential to use near-real-
domain experiments to investigate and evaluate the consequences in order to
mitigate future attacks.

8 Conclusions

The research study of market players has sought to rank smart-grid-enabled busi-
ness cases based on their qualitative perceptions of cyber attack consequences.
The results reveal that the business cases with the greatest perceived cyber con-
sequences are digital twins, remote access to smart meter circuit breakers, and
grid flexibility and balance management. Although it was possible to identify
the business cases with the greatest perceived consequences, little consistency
was observed in the rankings by individuals and groups of market players. The
principal reason for the inconsistent rankings appears to be the complexity of
smart grids and smart-grid-enabled business cases.

The study results can support governments and market players in assessing
power grid risk and prioritizing risk reduction measures. The results would also
be useful to policymakers in defining the scope of smart grid cyber security
legislation and regulations, and to researchers who wish to move the study results
from the empirical domain to real-world applications and verification through
simulation.
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Abstract. The transformation of conventional power grids to smart
grids over the past decade has led to increased exposure to cyber attacks.
Understanding the impacts of cyber attacks is essential to selecting
appropriate mitigation strategies.

This research examines the evolution in the understanding of the con-
sequences of cyber attacks on smart grids. It has explored the literature
on consequence verification during risk assessments of smart grids from
2009 to 2023. A total of 839 articles were collected. After filtering dupli-
cate and irrelevant articles, deep content analysis yielded 125 articles that
assessed cyber risks to smart grids, with 67 of them also focusing on real
consequence verification. Further study identified 23 smart-grid-enabled
business areas impacted by cyber risks and six methods for verifying the
real consequences of cyber attacks on smart grids. Real consequence ver-
ification is important because it helps identify the most critical smart
grid vulnerabilities and prioritizes efforts for mitigating cyber attacks
and their negative impacts.

Keywords: Smart Grids · Cyber Attacks · Risk Assessment ·
Consequence Verification

1 Introduction

Conventional electrical grids have centralized power plants that provide energy
to consumers with limited governance and consumption monitoring [96]. Infor-
mation and electricity flows in conventional grids are unidirectional and the grids
lack self-restoration capabilities after outages [34]. These deficiencies have led to
the transformation of conventional power grids to smart grids.

Smart grids incorporate cyber and physical systems in power networks to
support the efficient generation, transmission and distribution of electricity [139].
Smart grids employ industrial control systems that leverage information and
communications technology to control physical processes [66]. Cyber attacks on
industrial control systems have severe consequences because they target the vital
physical systems being monitored and controlled [14]. Cyber attacks on smart
grids are a grave concern [46]. The most serious example is the December 2015
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cyber attack on the Ukrainian power grid, which caused approximately 225,000
consumers to lose power [31].

It is impossible to defend against every cyber attack on a smart grid because
new vulnerabilities constantly emerge and attackers continually find new ways to
exploit them [6]. However, risk analysis can play an essential role in preventing
cyber attacks by identifying potential vulnerabilities and threats, and determin-
ing their likelihood and potential impacts [49]. Impact assessments determine
the potential consequences of successful cyber attacks in terms of disruption of
critical services, financial losses and reputational damage [70], enabling smart
grid entities to prioritize their security efforts and allocate resources to address
the most critical risks.

This research has attempted to examine the validity of common methods for
verifying the consequences of cyber attacks on smart grids. The effort focused
on the research literature on consequence verification during risk assessments of
smart grids from 2009 to 2023. A total of 839 articles representing the state of
the art were reviewed. After filtering duplicate and irrelevant articles, 155 were
subjected to in-depth analysis, which eliminated 30 of the articles. The investi-
gation determined that 120 of the remaining 125 articles studied the impacts of
assessed risks, with 67 of them also focusing on real consequence verification. The
results provide an understanding of the methods for verifying the consequences
of cyber attacks on smart grids and the degree to which real consequences can
be verified.

2 Smart Grids and Cyber Attacks

This section discusses smart grids, threats and vulnerabilities, and cyber attacks
on smart grids and their consequences.

2.1 Smart Grids

In the European context, a smart grid is an electricity grid that intelligently
manages the behaviors and activities of all users linked to the grid [141]. This
feature enables a smart grid to deliver power more efficiently than a conventional
grid while responding to diverse circumstances and events across the grid. The
circumstances and events pertain to power generation, transmission, distribution
and consumption [34].

The U.S. National Institute of Standards and Technology (NIST) defines a
smart grid as an electric power system that uses information, two-way cyber-
secure communications technologies, and computational intelligence in an inte-
grated fashion across the spectrum of an energy system from generation to con-
sumption [41]. NIST also specifies a conceptual smart grid model comprising
seven domains: power generation, transmission, distribution, consumers, service
providers, operations and markets, all of which interact with each other in real
time [139].
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Fig. 1. Conceptual smart grid model (adapted from [131]).

Figure 1 shows a conceptual model of a smart grid. The introduction of var-
ious domains and enhancements increases the complexity of a smart grid and
renders it vulnerable to myriad attacks.

2.2 Threats and Vulnerabilities

A threat is a potential adverse event or action that has the potential to cause
harm or damage to an individual or organization. In cyber security, threats
are possible malicious actions that compromise the confidentiality, integrity or
availability of information systems and the data they process [56].

A vulnerability is a weakness in a system or process that may be exploited
by a threat. The weaknesses may exist in software, hardware or organizational
processes. For example, a vulnerability in a software application can be leveraged
by an adversary to gain unauthorized access to sensitive information [56].

The principal smart grid attacks, threats and vulnerabilities include [6,42,
47,65]:

– Cyber Attacks: Smart grids are highly dependent on computer systems,
networks and communications systems, which makes them vulnerable to cyber
attacks such as malware, ransomware and denial-of-service attacks.

– Advanced Persistent Threat: The advanced persistent threat includes
targeted, persistent and sophisticated cyber attacks that are designed to steal
sensitive information or disrupt grid operations.
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– Insider Threat: Smart grid employees and contractors with grid access can
introduce malicious software or disrupt operations intentionally or uninten-
tionally.

– Physical Attacks: Smart grid assets such as power plants and substations
are vulnerable to vandalism and sabotage attacks.

– Supply Chain Threat: Smart grid systems often rely on third-party vendors
for software and hardware components that have vulnerabilities that can be
exploited.

– Aging Infrastructure: Smart grid systems and infrastructure are suscepti-
ble to malfunctions and failures due to their age.

– Lack of Security Standards: Smart grid systems are constantly evolving
in their technologies, designs, implementations and operations. Security stan-
dards and best practices for vendors and operators may not be followed or
may not exist.

– Interoperability: Smart grids are complex systems involving multiple ven-
dors, communications protocols and technologies. Attackers can exploit vul-
nerabilities that arise from the need to achieve system interoperability.

2.3 Cyber Attack Consequences

The consequences of cyber attacks on a smart grid are severe and wide-ranging.
Toftegaard et al. [122] list prominent cyber attacks on European power sector
assets over the past eight years. The most serious consequences were caused by
the December 2015 cyber attack on the Ukrainian power grid, which cut power
to approximately 225,000 consumers [31].

Ding et al. [25] present a review of cyber attacks on smart grids from 2010
through 2022. Their review describes attack targets, methods and consequences.
Ding and colleagues note that cyber attacks that exploit smart grid vulnerabil-
ities are responsible for the most serious consequences.

Researchers have shown that large blackouts are often the result of cascading
failures [44,118]. One of the largest blackouts in European history occurred on
November 4, 2006. A single incident originating in Northern Germany led to
power supply disruptions at more than 15 million European homes [82]. Su
et al. [118] posit that a coordinated software-based attack would have greater
negative impacts than physical sabotage.

Although power disruptions are the most common consequences of cyber
attacks on smart grids, the information-driven processes in smart grids pro-
vide myriad attack opportunities with negative consequences. For example, ran-
somware attacks do not need to disrupt power supply to be successful; instead,
they may cripple maintenance and invoicing functions at a utility, resulting in
significant economic losses. Smart grids are also susceptible to privacy breaches
of customer credit card information, personal information and detailed customer
consumption data that may reveal in-home activities.

The U.S. Cybersecurity and Infrastructure Security Agency (CISA) defines
consequence as “the effect of a loss of confidentiality, integrity or availability
of information or an information system on an organization’s operations, its
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assets, on individuals, other organizations, or on national interests” [92]. The
consequences involve compromises to any or all of the three main security prop-
erties, confidentiality, availability and integrity. Because of the great variance in
consequences of cyber attacks on smart grids and their potential severity, it is
essential to have a deep understanding of the mechanisms that lead to negative
consequences.

3 Related Work

Several literature reviews and surveys have focused on cyber security, cyber
attacks, threats, impacts and defenses related to smart grids. He and Yan [55]
discuss the security challenges facing smart grids. They detail the critical threats,
attack schemes and defensive solutions involving protection, detection and mit-
igation. Attack schemes highlighted include transmission system attacks, distri-
bution system attacks and electricity market attacks. Their work is intended to
raise awareness and inspire research efforts focused on developing secure and
resilient cyber-physical infrastructures.

Mrabet et al. [87] survey smart grid security challenges and review vari-
ous attack schemes and defensive strategies. They note that smart grid security
efforts tend to focus on confidentiality, integrity and availability, but have yet to
consider accountability. They propose a three-step cyber security strategy cov-
ering the pre-attack, under-attack and post-attack phases. They review security
requirements, describe several severe cyber attacks and classify attacks as focus-
ing on reconnaissance, scanning, exploitation and maintaining access. They also
recommend detection techniques and countermeasures, including network secu-
rity, data security, device security, attack detection and mitigation, and digital
forensics.

Ding et al. [25] describe cyber threats that impact the security of smart grid
ecosystems. They consider intrinsic system vulnerabilities and external cyber
attacks, and analyze the vulnerabilities of smart grid components, including
hardware, software, data communications and data management systems. They
also present a structured smart grid architecture and a global review of cyber
attacks on smart grids between 2010 and 2022.

Gunduz and Das [47] present a comprehensive survey of cyber security issues
related to Internet-of-Things-based smart grid applications and proposed solu-
tions. They also analyze various types of cyber attacks, network vulnerabilities,
attack countermeasures and security requirements.

Smadi et al. [115] discuss the importance of employing smart grid testbeds
to analyze power systems. They provide a comprehensive overview of cyber-
physical smart grid testbeds, including their architectures, functional analyses,
main vulnerabilities and threats, testbed requirements, constraints and appli-
cations. They also highlight the use of simulation testbeds, physical testbeds,
interconnectivity of testbeds at multiple locations and integration of software-
defined networking (SDN) technology.
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Table 1. Summary of research methodology.

Research Questions Are common methods for verifying the real consequences of
cyber attacks on smart grids valid?

(a) What are the most common methods for verifying the
consequences of cyber attacks on smart grid components?

(b) To what degree are common methods capable of revealing
real consequences?

Survey Period January 1, 2009 to December 31, 2022 (13 years)

Databases Scopus, Web of Science, IEEE Xplore, ScienceDirect

Search Criteria Keywords in article title or abstract

Search Keywords (Risk Analysis OR Risk Assessment) AND (Consequence OR
Impact)) AND (Smart Grid OR AMI OR Smart Meter OR
Home Energy Management System OR HEMS OR Building
Management System OR BMS OR Flexibility Market OR
Energy Community OR Microgrid OR Peer-to-Peer Trading
OR Grid Self Healing OR Substation Automation OR Virtual
Power Plants OR Aggregator Service OR E-Mobility)

Inclusion Criteria Smart Grid Cyber Attack Consequence Verification

Exclusion Criteria Cyber Attack Simulation without Consequence Verification,
Review, Survey

4 Research Methodology

This research involved a systematic review of the methods used to verify the
consequences of cyber attacks on smart grids and their validity. Table 1 summa-
rizes the research methodology, including the research questions, survey period
for the research literature, databases containing the research literature, search
criteria, search keywords and search inclusion and exclusion criteria.

Prominent English research article databases, Scopus, Web of Science, IEEE
Xplore and ScienceDirect, that cover the technical areas of interest were selected
for the research. Literature reviews and surveys in the field were analyzed to
produce an appropriate list of keywords for searching article titles and abstracts.
Table 1 shows the search criteria and keywords as well as the search inclusion
and exclusion criteria.

The articles were restricted to those published from January 1, 2009 to
December 31, 2022. This was because the research sought to focus on the Euro-
pean Union (EU) market and the key starting point was the important 2009
EU Electricity Market Directive (2009/72/EC) that established standards and
rules for the European electricity market [33]. The articles were also screened
to eliminate duplicates culled from the databases. The database search results
comprised 839 articles.
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The next important step involved reading the article titles and abstracts and
eliminating irrelevant articles. Review and survey articles were also excluded.
Articles were included in the pool if their abstracts lacked details to make accu-
rate selections. The final survey pool included 155 articles.

Each of the articles in the survey pool was read carefully to answer the
following questions:

– Is a risk assessment performed?
– Are risk consequences studied?
– What business areas are impacted by the identified risks?
– What techniques are used to verify the consequences of cyber attacks on

smart grids?
– To what degree is the consequence verification method capable of revealing

real consequences?

The answers for each article were documented in a Microsoft Excel file and
categorized by database to structure the data for further investigation. Each
answer was recorded as a yes or no, along with relevant keywords and comments.
The study took approximately three months, from querying the databases,
culling articles, and reading and recording data about all the articles in the
survey pool.

The questions related to several articles were answered differently by different
readers. For example, one reader assessed an article as verifying consequences
whereas another reader assessed it as a theoretical study that did not verify real
consequences. These articles were examined by the co-authors of this chapter
and their comments were compared to obtain consensus answers to the specific
questions.

5 Results

Detailed analysis of the 155 articles in the survey pool revealed that 30 articles
were not relevant. Thirteen of the 30 articles investigated the impacts of policy
decisions or recommendations, or market reform policy related to smart grids.
Three other articles focused on the financial profitability of implementing micro-
grids or smart grids and two articles analyzed the criticality of cyber-physical
infrastructure risks to society. Twelve other articles did not apply specifically to
the research. These articles examined risk optimization in the electricity sector,
monitoring in smart cities, general cyber risk analyses in other critical infras-
tructure sectors, intrusion detection systems, microgrid design performance, and
conceptual models for representing and tracking compliance based on security
standards, among other topics.

Figure 2 presents an overview of the research results. The 125 articles in the
survey pool focused on risk analyses of smart grids. Of these articles, 120 (96%)
also studied the consequences of the assessed risks.
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Fig. 2. Overview of research results.

Real consequence verification of cyber attacks on smart grids is the process of
assessing the real physical impacts. This involves evaluating potential equipment
damage, power outages, economic impacts, privacy impacts to consumers and
overall disruptions in electricity delivery. Real consequence verification is impor-
tant because it helps identify the most critical grid vulnerabilities and prioritize
efforts for mitigating potential cyber attacks and their negative impacts. The
analysis indicated that 67 (53.6%) of the 125 articles investigated this important
issue to some extent. The fairly large percentage (46.4%) of articles that com-
pletely ignored consequence verification demonstrates a key gap in the research
literature.

Figure 3 shows the 23 significant business areas impacted by the risks identi-
fied in the research articles. The most impacted business area in terms of article
coverage is advanced metering infrastructures/smart meters with 21 articles, fol-
lowed by grid distribution, microgrids and grid communications with 18, 15 and
13 articles, respectively.

Table 2 lists the 23 business areas along with the specific articles in the survey
pool that cover their risks.

Figure 4 shows the six principal methods for verifying the real consequences
of the identified risks to smart grids. The most widely researched method in the
literature involves the use of IEEE test systems (22 articles). These test systems,
which are commonly employed in power system analysis research [99], simulate
power system behavior under conditions such as power flow, voltage stability
and transient stability. They enable researchers to analyze and understand the
behavior of power systems and their components in a variety of scenarios. They
also offer simplified representations of real power systems for testing and vali-
dating power system analysis techniques and algorithms.
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Fig. 3. Overview of impacted business areas.

Fig. 4. Methods for verifying real consequences.

The IEEE test systems employ 9-bus, 14-bus, 30-bus and 33-bus models,
among others. The IEEE 9-bus system comprises three synchronous generators,
nine buses, six transmission lines, three transformers and three real/reactive
power loads. The IEEE 14-bus bus system is a simple approximation of the
American electric power system with 14 buses, five generators and 11 loads.
The IEEE 30-bus system, with 30 buses, 41 branches and six generators, is
extensively used for power system analysis. The IEEE 33-bus system, which
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Table 2. Business areas impacted by risks.

Impacted Area Research Articles

Advanced Metering Infratructure/Smart Meters [4,16,20,22,23,26,30,49,50,52,63,71,78,91,100,103,113,119,123,145,146]

Grid Distribution [9,15,19,20,22,35,38,53,54,61,62], [81,88,121,127,132,138,147]

Microgrids [1,3,12,18,24,36,43,58,67,79,80,86,98,102,106]

Grid Communications [8,13,39,40,64,74,83,89,109,114,124,133,140]

Smart Grid Devices [7,17,45,68,85,133,143–145]

SCADA Systems [22,27,60,73,125,133,136,145]

Substations [36,51,57,83,104,134,142]

Protection Relays [5,11,37,112,121,130,132]

Electric Vehicle Charging Networks [10,77,90,105,126,128]

Grid Transmission [22,35,38,77,121]

Grid Power Supply [2,48,129,134]

Smart Homes/Buildings/Cities [63,76,135]

Voltage Control/Power Flow [28,72,107]

Digital Substations [93,137]

Automated Generation and Control [35,75]

Grid Operation [59,120]

Grid Security [29,101]

Smart Demand Response [21]

Virtual Power Plants [69]

SDN-Enabled Smart Grids [85]

Peer-to-Peer Electricity Markets [111]

State Estimation [97]

Power Industry [32]

is used as a benchmark test case for power system analysis, has 33 buses, 38
branches and six generators.

Thirteen articles used simulation or emulation methods to verify the real con-
sequences on smart grids. These include hybrid simulation-emulation, Mininet
emulation and the use of simulation/emulation tools such as OMNeT++ [94],
GridLAB-D [95] and Simulink [84]. Also covered in the research literature were
scenario-based methods (three articles), probabilistic methods (two articles),
Markov modeling methods (two articles) and electric vehicle charging network
based methods (one article).

Table 3 lists the six types of methods used to verify real consequences on
smart grids along with the specific articles in the survey pool that cover the
methods.

The research reveals that, although several methods demonstrate the real
consequences as a result of risk analysis, more research needs to be done to
ascertain the degrees of the actual consequences. One reason is that most verifi-
cation mechanisms focus on specific areas such as advanced metering infrastruc-
tures/smart meters, grid distribution and supervisory control and data acqui-
sition (SCADA) systems or specific cyber attacks such as denial-of-service and
false data injection.

However, no articles have as yet employed simulation to compare the results
of the most serious consequences of cyber attacks on smart grid assets. Simula-
tions may be based on the perceived consequences of cyber attacks on smart-grid-
enabled business cases as described in [122]. By basing simulations on business
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Table 3. Methods for verifying real consequences.

Real Consequence Verification Methods Research Articles

IEEE Test Systems [2,5,7,27,36,39,62,77,78,80,97,103,
109,112,117,121,130,133,134,136,
143,144]

Simulation/Emulation Methods [16,37,38,53,54,67,101,107,114,125,
127,132,137]

Scenario-Based Methods [17,74,98]

Probabilistic Methods [45,110]

Markov Modeling Methods [79,146]

Electric Vehicle Charging [105]

Network Based Method [105]

cases with the highest consequence levels, there is a better chance of identifying,
through accurate verification, the business cases that are most crucial to smart
grid operation.

6 Discussion

The primary consequences of cyber attacks on smart grids include equipment
damage, power outage, economic impact, consumer privacy impact and overall
electricity delivery disruption. These consequences may be evaluated as follows:

– Equipment Damage: This is evaluated by assessing the vulnerabilities of
equipment to cyber attacks and conducting simulations that demonstrate how
the equipment would perform under attack conditions.

– Power Outage: This is evaluated by analyzing historical data on power out-
ages, conducting simulations of different scenarios and assessing the impacts
of outages on consumers.

– Economic Impact: This is evaluated by analyzing the costs of power out-
ages, impacts on revenue and business continuity, and recovery costs.

– Consumer Privacy Impact: This is evaluated by analyzing the types of
information at risk, potential consequences of breaches and identifying the
best practices for protecting customer data.

– Overall Electricity Delivery Disruption: This is evaluated by assessing
the general resilience and robustness of smart grids and identifying potential
vulnerabilities and areas for improvement.

It is important to note that as smart grid complexity and interdependencies
increase, the impacts should be evaluated using a holistic approach and advanced
modeling and simulation tools. The research results indicate that 23 significant
business areas are impacted by the cyber attack risks identified by the 120 of
the 125 research articles in the survey pool (Table 2). Additionally, 67 of the
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120 articles (53.6%) focus on the verification of the real consequences of cyber
attacks. Table 3 lists the methods used to evaluate the real consequences of cyber
attacks on smart grids. However, detailed analysis of the 67 articles revealed that,
although the degrees of cyber attack consequences can be confirmed, their focus
is limited to specific portions of smart grids and/or particular types of cyber
attacks.

For example, Soykan and Bagriyanik [117] employed the Gridlab-D open-
source power system simulation and analysis tool on the IEEE European Low
Voltage Feeder test system. Their simulations demonstrated that cyber attack
consequences include regional outages that could lead to large-scale blackouts
due to cascading effects on the power system. However, they only studied a
phishing attack launched via a text message to capture the credentials needed to
access a demand response program. Manipulation of demand response program
operations enabled the theft of sensitive information as well as electricity supply
disruption.

Likewise, Teixeira et al. [121] evaluated the consequences of false data injec-
tion attacks on power transmission networks using an IEEE 14-bus benchmark
test system, but they only considered attacks on sensor data.

Yan et al. [136] employed the IEEE 39-bus system model, but only to mon-
itor voltage stability during and after cyber intrusions. AlMajal et al. [5] also
used the IEEE 39-bus test system to evaluate the consequences of manipulating
circuit breakers and the effects of integrating photovoltaic systems on smart grid
stability under circuit breaker manipulation scenarios.

Akhtar et al. [2] analyzed the reliability of integrating solar and wind energy
resources in a smart grid, but without considering cyber threats. Dogaru and
Dumitrache [27] used the IEEE-9 bus benchmark system to simulate the effects
of false data injection and message replay attacks on power grid operations.
Alrowaili et al. [7] employed a 12-bus power system model using a PowerWorld
simulator and launched cyber attacks on critical assets such as circuit breakers
and evaluated their impacts on the physical system.

Lanzrath et al. [74] applied scenario-based methods using real devices. How-
ever, they only evaluated electromagnetic interference. Yayilgan et al. [137]
employed a Mininet emulator with an IEC 61850 library to simulate cyber
attacks on digital substations and demonstrate their impacts. This research
needs to be moved to real devices via simulation and extended beyond digi-
tal substations to verify the real-world consequences of cyber attacks on smart
grids.

7 Validity Evaluation

Construct validity [108] reflects the extent to which the contents of the arti-
cles analyzed in this research actually represent what was intended and what
was assessed according to the research questions. The key point is how closely
the consequence verification concepts are understood by the authors of the ana-
lyzed articles and the researchers involved in this survey study. Clear criteria
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and human evaluations were applied to analyze the strength of the consequence
evaluation in each article in the survey pool. However, variances in the details
of the analyzed research articles rendered the consequence evaluation strengths
difficult to assess. Therefore, the interpretations may be characterized as posing
threats to the construct validity. Similarly, the need for human interpretation
poses a threat to the reliability of the research results.

8 Conclusions

This research has conducted a thorough analysis of the research literature on
smart grid cyber risk assessment and consequence verification from 2009 to 2023.
A systematic search of prominent research databases covering the technical areas
of interest yielded 839 articles. Preliminary culling of articles followed by deep
analyses of article content yielded a pool of 125 articles that focused on smart
grid risk analysis. A total of 120 (96%) of the articles in the pool also stud-
ied the consequences of the assessed risks to some extent. However, the fairly
large percentage (46.4%) of smart grid risk assessment articles that ignored real
consequence verification demonstrates a key gap in the research literature.

Two key results of this research are the identification of 23 smart-grid-enabled
business areas impacted by cyber risks and six methods for verifying the real
consequences of cyber attacks on smart grids. Future work will apply real con-
sequence verification techniques to rank the smart-grid-enabled business areas
as well as individual business cases based on their potential disruptive impacts.
Real consequence verification is important because it helps prioritize security
investments for mitigating potential cyber attacks and their negative impacts.
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Abstract. Power outages are a well-known threat to Internet commu-
nications systems. While Internet service providers address this threat
via backup power systems in datacenters and points-of-presence, office
buildings and private homes may not have similar capabilities.

This chapter describes an empirical study that assesses how power
outages in the United States impact end-host access to the Internet.
To conduct this study, the PowerPing system was created to monitor
a power outage reporting website and measure end-host responsiveness
in the impacted areas. PowerPing collected power outage and end-host
responsiveness data over 14 months from June 2020 through July 2021.

The results reveal that power outages affecting 10% or more cus-
tomers in U.S. counties occur at a rate of about 50 events/day. The out-
ages typically impact about 3,000 customers and services are restored
in just under two hours. The end-host responsiveness characteristics for
typical power outage events are also reported. Surprisingly, only a weak
correlation exists between power outage impacts and service restoration
periods versus end-host responsiveness. This suggests that improving
backup power for network devices in office buildings and private homes
may enable end-hosts to maintain access to Internet service during typ-
ical power outages.

Keywords: Power Outages · Internet End-Hosts · Impacts

1 Introduction

The robust availability of Internet service to end-hosts in office buildings and
private homes is essential to day-to-day activities. This was highlighted when
people moved from offices and classrooms to their homes during the COVID-19
pandemic. Disruptions to service are not merely irksome or inconvenient; they
can have real consequences in terms of lost work time and missed opportunities.
The importance of connectivity is directly reflected in service level agreements
(SLAs) between Internet service providers (ISPs) and their customers, which
typically include specific guarantees on service availability [37]. However, several
factors determine the realized availability of service to end-hosts.
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Access to the Internet can be impaired by endogenous and exogenous events
that affect single users and groups of users in geographic areas. Endogenous
events include misconfigurations and equipment failures. Well-understood best
practices exist for minimizing the durations and impacts of such events. Exoge-
nous events include natural disasters, infrastructure failures, accidents and
attacks. By definition, these events are outside the direct control of Internet
service providers and often require other entities to make repairs before service
can be restored. Understanding the causes and effects of exogenous events is
essential to improving end-to-end network reliability.

Previous studies on the availability of communications systems in the face of
exogenous events have focused on retrospective studies of natural disasters such
as hurricanes [11], earthquakes [6] and severe weather events [28,34]. The studies
present detailed data about the numbers of end-hosts that lost service and the
time required to restore service, and also provide road maps for understanding
other types of outage events.

This chapter considers the problem of how power outages impact the avail-
ability of Internet service to end-hosts. The focus is on wireline Internet services
that are typically delivered to end-hosts via cable, digital subscriber line or fiber,
and excludes cellular service. Three principal questions are considered: How do
power outages impact Internet service to end-hosts on a day-to-day basis? What
are the scopes and durations of typical power outages versus service availability?
How can understanding typical power outage events inform new techniques and
practices to improve network reliability?

This research differs from previous studies on exogenous events that impact
communications systems because power outages are common events that occur
daily in the United States [7]. There is also a simple solution to power outages
– backup power supplies – assuming that the outage durations are relatively
modest.

To conduct the study, a measurement system called PowerPing was developed
to monitor the PowerOutage.us website that publishes current power outage
reports by county in the United States [29]. The data was employed to iden-
tify U.S. counties to target with active probe-based measurements of end-host
responsiveness. This was accomplished using a ZMap-based probing system that
operated in two modes. The first mode conducted background probing of IP
addresses geolocated to counties across the United States to establish baselines
for responsiveness (i.e., end-hosts that respond to probes). The second mode,
conducted when outages were identified, sent probe packets to the IP addresses
in the targeted areas until power was restored.

Certain challenges were encountered during the development, configuration
and deployment of PowerPing. First, timely data about power outages was
required to enable active probing of the affected areas to begin as soon as pos-
sible after the outages. The PowerOutage.us website was leveraged to obtain
outage data at 12-min collection intervals. Second, a database containing IP
addresses mapped to U.S. counties as probe targets was required. The database
was constructed using Esri’s ArcGIS [15] to assign IP addresses to counties based
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on latitude-longitude coordinates provided by MaxMind [24]. The term “end-
hosts” used in this work refers to the IP addresses geolocated by MaxMind that,
in many cases, may be home routers instead of computers. Third, PowerPing had
to be configured to ensure that ZMap would effectively send and receive probes
without biasing results. This was accomplished by deploying PowerPing at three
CloudLab sites [8] to evaluate vantage point location bias, probe scaling and
consistency. Upon conducting a series of tests, it was discovered that deploying
PowerPing in a single location with a maximum probe limit of 60,000 packets/s
was adequate to obtain consistent results. Finally, a baseline for responsive IP
addresses in each U.S. county was established while minimizing the overall probe
load on the network.

PowerPing was deployed to collect data over a 14-month period from June
2020 through July 2021. During this period, there were about 330,000 reported
power outages with more than 14,000 outages affecting 10% or more customers in
the counties. The power outages varied from impacting fewer than 100 customers
to impacting 3.7 million customers in Harris County, Texas on February 16, 2021.
The power outage durations varied from less than 24 min to an outage in Linn,
Iowa that lasted for ten days starting on August 10, 2020. It was discovered that
power outages across the United States follow strong diurnal cycles with the
largest numbers of events taking place around midday. This can be explained,
in part, by power company reports that outages are typically caused by humans
through scheduled maintenance, vehicle accidents and high demand [3,10]. Also,
power outages that are relatively significant in their impacts are not uncommon.
Outages impacting 10% or more customers in a county occur at a rate of about 50
events per day with service restoration typically completed in under two hours.

Active probing of IP addresses conducted after outage reports reveals a wide
range of impacts on service availability. The vast majority of Internet service
outages impacted fewer than 1,000 end-hosts in the target areas and the service
restoration periods were similar to the power restoration periods of about two
hours. In aggregate, across all the power outages at a given time, a strong corre-
lation (R2 = 0.99) exists between the numbers of customers impacted by power
outages and the numbers of unresponsive end-hosts. However, at the county level,
the correlation is not as strong (R2 = 0.66). Possible explanations for these and
other results are discussed later in this chapter.

Ethical considerations related to web scraping and active measurements con-
ducted in this research deserve mention. Low-rate scraping of publicly-available
data was conducted with the goal of contributing to the public good; no finan-
cial benefits were sought or received. No laws were broken to obtain data [41,44]
and ethical principles promulgated by major computing organizations such as
the Electronic Frontier Foundation (EFF) [23] and Association for Computing
Machinery (ACM) [36] were followed. Active measurements followed established
methodologies [14,20,34] and the probing methodology limited the impacts to
end-hosts and Internet service providers.
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2 Related Work

Several techniques have been developed to measure Internet events and outages.
These include active probe-based methods [28,31,34], measuring Border Gate-
way Protocol (BGP) advertisements [12], measuring changes in Network Time
Protocol (NTP) traffic [39], passive techniques such as Chocolatine that leverage
Internet background radiation [19], combinations of passive and active measure-
ments such as Disco [35] and analyses of Internet service provider logs [32]. These
techniques differ from the work described in this chapter because they mainly
focus on network outages without considering their causes.

Of particular relevance to this work are two studies on the impacts of
weather events on residential Internet service [28,34]. These studies developed
and employed ThunderPing to measure end-host responsiveness in areas affected
by severe weather events. The methodology described in this chapter was inspired
by ThunderPing, but the objective of understanding end-host responsiveness in
areas affected by power outages is different. The distinction is significant because
severe weather is just one of several causes of power outages, which also include
routine maintenance, human operator error, accidents and overload. Unlike the
rare weather events studied using ThunderPing, the following sections demon-
strate that power outages are common events, with hundreds of outages occur-
ring every day. Additionally, forecasting is an established science for predicting
weather whereas power outages are announced publicly only after they occur.
Due to these differences, a completely new code base was developed to study how
power outages impact end-host Internet service, helping enhance the understand-
ing of the relationships between the two critical infrastructure sectors.

Tools and techniques for conducting active measurements of Internet hosts
have evolved significantly over the years and this research was enabled by the
advances. Due to hardware and network limitations in sending and processing
active network probes, many early active probing studies focused on small sets
of representative IP addresses in their regions of interest [16,20]. In contrast, this
research actively probes as many IP addresses as possible in select geographic
areas during specific events.

Several tools are available for conducting active Internet surveys, including
Nmap and Scamper [22]. However, after evaluating the tools, ZMap was selected
for its ability to rapidly and accurately scan large numbers of IP addresses in
targeted IP subnets [14]. This study has benefitted from the open release of tools
to the research community.

3 Datasets

This section describes the three datasets used in the research that cover current
power outages, geographic information on U.S. counties and geographic distri-
butions of IP subnets.
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3.1 Power Outages

The two primary sources of data on U.S. power outages are the U.S. government
and private power generation and distribution utilities. At the federal govern-
ment level, the U.S. Energy Information Administration (EIA) publishes data
about U.S. energy grid operations, including electricity supply, demand, gen-
eration and major disturbances and unusual occurrences [42,43]. However, the
EIA data suffers from two major drawbacks that made it inappropriate for this
research. First, the data is restricted to very large and/or very long duration
outages. Second, there are delays of hours to days before data is published.

Private power utility companies are the primary source of U.S. outage data.
The United States has more than 1,000 power utility companies that collectively
serve more than 140 million customers (households). Many of the power utilities
maintain online systems that track the occurrences and current status of power
outages for their customers [17,26]. The online systems typically present maps
of service areas along with pins showing the geographic locations, numbers of
customers without power, reasons for the outages and expected resolution times.
However, the maps only display current outage data, not historical outage data.
Constantly collecting, parsing and storing current data from numerous power
utilities to create a dataset of historical data are most challenging.

The PowerOutage.us website aggregates data from major U.S. utilities and
presents a consolidated national view [30]. More than 680 power utility compa-
nies that serve more than 135 million customers across the United States are
monitored to provide data about the numbers and percentages of customers
without power in most U.S. counties. The data is updated every ten minutes to
accommodate updates posted on utility websites. PowerOutage.us lists more
than 20 companies and government organizations that use its outage data.
The website is frequently quoted in news media reports on major power out-
ages [5,25,29,40,45].

This study has leveraged consolidated data from PowerOutage.us. However,
certain limitations exist compared with the data provided directly by utilities.
Power utilities provide accurate and timely information to support their cus-
tomers whereas PowerOutage.us outage data is likely delayed and can be incom-
plete. Additionally, PowerOutage.us does not track about 500 smaller power
utilities with a total of 5.5 million customers, so the results of this study would
not reflect all outages in the United States. Nevertheless, it is posited that the
large data sample is representative of the power outage conditions experienced
by most of the U.S. population.

3.2 U.S County Data

This study has sought to measure the impacts of power outages on end-host
responsiveness in U.S. counties in the 48 conterminous states. The U.S. Census
Bureau identifies the geographic boundaries of 3,108 counties in the contermi-
nous states [13] and Esri ArcGIS [15] was employed to process this data. The
Census Bureau also provides county area, population and population density
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Table 1. Top ISPs by subnet count in MaxMind data for U.S. counties.

ISP ASN Subnets Network Type

CHARTER 20115 277,471 Cable/Fiber

TWC-MIDWEST 10796 142,494 Cable

TWC-TEXAS 11427 118,322 Cable

BHN 33363 115,763 cable

TWC-PACWEST 20001 92,052 Cable

COMCAST 7922 81,287 Cable

TWC-CAROLINAS 11426 79,053 Cable

TWC-NORTHEAST 11351 67,616 Cable

TWC-NYC 12271 53,692 Cable

ATT-INTERNET4 7018 45,640 Cable/Fiber

UUNET 701 27,327 DSL/Fiber

CENTURYLINK-US-LEGACY-QWEST 209 23,289 DSL/Fiber

ASN-CXA-ALL-CCI-RDC 22773 16,247 Cable

WINDSTREAM 7029 9,600 DSL/Cable/Fiber

FRONTIER-FRTR 5650 8,615 DSL/Fiber

data that was used in the study. The PowerPing tool developed in this study
was designed to employ counties as geographical units because they correspond
to the smallest geographic resolution considered by PowerOutage.us.

3.3 End-Host IP Subnets

An objective of this study was to probe as many IPv4 addresses as possible in
target counties during power outages to measure their impacts and durations.
The MaxMind database [24] that provides (approximate) geographic locations
(latitudes/longitudes) of variable-sized IP subnets worldwide was leveraged for
this purpose. ArcGIS was employed to spatially connect the location data of
each IPv4 subnet in the MaxMind database with the U.S. Census Bureau county
shapefiles to identify subnets in the counties.

The study considered 1,377,238 variable-sized subnets from MaxMind in U.S.
counties that were located in power utility service areas tracked by PowerOutage.
us. The subnets are owned by 9,441 Internet service providers identified by their
autonomous system numbers (ASNs); 44 service providers operated more than
1,000 subnets each.

Table 1 shows the top Internet service providers, dominated by large fixed
service residential service providers. This study frequently refers to the respon-
siveness of “Internet hosts” or “end-hosts.” Given the representation of Internet
service providers listed in the table, the IP addresses used as probe targets in
the study would most likely be home routers. Therefore, if they were responsive
during power outages, it was assumed that service was available at the corre-
sponding locations.
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The MaxMind dataset limitations include inaccuracies in geolocation infor-
mation, the incompleteness of the identified subnets, the use of subnet address
space by Internet service providers in multiple geographic locations and the
understanding of baseline end-host responsiveness in subnets. Additionally,
Dynamic Host Configuration Protocol (DHCP) churn, i.e., the rate at which
hosts change IP addresses, must be considered. North American Internet ser-
vice providers do not change IP addresses assigned to end-hosts as frequently
as providers elsewhere in the world; most U.S. IP addresses are consistently
assigned to the same end-hosts for at least several weeks [27]. To account for IP
subnet geographic relocation, the IP subnets from MaxMind were updated three
times during the course of the study.

4 PowerPing

The PowerPing system developed for the study has two major functions – iden-
tifying the numbers of customers without power in 2,987 U.S. counties and con-
ducting active measurements of end-hosts in counties experiencing outages and
those not experiencing outages. PowerPing was written in Python 3.6 and is
packaged in a GitHub repository for deployment on an Ubuntu 18.04 server in
a cloud-based infrastructure.

During the research, PowerPing was deployed on CloudLab nodes [8]. Cloud-
Lab is a distributed computing infrastructure deployed from data centers in
Utah, Wisconsin and South Carolina that supports experimental research.

4.1 Power Outage Identification

After a power outage occurs, several steps are taken by a power utility and
by PowerOutage.us to post information online about the outage event. The
power utility identifies the occurrence of the outage and posts the location and
number of customers affected on its website. PowerOutage.us scrapes the power
utility website, identifies the new outage and updates its website. The duration
between the occurrence of an outage and its posting on PowerOutage.us is
uncertain. However, the utility and PowerOutage.us have incentives to post
outage information as soon as possible.

PowerPing scraped the PowerOutage.us website to harvest the total num-
ber of customers tracked and the number of customers without power in each
of the 2,987 U.S. counties. Since power outages are unpredictable, other than
scheduled maintenance, data on all counties was collected in 12-min intervals
(epochs) to identify changes. The percentages of customers without power were
computed during each epoch for three categories of counties – those experiencing
outages impacting 10% or more customers, those in which outages were resolved
within four hours, and those experiencing outages impacting less than 10% of
the customers.

The start of an outage was set to the first epoch when 10% or more customers
in a county experienced an outage. An outage was considered to be resolved
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when less than 2% of the customers in a county were without power. A county
with a resolved outage was maintained as a “county of interest” for four hours
after resolution, after which the county was removed from the list of counties of
interest. The counties of interest list was maintained to accommodate situations
where Internet service was unavailable even after power was restored. The county
power outage status during each epoch was passed to the active measurement
component of PowerPing.

Three issues must be noted with regard to the outage identification com-
ponent of PowerPing. First, there were inherent delays between the start of a
power outage in a county and PowerPing’s identification of a power outage in
the county. The delays were mostly external to PowerPing – delays in utilities
identifying outages and delays in posting outage information on their public-
facing websites. However, there also were delays in PowerOutage.us posting
outage information on its website. Overall, the delays were due to automated
processes, except for situations where customers manually informed utilities of
outages. These delays are acknowledged, but it was not possible to reduce them
any further. In any case, it is posited that the impact is a modest reduction
in outage duration measurements. PowerPing was configured to employ a 12-
min interval between harvesting outage information. This interval was identified
during initial experimentation because it provided a good balance between the
load on PowerOutage.us, timeliness of outage update reporting and end-host
responsiveness probing (described in Sect. 4.2).

The second issue was that PowerOutage.us changed its format during the
research, which prevented the harvesting of outage information until the code
was adapted to process the reported outages. Future changes to PowerOutage.us
will require additional PowerPing code updates.

The third issue is that only counties with 10% or more customers with-
out power were considered. This convention was adopted for three reasons – it
improved system efficiency by limiting the number of active probes sent during
an epoch, it reduced the impact of probe traffic on the network and it helped
differentiate the impact of an outage on responsiveness versus IP response churn
for outages that affected small numbers of customers. However, there is the risk
that outages in some of the largest U.S. counties could have been excluded. Nev-
ertheless, the study identified power outages affecting 10% or more customers
in five of the ten largest counties as well as in 13 of the 20 largest counties.
End-host responsiveness measurements were performed successfully during the
power outages in all 13 counties.

4.2 Active Measurement

The active measurement components of PowerPing implement Pre-Processing
and IP address probing to assess end-host responsiveness.

Pre-processing. Efficiency was a key PowerPing design requirement due to the
frequency of probing and the large numbers of IP addresses in target areas. Cer-
tain pre-processing tasks were implemented to address these issues. The tasks
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included classifying each IP subnet by county, identifying counties with IP sub-
nets tracked by PowerOutage.us and specifying optimal system parameters for
data collection, storage and processing.

The MaxMind dataset provides the latitudes and longitudes of IP subnets.
The ArcGIS system was leveraged to associate each IP subnet with a state and
county from the U.S. Census Bureau shapefiles covering all U.S. counties. Of the
3,108 counties in the conterminous United States, 3,093 counties were identified
with subnets from MaxMind within their geographic perimeters.

During each active probe period, up to tens of megabytes of compressed
and archived data on ongoing outages and ICMP responses were collected. A
standard directory structure, file naming convention and file organization were
created for storing and processing the results of each probe period.

End-Host Responsiveness Probing. The IP probing component of Pow-
erPing was informed by prior studies that measured end-host responsive-
ness [14,20,34]. During each epoch, after U.S. counties were classified according
to their power outage status (experiencing outages, recently resolved outages or
not experiencing outages), PowerPing identified all the IP subnets in counties
with outages, all the IP subnets in counties with outages that were resolved
within four hours and all the IP subnets in a select set of counties without out-
ages. Following this, PowerPing sent probes to all the IP addresses in the selected
subnets and processed the responses. Finally, it stored the measurement and log
data.

All the targeted IP subnets in the three classes of interest were saved in a sin-
gle “allow list” file for input to ZMap. In accordance with previous research [20],
ICMP echo requests were employed as probes. Although ZMap can send probes
at a rate of up to 1 Gbps [14], tests of probe rates conducted with network
administrators determined that the highest effective rate supported without
overwhelming other network traffic was 60 packets/s. When ZMap received a
response to a probe, it recorded the responding IP address. Each iteration com-
pleted within a variable amount of time, typically five to ten minutes, depending
primarily on the numbers of probes sent during an epoch.

Using active probing to identify unresponsive end-hosts required careful con-
sideration. IP address responsiveness is a complex, moving target because end-
hosts are naturally cycled on and off the Internet as the devices to which they
are attached are moved, and their exact locations are unknown [2]. Therefore, it
was difficult to assess how many IP addresses actually existed in a county, how
many were typically responsive, how many were responsive prior to an outage,
how many were impacted by the outage and how many became responsive after
the outage was resolved. To account for these dynamic changes, the end-hosts
that responded to all the probes over one-hour each week during a non-outage
period were recorded. The corresponding IP addresses were deemed as candi-
date end-hosts for outages that occurred the same week. If, during an outage
period, a response was received from one of the IP addresses, the end-host was
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considered to be responsive; no response from the IP address led to the end-host
being deemed unresponsive.

Another issue was that the probes could be deemed unwanted or even mali-
cious because the packets were sent to IP addresses without the express consent
of the administrators. In fact, over more than one year of active probing, only
20 requests to cease the probing of specific IP addresses were received. All the
requests were accommodated using ZMap blocklists.

4.3 Deployment

Two important considerations when deploying PowerPing were the selection of
measurement vantage points and numbers of probes sent to target IP addresses.
Some previous studies have considered these issues [14,20,28,31]. In particular,
Wan et al. [46] found that scanning from two vantage points with a single probe
increased the network coverage from 95.5% to 98.3%. Additionally, sending two
probes instead of one probe increased network coverage from 95.5% to 96.9%.

PowerPing was configured to send one probe from one vantage point to each
target IP address during an epoch. This decision could result in false negative
responses, but it was made for four reasons. First, since power outages are com-
mon events, it is important to limit the impacts of PowerPing probing on the
networks. Second, severe power outages that impact wide geographic areas could
involve ten million or more end-hosts. Probing such large numbers of end-hosts
would push PowerPing up against the 12-min intervals of collection epochs; send-
ing multiple probes would certainly exceed the 12-min collection epochs. Third,
there is very little information gain from sending multiple probes instead of a
single probe; specifically, network coverage increases from 95.5% for one probe
to just 96.9% for two probes. Fourth, Wan et al. [46] observed that vantage
points located in the same country as end-hosts have marginally better coverage
than vantage points located outside the country and the study described in this
chapter only considered end-hosts in the United States.

To verify the design choices, a single server was set up at each of the three
CloudLab nodes located at the University of Wisconsin, University of Utah
and Clemson University. The servers ran PowerPing to identify power outages
and conduct active probing of IP addresses in the impacted U.S. counties. The
servers were configured with the same list of IP subnets for each county and
were employed simultaneously for one week.

During the testing, differences in the numbers of probe replies received by the
servers were observed. Experimentation with different configuration parameters
revealed that reducing the ZMap probe rate yielded consistent response rates
between the Wisconsin and Utah nodes, but the Clemson node had a consistently
lower response rate. However, reducing the ZMap probe rate would increase
the time to complete a round of sending probes and processing the responses,
limiting the number of IP addresses that could be actively probed during the
12-min epochs.

The difference in active probe network coverage between the CloudLab
servers in Wisconsin and Utah was investigated from October 16 through Octo-
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Table 2. Network coverage and percentage measurements during power outages.

Network Coverage Cumulative Percentage (Wisconsin) Cumulative Percentage (Utah)

99% 90.52% 81.24%

98% 95.66% 93.66%

97% 97.37% 95.64%

96% 97.94% 96.58%

95% 98.24% 97.56%

90% 98.69% 99.74%

ber 25, 2020. During the ten days, each server conducted 10,414 active probe
measurements during power outages in 179 counties across 37 states. Consis-
tent with the probing methodology, each server sent a single ICMP probe to
each targeted IP address. Three metrics were computed for each county dur-
ing a measurement period. These included the numbers of IP addresses that
responded to each server (Rwisc and Rutah), total numbers of discrete end-
hosts that responded to either server (Rtotal = Rwisc ∪ Rutah) and the per-
centages of end-hosts observed from each server for various network coverage
values (Cserver = (Rserver/Rtotal) × 100).

Table 2 shows the cumulative percentage measurements taken during out-
ages with indicated network coverage from vantage points at CloudLab sites in
Wisconsin and Utah from October 16 through October 25, 2020. In particu-
lar, the percentages of end-hosts observed for a network coverage of 97% were
Cwisc = 97.37% for CloudLab Wisconsin and Cutah = 95.64% for CloudLab
Utah.

Figure 1 shows the total numbers of responses to servers at CloudLab Wis-
consin and CloudLab Utah from end-hosts in target counties during power out-
ages from October 16 through October 25, 2020. Specifically, the responses to
CloudLab Wisconsin (Rwisc) versus the responses to CloudLab Utah (Rutah) are
plotted for each county for each measurement period to show the consistency
across measurements for the two servers. The results demonstrate that less than
4.36% of end-hosts would be expected to be improperly identified as unreachable
during more than 97% of measurement periods from a single vantage point. It
was posited that this was an acceptable level of uncertainty that would not bias
the results significantly because power outages are a common daily occurrence
and the study was conducted over a period of 14 months. Furthermore, given
the minor differences in response rates, employing multiple vantage points or
sending multiple probes to each end-host would be an unnecessary use of Inter-
net resources. As a result, the remaining measurements were conducted using a
single server at CloudLab Wisconsin.
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Fig. 1. Total numbers of responses from end-hosts during outages.

4.4 System Design Considerations

While end-hosts require power for operation, there are several reasons why
hosts may be reported as responsive during power outages. One reason is the
delays between outage occurrences and outage reports on PowerOutage.us. Since
most power outages are short-lived, they may have already been resolved before
they were recognized by PowerPing. Also, the reported numbers of customers
affected may not accurately reflect the actual numbers and locations of cus-
tomers impacted by power outages. For some outages, it was observed that
power companies do not update the numbers of customers impacted frequently
enough. Instances were routinely observed where the numbers of reported cus-
tomers with outages did not change, but PowerPing probes had varying response
rates. In these instances, the numbers of end-hosts responding to probes may
provide more accurate indicators of the numbers of customers without power.

Another reason is that most U.S. counties have multiple power utilities.
Although PowerPing determined the number and percentage of customers with-
out power at a given time in a county, it did not distinguish between cus-
tomers served by different utility providers. Additionally, it was not possible to
match individual IP addresses to the utilities that provided power to customers.
Active measurements were limited to IP subnets located in counties experiencing
power outages, but it was not possible to ascertain that the probed IP addresses
belonged to customers impacted by the outages.

Finally, some customers may have used backup power devices such as unin-
terruptible power supplies for their Internet routers. Internet service providers
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also maintain redundant power devices and/or backup generators for their net-
work equipment. When customers and Internet service providers utilize backup
power during outages, the end-hosts may maintain Internet connectivity during
power outages.

While the factors discussed in this section lead to measurement uncertainty,
it can be argued that the findings are statistically meaningful because power
outages are common events and measurements were collected and analyzed over
14 months. During this time, more than 330,000 outages in 2,495 counties across
48 states were posted on PowerOutage.us. Also, by focusing on about 14,000
outages impacting 10% or more customers in counties, nearly all the events with
the factors discussed in this section were eliminated. As a result, the negative
impact on the findings of this study is expected to be minimal.

5 Results

This section presents the study results that include the characteristics of end-
host responsiveness in the absence of power outages (baseline), characteristics
of power outages and characteristics of end-host responsiveness during power
outages.

5.1 Baseline End-Host Responsiveness

Establishing a baseline of end-host responsiveness in the absence of outages for
each U.S. county was essential to the study. The baseline indicates the number
of IP addresses as well as the specific IP addresses in each county expected
to respond to PowerPing probes. The baseline is employed in the impact and
recovery analyses discussed in Sect. 5.3.

The possibility of using existing datasets to identify live end-hosts in sub-
nets was considered. One measurement dataset provides an “IP address space
hitlist” upon selecting a single IP address for any /24 subnet to represent all
the end-hosts in the subnet [1]. Another dataset provides responsiveness data
for hosts running specific services such as HTTP, HTTPS and SSH, but it only
collects measurements once a day and does not test responsiveness using ICMP
probes [4]. Although these datasets are useful for understanding Internet char-
acteristics at the network subnet and service levels, baseline data was collected
during the study due to its focus on individual end-host responsiveness.

Baseline measurements were performed periodically to quantify the respon-
siveness of end-hosts in each county during non-outage periods. A separate server
was set up in the same CloudLab site as the PowerPing server. ZMap was used
with the same configuration as the PowerPing server to periodically probe all
the IP addresses in each county every ten minutes during a 24-h period. In order
to complete probing rounds within ten minutes at a rate of 60,000 packets/s, all
the subnets in 100 to 150 counties were selected for probing in each 24-h period.
The measurement campaign was conducted for all the counties in the study from
August 21 through October 9, 2020.
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Fig. 2. Cumulative distribution of responsive end-hosts (no outages).

The probing campaign during non-outage periods revealed that the response
rate was relatively low in most counties. In an average county, 18.6% of the IP
addresses from MaxMind responded to probes. Figure 2 shows the cumulative
distribution of the percentages of responsive end-hosts from all the targeted IP
addresses in each county during non-outage periods. This is the distribution
of responses expected to be received from all the IP addresses in MaxMind.
Despite the low response rate, more than 100,000 end-hosts in 183 counties (6%
of counties) responded, more than 10,000 end-hosts in 911 counties (29% of
counties) responded and more than 1,000 end-hosts in 2,171 counties (70% of
counties) responded.

Figure 3 shows a plot of county population from the U.S. Census Bureau
versus the number of expected responses from end-hosts for each county during
non-outage periods. As expected, the most responses were received from coun-
ties with the largest populations: Los Angeles County, California (3.4 million),
Cook County, Illinois (1.5 million) and Maricopa County, Arizona (1.2 million).
However, the counties with the largest fractions of responses were not associated
with the largest metropolitan areas.

Figure 4 (left) shows the distribution of IP addresses in MaxMind by county.
Figure 4 (center) shows the numbers of end-host ping responses received. Figure 4
(right) shows the percentages of hosts in MaxMind that responded to target
pings.

The numbers of responses received from the counties were consistent over the
24-h measurement periods. ZMap was configured to send one probe to each tar-
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Fig. 3. County population versus expected end-host responses (no outages).

Fig. 4. Geographic distribution of responses by county (no outages).

geted IP address. For this configuration, the ZMap authors measured a 2% single
packet loss rate [14]. Figure 5 shows the cumulative distribution of the percent-
age differences between the maximum and minimum numbers of responses from
counties without power outages over the 24-h measurement periods. In 2,766 of
2,987 targeted counties, a difference of 10% or less was measured in the max-
imum number of responses compared with the minimum number of responses.
The differences were less than 2% in 1,391 counties. Diurnal variations in the
numbers of responses were not observed.

The baseline of IP address responsiveness was re-evaluated by selecting a
uniform random sample of subnets from each county and conducting an addi-
tional measurement campaign over a one-month period from March 13 to April
13, 2021. Three to five subnets were selected from the MaxMind dataset for each
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Fig. 5. Distribution of percentage differences in max-min responses (no outages).

county. ZMap was configured to send one ICMP probe to every IP address in
the selected subnets every 12 min.

The results obtained during the week of March 14, 2021 were typical of
those seen during the additional measurement campaign. During that week, 2,709
counties did not have any power outages that impacted 10% or more customers
and 840 active polling iterations were conducted. Although only 5.8% of the
end-hosts responding to at least one probe responded to every probe that week,
as many as 76.2% of the end-hosts responded to 99% of the probes and 91.3%
of end-hosts responded to at least 90% of the probes. Only 7.3% of end-hosts
responded to less than 80% of the probes over the entire week. These results
indicate consistently high responsiveness levels from IP addresses during non-
outage periods.

5.2 Power Outage Characteristics

Power outages are relatively common occurrences and most outages follow dis-
tinct cycles. An outage begins with an event that interrupts normal service.
Power utilities identify several events that cause outages, the most common
being severe weather and motor vehicle accidents. Other events include equip-
ment failures, wildlife interference, high demand, damage from construction work
and maintenance [3,10]. An outage is detected by a utility via automated means
or customer reports. The utility then deploys the necessary assets to restore
power. The outage may be resolved simultaneously for all impacted customers
or it may be resolved incrementally for groups of customers.
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Fig. 6. Power outages detected during measurement epochs over one week.

Most power companies maintain online trackers of known power outages.
The online trackers are updated after outages are detected. Additional updates
to outages track changing conditions on the ground. Complete resolution of an
outage may not be updated on the tracker at the same time there is resolution
on the ground.

Figure 6 shows the number of power outages detected in each measurement
epoch during the week of April 25, 2021. As shown in the figure, power outages
in the United States typically have a strong diurnal pattern. Most outages occur
during the early afternoon. A steady increase in the number of reported power
outages is seen from early morning until early afternoon. From early afternoon
to late evening, a steady decrease is seen in the number of reported outages. The
fewest outages occur late at night. This is consistent with previous observations
that the majority of power outages are caused by maintenance or operational
disturbances, which are more likely to occur during business hours [21]. During
the study, fewer power outages were observed on weekends and major holidays.
Typically, there were about 50 power outage events per day across the 48 con-
terminous states that impacted 10% or more customers in a county.

Most outages were short lived – 80% were resolved in under one hour and
90% were resolved in under two hours. A small number of long-duration outages
pushed the average outage duration to just under two hours. Figure 7 shows the
cumulative distributions of outage durations during each week from September
27 to October 18, 2020. Each outage duration was computed from the time of
first report on PowerOutage.us to the time the outage was removed from the
site.
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Fig. 7. Cumulative distributions of outage durations over a four-week period.

While the number of power outages follows a consistent diurnal pattern, the
study revealed that during most weeks there were strikingly different patterns
in the numbers of impacted customers. Figure 8 plots the numbers of customers
without power in large counties (top plot), medium counties (middle plot) and
small counties (bottom plot) during the week of April 25, 2021. As expected,
counties with the largest populations had the most customers without power.
The sharp spike in the number of customers without power on the night of April
30, 2021 was due to strong winds and rain that caused power outages along the
East Coast [9]. During the study, numerous instances of spikes in the numbers
of impacted customers were observed that did not follow diurnal patterns. Also,
many counties had small numbers of customers without power (typically fewer
than 10) during most probing epochs.

In summary, the study revealed that power outages follow strong diurnal
patterns, with most outages occurring on weekday afternoons. Nearly all out-
ages are resolved within an hour. Additionally, the daily numbers of impacted
customers have more variations than the daily numbers of outages.

5.3 End-Host Responsiveness During Outages

Two key metrics were identified to assess the impacts of power outages on end-
host responsiveness. The first metric is impacts – the percentages of end-host IP
addresses (versus the background response rates for counties) that are unrespon-
sive to probes during a power outage. The second is durations – the lengths of



80 S. Anderson et al.

Fig. 8. Customers without power in large, medium and small counties.

time end-host IP addresses in counties are unresponsive during and after power
outages.

As far as impacts are concerned, the study revealed that most power outages
affect fewer than 1,000 end-hosts. Figure 9 shows the distributions of the numbers
of unresponsive end-hosts in counties experiencing power outages for four typical
weeks during the study. In most weeks, 80% of the outages affected less than
1,000 end-hosts. The week of October 4, 2020 is a clear outlier. The reason was
Hurricane Delta, which struck the Gulf Coast on October 9, 2020, leading to
power outages and large numbers of unresponsive end-hosts [33].

A positive correlation was observed between the aggregate numbers of cus-
tomers without power and aggregate numbers of unresponsive end-hosts during
power outages across all counties during each measurement epoch. Specifically,
Fig. 10 shows the scatter plot for total customers without power versus total
unresponsive end-hosts from February through July 2021 with a correlation
R2 = 0.99. However, the correlation results are skewed by the Texas power
outages that occurred over four days in February 2021 and impacted up to 4.5
million customers [38].

On shorter timescales (month-long periods), R2 correlations ranging from
0.19 (April 2021) to 0.99 (February 2021) were obtained. For comparison, a
correlation R2 = 0.76 over the same six-month period was obtained when the
week of the Texas power outages was excluded. Figure 11 shows the numbers of
customers without power (lighter shade) versus numbers of unresponsive end-
hosts (darker shade) in counties with major power outages during the week of
April 25, 2021. The graph shows an example of temporal variations across all the
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Fig. 9. Cumulative distributions of unresponsive end-hosts in counties.

Fig. 10. Customers without power versus unresponsive end-hosts.
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Fig. 11. Customers without power and unresponsive end-hosts (major outages).

major power outages during that week. The number of customers without power
corresponds closely with number of unresponsive end-hosts, with the exception
of May 1, 2021 due to the Texas power outages.

Unlike at the national aggregate level, it was observed that power outages at
the county level often impacted customers without affecting the responsiveness of
end-hosts. Across all the power outages from February to July 2021, a correlation
R2 = 0.66 was computed for the numbers of customers without power in counties
versus the numbers of unresponsive hosts in the corresponding counties. For
example, over the week of April 25, 2021, 118 power outages were observed
to have increased end-host unresponsiveness during the outages and 98 power
outages were observed to have no increase in end-host unresponsiveness.

At the county level, distinct patterns were observed when comparing the
percentages of customers without power with the percentages of unresponsive
end-hosts. The patterns were placed in four outage classification categories:

– Category 1: The percentages of unresponsive end-hosts roughly follow the
percentages of customers without power throughout the outages.

– Category 2: The percentages of unresponsive end-hosts remain largely
unchanged throughout the outages.

– Category 3: The percentages of unresponsive end-hosts change smoothly
during the collection periods throughout the outages whereas the percent-
ages of customers without power remain constant or undergo frequent large
changes.

– Category 4: The percentages of unresponsive end-hosts diverge considerably
from the percentages of customers without power.
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(a) Dawson County, Montana. (b) Barbour County, Alabama.

Fig. 12. Category 1 power outages.

The four categories of power outages and their frequencies of occurrence are
discussed in the remainder of this section.

Figure 12 compares the percentages of customers without power against the
percentages of unresponsive end-hosts when the unresponsive end-hosts closely
track customers without power. Specifically, it presents data for two Category 1
outages in Dawson County, Montana on April 5, 2021 and in Barbour, Alabama
on May 5, 2021. As the percentage of customers without power in a county
increases, the percentage of unresponsive end-hosts increases, and vice versa.
This behavior was observed in geographically-distinct areas for counties of var-
ious sizes (by area and population) for outages of varying durations and inten-
sities, as well as for counties with different numbers of subnets and expected
numbers of end-hosts that respond to active probing.

Figure 13 shows the behaviors of Category 2, 3 and 4 power outages that do
not align with the intuitive behavior of Category 1 power outages. Figures 13(a)
and (b) present data for Category 2 outages in Forest County, Wisconsin on
March 6, 2021 and in Camp County, Texas on March 15, 2021. In the Forest
County outage, the percentage of customers without power decreased smoothly
from about 15% to 5% over about one hour, but the percentage of unresponsive
end-hosts did not vary during or after the outage. Similar behavior is seen in the
Camp County outage, where two different outages impacted almost 40% of the
power utility customers. However, no effects on the responsiveness of end-hosts
were measured during either outage.

Figures 13(c) and (d) present data for Category 3 outages in McDonald
County, Missouri on May 6, 2021 and in Lake County, Michigan on June 18,
2021 where the percentages of customers without power stayed almost constant
throughout the outages, but the percentages of unresponsive end-hosts varied.
The McDonald County outage shown in Fig. 13(c) lasted about ten hours with a
constant 18% of customers without power. Towards the beginning of the outage,
approximately 12% of end-hosts were unresponsive; the percentage of unrespon-
sive end-hosts decreased to about 5% approximately two hours into the out-
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(a) Forest County, Wisconsin. (b) Camp County, Texas.

(c) McDonald County, Missouri. (d) Lake County, Michigan.

(e) Carroll County, Mississippi. (f) Seminole County, Oklahoma.

Fig. 13. Category 2, 3 and 4 power outages.

age, remained near-constant for three hours and then decreased slowly over the
remaining five hours of the outage. After the outage was resolved, a consistent
percentage of unresponsive end-hosts remained.
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Table 3. Occurrences of the four categories of outages in March 2021.

Category Outages Percentage

1 402 38.8%

2 423 40.8%

3 34 3.3%

4 177 17.1%

The Lake County outage in Fig. 13(d) was similar to the McDonald County
outage, but it impacted an increasing number of end-hosts from 20% gradually
up to nearly 30% at the end of the outage. When the outage was reported
as resolved, an immediate drop in the percentage of unresponsive end-hosts
occurred. In both the Category 2 situations, it is surmised that active probing
was a better predictor of customers with outages than what was reported by the
utilities. However, as shown in Table 3, Category 3 outages are the least common
of the four categories of outages.

Figures 13(e) and (f) present data for Category 4 outages in Carroll County,
Mississippi on February 18, 2021 and in Seminole County, Oklahoma on May
17, 2021 where the percentages of customers without power and the percentages
of unresponsive end-hosts varied differently, but the metric that most accurately
describes the ground situation could not be established definitively. The Carroll
County outage had a slowly-changing percentage of customers without power,
ranging from hours with a consistent percentage of customers without power,
which increased or decreased in distinct steps from 5% to 20% of customers
without power. In contrast, the percentage of unresponsive end-hosts rose and
fell in two distinct hills that peaked at 5 am and 2 pm.

The Seminole County Category 4 outage in Fig. 13(f) lasted approximately
three hours during which the percentage of customers without power slowly rose
to almost 30% and then dropped distinctly to less than 10% of customers without
power towards the end of the outage. The percentage of unresponsive hosts con-
veys a different story. A peak of nearly 10% of unresponsive end-hosts occurred
at the beginning of the outage, which dropped steadily over the duration of the
outage until nearly all the end-hosts became responsive at outage resolution.

To quantify the frequencies of occurrence of the four categories of outages,
measurements were conducted for all the outages in all the counties during the
month of March 2021. Table 3 lists the occurrences of the four categories of
outages during the month of March 2021. Category 1 and 2 outages were most
common whereas Category 3 were rare. Although this could not be confirmed,
it appears that Category 2 outages are manifested when backup power at the
Internet service providers and customer locations helps maintain connectivity
during power outages.

The durations of end-host unresponsiveness were also computed during and
after power outages. It was determined that more than 80% of end-hosts became
responsive to active probing within one hour of power outage resolution and 90%
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recovered within two hours. For several long power outages where power was
restored to customers incrementally over hours or days, similar increases in the
numbers of responsive end-hosts were observed as power was restored.

In summary, the study revealed that most power outages impact the respon-
siveness of less than 1,000 end-hosts. In aggregate, the numbers of unresponsive
end-hosts are closely correlated with the numbers of customers without power.
However, the correlation is not as strong at the county level. Additionally, unre-
sponsive end-hosts typically became responsive within two hours of outage res-
olution.

6 Maintaining Communications During Outages

The study results reveal that power outages are frequent events and often last less
than two hours. A natural question is whether or not it is possible for customers
to maintain Internet connectivity during power outages.

In order to maintain Internet connectivity, three types of devices or equip-
ment must have alternate power sources: end-host devices (computers, tele-
visions and smartphones), home network equipment (modems and routers)
and Internet service provider network equipment. Disruptions of one or more
device/equipment types would result in disruptions of Internet connectivity.

Some customer devices, such as laptops and smartphones, have batteries that
provide hours of service during power outages. Other customer devices, such as
printers, game consoles, smart speakers and televisions, do not. Customers may
install their own battery backups for many of these devices.

At this time, no U.S. Government regulations require customer devices and
network equipment to have built-in battery backups. However, situations arise
where voice (telephone) service continues during power outages while Internet
service is lost. This can occur when customer modems and routers have battery
backups. Some models provide battery backup for voice service but not Internet
service. Customers may take steps to ensure uninterrupted Internet connectiv-
ity by installing batteries internal to devices when the options are available or
by plugging modems/routers into uninterruptible power supplies. Less common
customer solutions involve the installation of residence-level batteries, power
generators or solar panels.

Private communication with Internet service providers via nanog.org
revealed that it is standard practice to deploy various levels of backup power
for their equipment. These include battery backups that provide uninterrupted
service for short-term outages and backup power generators at their aggrega-
tion centers and points of presence. Additionally, Internet service providers may
provide short-term (several hours) battery backups for local nodes in residential
neighborhoods.

Interruption of power supply to devices or equipment at any of the levels
would interrupt Internet service. The disruptions would be inconvenient (e.g.,
loss of access to online gaming and streaming video), problematic (e.g., inability
to conduct online banking, shopping and business communications) or critical



Impacts of Power Outages on Internet Hosts in the United States 87

(e.g., disrupting access to emergency communications services, news and weather
reports and medical devices that require Internet access) [18]. Given the ubiquity
of laptops and other consumer devices with batteries, the study findings suggest
that the availability of backup power for network devices is not geographically
uniform across the United States and end-host connectivity during power outages
could be improved with backup power for network devices at Internet service
providers as well as at customer residences.

7 Future Work

This empirical study has clarified the relationships existing between power out-
ages and availability of Internet service to end-hosts in the United States. Sev-
eral opportunities are available for future research. The PowerPing system may
be deployed in other geographic areas to assess regional variations in end-host
responsiveness. However, the challenge to an expanded geographic scope is that
power outage information is not always reported accurately or in a timely man-
ner.

The study indicates that power utilities may not always update outage sta-
tus in a timely manner. However, given the correlations existing between power
outages and Internet service outages, active measurements of end-host service
availability is an alternative to obtain more accurate pictures of the prevalence
and extent of power outages. This approach would require ground truth power
outage data from a source such as PowerOutage.us and a careful probing strat-
egy that minimizes network impact.

Important next steps are conducting similar studies for cellular service inter-
ruptions during power outages and to include end-hosts with IPv6 addresses.
One challenge is that PowerPing could not be directly adapted to these stud-
ies. In fact, different techniques and tools would be required to measure outages
involving these technologies.

This study has focused on the complete loss of power, but it is important to
consider situations where power utilities reduce electricity supply to customers.
One type of situation is brownouts, which occur when electricity demand exceeds
generation capacity. This study did not measure periods of power brownouts.
With an adequate real-time dataset on brownouts, it would be worthwhile eval-
uate the impacts of brownouts on Internet service.

8 Conclusions

This chapter describes an empirical study on how power outages impact Inter-
net service availability to end-hosts. The PowerPing system was developed to
monitor active power outages in the conterminous United States and probe end-
hosts in IPv4 subnets geolocated in counties with power outages. During the 14-
month study period, more than 330,000 power outages were monitored, including
almost 14,000 outages – approximately 50 outages per day – that impacted 10%
or more customers in U.S. counties. Most power outages were observed to last
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less than two hours. In the aggregate, a strong correlation was determined to
exist between power outage impact and duration and end-host responsiveness;
however, the correlations were found to be weak at the county level. The find-
ings highlight the diverse impacts on Internet connectivity at the county level.
The results suggest that providing improved backup power sources for network
devices, especially for modems and routers in customer residences, may be ade-
quate for end-hosts to maintain uninterrupted Internet service during typical
power outages.

All the code and data described in this chapter are available to the research
community upon request. The views and conclusions in this chapter are those
of the authors and should not be interpreted as necessarily representing the
official policies or endorsements, expressed or implied, of the National Science
Foundation or the U.S. Government.
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Abstract. Data provenance describes the origins of a digital object.
This information is particularly useful when analyzing distributed work-
flows because extant tools, such as debuggers and application profilers,
do not support tracing through heterogeneous executions that span mul-
tiple hosts. In a decentralized system, each host maintains the author-
itative record of its own activity in the form of a dependency graph.
Reconstructing the provenance of an object may involve the assembly of
subgraphs from multiple, independently-administered hosts. The collec-
tion of host-specific dependencies coupled with cross-host flows comprise
the whole-network provenance, which can grow to terabytes for a small
network.

Critical infrastructure assets face constant attacks and despite best
efforts, some attacks, such as those leveraging zero-day exploits, succeed.
Whole-network provenance has become a common basis for post-attack
forensic analyses with the creation of DARPA’s Transparent Comput-
ing Program. This chapter describes and analyzes aspects of distributed
querying, caching and response discrepancy detection used in forensic
analyses that are specific to provenance.

Keywords: Distributed Provenance · Data Provenance · Discrepancy
Detection

1 Introduction

Provenance collection and analysis are useful for studying distributed applica-
tions. These applications may coordinate workflows across multiple intercon-
nected hosts and combine the results [19]. This is important for consortia of
institutions that share data and resources for large-scale tasks such as Tera-
Grid [3] and XSEDE [20]. Provenance metadata from these systems may span
multiple administrative domains. These records collected from a single host are
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termed whole-system provenance [17]. “Whole-network provenance” is defined
as metadata that describes the relationships between whole-system provenance
on individual hosts coupled with the set of distributed data flows connecting
processes on the hosts.

Whole-network provenance became a common basis for detecting stealthy
advanced persistent threats with the creation of DARPA’s Transparent Com-
puting Program [5]. Critical infrastructure assets in the form of network-facing
services, such as access to code repositories and domain name resolution, may
come under attack. Despite best efforts to secure critical infrastructure assets,
attacks often succeed and subsequent forensic analyses are of utmost importance
to identify the attack vectors and the scopes of the attacks. One aspect of foren-
sic analysis involves querying provenance agents on hosts in a distributed system
such as an enterprise or government organization. Systems that collect and ana-
lyze whole-network provenance are now being deployed at scale. For example,
DISTDET has been installed on more than 22,000 hosts at over 50 industrial
customers [6].

In these settings, individual hosts can send queries to other hosts to obtain
the full provenance data of an item such as a file downloaded from a remote host.
In a decentralized querying approach, each host receives responses from remote
hosts to its own queries, but also forwards responses to queries from other hosts
as well. Any subset of these responses can be stored in local storage to build
a host cache. When a network is too slow or expensive, the host may run a
provenance query on its own cache to obtain a preliminary query result.

Provenance metadata collected from remote hosts is not necessarily reliable
and trustworthy. Some hosts may have buggy software, some may send outdated
data, some may suffer from network fluctuations and some may be malicious.
Provenance discrepancy is defined as the difference between truthful provenance
and a response received by the querying or intermediate host. Since provenance
is a record of the history of computation, the later metadata from a host can
have more elements and relationships between the elements than before, but not
less. This “append-only” nature of provenance metadata is leveraged to detect
and report a discrepancy whenever a query response is missing an element from
the previously-known provenance metadata in the cache.

The ability to detect discrepancies from missing graph elements is important
in several real-world applications. Four example scenarios include a product fail-
ure that exposes a company to legal liabilities in case of forensic analysis, a legal
battle over patent infringement by a company to deny prior possession of ref-
erences, an accident as a result of a computational error, and a claim of credit
for a discovery after learning about a competitor’s result [8]. These scenarios
motivate the alteration of provenance data after an incident has occurred. Data
modifications manifest themselves as deletions of old elements and insertions of
new elements, which cause discrepancies in provenance data.
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2 Background

The open-source SPADE middleware [12] is employed in this study. SPADE
supports a number of operating systems for provenance management. In par-
ticular, it supports the use of the Linux Audit framework as a source to derive
whole-system provenance [17]. However, the ideas in this research apply to any
provenance management framework that supports decentralized operation.

A provenance graph G(V,E) contains a set of vertices V and a set of edges
E, where edges in E connect vertices in V . Each vertex v ∈ V corresponds to
an agent, process or artifact that is the subject or object of an operation. Each
vertex is characterized by a unique key-value set of annotations A(v): A(v) =
{a1, a2, . . . , an} where ai = 〈keyi : valuei〉. For example, a vertex representing
an operating system process would contain annotations such as 〈pid : 2〉, 〈user :
root〉, 〈time : 1345012〉. The annotation set is unique because there is only one
process with a certain pid at a given time. Hence, to uniquely identify vertex
v with a single attribute, a content-based hash identifier idv is constructed by
hashing the concatenation of all the key-value pairs: idv = hash(a1 ‖ a2 ‖ · · · ‖
an).

Note that any change to a key-value pair results in changing the vertex to
a different vertex. For example, if a malicious host changes the time in vertex
v = {pid : 2, time : t1} to {pid : 2, time : t2}, then the hash identifier would
change and v would become a different vertex v′ = {pid : 2, time : t2} and the
provenance graph G(V,E) would change to G(V ′, E) where V ′ = V \ {v}∪{v′}.

An edge in E is an operation on a pair of vertices and corresponds to a
directed edge between them, specifying a data dependency. For example, a sys-
tem read() call results in an edge from a process vertex to a file vertex and
contains annotations such as 〈size : 1024〉, 〈time : 1345121〉. Each edge e ∈ E
is defined by the two vertices, X and Y , on which it is incident, and a set
of annotations A(e): e = {X,Y,A(e)}. Each edge is uniquely identified by a
content-based identifier ide by hashing the concatenation of the identifiers of
the incident vertices idX and idY and the elements of the annotation set A(e):
ide = hash(idX ‖ idY ‖ a1 ‖ a2 ‖ · · · ‖ an). As with a change to a vertex, any
change to an annotation in A(e) results in changing the edge by deleting the
original edge and adding a new edge to E.

3 Whole-Network Provenance

Whole-network provenance is formally defined as the metadata that describes the
intra-host whole-system provenance of each host in the network coupled with the
inter-host flows between pairs of hosts. Using whole-network provenance graphs,
the provenance of an object can be reconstructed by starting from one host and
tracking back through other relevant hosts.

The provenance graph on a host Hi is defined as GHi
= (VHi

, EHi
). The

inter-host flow created between two hosts Hi and Hj is given by the tuple of
network artifacts connecting them:

Fi,j = (ni, nj) : ni ∈ GHi
, nj ∈ GHj

, i �= j, ni = nj
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where ni is the network artifact vertex on host Hi.
The whole-network provenance graph is defined as:

Gnetwork =
⋃

i

GHi
∪

⋃

i,j,i �=j

Fi,j

where Hi is a host on the network and Fi,j is a flow between two hosts Hi and
Hj on the network.

In a centralized strategy, each host uploads its own provenance metadata
periodically to a single repository that handles all provenance queries. This app-
roach simplifies the coordination between hosts, but suffers from three limita-
tions. First, all hosts in a network are required to periodically send all their
provenance metadata to the central repository, although other hosts may not
need much of it. Second, the central repository may become a performance bot-
tleneck, especially in terms of bandwidth because simultaneous uploads from
multiple hosts may render it unavailable for processing queries. Third, the reli-
ability of the entire system decreases because the central repository becomes a
single point of failure. Note that a data integrity compromise at the repository
can affect the provenance metadata of the entire network.

The proposed approach employs a decentralized, peer-to-peer architecture.
Each connected host in the network is independently responsible for collecting
and storing its own metadata. Individual hosts can completely satisfy all local
queries. They may also collect provenance metadata by querying other hosts in
the network. The querying host then combines all the responses from the remote
hosts.

This mechanism provides a scalable approach for whole-network provenance
collection because it does not have the aforementioned limitations of a centralized
approach. The mechanism also has four benefits. First, less resources are required
per host – no single host is required to have sufficient resources to maintain
complete copies of provenance from all hosts. Second, there is no wasted data
transfer – all the transferred data is necessary to respond to specific queries.
Third, there is resilience to network fluctuations – individual hosts can use their
own caches to answer queries in the case of network instability. Fourth, individual
hosts have the freedom to implement their own data management policies, such
as the database to use and the retention period of archival copies.

At the heart of this decentralized metadata collection is a construct called the
network artifact [9,12]. Its key property is that it can be constructed without any
explicit coordination at independent endpoints. In the context of a distributed
system, a pair of network artifacts indicates a data flow between two hosts.
For operating system provenance, network artifacts are constructed using the
IP addresses and ports of the endpoints, combined with the times when the
connections were established.

4 Distributed Querying

In a distributed, decentralized environment, the host that originates a query is
responsible for collecting its responses. After resolving the query locally, the host
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contacts remote hosts through network artifacts that subsequently return their
results and contact other hosts if required. The responses are stitched together
at the originating host to create a single connected provenance graph. This
approach enables remote hosts located the same distance away in the network
to be contacted in parallel. Thus, the distributed querying time increases linearly
with the height of the network topology tree regardless of the number of remote
hosts.

A provenance management system that operates in a distributed environment
may collect provenance metadata across several hosts. Two of the most common
operations in collecting provenance are lineage and path queries. The lineage of
an item traces its past (ancestors) or future impact (descendants). The response
to a lineage query is a directed graph. Lineage queries are sent with a maximum
depth d to limit the retrieved provenance because the size of a provenance graph
could grow rapidly over multiple hosts.

To formally define a lineage ancestor query from a vertex v for depth d, it is
necessary to first define the parent graph of v: GP (v) = (P,E), where P is a set
of vertices such that ∀p ∈ P , an edge e ∈ E exists and e = (v, p). The lineage of
v is given by:

l(v, d) = GP (v) ∪ l(p, d − 1) ∀p ∈ P

l(v, 0) = v

The response to a lineage query is always a connected graph in which the
directions of edges represent the information flow. Thus, given a graph Gresponse

sent in response to a lineage query q from vertex v, ∀u ∈ Gresponse, a path exists
between any two vertices:

∃ u � v (descendant query)
∃ v � u (ancestor query)

Also, ∀e = (x, y) ∈ Gresponse:

x, y ∈ Gresponse ∧ ∃ y � v (descendant query)
x, y ∈ Gresponse ∧ ∃ v � x (ancestor query)

A path query requests the provenance between two objects. Its response is
a set of chains from one element to another. The response to a path query is
constructed by finding the intersection of lineage ancestor queries from the sink
and lineage descendant queries from the source when obtaining all the paths
from a particular source to a sink.

When a host needs to see the history of an artifact (e.g., downloaded file)
– specifically, where the artifact originated and when and how it was changed
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before arriving at the host – the host may send a lineage ancestors query to its
upstream hosts. The term query host refers to the host from which the lineage
inquiry originates.

Fig. 1. Interconnected hosts querying provenance in a distributed manner.

Figure 1 shows a network of three interconnected hosts where H2 is the query
host, H1 is the intermediate host and H0 is the source host. In this case, H2

wishes to find the lineage of file f2 on H2 and learns that the file was downloaded
from H1. H2 becomes the query host and sends query1 to the upstream host H1

requesting for provenance metadata of file f2. H1 observes that the provenance
of f2 on H1 continues to H0. This could happen in one of two cases – f2 could
have been downloaded from H0 or the process that modified f2 could have been
involved in a network connection between H1 and H0. At this point, H1 becomes
the intermediate host and sends query2 to the next upstream host H0 requesting
the provenance metadata of file f2. If f2 originated from H0, then H0 is the source
host and it responds with result0.

The origin and type of a query implicitly define whether one host is upstream
or downstream of another. When a query is performed at H2 about metadata
that originated from H1, H1 is upstream of H2 in the context of a lineage ances-
tors query (and its response). Similarly, H2 is downstream of H1 in this context.

However, the converse holds for a lineage descendants query. Specifically, if
the query is targeted at host H1 about metadata that flowed from the host
to H2, then H2 would be upstream of H1. Of course, the same pair of hosts
could be upstream of each other in the context of different queries. In the rest
of this chapter, lineage query is used as shorthand for a lineage ancestors query
or a lineage descendants query, where the precise meaning is determined by the
context.

5 Caching

It is assumed that each host manages its own cache of provenance metadata
from remote hosts. Using cached data to save bandwidth and reduce latency is
a common practice in distributed systems. Provenance metadata benefits from
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Fig. 2. Cache containing responses to two queries with partial overlap.

similar approaches [11]. When a host receives a response from an upstream host
– as a querying host or intermediate host – the host adds the response to its
cache. Each response is stored as a directed graph, so the cache is essentially a
set of directed graphs.

When a host has a lineage or path query that involves remote hosts, the
cache can be also used to obtain a (potentially outdated) local response when
communications between the network and other hosts are not reliable or too
expensive, and also when low latency is more important than freshness. This
cache is denoted as Gcache because it contains provenance graphs created from
previously-received query responses from other hosts.

Figure 2 shows an example graph cache containing two previously-received
query responses, Graphi and Graphj . The shaded vertices and edges are shared
by both graphs and stored only once to save memory. When the response to a
query overlaps with the existing cache (even if the query is sent for the first time),
the Gcache of the host is used to detect discrepancies. The cache has pointers to
all the vertices and edges in the graphs it contains. This enables searches of the
union of all the graphs in the cache.

Merging a new response Gresponse with the existing cache Gcache without
redundancy starts by identifying the intersection of sets Gcache and Gresponse.
One approach for computing Gcache ∩ Gresponse is to construct a bijection
between the graphs using McKay’s algorithm [15]. However, this requires the
construction of a canonical form that requires O(2n) time, where n = |Gcache ∪
Gresponse|. Therefore, an alternative approach that leverages provenance meta-
data represented as a property graph is employed.

All vertices and edges have content-based identifiers as described in Sect. 2.
Specifically, the identifier of a vertex is computed by hashing the catenation
of the sorted set of annotations associated with the vertex. In the case of an
edge, the hash takes as input the identifiers of the two endpoint vertices and
the annotations associated with the edge; the resulting hash is the identifier of
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Fig. 3. Impact of response size on merging time in the graph cache.

the edge. In this setting, the problem is reduced to sorting the identifiers of the
vertices and edges of each graph. The intersection of the two graphs contains the
elements present in both sorted sets. The operations can be performed in linear
time by traversing the two sorted sets in lockstep.

Figure 3 shows the linear relation between response size and time taken to
merge responses into a fixed-size cache for varying cache sizes (numbers of ver-
tices and edges). This is significant because larger cache sizes do not increase
the merge time significantly.

Figure 4 shows the querying and discrepancy detection workflow. The ana-
lyzer module in host H2 acts as a query manager:

– The analyzer module receives a query from a user, sends it to the local query
module and receives the response Glocal.

– If the local query module indicates that a remote host needs to be consulted,
the analyzer prepares a remote query and sends it to H1, which responds with
a provenance graph Gresponse.

– The analyzer checks the signature of Gresponse. If the signature is valid, it
forwards Gresponse to the discrepancy checker, which returns the discrepancy
count dc.

– If the discrepancy dc is zero, Gresponse is added to the graph cache Gcache and
is shown to the user along with Glocal. Otherwise, the discrepancy checker
reports dc to the analyzer. It is important to note that the discrepancy count
is proportional to the number of different discrepancies detected.

5.1 Eviction Policy

The cumulative metadata can grow very large in an environment when whole-
network provenance is being collected, For example, during the DARPA Trans-
parent Computing engagements [5], terabytes of provenance records were col-
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Fig. 4. Querying and discrepancy detection workflow.

lected from a small network. If all provenance queries are resolved across a dis-
tributed system and their responses are cached at the intermediate and original
querying hosts, the metadata would increase monotonically with a large storage
overhead.

One way to keep the cache size from growing arbitrarily is to implement an
eviction policy. Such a policy can be framed at the granularity of individual
graph elements, similar to previous approaches for distributed provenance cache
management [10]. However, this leads to two shortcomings. First, if individual
vertices and edges are removed from a provenance graph, the graph may become
disconnected. This would violate the property that a provenance graph obtained
from a lineage query is a single, connected graph (as described in Sect. 4). Second,
evicting an element from the intersection of a new response and previously-
cached responses is indistinguishable from the case where the response contains
a discrepancy.

If an old response G exists such that G ⊂ Gcache, then the host can discard G
without loss of information. However this requires old responses to be evaluated
periodically, which would increase the time complexity of cache management.
Instead, a provenance-aware first-in first-out (FIFO) eviction policy is employed
that removes the complete response graph components from the cache instead
of individual graph elements.

Measurements of the impact of the eviction policy on the number of detected
discrepancies shows a clear trade-off between the cache size and effectiveness of
discrepancy detection. This was accomplished by executing a series of queries
q1, q2, . . . , qn and adding their responses r1, r2, . . . , rn to the cache in the same
order. The responses were removed one by one to reduce the cache size. However,
before and after removing a response ri, query qi was sent again and a fixed
number of edges and vertices in the response was deleted. This enabled the
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Fig. 5. Eviction policy impact on number of undetected discrepancies.

measurement of the number of discrepancies that went undetected when ri was
absent from the cache.

Figure 5 shows the impact of the FIFO eviction policy on cache size (number
of vertices and edges) and the number of discrepancies that go undetected. In the
beginning, the cache contains seven graph responses and there is no eviction. As
a result, the number of detected discrepancies at the time is also the maximum.
As cache elements are removed one by one, the cache size decreases and the
number of discrepancies that go undetected increase. When all seven graphs in
the cache are removed, no discrepancy is detected by the algorithm because there
is nothing left in the cache to compare with the new query response.

5.2 Graph Storage

A provenance graph can be stored in any way that a directed graph with anno-
tations is stored. For example, SPADE [12] provides the Postgres relational
database, Neo4j graph database and Apache Kafka streams as storage options.
While storing the entire graph provides the most information to detect a dis-
crepancy, the storage required grows rapidly. In fact, when using TRACE data
sets, the storage required grew by approximately 1GB per hour [13].

The rapid growth not only consumes storage, but also network bandwidth.
If the cache is built by periodically circulating the provenance graph from each
host, the rapid metadata growth would burden the storage of every host and
every connection between hosts in the network.

Instead of storing the entire graph, a Bloom filter may be used to store the
vertex and edge identifiers. Discrepancy detection relies on membership tests,
that is, checking if a certain vertex or edge is in a particular provenance graph.
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Fig. 6. False positive rates for varying numbers of hash functions.

A Bloom filter offers a trade-off between space (and bandwidth) and the false
positive response rate.

Figure 6 shows how the probability of returning a false positive in the mem-
bership test changes as more hash functions are employed for varying p, which
is the ratio between the size of the Bloom filter m and the number of elements
(vertices or edges) n. As more hash functions are used, the false positive rate
quickly decreases and then plateaus.

If the host periodically circulates the changes in the provenance graph to
update the whole-network provenance stored at each host, the Bloom filter could
contain only the newly added vertices and edges created since the last Bloom
filter was sent. Each host could keep the Bloom filters separately in its cache or
merge a subset. Merging the Bloom filters saves space and also reduces the time
complexity of the membership test in discrepancy detection.

Figure 7 shows that merging Bloom filters increases the false positive rate.
When the ratio of the Bloom filter size to the number of elements p is 100 and
nine hash functions are used, merging ten Bloom filters resulted in a 1% false
positive rate. The ratio p and number of hash functions k can be selected to
minimize the false positive rate in the merged Bloom filters.

6 Discrepancy Detection

A provenance discrepancy is defined as the difference between truthful prove-
nance and a response received by a querying or intermediate host. A host may
have experienced an overwhelming workload and omitted some provenance meta-
data or it may have replayed an old response from another host. Upon getting
such a response, the receiving host could detect a discrepancy if the discrepancy
occurred in any of the previously-received responses.
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Fig. 7. False positive rate using merged Bloom filters.

Before the query host uses the provenance metadata it received from
upstream hosts, it has to verify the authenticity and integrity of the received
data. It is assumed that every host has the public keys of other remote hosts
and that the response from each host is digitally signed using the private key
of the host. The query nodes can check cryptographic signatures to detect if
the intermediate nodes modified the metadata from upstream nodes before for-
warding them to the downstream nodes. However, when any host fabricates its
own provenance metadata, it can also provide a proper signature for the fraud-
ulent metadata. The query host would not be able to detect this attack using
the cryptographic signatures. Similarly, when an intermediate host replays a
previously-received response from its upstream hosts, the cryptographic signa-
ture would still verify normally and the query host would not be able to detect
that the response is outdated.

Whole-network provenance is typically inferred based on records originating
from the kernel; this is due to multiple reasons, including the global view avail-
able and the higher bar for tampering. Consequently, in practice, the primary
threat to the soundness of the provenance being reported is the loss of records
along the data path from the occurrence of the relevant event to persistent stor-
age. A missing record can translate to a variety of effects in the provenance
stream, the simplest of which is a missing instance of a relation.

6.1 Threat Model

The threat model comprises two attacks on the desired properties. Note that any
provenance metadata given as a response to a remote query could be affected
by one or more of these attacks.
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Omission Attack on Integrity. In this attack, a source or intermediate host
provides fabricated metadata by deleting or modifying its own provenance meta-
data. The fabrication may be intentional or it may be due to network fluctua-
tions, errors or software bugs.

As an example, assume that H1 has experienced an overwhelming workload
and failed to record some of its own provenance metadata in persistent storage.
Also, H1 may have previously provided a truthful response to a query from H2.
The result would be equivalent to modifying or deleting an element from a truth-
ful provenance graph. The discrepancy detection approach does not require that
the same query that gave rise to the fraudulent response had to be performed
earlier. The discrepancy would be detected as long as the deletion in the fraud-
ulent response is in the portion that overlaps with an earlier truthful response
to a query.

Replay Attack on Freshness. In this attack, an intermediate host resends
(replays) a previously-received response to a downstream host containing out-
dated provenance metadata from an upstream host. For example, H1 in Fig. 1
may not forward query2 to H0 and repeat an old response from H0 to H2 to
save computing and network resources. Note that H1 cannot modify or pro-
duce a fraudulent result0 without H2 detecting it because of the cryptographic
signature.

The threat model does not include the case where a remote host only
adds fraudulent data to the authentic provenance metadata in a monotonically
increasing manner. Consider a case where a remote host adds the same fraudu-
lent provenance metadata in addition to the authentic data to all the responses it
generates. In this case, all the other hosts would not be able to tell if the remote
host is lying because the cryptographic signature would be valid and all the
responses would be consistent with each other. From a user’s standpoint, there
is no difference between such an addition and a valid insertion to the provenance
graph.

6.2 Omission Attack Detection

A discrepancy in a whole-network provenance graph G′ is defined as an invalid
modification of the topology (modifying or deleting a vertex or edge) or schema
specifications (changing the annotations of a vertex or edge) of G, where G is
a truthful response to a provenance query. It is important to note that, when
an adversary changes the schema specifications, it appears as if the adversary
deleted a vertex or an edge in G and added a new one to it. In other words,
all discrepancies appear as deletions and/or additions of vertices and edges in a
whole-network provenance graph.

The proposed scheme detects if any vertices and/or edges present in the
previous responses (i.e., Gcache) are deleted in a later response (i.e., Gresponse).
More specifically, Algorithm 1 computes the discrepancy count dc defined as the
number of vertices and edges missing from Gresponse, number of dangling edges
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Algorithm 1: Discrepancy detection algorithm.
Data: Gcache = ∪∀t<trG(t), Gresponse = G(tr): Provenance graphs;
dmax(Gresponse): Maximum lineage query depth of Gresponse computed via
breadth-first search
Result: dc: Discrepancy count in Gresponse

C ← 0
/* Count missing vertices */
for each vertex X ∈ Gcache and X /∈ Gresponse do

if d(X) < dmax(Gresponse) then
C ← C + 1

end
end
/* Count missing edges */
for each edge e = (X,Y ) such that e ∈ Gcache and e /∈ Gresponse do

if d(X) < dmax(Gresponse) then
C ← C + 1

end
end
/* Count dangling edges */
for each edge e = (X,Y ) ∈ Gresponse do

if X /∈ Gresponse or Y /∈ Gresponse then
C ← C + 1

end
end
/* Count dangling vertices */
for each vertex X ∈ Gresponse do

if � ∃ e = (A,B) such that X = B then
C ← C + 1

end
end
return dc

(both incident vertices are not in Gresponse) and number of dangling vertices (no
incoming edges in Gresponse). More formally, if Gcache = (Vc, Ec) and Gresponse =
(Vr, Er), then the discrepancy count is given by:

dc = |Vc \ Vr| + |Ec \ Er| + |{e = (X,Y ) ∈ Er|(X /∈ Vr) ∨ (Y /∈ Vr)}|
+ |{X ∈ Vr|�(Y,X) ∈ Er,∀Y ∈ Vr}|

6.3 Empirical Analysis

The empirical analysis employed a small experimental network comprising two
hosts, H1 and H2, with H1 the source host of file f . File f was transferred
via scp to H2, which generated a provenance trace. During the transfer, both
the hosts constructed provenance graphs of their internal system activity. H1’s
provenance graph comprised 36,612 vertices and 126,999 edges whereas H2’s
provenance graph comprised 128,119 vertices and 446,098 edges.
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Fig. 8. Query execution time with discrepancy detection for a lineage query.

To track the descendants of file f , H1 sent a lineage query q with a maximum
lineage depth of eight. It originated from f and traveled to H2, which returned
the response graph Gresponse. Next, the algorithm executed on H1 and returned
the discrepancy count by comparing Gresponse with Gcache. The final result to
the query q included graphs Glocal and Gresponse. Glocal comprised 2,283 vertices
and 3,740 edges from H1 whereas Gresponse comprised 327 vertices and 404 edges
from H2.

The query execution time was measured as starting when H1 sent q until
H1 completely executed the discrepancy detection algorithm. To evaluate the
algorithm overhead at the query host H1, the baseline performance was first
established by measuring the query execution time for q without the detection
algorithm in place. Several independent iterations of the query q were executed
with the detection algorithm, each with varying numbers of modifications to the
response graph. The modifications were induced by dropping the same number of
vertices and edges from Gresponse, where the number of dropped vertices ranged
from zero to 90.

Figure 8 shows that the query execution time did not change significantly
with the number of eliminated graph elements. No detection refers to the case
when discrepancy checking was not executed. The algorithm imposed less than
0.4% overhead over the baseline. In fact, the query execution time without the
algorithm (no detection) is comparable to the case where 90 vertices and 90 edges
were removed. This is because most of the query execution time is attributed to
the network latency between hosts.

6.4 Replay Attack Detection

The query and response structures were modified to include unique, unpre-
dictable nonces chosen by the query host. When the query host issues a remote
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query, it sends a new nonce along with the query. Malicious intermediate hosts
may choose not to forward the entire query and cause the query host to time
out, but they cannot fabricate a response from upstream hosts with the match-
ing nonce. The upstream and source hosts respond with their own provenance
metadata along with a nonce and signature computed over their provenance
metadata and nonces. The downstream and query hosts discard responses that
do not contain valid cryptographic signatures for the (query, nonce) pairs. This
can increase the overhead at the query host because it needs to keep track of the
(query, nonce) pair until it receives all the responses. However, a timeout was
introduced at the query host so it would discard the (query, nonce) pair after
waiting for a certain time period.

Note that this mechanism does not interfere with the ability of the query
host to use its own cache to answer a remote query, but it clearly does not allow
an intermediate host to reuse responses from its own cache because the nonce
would not match. The querying host may decide to send a remote query with
a lower depth value to check if there is a change in the provenance metadata
before it sends a remote query with the maximum depth necessary. If there is
no change in the provenance metadata in nearby hosts, the querying host may
use its own cache to answer the lineage or path query.

6.5 Correctness Proofs

The correctness of the discrepancy detection algorithm is proved using induction
over the size of an isolated discrepancy. An isolated discrepancy is defined as a
maximal connected subgraph of vertices and edges contained in the previous
response Gcache but missing in Gresponse. In general, there may be multiple
isolated discrepancies in Gresponse.

Theorem 1: Algorithm 1 detects an isolated discrepancy of any size.

Proof: Proof by induction on the size of discrepancy k.

– Base Step: k = 1. If the discrepancy is a single vertex from Gcache missing
from Gresponse, then Lines 2–6 would detect the discrepancy. If the discrep-
ancy is a single edge from Gcache missing from Gresponse, then Lines 7–11
would detect the discrepancy. Thus, any discrepancy of size k = 1 is detected
by Algorithm 1.

– Inductive Step: Assume that Algorithm 1 detects an isolated discrepancy of
size up to k. An isolated discrepancy of size k + 1 is the union of an isolated
discrepancy of size k and an additional vertex/edge connected from the dis-
crepancy of size k being deleted from Gresponse.
There are three possible cases for the additionally-deleted vertex or edge –
vertex, incoming edge and outgoing edge:

• Vertex: This is the case where an additional vertex connected to an edge
in the discrepancy of size k is deleted. If the vertex has an incident edge in
Gresponse, then Lines 12–16 of the algorithm would detect that the vertex
is missing. If the vertex does not have an incident edge in Gresponse,
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by the definition of an isolated discrepancy, all its incident edges are in
the discrepancy of size k. If an incident edge of the vertex in Gcache is
not in the discrepancy of size k and not in Gresponse, then the size of
the isolated discrepancy would be of size k + 2 (= k + missing vertex +
missing incident edge), not k + 1. While the newly deleted vertex does
not increase dc, the discrepancy of size k is detected due to the inductive
hypothesis that the algorithm detects any isolated discrepancy of size k.
Thus, the algorithm detects the discrepancy of size k + 1.

• Incoming Edge: This is the case where an additional incoming edge to a
vertex in the discrepancy of size k is deleted. The other vertex x associated
with the edge must be in Gresponse and in Gcache, so Lines 2–6 of the
algorithm would detect the discrepancy and increase dc.

• Outgoing Edge: This is the case where an additional outgoing edge from
a vertex in the discrepancy of size k is deleted. The other vertex y associ-
ated with this edge must be in Gresponse, and is detected as a discrepancy
in Lines 17–21 unless there is another edge that goes to vertex y. If there
is another edge to y, then the algorithm would still detect the discrep-
ancy based on the discrepancy of size k, but would not return a higher
discrepancy count dc. ��

Theorem 2: Algorithm 1 detects any number of isolated discrepancies of any
size.

Proof: Each isolated discrepancy is connected to a legitimate vertex or edge in
the dependency graph. If it is a vertex, then the vertex would miss a path from/to
other parts of the graph and the algorithm would detect it. If it is an edge, then
the edge would miss a vertex and become a dangling edge. Lines 12–16 in the
algorithm specifically detect this discrepancy. ��

6.6 Probabilistic Analysis

Algorithm 1 detects any discrepancy that occurs in Gresponse∩Gcache and rejects
Gresponse. Thus, for any Gresponse with a discrepancy to bypass the detection
algorithm, all the discrepancies such as missing vertices and edges should occur
in Gresponse \Gcache. Assume that the size of Gresponse is s (equal to the number
of vertices and edges in Gresponse), and the probability that any vertex or edge
is removed from Gresponse is pΩ. Then, the expected number of missing vertices
and edges from Gresponse is pΩ × s. When the probability that any vertex or
edge in Gresponse is already in Gcache is equal to pc, the probability pf of all the
missing vertices and edges occurring in Gresponse \ Gcache is given by:

pf =

(
(1−pc)∗s

pΩ∗s

)
(

s
pΩ∗s

)

The probability pf is the upper bound of the algorithm not detecting any
discrepancy and accepting Gresponse with missing vertices and/or edges. The
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Fig. 9. Probability of discrepancy detection failure.

algorithm would detect that Gresponse is missing vertices or edges if there are
any dangling vertices and edges, and the probability of all the missing vertices
and edges being arranged such that there are no dangling vertices and edges is
strictly less than one.

Figure 9 shows how the probability pf changes when pΩ ranges from 0 to
0.2 and pc ranges from 0 to 1. When the system launches, there is little overlap
between Gcache and Gresponse, and pc is close to zero. As Gcache builds up, the
overlap increases and pf decreases as well.

Figure 9 also shows that pf quickly decreases as pc increases. Also, as pΩ

increases, it is less likely that all the missing vertices and edges would be in
Gresponse \ Gcache; thus, pf decreases.

Figure 9 also shows that probability pf quickly decreases as pΩ increases.
For example, when pΩ is 0.005 and pc is 0.5, pf is 0. In other words, when
there is 50% overlap between Gcache and Gresponse, Algorithm 1 would detect
that Gresponse is missing 0.5% or more vertices and/or edges. Once the overlap
increases to 90%, the algorithm would detect Gresponse is missing 0.1% or more
vertices and/or edges.

7 Related Work

Several systems offer metadata or provenance management in distributed envi-
ronments. FusionFS [25] implements distributed file metadata management
based on distributed hash tables. ExSPAN [28] is a generic framework for prove-
nance management that employs the distributed query processing capabilities of
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declarative networks. It extends a traditional relational database management
system for provenance collection and retrieval.

Several systems have been used to track the provenance of scientific applica-
tions. The open-source workflow management system Taverna [24] enables biolo-
gists to add application-level annotations of data provenance. CMCS [16] applies
an informatics-based approach for synthesizing multi-scale chemistry informa-
tion. ESSW [7] is a metadata storage system for earth scientists.

None of the systems mentioned above address the problem of discrepancy
detection in distributed environments. In many cases, they are customized to
specific application domains. In contrast, SPADE adopts a domain-agnostic app-
roach. This enables the enhancements described in this chapter to be utilized in
a wide range of settings.

Providing security for data provenance in distributed environments has also
been discussed in the literature. Wang et al. [22] proposed a public-key linked
chain provenance framework to protect provenance metadata. The Mendel pro-
tocol incorporates a three-pronged strategy that combines signature verification
and cryptographic ordering witnesses to perform provenance verification in dis-
tributed environments [8]. In decentralized settings, where each host signs its own
responses, such cryptographic protections cannot address the concerns raised in
this chapter.

Some systems focus on specific security aspects that relate to their target
domains. Cheney [4] outlined a formal model of security properties for prove-
nance. The Trio system enables the source of uncertainty to be traced after
tracking the provenance of database elements [23]. TAP [26] and DTaP [27] are
time-aware provenance models that explicitly represent time, distributed state
and state change in order to secure queries in the absence of trusted nodes in a
network. Liao and Squicciarini [14] developed a system that identifies anomalies
in the MapReduce framework based on provenance information collected from
within the framework.

Other systems have used provenance metadata in critical infrastructure. Sul-
tana et al. [18] demonstrated that provenance can be used for data integrity in
large-scale sensor networks, where the collected data supports decision making
in critical infrastructure assets. When a base station knows the communication
paths in the network, the complete path of any data sent from a source sensor to
the base station can be encoded in a Bloom filter. This enables the base station
to compare the provenance to the known path. Each datum from the source
comes with a sequence number. The base station can tell if a packet is missing
from the skipped sequence number and identify malicious node(s) using the path
information of the next packet.

Provenance has also been used in intrusion detection. Hassan et al. [21]
employed a provenance graph in cluster auditing to process system audit infor-
mation in an efficient manner. The provenance graph generated from system
audit information is used to monitor hosts in a cluster during normal operation
and also to reconstruct attacks in forensic investigations. Berrada et al. [2] evalu-
ated five categories of unsupervised anomaly detection algorithms on provenance
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data collected via DARPA’s Transparent Computing Program, which includes
advanced persistent threats.

However, none of the above approaches detect the types of discrepancies
addressed by Algorithm 1 in this chapter. The approach is prototyped in cyber
infrastructure that is available for researchers to modify and deploy in their
own environments. Additionally, code for the core functionality, such as caching
and discrepancy detection, is available at the SPADE open-source repository. In
contrast, the implementations of many other systems for securing provenance
have not been released to the research community.

8 Conclusions

This chapter has introduced the notion of whole-network provenance that rep-
resents dependency metadata within and across hosts in distributed systems.
First, it shows how the slice of whole-network provenance related to a local arti-
fact or process is reconstructed by issuing specific distributed queries. Next, it
demonstrates how each host can build a cache of provenance records received in
response to queries made to remote hosts. Finally, it describes an approach that
detects discrepancies in provenance metadata distributed across several hosts
by comparing previously-cached responses against new responses. The fact that
provenance grows monotonically is leveraged to detect a discrepancy in the event
that a later response is missing an element in an earlier response.

The DISTDET provenance-based attack detection system has been installed
on more than 22,000 hosts at over 50 industrial customers [6]. Future research
will focus on deploying the proposed system in real network environments.

Note that a preliminary version of this work appeared in [1]. This chapter
extends the previous work with empirical analysis, graph storage analysis, algo-
rithm formalization and probabilistic analysis. Note also that the views and con-
clusions in this chapter are those of the authors and should not be interpreted
as necessarily representing the official policies or endorsements, expressed or
implied, of the National Science Foundation or the U.S. Government.
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under Grant no. ACI 1547467.
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Abstract. The privacy of information transmitted between user equip-
ment and radio nodes in 5G networks is preserved using encrypted chan-
nels. However, this single point of failure would expose the identities
and, potentially, locations of network users if a vulnerability were to be
discovered and exploited.

This chapter presents a consensus algorithm that adds an additional
layer of defense in the 5G standard. The algorithm leverages access to the
5G control network by multiple radio nodes in an administrative area to
control the mobility of agents that can connect with user equipment. The
algorithm is designed to decrease the likelihood of privacy violations by
an international mobile subscriber identity catcher should a vulnerability
be found in the 5G-AKA protocol. The algorithm is formalized using the
π-calculus to create a contextual integrity property, and is verified using
π-calculus equivalence relations.

Keywords: 5G Security · Defense in Depth · IMSI Catcher ·
π-Calculus

1 Introduction

A consistent threat to the various generations of cellular communications tech-
nologies is the deployment of malicious radio nodes called international mobile
subscriber identity (IMSI) catchers to undermine the identities and locational
privacy of user equipment. As the technology has developed over several genera-
tions, the cellular communications trust model has matured by moving as much
of the information passed between user equipment and legitimate radio nodes to
after they have mutually authenticated their identities [9]. However, an adver-
sary always has an advantage because the standards require user equipment to
connect to the strongest signal in a network. Specifically, the adversary can jam
legitimate signals to force user equipment in the vicinity to connect to it.

In fact, adversaries have several ways of circumventing 5G network security
controls because implementations are required to serve previous generations of
cellular technologies that have weaker security controls, and security vulnerabili-
ties have been discovered during the development of the 5G standard. Relying on
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encryption to protect transmitted information creates a security bottleneck – if
encryption fails, the 5G security guarantees are undermined. Building additional
security protections in the 5G standard to prevent or respond to the deployment
of IMSI catchers in an administrative area would increase the privacy protection
offered to user equipment.

Research has been undertaken to detect IMSI catcher deployments. Several
signatures have been proposed to identify their malicious activity and the 5G
standard mandates the use of information from user equipment to detect if an
IMSI catcher is operating in an administrative area. However, these are weak
responses to attacks because IMSI catchers are detected only after they have
successfully connected to user equipment. Responding to adversaries before they
connect to user equipment decreases the likelihood that the privacy guarantees
of the 5G standard would be violated.

This chapter presents a distributed consensus algorithm that builds an addi-
tional layer of defense in the 5G standard that would restrict the deployment of
IMSI catchers in an administrative area. The solution requires that specific net-
work semantics be maintained to create a contextual integrity property. Although
this property is weaker than cryptographic integrity, it enables intrusion detec-
tion to be focused by reducing the semantic space that must be surveyed. The
property depends on the fact that a 5G control network has access to a greater
number of legitimate radio nodes in a particular administrative area than an
adversary, and will be able to form a consensus on whether or not a new radio
node is malicious. This enables a 5G system operator to control the mobility of
radio nodes in an administrative area.

The consensus processes leverage the 5G broadcast network semantics so
that radio nodes can interrogate a new radio node in an administrative area.
The goal is to warn user equipment in the administrative area not to connect to
an IMSI catcher in advance of it exploiting vulnerabilities. The algorithm can
detect adversaries that present themselves as new radio nodes or masquerade
as legitimate radio nodes, as well as adversaries that have conducted passive
reconnaissance to detect legitimate radio nodes. The algorithm uses existing
infrastructure and communications models in the 5G standard to perform its
interrogation.

The algorithm is presented as a π-calculus process algebra that expresses how
mobile multiagent distributed systems concurrently pass messages and commu-
nications channels between themselves. The π-calculus also models modifications
to radio node and control network agents to enable them to interrogate and form
a consensus on adversary presence, as well as the ability of user equipment to
form a consensus on whether or not to act on alerts. The algorithm is verified
using π-calculus equivalence relations to demonstrate that the added consensus
messages are distinguishable from those sent by an adversary simulating a radio
node and that deadlocks are not created during the user equipment registration
procedure.

The algorithm reduces the likelihood of privacy violations [13] should the 5G
encryption model be compromised because it enables the network to automati-



Impeding Privacy Violations in 5G Networks 117

cally instruct user equipment not to establish connections with suspicious radio
nodes. Incorporating the automatic response in the 5G standard would enable
IMSI catchers to be ejected from a network before they connect with legitimate
user equipment, independent of the organizational policies of 5G implementa-
tions. Implementing the consensus algorithm also benefits 5G security controls
because they can leverage the anomalies detected by sensor-based and network-
based IMSI catcher detection solutions directly in the standard. The consensus
algorithm also increases the amount and the uncertainty of reconnaissance con-
ducted by adversaries because they are more likely to be detected as they attempt
to identify legitimate radio nodes.

2 Related Work

This section reviews the different kinds of IMSI catchers and their countermea-
sures. The goal is to extract adversary capabilities that can be used to formulate
the adversary model in this research. The primary security concern of the cellular
communications infrastructure is to prevent breaches of identity and locational
privacy of user equipment.

Park et al. [14] analyzed the capabilities of IMSI catchers that were being
sold to governments in 2019. Some of the devices they studied passively lis-
tened on unencrypted public channels to discern the temporary identifiers of
user equipment during the registration procedure. Active IMSI catchers act as
radio nodes. By exploiting various protocol vulnerabilities, they are able to inter-
cept permanent identifiers and track user equipment, and potentially eavesdrop
on communications if they can compromise the control network. An IMSI catcher
can force a connection in various ways. Some devices jam the frequency bands of
legitimate radio nodes in an attempt to force connections with user equipment
in an administrative area. Other devices can automatically forge the identities
of nearby radio nodes before attempting to intercept user equipment. Another
way to undermine privacy is to force a downgrade to a more insecure commu-
nications standard during the negotiation of the ciphertext suite. The option
to downgrade is possible due to the backward compatibility requirements that
include LTE and earlier standards. Shaik et al. [16] leveraged a 4G protocol
vulnerability that enabled the modification of the stated capabilities of user
equipment to cap the data transmission rate and drain battery power.

Several vulnerabilities have been discovered in the 5G-AKA key protocol
during its development. Cremers and Dehnel-Wild [3] employed a Tamarin sym-
bolic protocol tester to assess a protocol draft, discovering a replay attack that
enables an attacker to receive user equipment keys by swapping uplink control
information (UCI). Borgaonkar et al. [2] demonstrated that an adversary could
steal the IMSI or subscription permanent identifier of user equipment in a replay
attack because the user equipment portion of the encryption protocol does not
employ randomness [2]. Basin et al. [1] also used Tamarin to demonstrate that
the 5G standard had various under-defined notions of authentication that enable
an adversary to replay keys and violate forward secrecy.
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Several methods have been developed for assessing the risks posed by IMSI
catchers. Yocam et al. [19] developed a risk assessment methodology for analyz-
ing the trade-offs between IMSI catcher security and risk, enabling 5G imple-
menters to select cost-effective security controls. They assessed the effects of
incorrect security implementations as well as the ability of security controls to
combat legacy downgrade, denial-of-service and message interception attacks.
Khan et al. [10] proposed a pseudonym scheme for 4G networks, like the 5G
subscription permanent identifier, to prevent identity leaks during user equip-
ment registration. This would also increase the security of the 5G standard,
because if a backward compatibility attack is discovered, the 4G standard would
have additional cleartext security.

Sensor-based methods identify anomalies in publicly-broadcasted channels.
The methods cannot survey dedicated channels between user equipment and
radio nodes [14]; instead, they look for misconfigured or new radio nodes. Exam-
ples of sensor solutions are sICC [5] and SITCH [20].

Network-based IMSI catcher detection schemes attempt to identify adver-
saries by the artifacts they leave in communications networks. However, they
require the cooperation and information sharing from network operators, which
is not always guaranteed [14]. Steig et al. [17] proposed a detection scheme for
identifying active and passive IMSI catchers in 4G networks. The scheme mea-
sures the locations of known radio nodes in an area; since legitimate radio nodes
rarely change their locations, alarms are raised if their positions have changed.
Dabrowski et al. [4] developed a rubric for identifying signs of IMSI catchers.
Their scheme detects anomalies in user equipment registration when an attacked
device reconnects with a legitimate network. They also propose the use of radio
nodes and sensors to listen to registration procedures in order to detect malicious
cipher downgrades.

A number of IMSI catchers have been developed or theorized in the literature.
Passive IMSI catchers are sensors that gather publicly-broadcasted information
before targeted user equipment has been authenticated whereas active IMSI
catchers exploit vulnerabilities to trick user equipment into believing they are
legitimate radio nodes. Regardless of the type of IMSI catcher, the primary
objective of the adversary is to extract the unique identities of user equipment to
undermine their privacy. Secondary objectives include tracking user equipment
and eavesdropping on communications. Various means for forcing connections
with user equipment are possible, including jamming the signals of legitimate
radio nodes. While the 5G standalone mode resolves the historical attack vectors,
vulnerabilities exist that can be exploited by a dedicated adversary [9].

Inherent to all the countermeasures is the requirement that 5G network oper-
ators have procedures to eject IMSI catchers from their networks after they are
detected. However, none of the methods automatically remove adversaries from
networks; they only inform the operators of the presence of IMSI catchers.
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3 5G Defense in Depth

This section describes the 5G registration procedure and specifies an adver-
sary model that is employed as the foundation of the contextual integrity prop-
erty. The section also describes the boundaries that must be maintained for the
consensus algorithm to successfully mitigate IMSI catchers and provide tighter
mobility control in 5G networks. The consensus algorithm, which is constructed
from pre-existing communications models used during the user equipment reg-
istration procedure, is described along with certain modifications.

3.1 5G Device Registration Procedure

Figure 1 shows the 5G registration procedure [6]. The procedure, which involves
three participants across multiple communications models, has more than 100
steps. This research models Step 2 in the procedure up to the establishment of
an encrypted communications channel between user equipment (UE) and a radio
node (gNB). All the communications between the agents from the new access
and mobility management function (AMF) onwards are treated as a single agent
because they constitute various parts of the control network (CN). Steps 12 to 20
are beyond the scope of the model because neither the user equipment nor the
radio node can see their transitions in the network.

The first stage is to establish radio communications between the user equip-
ment and radio node. The radio resource control (RRC) procedure establishes
the connection between the two devices. The user equipment messages the radio
node and begins a timer to complete the handshake. The radio node then sends
the frequency of a direct communications channel and requests a temporary iden-
tifier from the user equipment. After switching to the new channel, the radio node
sets up the signal radio bearer (SRB1) and sends it to the user equipment in a
RRCSetup message. This message contains the MAC address of the radio node.
Following this, the radio node informs the new access and mobility management
function that the user equipment wishes to connect to its administrative area.
This function negotiates the transfer of the security context of user equipment
from the access and mobility management function of the old radio node to the
access and mobility management function of the new radio node. This function
is omitted from the model because it does not contribute to channel encryption.

The new access and mobility management function begins a series of security
checks via the radio node to authenticate the user equipment. First, it requests
a subscription permanent identifier (SUPI) from the user equipment, which is a
concatenation of the mobile country code (MCC), mobile network code (MNC)
and IMSI number of the user equipment. Next, the 5G-AKA protocol [8] is
executed to enable the user equipment and radio node to authenticate each
other’s keys. The two authentication checks are condensed to one step in the
formal model presented in the next section.

At this point, the new access and mobility management function performs
a series of checks to ensure that the user equipment is permitted to operate
in the administrative area. These are beyond the scope of this work. After the
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Fig. 1. Session diagram of the 5G registration procedure [6].
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access and mobility management function confirms that the user equipment is
allowed to operate, it informs the radio node to proceed with the negotiation
of the security mode (SM) function to create the encrypted channel. The radio
node sends a session key and requests a ciphertext suite. The user equipment
then responds and the encrypted channel is established.

3.2 Active Adversary Model

IMSI catchers are passive or active. Since passive devices do not participate in
a network, this work focuses on an adversary with an active IMSI catcher. The
goal of the algorithm is to prevent the adversary from completing a registration
procedure with user equipment in an administrative area. Therefore, the modeled
adversary does not have the ability to jam legitimate radio node signals. Since the
proposed defense-in-depth mechanism is intended to provide additional security
to 5G systems via the contextual integrity property, it is explicitly assumed
that the adversary has cryptanalytic functions that have broken the 5G-AKA
protocol. In order to intercept the identity of user equipment, it is assumed
that the adversary can simulate messages sent by the radio node and control
network during the registration procedure. The security model assumes that the
adversary has not compromised any of the other radio nodes in the network
and, therefore, cannot manipulate the internal state of other agents except via
the messages they transmit. The model also assumes that the adversary has
conducted passive network reconnaissance to identify legitimate radio nodes.

3.3 Contextual Integrity Property

The consensus algorithm described in the next section will not prevent all
attempts to undermine the privacy promises of the 5G standard. Its purpose
is to delay privacy violations by adding an additional defense-in-depth layer
should the 5G-AKA protocol be broken. It also makes the reconnaissance phase
of an attack more limited and precarious by forcing the adversary to only lis-
ten to traffic in a passive manner. The algorithm provides a mechanism for the
control network and legitimate radio nodes to control radio node mobility in an
administrative area. All this is achieved, through the monitoring and control of
network semantics that remain immutable via intrusion detection systems, in
order to construct the contextual integrity property.

Since the devices operate in a wireless network, they can only see messages
sent and received by other devices in the coverage area provided by the radio
node. There is no guarantee that user equipment will observe the state transition
of any device with which it communicates. But this does mean that it can observe
messages of agents with which it is not in direct communication. Additional
model simplifications are that only the sending and receiving of messages cause
state transitions in a device and all messages are assumed to be sent on a reliable
channel.
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Fig. 2. Network topology facilitating the consensus algorithm.

As stated in Sect. 3.2, it is assumed that the adversary has broken the 5G-
AKA protocol, but does not have access to the radio node/control network com-
munications public key infrastructure (PKI). This will be proved in Sect. 6. The
representation of the adversary’s cryptanalytic capabilities is expressed in Sect. 4
as Km “ KAC1. Since the adversary has compromised the 5G-AKA protocol, the
consensus algorithm only works if the number of legitimate radio nodes NgNB is
greater than the number of malicious/imitated radio nodes set up by the adver-
sary NA, i.e., NgNB > NA. If the adversary employs more radio nodes than the
legitimate network, it would be able to use the consensus algorithm to estab-
lish connections with user equipment. However, this requires more resources and
coordination than merely deploying a jammer.

An implicit race condition exists in the consensus algorithm. This is borne
from the real-time requirements of some 5G communications models involved
in the user equipment registration procedure [7]. Computing the overhead and
timing of a successful consensus is beyond the scope of the proposed model.

3.4 Defense-in-Depth Consensus Algorithm

The consensus algorithm depends on multiple radio nodes to control radio node
mobility in an administrative area via an interrogation process. The interrogation
process begins when a new radio node cannot be reached via the public key
infrastructure of the radio node. Figure 2 shows the relationships between the
agents in the interrogation process. Upon detecting an unreachable radio node,
the legitimate radio nodes interrogate it by pretending to be user equipment.
They begin their own radio resource control procedures to gain the adversary’s
MAC address from its SRB1 messages. If the unreachable radio node is an IMSI
catcher, two things can occur. If all the legitimate radio nodes do not recognize
the adversary’s MAC address, they form a consensus between themselves and
page warnings to user equipment in their administrative area. However, if only
one legitimate radio node recognizes the adversary, then the radio nodes that do
not recognize it query the control network to resolve the deadlock. If the control
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network does not recognize the adversary, it informs the querying radio node,
which proceeds to page its warning and instruct other legitimate radio nodes to
do this as well.

Another possibility described in the adversary model is to impersonate the
MAC address of a legitimate radio node. If the radio node recognizes this during
an interrogation, it immediately pages its warning and messages the control
network to coordinate with another radio node in the area to do this as well.

A final possibility is when the adversary has deduced which user equipment
are actually radio nodes. In this case, when the adversary refuses to connect, the
radio node waits for the adversary to use its 5G-AKA key during an observed
radio resource control procedure and intercept the key. The radio node then
pages its warning containing this key instead of the MAC address and tells the
control network to coordinate another warning page.

User equipment has its own consensus algorithm to decide how to respond
to paged warnings. As long as the conditions in the previous section are met,
user equipment receives two paged warnings from different radio nodes contain-
ing either the adversary’s MAC address or 5G-AKA key. After the consensus is
reached, the user equipment disconnects and restarts its registration procedure.
The user equipment portion of the radio resource control and non-access stra-
tum (NAS) procedures are modified to check that they do not reconnect to the
adversary.

4 π-Calculus Model of 5G Registration

This section lays the foundation for the defense-in-depth consensus algorithm.
The qualitative description of the 5G registration procedure in Sect. 3.1 is for-
mally specified as a π-calculus. The adversary model and contextual integrity
property are also formalized.

Note that only the relevant π-calculus results are presented. These include
the π-calculus operations used to describe the communications models of pro-
cesses that represent agents in the 5G registration procedure and defense-in-
depth mechanism. Interested readers are referred to Milner et al. [11,12] and
Sangiorgi and Walker [15] for details about the π-calculus.

4.1 π-Calculus Semantics

The π-calculus expresses the evolution of concurrent processes in a distributed
system as they pass names among themselves. The names represent variables or
communications channels. The π-calculus operations used to model the consen-
sus algorithm are:

P ::“ x̄y.P | x(z).P | νz z.P | τ.P | P |P ′ | P ` P ′ | [x “ y].xP | 0̄
where P represents a subsequent process or the underlying state machine of a
device.

The operations are described as follows:
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– x̄y.P : Process P sends name y on channel x.
– x(z).P : Process P receives name z on channel x. Any subsequent z actions

in process P are replaced by input z.
– νz z.P : A restriction of name z where sending or receiving on channel z can

only occur if the involved process P already knows name z exists.
– τ.P : Silent action τ representing an action internal to process P that results

in no name being sent or received.
– P|P′ : Composition of processes P and P ′ that can occur concurrently.
– P ` P′ : Summation of processes P and P ′ representing the selection of one

of the two processes.
– [x “ y].xP : Matching of names x and y representing an if-then statement in

the distributed system.
– 0̄ : Null process 0̄ takes no further action.

The processes evolve via communications with other intra-agent processes or
with the environment (i.e., processes external to the process being analyzed).

4.2 Formalized 5G Registration Procedure

The 5G registration procedure must be completed for user equipment to com-
municate with a radio node gNB.

The user equipment process UE during the registration procedure is defined
as:

UE “ RRCu.AMFSu.NASu.SMu

which performs the explicit operations:

UE “ p̄int.p(c).c̄ T ID.c(s).c̄ f in.

c(er).c̄ eid.

c(K).[K “ KAC1]c̄ KAC2.

c(k).c̄ f in.SESSIONu

(1)

The radio node process gNB during the registration procedure is defined as:

gNB “ RRCg.AMFSg.AMFg.SMg

which performs the explicit operations:

gNB “ p(i).p̄ dc.dc(t).d̄c SRB1.dc(f).
¯sec dc.

sec(a).
d̄c Ksesh.dc(f).SESSIONg

The control network process CN during the registration procedure is defined
as:

CN “ AMFSc.NASc.AMFc (2)
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which performs the explicit operations:

CN “ sec(ci).c̄i eidr.ci(i).
c̄iKAC1.ci(K).[K “ KAC2].

¯sec ack

The radio node process gNB and control network process CN are composed
into a singular process to represent their wired communications during the reg-
istration procedure. This is represented as:

HS “ ν sec gNB|CN (3)

where sec represents the encryption of gNB and CN communications using a
public key infrastructure.

4.3 Active Adversary Model

The adversary model must simulate the outbound messages of the radio node’s
RRCg and SMg processes, along with the control network’s AMFSc and NASc

processes. The communications models are represented as the process:

Ao “ RRCg.AMFSc.NASc.SMg

which performs the explicit operations:

Ao “ p(i).p̄ dc.dc(t).d̄c SRBM .dc(f).
d̄c eidr.dc(i).d̄c KM .dc(K).d̄c Ksesh.dc(f).INTERCEPT

The cryptanalytic capability of the adversary is expressed by making the
names Km “ KAC1 when parsed by the user equipment process UE.

4.4 Formalized Contextual Integrity Property

The following theorem formally states the property that enables the defense-in-
depth process to control the mobility of radio nodes in an administrative area.

Theorem 1: If the assumptions in Sect. 3.4 hold, then the contextual integrity
property is maintained if and only if the adversary never learns the name sec
and cannot distinguish between a user equipment registration process and a radio
node interrogation process.

Theorem 1 is proved using the results in Sects. 6.6 and 6.8.
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5 Formalized Consensus Algorithm

This section presents the modified 5G processes that create the consensus algo-
rithm before presenting the semantic artifacts that a 5G intrusion detection
system can leverage to detect violations of mobility control in an administrative
area.

The modifications to the user equipment process UE enables it to form a
consensus from the paged warnings broadcast by multiple radio node processes
when they have detected an adversary in the administrative area.

The modifications to the radio node process gNB enable it to pretend to
be user equipment that attempts to connect with the adversary if it cannot be
reached via the public key infrastructure. The radio node process interrogates
the adversary via a modified user equipment registration process or it passively
intercepts the adversary’s credentials that are transmitted publicly.

The modifications to the control network process CN enable it to respond
to queries from deadlocked radio nodes and coordinate the immediate warning
pages if the adversary is imitating a radio node or refuses to be interrogated.

The formalization of this defense-in-depth mechanism assumes that a process
transitions through its state machine by maintaining strictly ordered traces.
Also, messages are transmitted on a reliable channel.

The formalization treats the user equipment, adversary and radio node/con-
trol network combination as three distinct entities. The communications between
radio nodes and the control network are treated as intra-process communications.

5.1 UE Process Modifications

The modified form of the UE process is:

UEm “ RRCum.AMFSu.NASum.SMu

where processes RRCum and NASum are modified in the event the registration
process is re-attempted.

The UE process is modified to receive and act on warning pages from legiti-
mate radio node processes. The consensus process can be inserted between any
part of Eq. 1 up to the c̄ f in operation to maintain the contextual integrity prop-
erty. This is achieved using the π-calculus abstraction of a context hole [.] placed
anywhere in a process before its conclusion. A context hole enables another pro-
cess to be inserted into a process being studied [15]. The UE consensus process
is given by:

bi(si, ni).bj(sj , nj).[si “ sj ]RRCum (4)

where si,j “ SRBm _ Km and ni is a nonce from the radio node process gNBi.
The UE process portion of the registration must also be modified to act

on any warning that passes the consensus. This requires its RRCu and NASu

processes to be modified.
The modified form of the RRCu process is:

RRCum “ p̄int.p(c).c̄ T ID.c(s).([s “ si]RRCum ` c̄ f in)
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If the UE process ends up reconnecting with the adversary, it begins the
process again until it connects with a legitimate radio node.

The modification to the NASu process is required if the adversary refuses to
participate in the interrogation process. The adversary still has to broadcast its
5G-AKA key as cleartext [6], enabling a radio node process to intercept it. The
UE process can, therefore, perform a consensus on the malicious keys. Hence,
the reconnection algorithm also needs to begin when the key verification takes
place.

The modified form of the NASu process is:

NASum “ c(K).([K “ KM ]RRCum ` c̄ KAC2)

5.2 gNB Process Modifications

This section describes the additional processes incorporated in a radio node
process gNB that enable it to interrogate a new radio node that it cannot
connect to using the name sec. The interrogation processes enable the radio
node to control mobility in its administrative area. The modified form of the
gNB process is:

gNBi “ RRCg.AMFSg.AMFg.SMg|
RRCugs.(([s “ H]Rg ` Dg)|Ig|Bg)

(5)

The interrogation begins with the radio node process gNB simulating the
RRCu process of user equipment UE. Next, gNB attempts to form a local
consensus using the MAC address obtained from the SRBm message. However,
if the adversary refuses the interrogation, gNB enacts the Rg process to intercept
the adversary’s 5G-AKA key.

The simulated form of process UE is modified with a composite process to
pass SRBm securely to the gNB/CN process from the environment. This is
given by:

RRCugs “ p̄int.p(c).c̄ T ID.c(s).(c̄ f in|b̄o s)

If the adversary refuses to engage in the interrogation, the radio node process
gNB listens for the adversary to use the communications channel dc in any of
its handshakes with user equipment. This is the channel in the NASc process
where the control network passes its 5G-AKA key to user equipment. After the
key has been intercepted, the gNB process simultaneously pages its warning to
all user equipment and messages the control network to coordinate with another
radio node to page another warning:

Rg “ dc(Ks).( ¯sec Ks, reject|boi Ks) ` sec(K, r). ¯boi K

If the adversary engages with the interrogation process, the radio nodes
attempt to resolve the consensus locally. The four possible algorithm termi-
nations of the interrogation are ordered as expressed in Eq. 6 below:

– Both radio nodes recognize the interrogated radio node and leave it to its
operations.
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– One radio node recognizes the interrogated radio node, but the other radio
node does not. In this case, the recognizing radio node waits for the other
radio node interrogator to resolve the deadlock by sending a query to the
control network. If the control network recognizes it, the deadlocked radio
node informs the other radio node to terminate. Otherwise, both radio nodes
page warning messages.

Equation 6a expresses the two ways a radio node can recognize an interrogated
device whereas Eq. 6b expresses the two ways a radio node can ban an interro-
gated device:

Dg “ [s “ known][(sec(s′, c).[s′ “ s]. ¯sec s′, conf | ¯sec s, conf.sec(s′, c))`
(sec(s′, a).[s′ “ s]. ¯sec s′, conf | ¯sec s, conf.sec(s′, a)).

(sec(s, c) ` sec(s, a). ¯boi s)]
(6a)

`[(sec(s′, a).[s′ “ s]. ¯sec s′, alerta| ¯sec s, alerta.sec(s′, a)). ¯bois`
(sec(s′, c).[s′ “ s]. ¯sec s′, alerta| ¯sec s, alerta.sec(s′, c)). ¯sec s, query.

(sec(s, c). ¯sec s, conf ` sec(s, a).( ¯sec s, alerta| ¯bois))]
(6b)

– Both radio nodes do not recognize the interrogated radio node and page
warnings to user equipment in the area.

– One radio node recognizes the interrogated radio node, but the other radio
node does not. In this case, the recognizing radio node waits for the other
radio node interrogator to resolve its deadlock by sending a query to the
control network. If the control network does not recognize it, the deadlocked
radio node pages a warning and instructs the other radio node interrogator
to do this as well.

Each of the use cases that a radio node consensus can follow is distinguished
by the ` summation operation.

The Ig process exists in the event that a radio node realizes that the SRBm

it received during the interrogation is imitating its identity. In this case, the
imitated radio node simultaneously pages its warning and informs the control
network to immediately coordinate a second paged warning. The Ig process is
defined as:

Ig “ sec(su, i). ¯boi su ` [s “ me].( ¯sec s, imitation| ¯boi s)

Process Bg expresses a radio node paging all user equipment not to connect
to a device with a given SRBm or Km:

Bg “ boi(s).b̄i s, ni

As stated in Sect. 3.4, the contextual integrity property is maintained if one of
the Dg, Ig or Rg processes is terminated by two radio nodes before the adversary
completes its registration process simulation with a targeted user equipment.
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5.3 CN Process Modifications

The control network participates in the defense-in-depth mechanism as a con-
sensus deadlock breaker and coordinator of paged warnings for urgent violations
of mobility control in an administrative area, such as the detection of radio node
imitation or an adversary refusing interrogation. The modified form of the CN
process defined in Eq. 2 is:

CNm “ AMFSc.NASc.AMFc|Ic|Qc|Rc

The Qc process resolves the deadlock if one radio node recognizes an inter-
rogated device, but another radio node does not. The radio node that does not
recognize the name SRBm queries the control network. The control network
responds to the querying radio node to resolve the deadlock and allow for con-
sensus termination. The Qc process is specified as:

Qc “ sec(s, q).([s “ known] ¯sec s, confirm ` ¯sec s, alerta)

The processes Ic and Rc ensure that user equipment receives multiple paged
warnings:

Ic “ sec(s, i). ¯sec s, imitation

Rc “ sec(k, r).[k “ ¯known] ¯sec K, reject

Specfically, processes Ic and Rc coordinate a second radio node page to user
equipment so that the consensus process in Eq. 4 can terminate. In the case of the
Rc process, the control network only sends the message if it does not recognize
the adversary’s key ¯known.

5.4 gNB-CN Process Coordination Modification

The process that models the intra-process communications between a radio node
and control network is modified to include the extra radio node necessary for
the consensus algorithm. The DiD process is specified as:

DiD “ ν sec, boi, boj CNm|gNBi|gNBj (7)

5.5 Intrusion Detection Artifacts

Provided that the defense-in-depth consensus can terminate before an adversary
can connect to targeted user equipment and the assumptions in Sect. 3.3 hold,
the algorithm is able to maintain the contextual integrity property by identifying
either the adversary’s MAC address in the SRB1 message or the key Km it uses
in the simulated 5G-AKA protocol. These artifacts can be used by intrusion
detection systems to identify unauthorized agents that attempt to broadcast in
an administrative area instead of waiting for signs of compromise to be discerned
from artifacts due to user equipment reconnecting to the legitimate network after
the IMSI catcher has released them.
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6 Consensus Algorithm Equivalence Proofs

This section presents several proofs that collectively construct the contextual
integrity property. The proofs demonstrate that, as long as the assumptions in
Sect. 6.2 hold, the adversary can only intercept traffic or imitate a radio node if
it wins a race condition. This occurs regardless of whether or not it has broken
the 5G-AKA protocol.

The first section introduces the π-calculus process transitions and behavioral
equivalences that are used to prove the contextual integrity property. Also, it
presents the assumptions underlying the proofs.

The first proof demonstrates the indistinguishability between the cryptana-
lytic adversary and 5G registration process. The next proof shows that the adver-
sary process cannot tell the difference between user equipment and a radio node
that interrogates user equipment. The subsequent proofs demonstrate the termi-
nation of the user equipment consensus process (and registration renegotiation
after it has been warned), and that user equipment can distinguish between the
defense-in-depth process DiD and adversary process Ao. The final proof shows
that, given the assumptions, the adversary will not learn the name sec from
the consensus algorithm and, thus, gain access to the gNB-CN intra-process
communications.

These proofs collectively demonstrate that the consensus algorithm maintains
the contextual integrity property described in Sect. 4.4.

6.1 Weak Transitions and Bisimulation

In the π-calculus, processes are compared using behavioral equivalences that
examine process semantics to see if they are indistinguishable to an external
observer. The primary equivalence used in the π-calculus is bisimulation, which
compares process inputs and its internal transitions [15]. An example of internal
process transitions is the messages passed between the radio node process gNB
and control network process CN in Eq. 3.

Whether or not two processes are bisimilar can be viewed as a game between
two observers [18]. An observer randomly selects one of the two processes being
compared and transitions its state via the receipt of an input or an internal
state transition. The other observer attempts to make the same transition on
the other process with the same input/internal transition. The two processes
are bisimilar if the game can run forever or the processes reach a configuration
of inputs/internal transitions that has been encountered before. Otherwise, the
processes are not bisimilar because the second observer is unable to copy the
transition of the first process.

The equivalence proofs in this section use weak bisimulation (≈) that relaxes
the rule on comparing internal transitions [15]. In this bisimilarity, the observer
cannot discern the number of internal transitions performed by a process. Zero or
a positive number of internal transitions could have occurred between a process
receiving inputs.
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Weak bisimulation is used due to Assumption 2 in the next section. It is
not guaranteed that a process can physically observe the transitions of other
processes due to geographical separation. Therefore, the security of the system
must be derived from the messages that processes send and receive.

6.2 Assumptions

All the proofs in this section are predicated on the assumptions in Sect. 3.3 and
the introduction to Sect. 5. The assumptions are:

1. The state machines underlying the processes described in Sect. 5 maintain
strictly ordered traces with no errors and their messages are transmitted on
reliable channels.

2. A process can only see messages sent and received by other processes, not
their internal state transitions.

3. Only the sending or receiving of messages cause state transitions to a process.
4. The adversary process has broken the 5G-AKA protocol KM “ KAC1 for

user equipment, but does not have access to the radio node/control network
communications public key infrastructure.

5. There are more legitimate radio nodes than malicious/imitated adversary
radio nodes, i.e., NgNB > NA.

6.3 Adversary and Registration Process Indistinguishability

The need for the defense-in-depth consensus algorithm is predicated on user
equipment being unable to distinguish between a cryptanalytic adversary (IMSI
catcher) simulating the messages emitted by the gNB/CN process and the
gNB/CN process itself. Given the formalized adversary in Sect. 4.3 and the
assumptions in Sect. 6.2, this section proves that the UE process cannot distin-
guish between the two processes given only the messages it receives. The direct
proof below is truncated to start after RRCg because the two processes do not
differ until this point. The truncated adversary simulation process presented in
Sect. 4.3 is:

Ao “ d̄c eidr.dc(i).d̄c KM .dc(K).d̄c Ksesh.dc(f)

and the truncated form of Eq. 3 is:

HS “ ν sec ¯sec dc.sec(a).d̄c Ksesh.dc(f)| (8a)
sec(ci).c̄i eidr.ci(i).c̄iKAC1.ci(K).[K “ KAC2] ¯sec ack (8b)

where Eqs. 8a and 8b express represent the gNB and CN processes, respectively.

Proposition 1: The processes HS and Ao are indistinguishable to an observing
UE process.

Proof: Table 1 shows the comparison of the process transitions of the two pro-
cesses. In transitions 1 and 6, HS has multiple internal actions that are not
observed by the UE process whereas Ao has none. Therefore, the two processes
are weakly bisimilar, i.e., Ao ≈ HS. �
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Table 1. Reduction procedure of the Ao and HS processes.

Ao HS

1 ⇒ d̄c eidr.dc(i).d̄c KM . ¯sec dc.sec(a).d̄c Ksesh.dc(f)| ⇒
dc(K).d̄c Ksesh.dc(f) sec(ci).c̄i eidr.ci(i).c̄iKAC1.

ci(K).[K “ KAC2] ¯sec ack

2 d̄c edir““““⇒ dc(i).d̄c KM . sec(a).d̄c Ksesh.dc(f)| d̄c edir““““⇒
dc(K).d̄c Ksesh.dc(f) dc(i).d̄cKAC1.

dc(K).[K “ KAC2] ¯sec ack

3 dc eid“““⇒ d̄c KM . sec(a).d̄c Ksesh.dc(f)| dc eid“““⇒
dc(K).d̄c Ksesh.dc(f) d̄cKAC1.dc(K).

[K “ KAC2] ¯sec ack

4
d̄c KM““““⇒ dc(K).d̄c Ksesh.dc(f) sec(a).d̄c Ksesh.dc(f)| d̄c KAC1““““““⇒

dc(K).[K “ KAC2] ¯sec ack

5
dc KAC2““““““⇒ d̄c Ksesh.dc(f) sec(a).d̄c Ksesh.dc(f)| dc KAC2““““““⇒

[K “ KAC2] ¯sec ack

6 ⇒ d̄c Ksesh.dc(f) d̄c Ksesh.dc(f) ⇒
7

d̄c Ksesh““““““⇒ dc(f) dc(f)
d̄c Ksesh““““““⇒

8 dc fin““““⇒ dc fin““““⇒

6.4 UE Registration and gNB Interrogation Process
Indistinguishability

For the defense-in-depth consensus algorithm to control the mobility of radio
nodes in an administrative area and deny IMSI catchers, the adversary must not
be able to distinguish between a UE process and a gNB interrogation process.
The only way the adversary could distinguish the processes is through prior
reconnaissance. A weak bisimulation must be proven between the UE’s RRGu

process and the gNB’s modified RRCugs process to demonstrate the indistin-
guishability. This proof uses the same method as the previous section and focuses
on the last transition because the two processes are identical until then.

Proposition 2: The RRGu and RRCugs processes are indistinguishable to an
observing Ao process.

Proof: Table 2 shows the comparison of the last transition of the two processes.
The adversary cannot observe the intra-process DiD transition that sends its
SRBm to the other radio nodes in Eq. 5 to validate. Therefore the two processes
are weakly bisimilar, i.e., RRCu ≈ RRCugs. �

6.5 UE Consensus Algorithm Termination

The user equipment consensus algorithm begins when user equipment receives
the first paged warning from a radio node. To ensure that the user equipment
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Table 2. Last transition of the UE and gNB interrogation processes.

RCCu RCCugs

c̄ fin“““⇒ c̄ f in ν b̄o(c̄ f in|b̄o s)
c̄ fin“““⇒

can complete its registration procedure and prevent a denial-of-service attack by
the adversary, the consensus algorithm that is inserted into a context hole must
either return to a null process or restart the registration procedure. The first
step is to rearrange Eq. 4 so that it has a summation process if the matching
operation fails. This is done using π-calculus structural congruences [15], a set
of axioms that state the equivalent process structures. Using the SC-Sum-Inact
rule where P ` 0̄ ≡ P , Eq. 4 becomes:

bi(si, ni).bj(sj , nj).[si “ sj ]RRCum ≡
bi(si, ni).bj(sj , nj).([si “ sj ]RRCum ` 0̄)

where 0̄ models the consensus reducing to an inactive process in all other cases,
enabling the continuation of any subsequent process.

Proposition 3: UE consensus terminates if user equipment only receive mis-
matched names s.

Proof: Proof by contradiction. Assume that si “ sj is the only case that leads to
an inactive process and all mismatches transition to the RRCum process. When
the consensus process reaches the matching prefix operation, only si “ sj leads
to the initiation of the RCCum process. This is a contradiction. �

6.6 Adversary and DiD Registration Process Distinguishability

This section demonstrates that user equipment will receive two paged warnings
from the modified gNB/CN processes if an adversary is discovered in the admin-
istrative area. The two warning messages distinguish the Ao and DiD processes,
meaning that they are not weakly bisimilar. The next three proofs demonstrate
this lack of equivalence by going through the reduction of the relevant π-calculus
expressions.

Proposition 4: UE can distinguish between the Ao and DiD processes after
the gNB process has interrogated Ao.

Proof: The modified gNB/CN processes reduced to the relevant interrogation
processes is:

ν sec, boi, boj RCCus,iDg,i|Bg,i|RCCus,jDg,j |Bg,j |Qc

DiD sends multiple warnings to a UE process in two cases – both radio nodes
do not recognize SRBm and one radio node recognizes SRBm, but the control
network does not when it is queried.
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Case 1: Both radio nodes do not recognize SRB1:

(sec(s′, a).[s′ “ s]. ¯sec s′, alerta| ¯sec s, alerta.sec(s′, a)). ¯boi s| (9a)
(sec(s′, a).[s′ “ s]. ¯sec s′, alerta| ¯sec s, alerta.sec(s′, a)). ¯boj s| (9b)

sec(s, q).([s “ known] ¯sec s, confirm ` ¯sec s, alerta) (9c)

Equations 9a and 9b represent two different radio nodes and Eq. 9c represents
the control network. If both gNB processes do not recognize SRBM from the Ao

process, they perform a consensus by messaging each other with name alerta over
channel sec. After the consensus is complete, they page the adversary’s SRB in
a warning to user equipment. A UE process receives two b̄i s, ni names from the
DiD’s Bg,i process.
Case 2: One radio node recognizes SRBm, but the control network does not when
it is queried:

[(sec(s′, c).[s′ “ s]. ¯sec s′, alerta| ¯sec s, alerta.sec(s′, c)). ¯sec s, query.

(sec(s, c). ¯sec s, conf ` sec(s, a).( ¯sec s, alerta| ¯bois))]|
[s “ known][(sec(s′, a).[s′ “ s]. ¯sec s′, conf | ¯sec s, conf.sec(s′, a)).

(sec(s, c) ` sec(s, a). ¯boj s)]|
sec(s, q).([s “ known] ¯sec s, confirm ` ¯sec s, alerta)

During the radio node consensus, one radio node announces it recognizes SRB
and the other does not. The radio node that does not sends a query message to
the control network and the other radio node waits for a resolution:

[(sec(s, c). ¯sec s, conf ` sec(s, a).( ¯sec s, alerta| ¯bois))]|
[(sec(s, c) ` sec(s, a). ¯boj s)]|

sec(s, q).([s “ known] ¯sec s, confirm ` ¯sec s, alerta)

The control node receives the query and, if it does not recognize SRBm, it replies
to the original querier with name alerta:

[(sec(s, a).( ¯sec s, alerta| ¯bois))]|
[(sec(s, c) ` sec(s, a). ¯boj s)]|

Upon receiving the control network reply, the querying radio node simultaneously
pages its b̄i s, ni message to user equipment and instructs the other radio node
to do this as well.

In both cases, the user equipment receives two b̄i s, ni messages. As stated in
Sect. 5.1, the messages are inserted in the user equipment consensus algorithm
in Eq. 4 using a context hole. The adversary cannot do this as a result of Assump-
tion 5. This implies that the Ao and DiD processes are not weakly bisimilar when
the adversary is interrogated, i.e., Ao ff DiD. �

Proposition 5: UE can distinguish between the Ao and DiD processes if the
adversary attempts to imitate a radio node.
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Proof: The modified gNB/CN processes reduced to the imitation detection pro-
cess is:

DiD “ ν sec, boi, boj RCCus,iIg,i|Bg,i|RCCus,jIg,j |Bg,j |Ic

sec(su, i). ¯boi su ` [s “ me].( ¯sec s, imitation| ¯boi s)|
sec(su, i). ¯boj su ` [s “ me].( ¯sec s, imitation| ¯boj s)|

sec(s, i). ¯sec s, imitation

Each radio node can detect it is being imitated upon seeing its SRB1 used by
another process. The imitated radio node simultaneously sends its b̄i s, ni mes-
sage via the Bg,i process and informs the control network it is being imitated:

|
sec(su, i). ¯boj su ` [s “ me].( ¯sec s, imitation| ¯boj s)|

sec(s, i). ¯sec s, imitation

The control network accepts the imitation warning and informs another radio
node to page a second warning:

|
sec(su, i). ¯boj su

|
The second radio node then sends its b̄j s, nj message.

As mentioned in Sect. 5.1, user equipment can receive two b̄i s, ni messages by
inserting the messages in the consensus algorithm in Eq. 4 using a context hole.
The adversary cannot do this as a result of Assumption 5. This implies that the
Ao and DiD processes are not weakly bisimilar when the adversary is attempting
to imitate a radio node, i.e., Ao ff DiD. �

Proposition 6: UE can distinguish between the Ao and DiD processes if the
adversary rejects interrogation by a radio node.

Proof: The modified gNB/CN processes reduced to the rejection of interroga-
tion processes is:

DiD “ ν sec, boi, boj RCCus,i[s “ H]Rg,i|Bg,i|RCCus,j [s “ H]Rg,j |Bg,j |Rc

[s “ H]dc(Ks).( ¯sec Ks, reject|boi Ks) ` sec(K, r). ¯boi K|
[s “ H]dc(Ks).( ¯sec Ks, reject|boj Ks) ` sec(K, r). ¯boj K|

sec(k, r).[k “ ¯known] ¯sec K, reject

The rejected radio node waits for the adversary to send its 5G-AKA key
as cleartext when attempting to register with a targeted user equipment. After
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intercepting the key, the radio node simultaneously pages its b̄i s, ni warning via
the Bg,i process and sends the key to the control network to coordinate a second
warning:

|
[s “ H]dc(Ks).( ¯sec Ks, reject|boj Ks) ` sec(K, r). ¯boj K|

sec(k, r).[k “ ¯known] ¯sec K, reject

The control network confirms that it is an unknown key represented by the name
¯known and coordinates a second radio node to page a warning:

|
sec(K, r). ¯boj K

|

The second radio node sends its b̄j s, nj message.
As mentioned in Sect. 5.1, user equipment can receive two b̄i s, ni messages by
inserting the messages in the consensus algorithm in Eq. 4 using a context hole.
The adversary cannot do this as a result of Assumption 5. This implies that
the Ao and DiD processes are not weakly bisimilar when the adversary rejects
interrogation by a radio node, i.e., Ao ff DiD. �

The three propositions demonstrate that a defense-in-depth algorithm built
in the 5G standard can automatically inform user equipment in an administrative
area that an IMSI catcher is operating. This denies the adversary the ability to
violate the privacy promises in the 5G standard as long as the DiD process wins
the race condition.

6.7 UE Termination After a Successful DiD Process

After user equipment concludes its consensus algorithm regarding the paged
warnings, it must disconnect from the adversary. However, in accordance with
the 5G standard, user equipment will attempt to connect with the strongest
radio node signal. While it is in the process of connecting with a new radio
node, user equipment must ensure that it is not reconnecting to the adversary.
This is accomplished by checking the name received in the paged warnings in
the modified processes RRCum and NASum in Sect. 5.1. According to Assump-
tion 5, there must be a legitimate radio node for the user equipment to connect,
otherwise the contextual integrity property would not be possible. The following
proof demonstrates that if a legitimate radio node exists for connection after a
successful consensus has been achieved, user equipment can terminate its regis-
tration process.

Proposition 7: The modified UE registration process terminates after a suc-
cessful defense-in-depth consensus.
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Proof: Proof by contradiction. Assume that no name s or Km exists that passes
the matching operations in the RRCum and NASum processes.
Case 1: The adversary is successfully interrogated by two radio nodes. Propo-
sitions 4 and 5 show that the radio node consensus terminates and that user
equipment will receive two paged warnings with the name s. After the user equip-
ment consensus concludes, RRCum proceeds to subsequent processes as long as
s ‰ SRBm.
Case 2: The adversary avoids being interrogated by both radio nodes, but a radio
node intercepts its key. This is shown in Proposition 6. The modified registration
process reaches NASum that continues to termination as long as K ‰ Km.
Thus, the condition for the modified user equipment registration process to ter-
minate is:

s ‰ SRBm ∧ K “ Km

are not in the paged warnings. This contradicts the premise. �

6.8 Impossibility of Ao Learning sec

This brief proof demonstrates that, given the contextual integrity property in
Sect. 3.3, Asumption 1 and the reduced processes in Sect. 6.6, an adversary will
never learn the name sec that would give it access to the encrypted communi-
cations of the gNB/CN process.

Proposition 8: DiD’s Bg,i processes will never broadcast the name sec.

Proof: Proof by contradiction. Assume that process Bg is able to page the name
sec. This implies that a radio node received the name via a registration process
with user equipment or by interrogating an adversary. Given Assumption 1, this
is a contradiction. �

7 Conclusions

The consensus algorithm presented in this chapter enforces control over radio
node mobility in a 5G administrative area. The algorithm builds an additional
defense-in-depth layer in the 5G standard by creating a contextual integrity
property that reduces the likelihood of privacy violations should vulnerabilities
be found in 5G-AKA protocol implementations. In particular, the 5G infrastruc-
ture automatically warns all the user equipment in an administrative area not
to connect to IMSI catchers.

The algorithm depends on multiple radio nodes deceiving and interrogating
a suspected IMSI catcher to discern if its credentials are legitimate. After a
consensus on the malicious nature of IMSI catcher is reached between the radio
nodes and control network, multiple paged warnings are broadcast to all the
user equipment in the administrative area. Following this, each user equipment
must form a consensus on whether to disconnect. The π-calculus was employed
to represent modifications to the 5G communications models needed for the
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consensus algorithms. The contextual integrity property was verified using π-
calculus equivalence proofs by demonstrating that the consensus processes are
distinguishable from a cryptanalytic adversary.

The research demonstrates that it is possible to use network semantics to
construct context-dependent security properties such as enforcing control over
which devices are permitted to broadcast in a wireless network.

One avenue for future research is to incorporate the tolerance of race con-
ditions in the algorithm to enable computations of the efficacy of 5G network
implementations should the encrypted channels fail. This would also allow for
a stricter equivalence relation to be used in the proofs because processes would
have to have a notion of the internal state of the other communicating processes.

The algorithm may also be extended to incorporate malicious signatures
gathered by sensor-based and network-based IMSI catcher detection systems.
This would turn the detection systems into a prophylaxis instead of a remedy.

In order to incorporate the proposed defense-in-depth layer in the 5G stan-
dard, it would be necessary to implement the consensus algorithm to ascer-
tain its feasibility. Current research is focusing on an implementation that mea-
sures the latency advantage needed to succeed with regard to the race con-
ditions. Following this, the π-calculus will have to be translated into state
machines/communications models that could be formally verified, before being
implemented in the 5G standard.
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Abstract. Critical infrastructures are complex networks with physical,
geographical, logical and cyber interdependencies whose disruption can
cause serious impacts to citizenry and society. Meanwhile, the use of
information and communications technology to manage physical pro-
cesses in critical infrastructure assets has significantly increased their
cyber attack surfaces. The increased threats have led to the creation of
national and international cyber security agencies to promote awareness
of cyber threats and coordinate responses to cyber attacks.

In 2019, Italy set up the National Security Perimeter for Cyber, a
regulatory construct that stipulates measures for guaranteeing the safety
and security of public and private entities that provide essential functions
and services. The law associated with the regulatory construct requires
the covered entities to accurately describe their networks, information
and communications technology systems and related services. The 2021
Italian legislation that established the National Cybersecurity Agency
requires all National Security Perimeter for Cyber entities to inform the
national agency about their assets. The National Cybersecurity Agency
also collects detailed infrastructure information as well as reports about
cyber attacks from the entities.

This chapter describes an ongoing research effort that supports Ital-
ian legislative requirements. In particular, it demonstrates how the con-
sequences of cyber threats can be assessed in complex scenarios using an
agent-based simulator that evaluates the National Cybersecurity Agency
model under ransomware and distributed-denial-of-service attacks on
interconnected Italian infrastructures.

Keywords: Critical Infrastructure Modeling · Simulation · Cyber
Attacks · Cyber Impacts · Italian National Security Perimeter for Cyber

1 Introduction

Modern control systems integrate physical processes with communications and
computational resources that improve system efficiency and operational perfor-
mance. In recent years, attention has focused on a particular class of control
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systems called cyber-physical systems. Several definitions have been proposed
for cyber-physical systems and their functionalities [20]. However, their essen-
tial behavior is that they act independently, cooperatively or as “systems of
systems.”

From a practical control systems perspective, cyber-physical system behavior
is characterized by nonlinear interactions between discrete phenomena (digital
systems) and continuous phenomena (physical systems). Several techniques are
required to capture and analyze behavior at the low level such as discrete con-
trol logic, communications and distributed computing effects as well as at the
global level. While the integration improves system efficiency and operational
performance, the threats posed by system intrusions by adversaries are elevated.
Additionally, the increased amount of sensor data complicates the task of detect-
ing malicious attacks.

Examples of cyber-physical systems include supervisory control and data
acquisition (SCADA) systems, transportation networks, electric power genera-
tion and distribution networks, water and gas distribution networks, advanced
communications systems and, more generally, critical infrastructures. The sys-
tems straddle the information technology (IT) and operational technology (OT)
domains with cyber-physical security becoming a focus of attention due to the
convergence of previously-disjointed security functions.

Operational technology security has historically lagged information technol-
ogy security. This is largely because operational technology has prioritized safety
and uptime without much regard for cyber security [19]. However, this situation
must change on account of digital integration. Indeed, digital integration has
increased the attack surfaces of critical infrastructure assets, causing them to
be targeted by cyber attacks by malicious actors that leverage the ubiquitous
connectivity provided by information technology to access and breach systems
that were once thought to be impenetrable [9,18].

This situation has highlighted the fragility of cities, states and nations [1].
A well-cited example is the 2021 attack on Colonial Pipeline in the United
States [7,15,16]. Unknown, well-resourced actors successfully targeted the gaso-
line transportation infrastructure. Although the company and the U.S. govern-
ment cooperated to restore full capacity, the critical infrastructure was shut
down for several days. The impacts were serious – 71% of gas stations in the
Charlotte, North Carolina metropolitan area were short of or ran out of fuel.

The Colonial Pipeline attack is just one of many incidents reported around
the world. Nation states have become cognizant of the serious cascading impacts
of cyber attacks on critical infrastructure assets and, ultimately, on society.
Analyzing the interdependencies between critical infrastructure assets at the
regional, national and international levels are essential to understanding the
consequences of adverse events. It is the responsibility of nation states to define
appropriate cyber security strategies and institute regulatory constructs that will
render critical infrastructure assets safe, secure and resilient to adverse events.

Recent reforms related to the Italian cyber ecosystem have led to the enact-
ment of an Italian national law – National Security Perimeter for Cyber – that
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identifies key private and public entities in Italy, including critical infrastruc-
ture assets that perform essential functions or provide essential services, and
endeavors to protect them from cyber attacks [25]. According to the law, every
perimeter subject is required to inform the National Cybersecurity Agency of
its information and communications technology (ICT) assets, networks, infor-
mation systems and related services, and share data about cyber attacks and
the effects observed on their infrastructure assets.

This chapter describes an ongoing research effort that supports the Italian
legislative requirements. In particular, it demonstrates how the consequences of
cyber threats can be assessed in complex scenarios using an agent-based sim-
ulator that evaluates the National Cybersecurity Agency model under chains
of synthetic ransomware and distributed denial-of-service attacks on intercon-
nected Italian infrastructures. The research leverages the mixed holistic reduc-
tionist approach, a hierarchical method that decomposes infrastructures into
simple elements at multiple levels of abstraction [6]. The approach employs data
drawn from the national security perimeter to generate an impact model of inter-
connected infrastructures for analyzing hypothetical scenarios. The agent-based
CISIApro 2.0 simulator [4,13] implementing the mixed holistic reductionist app-
roach is employed to convey the impacts of cyber attacks on interconnected
infrastructures in terms of the confidentiality, integrity and availability (CIA)
security triad.

2 Related Work

Critical infrastructure assets have achieved high degrees of interoperability due
to the pervasive integration of information and communications technology to
the point where interdependencies couple infrastructure assets regardless of their
nature, type or geographic locations [22]. Due to the high degree of interoper-
ability, it is vital to model critical infrastructure interdependencies to assess
the consequences of adverse events such as natural disasters, failures and cyber
attacks in terms of the CIA security triad. At this time, no single modeling tool
fits every need. However, depending on the application and available information,
some tools are more suitable than others.

EPANET2 is an open-source tool that is widely used to model water distri-
bution systems [23]. The tool, which leverages network analysis and hydraulic
simulation to model water system behavior over time, has been used to simulate
the effects of cyber attacks on water distribution systems and identify potential
vulnerabilities.

Ficco et al. [12] developed a hybrid, distributed simulation platform for con-
ducting cyber security evaluations of large-scale critical infrastructure systems.
The platform supports the integration of multiple simulated environments and
the use of penetration testing and monitoring tools to evaluate complex, dis-
tributed experimental scenarios in the cloud.

The DOMINO simulation tool enables critical infrastructure asset managers
to create and update questionnaires pertaining to the autonomy of their facil-
ities in the absence of primary and alternative resources [14]. Asset managers
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are assisted in ensuring business continuity via an early warning system that
provides alerts about potential problems. The DOMINO tool provides insights
into potential cascading temporal and spatial impacts in training scenarios.

The Critical Infrastructure Program for Modeling and Analysis (CIPMA) is
an Australian public-private sector approach that identifies and assesses critical
infrastructure risks, recommends prioritization of investments and evaluates mit-
igation strategies and business continuity plans [5]. The communications, energy,
water and transportation sectors have leveraged CIPMA to develop improved
emergency management responses. CIPMA has also been used to study large-
scale scenarios, including a cyclone in Queensland, gas supply disruption on the
North West Shelf and submarine cable shelf/cable outages [2].

This research employs the CISIApro 2.0 agent-based simulator [4,13] to ana-
lyze the consequences of adverse events on interconnected infrastructures. In
the CISIApro 2.0 simulator, each infrastructure is decomposed into agents that
describe complex behaviors. Details about the CISIApro 2.0 simulator are pro-
vided in Sect. 5.2.

3 National Security Perimeter for Cyber

A nation state is responsible for defining strategies focused on planning, coor-
dinating and implementing measures that ensure the country’s cyberspace is
secure, safe and resilient while ensuring its citizenry can leverage the compet-
itive advantages of cyberspace with complete protection of their fundamental
rights and freedoms.

Since 2013, the Italian Government has invested considerable effort to keep
pace with technological advances in the cyber domain. Over time, it has insti-
tuted a number of measures designed to acquire, develop and strengthen national
cyber capabilities, and to guarantee institutional uniqueness of direction and
action with respect to cyber security as an area of intervention that is national
in scale and engages all stakeholders.

At the European Union (EU) level, the EU Network and Information Security
(NIS) Directive 2016/1148 [11] specifies measures intended to achieve a “high
level of security of network and information systems in the national sphere,
contributing to increase the common level of security in the European Union.”
The directive was adopted into Italian law by Legislative Decree of May 18, 2018
(L.D. no. 65/2018) [24], which dictates the legislative framework of measures for
securing networks and information systems and identifies the entities responsible
for implementing the obligations under the EU NIS Directive.

This section highlights the Italian National Security Perimeter for Cyber
Law [25] as a regulatory construct that covers more entities than the EU NIS
directive and incorporates more compulsory rules. Following this, the section
introduces recent Italian cyber ecosystem reforms.

On September 21, 2019, Law Decree no. 105/2019 – Urgent Measures Con-
cerning the National Security Perimeter for Cyber (and Special Powers of the
Government in the Strategic Sectors) [25] – was enacted by the Italian Govern-
ment. The decree established the “National Security Perimeter for Cyber” that
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introduces measures to guarantee safety standards for networks and information
systems as well as information technology services for public administrations,
private and public entities and critical infrastructure assets that perform essen-
tial state functions or provide essential services in the civil, social and economic
domains and whose malfunction may pose risks to national security.

The legislation has established provisions that are implemented via four
Prime Ministerial Decrees and a Presidential Decree in order to:

– Identify the public and private entities falling within the National Security
Perimeter for Cyber and the criteria for creating the lists of networks, infor-
mation systems and relevant services (DPCM no. 131/2020) [26].

– Define the procedures for the notification of cyber incidents to the Computer
Security Incident Response Team of Italy that impact networks, information
systems and information services (DPCM no. 81/2021) [28].

– Define the evaluation procedures for information and communications tech-
nology assets used in the National Security Perimeter for Cyber and notify
the National Assessment and Certification Center in charge of conducting
security assessments with the goal of verifying the absence of known vulner-
abilities in information and communications technology assets, systems and
services (DPR no. 54/2021) [27].

– Identify the categories of information and communications technology assets,
systems and services used by the entities included in the National Secu-
rity Perimeter for Cyber and the procurement of communications technology
assets evaluated by the National Assessment and Certification Center (DPCM
no. 198/2021) [30].

– Define the accreditation procedures for Accredited Evaluation Laboratories
and coordination procedures for the National Assessment and Certification
Center, Accredited Evaluation Laboratories and Evaluation Centers belong-
ing to the Italian Ministry of Defense and Italian Ministry of the Interior
(DPCM no. 92/2022) [31].

These goals are being pursued through recent reforms of the national cyber
ecosystem enacted by the Legal Decree of June 14, 2021 (L.D. no. 82/2021) [29].
The decree established the National Cybersecurity Agency of Italy with the mis-
sion of rationalizing and consolidating the fragmented expertise existing at the
national level in compliance with the competencies attributed to other adminis-
trations by legislation in force, and further enhancing the cyber security and
resilience for the purposes of protecting national security in cyberspace. As
the national authority, the National Cybersecurity Agency of Italy develops the
National Cybersecurity Strategy [21].

Furthermore, pursuant to L.D. no. 82/2021 [29], the National Cybersecu-
rity Agency of Italy is designated as the exclusive competent national authority
and single point of contact for the purposes referred to in the legislation on
the security of networks and information systems (NIS) [11], National Cyber-
security Certification Authority, National Coordination Center with reference
to the European Cybersecurity Competence Centre and Network [8] and cen-
tral element of the National Security Perimeter for Cyber. It should be noted
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that these competencies were previously attributed to a plurality of institu-
tional actors and that the Computer Security Incident Response Team of Italy
and National Assessment and Certification Center are established within the
National Cybersecurity Agency.

4 Ontology-Based Approach

Decree of the President and the Council of Council of Ministers of July 30,
2020 (DPCM no. 131/2020) [26] assigns to every public and private entity in
the National Security Perimeter for Cyber the mandatory duty to inform the
National Cybersecurity Agency of its information and communications technol-
ogy networks, information systems and related services by compiling a compre-
hensive list. To support these entities, the National Cybersecurity Agency has
designed a formal model for accurately describing all the relevant assets (e.g.,
information systems, routers and services) and their relationships (e.g., struc-
tures and dependencies). The model captures the characteristics of the two key
domains in which the entities perform essential state functions and/or provide
essential information and communications technology and operational technol-
ogy services.

The National Cybersecurity Agency model can be viewed as an ontology
because it formalizes domain knowledge in a structured manner using two types
of components. The first component type is entities, which are defined as classes
of objects of interest with homogeneous characteristics along with their related
properties. The second component type is the relationships between entities.

A domain is described by accurately defining the entity instances along with
their characteristic properties and relationships. Additionally, the model enables
the expression of the applicable constraints.

The National Cybersecurity Agency model, which is called the perimeter
ontology, has four logical sections:

– Entity description, information and communications technology functions
and/or services, and the relationships between them.

– Information and communications technology networks, systems and services,
hardware and software components and nodes. Nodes are components col-
lected in physical or logical spaces such as data centers and electrical substa-
tions.

– Outgoing dependencies such as external services on which entities depend.
– Geographical locations of all the components listed above.

Details about the perimeter ontology are not provided in this chapter for
national security reasons. The complete lists of networks, information systems
and services pertaining to the entities are also protected by confidentiality
clauses.

However, the authors of this chapter believe that it is important to present the
approach for collecting perimeter data in a structured manner using an ontology.
The approach has three principal advantages. One is ambiguity reduction at the
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data sources because the semantics of the collected data is formally specified at
the data collection stage. The second is the reduction of the complexity of the
steps following data collection, especially related to the storage and analysis of
the collected data. The third is the quality (completeness) of the collected data
due to the use of well-defined and somewhat rigid collection tools.

5 Modeling Approach

This section describes the mixed holistic reductionist approach for modeling
interdependent critical infrastructures. Also, it describes the CISIApro 2.0 simu-
lator that is designed to assess the impacts of adverse events in complex modeled
critical infrastructure scenarios.

5.1 Mixed Holistic Reductionist Approach

The mixed holistic reductionist approach leverages the benefits of holistic and
reductionist thinking [6]. The approach provides a roadmap for meticulously
modeling critical infrastructures and their interdependencies.

The mixed holistic reductionist approach describes interconnected infrastruc-
tures as a set of networks. Each infrastructure is described at different abstrac-
tion levels to capture phenomena that emerge at different granularities. The idea
is to integrate the advantages of the holistic and reductionist approaches.

Infrastructures are viewed as distinct entities with clearly-defined borders
and functional attributes in holistic modeling to provide a comprehensive and
global picture. When considering an infrastructure as a whole, it is possible to
identify and describe the infrastructures as well as their regional reaches. At this
level, the amount of data required for modeling operations is small and may be
available in open databases.

On the other hand, the reductionist paradigm emphasizes the need to care-
fully study the roles and behaviors of individual components to fully understand
the entire system. Specifically, the reductionist approach breaks down each com-
ponent into its inputs and outputs. Relations between machinery and individual
parts are easily specified at this level of abstraction.

Service efficiency (referred to as “service”) functions as the link between the
holistic and reductionist levels. This layer describes the functional connections
between infrastructures and components at varying granularities. Consumers and
other connected infrastructures reside in the middle layer between the holistic
and reductionist levels.

Different systems require different levels of analysis, and their limitations are
lost in complex case studies. The mixed holistic reductionist approach allows for
top-down or bottom-up analyses of network interactions at various levels. It also
enables critical infrastructures to be modeled at different degrees of abstraction
based on the available data.

Figure 1 shows a mixed holistic reductionist model representation starting
from the perimeter ontology. The central nodes are in the holistic layer, the dark
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Fig. 1. Mixed holistic reductionist model representation.

grey nodes are in an intermediate layer and the external nodes are in the reduc-
tionist layer. The transition from the ontology to the mixed holistic reductionist
model is not obvious, and human intervention is required to resolve conflicts
between the two views. The model shown in Fig. 1 is the original proposal for
modeling interdependencies and lacks direct correspondence with the ontology
in terms of entities and relationships.

The holistic layer contains all the agents representing all the entities that are
part of the perimeter or are directly linked to an entity in the perimeter. Due to
the difficulty of determining the particular devices on which connections occur,
the corresponding agents are connected among themselves primarily to exchange
cyber risk. Cyber risks are related to cyber attack impacts, which are primarily
confidentiality and integrity (a data breach at an entity has no direct impact
on information availability, but it can impact the entity’s trust and reputation
at the holistic level). When data is not available, the model may contain blocks
related to the entity without additional details.

An entity provides essential services to its customers and other entities. Each
service is produced by an information and communications technology asset.
Therefore, each service layer contains agents called information and communica-
tions technology assets that represent parts of the information and communica-
tions technology network that are necessary to deliver essential services. Entity
blocks are linked to information and communications technology assets in two
ways. The first corresponds to the information and communications technology
assets of an infrastructure that provide resources, faults and cyber attacks to the
entity blocks associated with the same infrastructure. The second corresponds
to the information and communications technology assets that produce specific
resources (services) used by other infrastructures.
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As shown in Fig. 1, an information and communications technology asset
comprises systems, networks and services. The three categories represent devices
(hardware and software) that are fundamental to delivering services. These ele-
ments are part of the reductionist layer of the model. Hence, the blocks represent
the information and communications technology portions of the operational tech-
nology environment. Note that all the blocks are not depicted in the figure. The
reductionist layer contains some blocks that are cyber-physical components such
as data centers, buildings and electrical substations. A cyber-physical system
incorporates several components needed to produce a service, but also contains
some information and communications technology components.

The case study described in this chapter also considers the possibility of
infrastructures that are interconnected at all the layers in the model. For
instance, an airline company, which is considered to be a reductionist component,
depends on electricity supplied by a utility whose information and communica-
tions technology assets need bank services to collect payments from customers.
However, impacts such as confidentiality, integrity and availability are exchanged
at the entity level, namely, at the holistic layer.

5.2 CISIApro 2.0 Simulator

The Critical Infrastructure Simulator with Interdependent Agents 2.0 (CISIApro
2.0) [4,13] is employed to evaluate the consequences of adverse events on inter-
connected critical infrastructures. The simulator engages agent-based modeling
using three main components, agents, simple interaction rules and the envi-
ronment in which the agents are placed. Multiple agents acting simultaneously
according to the interaction rules model complex systems. In agent-based mod-
eling, central control does not drive agent behavior. Instead, following the local
rules leads to an outcome or aggregate behavior that adapts to the environment
or reacts to adverse situations. Thus, an agent-based model is a simply a set of
agents that follow simple rules to collectively generate an emergent property or
behavior. The main drawback of agent-based modeling is that it requires high
levels of detail to provide adequate predictions. As a result, the accuracy of
agent-based modeling depends on the specificity of the underlying assumptions.

Figure 2 shows the CISIApro 2.0 agent representation. Each infrastructure
is decomposed into agents with the same overall input and output structures.
Each agent receives resources, faults and cyber attacks from upstream agents
and sends resources, faults and cyber attacks to downstream agents. Resources
are supplies of materials, quantities and other assets that are required by entities
to function effectively. Faults include malfunctions and natural events that must
be exploited to assess different outcomes, depending on the details of the initial
adverse events. Cyber attacks are malicious activities that attempt to collect,
disrupt, deny, degrade or destroy information and communications technology
resources. In a CISIApro 2.0 simulation, resources, faults and cyber attacks are
exchanged among agents.

Agent state is identified by its operational level. The operational level indi-
cates an agent’s ability to function properly and execute its tasks. Every agent
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Fig. 2. CISIApro 2.0 agent representation.

has an internal state variable that represents its internal behavior based on the
evaluation of resources, faults and cyber attacks. Based on its operational level,
each agent sends resources, faults and cyber attacks to downstream agents.

To better handle cyber attacks and evaluate their consequences, each agent
has an additional state variable called the cyber risk level that identifies how the
agent is affected by internal and incoming cyber attacks. Cyber risk is based on
the CIA triad. The CIA triad may be difficult to apply in industrial automation
and control environments, but the three security goals are useful to deal with
information in classical information technology environments and to spread infor-
mation about cyber attacks in industrial automation and control environments.
In fact, the CIA triad is invaluable when it comes to determining the impacts of
cyber attacks on the telecommunications network portions of industrial automa-
tion and control systems.

It is instructive to clarify the meanings of the CIA terms and their relation-
ships in industrial automation and control environments. Real-time processes at
Purdue levels 0 to 2 [3,32] are often exempt from the confidentiality require-
ment because operational and real-time parameters are not viewed as secrets.
Secret manufacturing formulas are to be protected and this must be done in the
information technology and industrial automation and control zones [17]. Since
real-time operating data has not been tampered with, it can be trusted. How-
ever, the industrial automation and control zone is viewed as being insecure by
design. Therefore, by employing trustworthy design, perimeter security and sup-
plemental cyber security, the integrity of the industrial automation and control
zone can be guaranteed.

Dependability, productivity and business continuity standards for the indus-
trial automation and control zone also address availability. Similar to integrity,
availability must be guaranteed through trustworthy architectures, dependable
goods and trustworthy software.
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Fig. 3. Interdependencies between the interconnected infrastructures.

In a CISIApro 2.0 simulation, the availability of information transmitted by
a telecommunications network is captured by its operational level. In contrast,
confidentiality and integrity are expressed as cyber risk levels. As shown in Fig. 2,
the operational and cyber risk level metrics may be interconnected and partially
overlap.

6 Case Study

A case study involving eight interconnected infrastructures is used to demon-
strate the efficacy of the mixed holistic reductionist approach and CISIApro 2.0
simulation. The interconnected infrastructures include two telecommunications
companies, two electrical power distribution companies, a railway company, an
airline company, a bank and a government department.

Figure 3 shows the interdependencies between the eight interconnected infras-
tructures. The two telecommunications companies provide services such as Inter-
net access and mobile and backbone telecommunications. The two electrical
power distribution companies provide electricity for equipment as well as to
buildings, railway stations and airports. The bank processes customer payments
to the railway and airline companies. The government department issues licenses
for rail transport of people and goods and regulates airline company operations.
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Fig. 4. Bank infrastructure view after the ransomware attack.

6.1 Ransomware Attack

The first scenario involves a ransomware attack on customer payment services
provided by the bank. A ransomware attack enables an adversary to seize control
of the targeted assets and demand a ransom in exchange for availability of the
assets [9,10]. In 2022, ransomware was one of the top cyber threats, affecting all
sectors indiscriminately and with numerous high-profile cases [10].

Figure 4 shows the bank infrastructure view after the ransomware attack.
The ransomware disrupts the bank services that process customer payments to
the railway and airline companies. All the entities have the operational levels
expressed by the gray scale in the icon backgrounds, the CIA triads on the
right-hand sides of the icons and the cyber risk due to the interconnected infras-
tructures indicated by > C in the bottom-left corners of the icons.

As expected, the ransomware attack causes drastic reductions in the three
components of the CIA triad at the bank. However, no impacts are observed
on the primary transportation functions of the railway and airline companies;
as a result, the operative levels of the two companies are 0.5. Additionally, the
possibility exists that the attack impacts the telecommunications company pro-
viding services to the bank when the adversary conducts lateral movements and
exploits vulnerabilities to enter and control remote systems in the interconnected
telecommunications network.
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Fig. 5. High-level bank representation.

Figure 5 shows the high-level representation of the bank. Since the ran-
somware attack targets an information and communications technology service
common to the two information and communications technology assets at the
bank, the operational level of the bank drops to zero.

The railway company (Fig. 6) and airline company (Fig. 7) are also affected
partially by the ransomware attack. The impacted services at the two companies
primarily relate to ticket sales. Specifically, the two companies rely on telecom-
munications and bank services for ticket sales and the observed impact is mainly
on the transactions. The combination of the services supplied by the two infor-
mation and communications technology assets is evaluated using the average
operation. The operational levels of the railway and airline companies are both
equal to 0.5, where one corresponds to fully operational.

As mentioned above, the information and communications technology sys-
tems and networks of the bank and telecommunications company are linked.
Thus, due to lateral movements and the exploitation of vulnerabilities by the
adversary, the telecommunications company may be affected in a different man-
ner by the ransomware attack.

Figure 8 shows the impact on the telecommunications company due to lateral
movements from the bank network and vulnerability exploitation. The telecom-
munications network does not have a direct impact on the functional level;
instead, the impact is on company trust and reputation. The operational level of
the telecommunications company is one because there is no impact on telecom-
munications services.
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Fig. 6. Railway company representation.

Fig. 7. Airline company representation.
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Fig. 8. Telecommunications company representation.

6.2 Distributed Denial-of-Service Attack

A denial-of-service attack directly impacts the availability of computer and net-
work resources, causing temporary problems for customers who rely on ser-
vices. A typical denial-of-service (DoS) attack floods a target with traffic or
sends information that triggers a crash. A distributed denial-of-service (DDoS)
attack occurs when multiple systems orchestrate a synchronized denial-of-service
attack on a single target. The main difference is that, instead of being attacked
from one location, the target is attacked simultaneously from multiple locations.
Distributed denial-of-service was ranked the most serious cyber threat in 2022
whereas ransomware was ranked the most serious cyber threat in 2021 [9].

Figure 9 shows a synoptic view of the infrastructures after a distributed
denial-of-service attack on an information and communications technology ser-
vice agent at the second telecommunications company. As expected, the telecom-
munications service disruption has a profound impact on all the other intercon-
nected infrastructures.

Figure 10 shows the impact of the distributed denial-of-service attack on the
second telecommunications company. All the services provided by the company
are affected. The situation is more serious than the one shown in Fig. 8. This
is because the second telecommunications company provides services to the two
electric power distribution companies, railway company and government depart-
ment.

Figure 11 shows the impact of the telecommunications distributed denial-of-
service attack on the railway company. Railway operations are highly impacted
by the telecommunications service disruption because the company has only one
telecommunications provider whose services are used to coordinate information
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Fig. 9. Overall impact of DDoS attack on telecommunications company.

Fig. 10. Impact of DoS attack on telecommunications company.
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Fig. 11. Impact of telecommunications DDoS attack on railway company.

and communications systems and services at two railway stations. The railway
company is also potentially impacted by the disruption of electricity from its
electric power distribution company that receives services from the targeted
telecommunications company.

The government department relies on telecommunications services to perform
its functions. Figure 12 shows that the telecommunications distributed denial-
of-service attack impacts the government department building as well as its two
information and communications technology assets.

Figure 13 shows the impact of the telecommunications distributed denial-of-
service attack on electric power distribution. The two electric power distribution
companies have different supply chains. The company shown in Fig. 13 has a
single telecommunications service provider whereas the other company has two
telecommunications service providers. As a result, the impacts are completely
different. The impact on the first company is significant whereas the second
company is not affected.

The impact of the telecommunications distributed denial-of-service attack
on the electric power distribution company in Fig. 13 leads to negative impacts
on other infrastructures. The railway system needs electricity for its information
and communications technology systems (Fig. 11) and the airline company needs
electricity for one of the two airports (Fig. 14).



160 V. Bonagura et al.

Fig. 12. Impact of telecommunications DDoS attack on government department.

Fig. 13. Impact of telecommunications DDoS attack on electric power distribution.
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Fig. 14. Impact of telecommunications DDoS attack on airline company.

7 Conclusions

Nation states have become cognizant of the serious cascading impacts of cyber
attacks on critical infrastructure assets and, by extension, on society. The
increased threats have led to the creation of national and international cyber
security agencies to promote awareness of cyber threats and coordinate responses
to cyber attacks. By law, all the public and private entities in the Italian National
Security Perimeter for Cyber must inform the National Cybersecurity Agency
about all their information and communications technology assets, networks,
information systems and services. This information is submitted using an ontol-
ogy provided by the National Cybersecurity Agency. However, modeling interde-
pendent infrastructures and assessing the impacts of cyber attacks are complex
problems.

This chapter has demonstrated how the mixed holistic reductionist approach
can be employed to decompose each infrastructure into different abstraction lay-
ers, model their interdependencies and evaluate the effects of adverse events. By
employing the mixed holistic reductionist approach with the ontology proposed
by the Italian National Security Agency, the CISIApro 2.0 agent-based simula-
tor can be used to model complex cyber scenarios involving the Italian National
Security Perimeter for Cyber. The case study shows that the proposed approach
can effectively assess the consequences of ransomware and distributed denial-
of-service attacks on the connected infrastructures in terms of confidentiality,
integrity and availability.

Future research will model additional interconnected infrastructures. The
model will also be enhanced by considering propagation delays involving the
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data exchanged between infrastructures and the interactions between physical
processes and information and communications technology services.
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Abstract. A building management system is an infrastructure asset
that operates critical building components such as water supply man-
agement, electric power monitoring and heating, ventilation and air con-
ditioning systems. Internet of Things devices are increasingly employed
in building management systems for efficient operations. The Message
Queuing Telemetry Transport protocol is commonly used for communi-
cations when integrating these devices. However, each device is typically
isolated and has its own platform and management dashboard. The iso-
lation and heterogeneity hinder device visibility and render it challenging
to monitor and respond to abnormal conditions, including those induced
by cyber attacks.

This chapter describes a security-enhanced orchestration platform for
building management systems. The orchestration platform receives a
variety of data from building systems and Internet of Things devices to
provide situation awareness and support efficient operation. The integra-
tion of novel device auto-recovery and auto-isolation functionality in the
orchestration platform enables the monitoring and mitigation of cyber
attacks.

Keywords: Building Management Systems · Internet of Things
Devices · Security-Enhanced Orchestration Platform

1 Introduction

A building management system incorporates several industrial control systems
that manage critical electric power control, water and gas supply, elevator opera-
tion, access control and fire alarming and suppression systems. However, the var-
ious systems, which are tied to specific products and services, are often deployed
separately and are isolated from each other because they are installed and man-
aged by different providers. In fact, most providers do not recommend connecting
their systems to other systems for latency and performance reasons [10].
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The use of Internet of Things (IoT) devices and sensors in building manage-
ment systems has increased in recent years, making buildings smarter and more
efficient [13]. However, the devices and sensors increase the cyber attack sur-
faces and render buildings more vulnerable to cyber attacks. An adversary who
compromises a building access control system can gain entrance and steal items
or destroy property without breaking physical locks. Closed-circuit television
(CCTV) systems can also be compromised surreptitiously to perform malicious
acts.

To address these and other security issues, orchestration platforms are
required for building management systems to perform monitoring, control and
threat and anomaly detection and response. An orchestration platform integrates
diverse operational technology (OT) and information technology (IT) systems
along with Internet of Things devices and sensors to facilitate efficient and secure
building operation.

This chapter describes a security-enhanced orchestration platform for build-
ing management systems. The platform receives data from diverse building man-
agement system components and Internet of Things devices to provide situation
awareness and support efficient and stable building operation. The integration
of novel device auto-recovery and auto-isolation functionality enables the orches-
tration platform to monitor cyber attacks and mitigate their negative effects.

2 Related Work

In recent years, the building management system industry has been exploring
the possibility of integrating legacy systems and devices in a single platform
that collects building sensor data and efficiently controls the various building
systems.

Agarwal et al. [1] have developed BuildingDepot, an extensible and dis-
tributed architecture for building data storage, access and sharing. The archi-
tecture leverages the representational state transfer application programming
interface (REST API) to access sensor networks in a building. Their subsequent
BuildingDepot 2.0 platform [14] provides advanced data analysis and supervi-
sory control features. It enables reusable applications to be employed in different
building environments and provides a template that describes sensors and build-
ing systems in a common language.

Alsuhli and Khattab [2] have proposed an Internet of Things architecture
for building management that controls lighting and heating, ventilation and air
conditioning systems. They proceeded to implement a prototype system and
evaluate its accuracy and efficiency.

Due to their vital building monitoring and control functionality, it is impor-
tant to secure building management systems from cyber attacks. Fisk [6] notes
that legacy systems elevate risk because they have limited computing power
and many known vulnerabilities that are still unpatched. Chan et al. [4] have
identified vulnerabilities in smart lighting systems and energy metering systems.
The increased use of Internet of Things devices with legacy systems expands the
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attack surface of building management systems. Brooks [3] has investigated cur-
rent and emerging security vulnerabilities in automated building systems. The
results reveal that using wireless devices in open architectures with extended
system communications significantly elevates the cyber risk to building manage-
ment systems.

Much of the research literature has focused on capturing and sharing sen-
sor data from diverse building systems. However, due to the increased risks
posed by legacy systems and the integration of Internet of Things devices in a
building management system, a security platform must be implemented to mon-
itor real-time data and ensure system integrity. Kalaska and Czarnul [9] con-
ducted a security evaluation of available Internet of Things platforms covering
device authorization, data filtering, access control and protecting against service
threats. According to the evaluation, few platforms support device authorization
and limited protection is provided against network attacks, especially denial-of-
service (DoS) attacks. Unfortunately, existing building management system plat-
forms do not detect cyber attacks by analyzing the data they receive. To provide
full visibility of building systems and protect them from malicious actors, it is
necessary to integrate devices and systems with diverse building management
system protocols in a single platform.

To address the security gap, this research has developed a proof-of-concept
security-enhanced orchestration platform for building management systems. The
platform supports multiple common communications protocols, including Mod-
bus TCP [7], BACnet [5], REST API, MQTT [8], Zigbee [11], Wi-Fi and Blue-
tooth. Protocol traffic in the building systems and Internet of Things devices is
analyzed to detect and mitigate cyber attacks.

3 Orchestration Platform

The security-enhanced orchestration platform for building management systems
is designed to manage building system applications as well as security and other
critical systems. The overall architecture comprises a system architecture and a
security architecture. The system architecture incorporates a central control unit
(orchestration platform) that integrates multiple systems in an existing build-
ing management system with Internet of Things devices to provide seamless user
experience while ensuring stability and reliability. The central control unit imple-
ments a security architecture with mechanisms for monitoring and controlling
access, detecting intrusions and isolating compromised systems and devices. The
orchestration platform provides a robust solution for monitoring and controlling
building systems while maintaining security.

3.1 System Architecture

Figure 1 shows the system architecture of the security-enhanced orchestration
platform for building management systems. The system architecture comprises
two components, selected systems (Systems 1 to 4) and devices in an existing
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Fig. 1. System architecture.

building management system, and a central control unit with Internet of Things
devices (System 5). The selected systems and devices in the building manage-
ment system monitor and control various building applications. The devices are
categorized as operational technology and include equipment such as lighting
and elevator control systems.

The central control unit with Internet of Things devices is incorporated in
the system architecture to integrate existing systems and devices while providing
remote management capabilities. Internet of Things devices are smart systems
and sensors that support and enhance building management system functional-
ity. The devices include humidity sensors, temperature sensors, vibration sensors
and air quality sensors, among others. Table 1 provides information about the
devices incorporated in the system architecture.

3.2 Security Architecture

Building management system architectures typically isolate subsystems that sup-
port specific applications, often requiring different back-ends and/or front-ends
for subsystem operation. However, this architecture introduces latency and per-
formance problems when the subsystems are interconnected. The isolation sig-
nificantly complicates building management governance by operators due to the
reduced visibility of system state. The orchestration platform is intended to
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Table 1. Device information.

System Device Protocol Class

System 1 Humidity/temperature sensors BACnet OT

(WJ Controller) Control valve BACnet OT

Door lock BACnet OT

Digital power meter Modbus TCP OT

System 2 Elevator MQTT OT

(MQTT Server)

System 3 Infrared sensor ZigBee IoT

(REST API Server) Lux sensor ZigBee IoT

Humidity/temperature sensors ZigBee IoT

Light bulb Serial OT

System 4 Closed-circuit TV MQTT OT

(RSTP Server)

System 5 Door lock ZigBee IoT

(IoT Devices) Door contact sensor ZigBee IoT

Vibration sensor ZigBee IoT

Air quality sensor ZigBee IoT

Humidity sensor ZigBee IoT

Temperature sensor ZigBee IoT

Light bulb ZigBee IoT

Smart plug ZigBee/Wi-Fi IoT

Energy meter Wi-Fi IoT

Motion sensor Wi-Fi IoT

Closed-circuit TV Wi-Fi IoT

Air purifier Wi-Fi IoT

address these deficiencies by serving as the central governor of a building man-
agement system, providing key capabilities such as monitoring, control, data
collection, storage and analysis, as well as physical security and cyber security.

A key advantage of the orchestration platform is its ability to overcome the
limitations of traditional isolated systems. It is difficult to detect attacks and
abnormalities in typical building management systems due the limited visibil-
ity they provide. However, incorporating Internet of Things devices in building
management systems along with an orchestration platform with intrusion detec-
tion capabilities provides improved visibility of system performance as well as
efficient governance and secure building operation.

Figure 2 shows the security-enhanced orchestration framework. It incorpo-
rates a front-end alert and notification system that displays attack alerts and
abnormal reading notifications in real time. This enables building management
operators to quickly identify and respond to potential security incidents. The
back-end of the framework provides several key functions that ensure overall
stability and security. The system health check function monitors CPU and mem-
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Fig. 2. Security-enhanced orchestration framework.

ory usage, updates, patches, firmware, network traffic and services to ensure that
the system is operating at optimal conditions. Additionally, the framework pro-
vides monitoring and identification functionality that leverage data collection,
processing and analysis to detect potential security threats and attacks.

The framework also provides response measures to mitigate the negative
effects of incidents. This includes device auto-restart, device auto-shutdown and
device auto-isolation. Compromised devices and networks are rapidly isolated
and shut down to prevent security incidents from spreading and minimize their
impacts on building management. The framework provides a comprehensive and
robust solution that enables operators to rapidly identify and respond to poten-
tial security incidents and maintain overall building stability and security.

4 Device Auto-Recovery and Auto-Isolation

Incorporating Internet of Things devices in building management systems intro-
duces new cyber security risks because it expands the attack surfaces for mali-
cious actors. Nevertheless, the devices are vital because it is difficult to provide
security services without visibility into building systems and operations. The
orchestration platform provides full visibility into all aspects of the building
management system, including all the connected devices.

The orchestration platform provides device auto-recovery and device auto-
isolation functionality. Figure 3 shows the workflow geared for restartable and
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Fig. 3. Device auto-recovery and auto-isolation workflow.
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non-restartable devices. Restartable devices are not critical to building man-
agement system operation and can be safely restarted by the orchestration plat-
form after attacks or incidents. Non-restartable devices such as those installed in
important elevator and door lock systems require manual intervention because
auto-restarts could negatively impact building operation. The purpose of the
workflow is to bring the devices and systems back to normal operation.

Self-checking and Abnormal Device Identification. The monitoring func-
tion of the orchestration platform periodically checks system parameters such as
CPU and memory usage as well as network traffic. This helps track the stability
and health of the orchestration platform and the connected devices.

Additionally, the orchestration platform monitors the message-sending fre-
quencies of connected devices. Deviations from the average values are considered
to be anomalous and appropriate actions are instituted to investigate and address
the anomalies.

Cross-Sensor Validation. One of the key features of the orchestration plat-
form is its ability to perform cross-sensor validation. The process is designed to
ensure that the readings received from connected sensors are accurate and not
compromised by a malicious actor.

The first step in cross-sensor validation is to identify the sensors that are send-
ing abnormal readings. This is done by comparing the sensor readings against
historical data. Following this, data from relevant sensors is used to validate
whether or not other sensors measuring the same or similar data have similar
patterns as the sensors with abnormal readings. If most of the other sensors
have different readings, it is concluded that the sensors with abnormal readings
have issues that are more serious than simply anomalous. In such a situation,
the orchestration platform proceeds to the device auto-restart phase.

Device Auto-Restart. In many situations, restarting a device is an effective
way of resolving problems and bringing the device back to the normal state. This
is especially true for Internet of Things devices due to their diverse hardware,
software and protocols. Unfortunately, manual device restarts can be problematic
and often require time-consuming human operator intervention. The orchestra-
tion platform is specifically designed to automate device restart when abnormal
status is detected.

An affected device is automatically restarted after abnormal status is
detected. After the restart, the orchestration platform reconnects to the device
and performs cross-sensor validation to ensure that the device is operating nor-
mally. The cross-sensor validation process compares the device readings against
those of other relevant sensors to ensure that the device is functioning correctly.

By automating the device restart process, the orchestration platform can
quickly resolve problems and minimize disruptions to building operation. This
important feature provides operators with real-time monitoring and rapid device
recovery capabilities.
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Device Auto-Shutdown. In the event an Internet of Things device is unable
to resume normal operation after a restart, the orchestration platform takes
additional measures to maintain the overall stability and security of the building
management system. Specifically, the platform disconnects and shuts down the
affected device to prevent it from affecting other devices and systems. This action
is taken as a precautionary measure to protect the integrity of the building
management system. The orchestration platform also notifies operators that the
device should be repaired or replaced.

Device Auto-Isolation. Unlike Internet of Things devices, certain building
management devices and systems may be deemed critical and cannot be restarted
or shut down by the orchestration platform without disrupting building oper-
ations. In such cases, the orchestration platform takes a different approach to
maintain the overall stability and security of the building management system.

When abnormal status is detected in a critical device or system, the orches-
tration platform automatically disconnects and isolates the component from the
network infrastructure. This prevents the abnormality from affecting other nor-
mal devices and systems and the cyber attack from propagating. Additionally,
the orchestration platform also automatically blacklists the IP address of the
device or system to block further communications with the building manage-
ment system and prevent malicious traffic from entering.

The orchestration platform notifies operators that the abnormality should be
investigated. Steps are then taken to repair or replace the device or system and
return it to normal operation.

Disconnecting, isolating and blacklisting IP addresses also apply to devices
that cannot be restarted or shut down. This ensures that the building man-
agement system is always operating at optimal conditions and protects against
cyber attacks.

5 Experiments

Experiments were conducted to demonstrate the security features of the orches-
tration platform for building management. Figure 4 shows the experimental
setup. A Mosquitto MQTT broker [8] was deployed on the orchestration plat-
form and connected to several devices and systems. Many devices using the
MQTT communications protocol do not provide adequate security measures
and often rely on insecure default configurations [12]. Therefore, a username-
password authentication mechanism was employed to set up the MQTT bro-
ker configuration in the experiments. As seen in the figure, the MQTT broker
was connected to multiple Internet of Things devices and a Raspberry Pi com-
puter that served as the malicious attack device. A smart plug connected to
the Raspberry Pi was employed to shut down and restart the device during the
experiments.

Three experimental scenarios were investigated. The first scenario focused
on the device auto-restart security feature. The second scenario focused on the
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Fig. 4. Experimental setup.

device auto-restart and device auto-shutdown security features. The third sce-
nario focused on the device auto-isolation security feature when a device cannot
be restarted or shut down due to its criticality when the building management
system is under attack.

5.1 Scenario 1

Scenario 1 involved a situation where a legitimate device connected to the MQTT
broker malfunctions or where an attacker gains control of a legitimate device and
floods the MQTT broker with messages. Upon receiving an alert, the orchestra-
tion platform is designed to engage its device auto-restart security feature. After
restarting the device, the orchestration platform performs cross-sensor validation
to ensure that the device is functioning normally and does not continue to flood
the broker.

The Raspberry Pi was set up as the abnormal device connected to the MQTT
broker. A Python script on the Raspberry Pi established a connection with the
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MQTT broker and flooded it with 10,000 messages per second for 15 min. Attack
alerts were triggered and the orchestration platform leveraged the smart plug to
restart the connected Raspberry Pi. After restarting the Raspberry Pi, the orches-
tration platform performed cross-sensor validation to ensure that the device was
working normally. The security feature successfully prevented the abnormal device
from flooding the MQTT broker and overloading the server CPU.

5.2 Scenario 2

Scenario 2 involved a situation where a device upon restarting continues to
flood the MQTT broker with messages. The orchestration platform is designed
to detect and mitigate the attack by automatically shutting down the device
after cross-sensor validation.

The Raspberry Pi was set up to run the Python script that simulated an
abnormal device flooding the MQTT broker with messages after it was auto-
restarted. The orchestration platform detected the flooding attack by monitor-
ing the MQTT broker and identified the device based on the attack alert. After
the Raspberry Pi was restarted, cross-sensor validation was performed, but the
device was found to be abnormal and was, therefore, shut down. This scenario
demonstrates the effectiveness of the orchestration platform at mitigating mes-
sage flooding attacks and ensuring the stability of the MQTT broker.

5.3 Scenario 3

Scenario 3 was designed to evaluate the effectiveness of the MQTT broker auto-
isolation security feature. A brute force attack was launched to gain unauthorized
access to the MQTT broker by repeatedly trying different login credentials in a
short time frame. Specifically, ten connection attempts were made in 20 s from
an external source.

Upon receiving the attack alert, the MQTT broker auto-isolation feature
captured the username and removed it from the broker’s access control list,
effectively isolating the attack by preventing a connection to the MQTT broker.
The security feature ensures that, even if access is gained to the MQTT broker
via a brute force attack, the compromised username and password cannot be
used to connect to the MQTT broker or access any MQTT topics.

It should be noted that the device auto-restart and auto-shutdown security
features do not apply to critical building devices and systems such as the lift con-
trol and door control systems. Instead, the MQTT broker auto-isolation security
feature is leveraged to protect these critical systems from external attacks.

5.4 Results and Limitations

Table 2 shows the average recovery times for the security features triggered dur-
ing the three scenarios. The recovery times were measured by determining the
time elapsed from when an attack alert was received to when the device was
returned to its normal state or when isolation was successfully activated by
removing the username from the MQTT broker access control list. The average
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Table 2. Experimental results.

Scenarios Average Recovery Time Triggered Security Feature

1 15.26 s Device auto-restart

2 55.57 s Device auto-restart and shutdown

3 24.10 s MQTT broker auto-isolation

recovery times were computed as the averages over ten executions in each of the
three scenarios.

The experimental results involving the MQTT broker demonstrate the effec-
tiveness of the security features implemented in the orchestration platform.

In Scenario 1, the device auto-restart feature successfully mitigated an MQTT
message flooding attack by restarting the abnormal device and performing cross-
sensor validation to ensure normal operation.

The results in Scenario 2 further show the importance of the device auto-
shutdown security feature in preventing repeated MQTT message flooding. The
orchestration platform successfully detected the attack, restarted the abnormal
device and subsequently shut it down when it determined that the device was
not functioning properly.

The results in Scenario 3 involving a brute force (credential stealing) attack
demonstrate the effectiveness of the MQTT broker auto-isolation feature in pre-
venting unauthorized broker access and minimizing potential damage.

However, it is important to consider the potential negative side effects of
the auto-restart and auto-shutdown features. If triggered too frequently, the two
features could disrupt normal device operation, causing user inconvenience and
frustration.

6 Conclusions

Increasing numbers of Internet of Things devices are being deployed in infrastruc-
ture assets such as buildings. However, it is challenging for building management
operators to monitor these heterogeneous devices and troubleshoot them when
they malfunction or are targeted by cyber attacks.

The security-enhanced orchestration platform described in this chapter is
designed for building management systems that incorporate operational technol-
ogy and diverse Internet of Things devices. The orchestration platform receives
a variety of data from building management components and Internet of Things
devices to provide situation awareness and support efficient and stable operation.
The integration of novel device auto-recovery and auto-isolation functionality in
the orchestration platform enables the monitoring and mitigation of abnormal
conditions, including those initiated by cyber attacks.

Future research will attempt to apply machine learning techniques to enhance
the detection of abnormal Internet of Things device operations. Additionally,
it will augment the orchestration platform to monitor and manage additional
building components such as gas and water supply systems.
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Abstract. Trusted computing, often referred to as confidential com-
puting, is an attempt to enhance the trust of modern computer systems
through a combination of software and hardware mechanisms. The area
increased in popularity after the release of the Intel Software Guard
Extensions software development kit, enabling industry actors to create
applications compatible with the interfaces required to leverage secure
enclaves. However, the prime choices of users are still libraries and solu-
tions that facilitate code portability to Software Guard Extension envi-
ronments without any modifications to native applications. While these
have proved effective at eliminating additional development costs, they
inherit all the security concerns for which Software Guard Extensions
has been criticized.

This chapter proposes a split computing method to enhance the pri-
vacy of deep neural network models outsourced to trusted execution envi-
ronments. The key metric that guides the approach is split computing
performance that does not involve architectural modifications to deep
neural network models. The model partitioning method enables stricter
security guarantees while producing negligible levels of overhead. This
chapter also discusses the challenges involved in developing a pragmatic
solution against established Intel Software Guard Extensions attacks.
The results demonstrate that the method introduces negligible perfor-
mance overhead and reliably secures the outsourcing of deep neural net-
work models.

Keywords: Trusted Computing · Intel Software Guard Extensions ·
Machine Learning

1 Introduction

Machine Learning as a Service (MLaaS) platforms are increasingly deployed by
cloud infrastructure providers such as Amazon Web Services and Microsoft Azure
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to support remote computations for sensitive decision making and security-
critical environments. The use of cloud infrastructure assets expands the attack
surfaces of machine learning applications that support critical operations. These
include attacks from malicious programs and adversaries that compromise oper-
ating systems and hypervisors, posing serious threats to the integrity and privacy
of machine learning models.

1.1 Trusted Execution Environment

Trusted execution environments utilize hardware and software protection mech-
anisms to isolate sensitive code from the remaining portions of applications.
They offer practical solutions for enterprises and cloud service providers that
support the secure handling of confidential information. Trusted execution envi-
ronments such as ARM TrustZone and Intel Software Guard Extensions (SGX)
are widely used by many processors to provide integrity and privacy guarantees.
In the context of outsourced machine language computations, trusted execution
environments outperform pure cryptographic implementations by several orders
of magnitude [24]. However, the isolation guarantees of trusted execution envi-
ronments come with the steep price of poor scalability compared with other
untrusted alternatives executing in native environments.

1.2 Intel Software Guard Extensions

Intel SGX is a set of hardware enforcement mechanisms designed to provide
integrity and confidentiality guarantees to the operating system, kernel, hypervi-
sors and privileged software. It enables user programs to allocate private memory
regions called enclaves that isolate application code and data through hardware-
based memory encryption. Intel SGX also enables cross-enclave communications
via software attestation to verify that an application is running on real hardware
in an up-to-date trusted execution environment with the expected initial state.

Nevertheless, Intel SGX has been criticized by the research community for its
vulnerabilities to attacks that target page units, segmentation units, CPU caches,
dynamic RAM, page tables, branch predictions, enclave interfaces and hardware.
Some notable attacks include SGXPectre [1], CacheZoom [13], DRAMA [15]
and rowhammer [23]. Intel SGX has also been criticized because its software
development kit introduces high development and integration costs, and does
not enable native applications to execute out of the box. As a result, efforts
have been undertaken to develop libraries that port applications into Intel SGX
environments.

2 Background

Intel SGX is computationally expensive due to its design limitations and lim-
ited memory. The implementation requires application code to be divided into
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trusted and untrusted components. Trusted component code accesses the con-
fidential data within the Intel SGX enclave whereas the untrusted component
accesses the remaining application data outside the protection of the enclave.
This distinction requires major code refactoring to successfully execute natively-
developed applications on Intel SGX.

In order for trusted and untrusted components to interact with each other,
enclave and outside calls (ecalls and ocalls) must be invoked to interface with
the hardware, which causes overhead. Zhao et al. [26] have demonstrated that
ecall and ocall cycles per operation are higher than system and function calls.
Furthermore, the page swapping mechanism triggered when the available enclave
memory is exceeded increases the overhead for each page swap by several hundred
thousand CPU cycles. Nevertheless, the security mechanisms offered by Intel
SGX enable developers to seek trade-offs between security enhancements and
computational costs. Additionally, Intel SGX utilization must consider issues
such as discovered vulnerabilities and the development overhead incurred to
adjust code to the hardware and the software development kit. Fortunately,
porting frameworks such as Gramine-SGX [7] and Mystikos-SGX [4] provide out-
of-the-box code integration to Intel SGX, drastically reducing the engineering
effort required to deploy applications in trusted execution environments.

2.1 Evaluation Setup

The evaluation setup employed in the research comprised a Microsoft Azure
Standard DC4s v2 machine with four virtual Intel Xeon E-2288G 3.70GHz
CPUs, 200GiB storage and 16GiB of memory. The machine executed Ubuntu
20.04 LTS (Linux Version 5.13.0-1017-Azure). All the Intel SGX frameworks
were allocated 8GB of trusted memory for the implementation to utilize and
execute machine learning model inference.

2.2 Gramine-SGX

Gramine-SGX is a lightweight guest operating system designed to execute appli-
cations in isolated environments with benefits that include ease of porting and
process migration with minimal host requirements. It comprises the library oper-
ating system and a shared library named shim in the source code. Additionally,
it includes the platform adaption layer and GNU C Library, a set of shared
libraries, that initializes upon loading the Intel SGX enclave.

Each application requires a manifest file, a metadata file containing infor-
mation about the resources and required environment for executing a Gramine-
SGX application [7]. Gramine-SGX includes a framework for developing privacy-
preserving machine learning applications. The framework enables machine learn-
ing model training and inference workloads to execute in third-party environ-
ments while providing integrity and confidentiality guarantees to the models and
inputs.
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This research employed the PyTorch machine learning framework. The Intel
SGX enclave in an untrusted machine isolates the PyTorch runtime environ-
ment from attacks that target confidentiality and integrity. It also provides
cryptographic attestation to the correct initialization and execution of differ-
ent enclaves, enabling distributed computations. The workflow of the PyTorch
workload in a Gramine-SGX environment is detailed in [6].

This research has benchmarked the machine learning inference performance
against several PyTorch deep neural network model variants – Squeezenet [19],
MobileNet V3 Small and MobilNet V3 Large [18], ResNet50 and ResNet101 [17],
AlexNet [16] and VGG16 and VGG19 [20].

2.3 Mystikos-SGX

Mystikos-SGX is a set of runtime tools for running Linux applications in trusted
execution environments. It streamlines the processing of lift-and-shift applica-
tions in a containerized Intel SGX trusted execution environment using Docker.
Developers have control over the trusted computing base, which enables effective
monitoring of all the components involved in program execution [4].

However, proper key management and attestation are out of scope for the par-
ticular Mystikos-SGX implementation. In addition, Mystikos-SGX is only com-
patible with applications developed with the musl library. In contrast, Gramine-
SGX uses glibc as its default C library and also allows musl to be mounted.

3 Threat Model

Figure 1 shows the Intel SGX threat model. The Intel Enhanced Privacy ID
(EPID) cloud server used to attest EPID keys from the server is outside the
scope of this research as are attacks originating from remote clients. Attacking
applications running on Intel SGX enclaves by breaking their isolation and con-
fidentiality are considered to be more important by the research community [3].

Fei et al. [5] specify a taxonomy of Intel SGX security vulnerabilities derived
by capitalizing on risky channels that can be compromised to initiate attacks
against Intel SGX security. These include address translation, CPU cache,
dynamic RAM, branch prediction, and enclave software and hardware vulnera-
bilities. Mainstream attacks on Intel SGX are geared towards successfully exe-
cuting cache side-channel attacks that generally exploit CPU cache, dynamic
RAM and branch prediction vulnerabilities.

Intel [8] has determined that providing defensive measures against side-
channel attacks are beyond its scope. Therefore, it is up to developers to devise
security mechanisms against the attacks. In a standard CPU, each physical core
has exclusive access to the L1 and L2 caches while time-sharing other levels of
cache with the remaining CPU cores. Under the assumption that all software
running in an Intel SGX stack shares access to the same memory cache, an
adversary can exploit side-channels such as the time difference between cache
accesses.
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Fig. 1. Intel SGX threat model.

Prominent timing-channel attacks on the memory cache include three main
variants, Evict+Reload [22], Prime+Probe and Flush+Reload [25]. These vari-
ants are fundamental to more advanced side-channel attacks like the SGXPectre
attack [1]. The speculative execution threads of Intel SGX can be exploited by the
SGXPectre attack that subverts the confidentiality of SGX enclaves. The control
flow of an SGX enclave as well as its branch prediction can be compromised to
enable cache state changes to be measured and confidential information about
the machine learning model and inputs to be extracted. Furthermore, SGXPectre
can steal encryption keys and attestation keys from enclaves that could jeopar-
dize entire projects. The effectiveness of the attack has been demonstrated on
the SGX software development kit.

The Large-Scale Data and Systems Group at Imperial College London [12]
has demonstrated a conceptual branch prediction Intel SGX attack that was
inspired by the Meltdown attack on Intel SGX [21]. The enclave application
reads an input from outside the enclave by invoking a function. However, before
the application can invoke the function, the attack flushes the cache line using
the clflush instruction to force the application to load the input that resides
in the cache [21]. The conceptual attack is only feasible on the SGX software
development kit framework. It cannot be implemented on the Gramine-SGX
framework although it shares the same library vulnerability.

The Intel SGX attacks mentioned above have minimal feasibility, but mitiga-
tion methods to prevent them from successfully using confidential applications



182 D. M. Kang et al.

are crucial. In this research, the mitigations would have to combat attempts at
extracting a machine learning model residing in an Intel SGX enclave. These
would guarantee the confidentiality of the machine learning model and ensure
that is not used by untrusted parties.

4 Split Computing Model for Security

Split computing without architectural modifications to deep neural network
models has been studied for image classification tasks [9], speech recogni-
tion [11], object detection [2,10] and sentiment analysis. Narra et al. [14] have
employed Origami split computing to ensure privacy-preserving inference while
also improving performance. The approach splits a machine learning model into
multiple partitions and encrypts the first partition inside an Intel SGX enclave.
It then sends the encrypted output to an untrusted environment for computa-
tion using a GPU. The de-blinding factors are kept private by the enclave and
only decrypted after the untrusted computations have been completed. However,
an adversary could still access layers that are not computed in the Intel SGX
enclave, thereby compromising its confidentiality.

As the name suggests, split computing is a model partitioning method that
enables the independent execution of certain layers of a deep neural network
model in a pipelined manner to produce the same inference results without any
increase in model complexity. The technique has been proven to be especially
useful in collaborative edge computing, where mobile devices with limited com-
puting power can execute portions of a machine learning model collaboratively
with a server. However, at this time, there is no mention in the research literature
of this technique being leveraged for security objectives.

All the deep neural network models considered in this work were faith-
fully implemented from their descriptions in the research literature without any
notable modifications.

The first step in the approach is to split a deep neural network model in a
manner that maximizes the number of partitions. Figure 2 illustrates how the
AlexNet architecture for image classification is split using a few images from the
ImageNet dataset for inference. The deep neural network variants employed in
this research are compatible with this splitting approach in which a flatten layer
is always inserted after a two-dimensional adaptive pooling layer. The flatten
layer is needed to support sub-model inferences without having to completely
reshape the existing model layers. The number of submodels that could be split
depends on the number of iterable layers. In the case of an AlexNet PyTorch
model, the maximum number of submodels that could be extracted via splitting
is 22.

Model splitting is guided by the maximum number of possible combinations
that an adversary could encounter when using a brute-force attack. Table 1 shows
the increase in complexity due to model splitting. Specifically, the number of
combinations yielded by model splitting is the factorial of the number of mod-
els/submodels.
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Fig. 2. Breakdown of the split computing method for AlexNet.

Table 2 shows the total inference times required by various deep neural net-
work models without model splitting and with model splitting to 12 submodels.
The inference times provide insights into the optimal number of submodels to
achieve the desired complexity.

Specifically, in the case of the AlexNet model, the time required for a single
inference with one model in an Intel SGX enclave is 2.028153 s (Table 2). Split-
ting the model into 12 submodels does not affect the runtime, but it increases
the total possible model reconstruction combinations to 479,001,600 (Table 1).
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Table 1. Possible combinations based on the number of submodel splits.

Models/ Combinations
Submodels Combinations

1 1! = 1
2 2! = 2
4 4! = 24
8 8! = 40,320
10 10! = 3,628,800
12 12! = 479,001,600

Table 2. Inference time increase due to submodel reassembly.

Model One Model Twelve Submodels
Inference Time Inference Time

Squeezenet 0.226625 s 3.442 yrs
Mobilenet V3 Small 0.163645 s 2.485 yrs
Mobilenet V3 Large 0.331020 s 5.027 yrs
ResNet50 1.230008 s 18.682 yrs
ResNet101 2.044985 s 31.061 yrs
AlexNet 2.028153 s 30.805 yrs
VGG16 4.991928 s 75.822 yrs
VGG19 5.113581 s 77.670 yrs

An adversary running an inference on every possible combination to deduce
the correct model would require 30.805 years assuming comparable computing
resources (Table 2). Indeed, due to the exponential growth of the possible com-
binations caused by model splitting, it is advantageous to split a deep neural
network model to the maximum number of submodels possible.

The next step is to encrypt each submodel with a unique AES secret key
to prevent the adversary from inspecting the raw data. The AES encryption
employed a 32-byte key with the cipher-block chaining (CBC) mode. The CBC
mode enhances machine learning model security by having different ciphers for
identical blocks. This is ideal for deep neural network models that comprise iden-
tical nodes in their hidden layers. An AlexNet model has 7 × ReLu activation
layers, 5 × Conv2d layers, 3 × MaxPool2d layers, 3 × linear layers and 2 ×
dropout layers. These interchangeable layers have to be encrypted with different
ciphers to further protect the models from being successfully recovered. Fortu-
nately, the overhead incurred when encrypting the submodels with individual
AES secret keys is minimal.

Figure 3 shows the memory growth due to encryption for various model splits
into submodels. Encrypting the model with splitting incurs memory growth
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Fig. 3. Memory growth due to encryption for model splits.

from 244.412MB to 244.426MB, which is 0.014MB. Splitting the model into
12 submodels incurs memory growth from 244.412MB to 244.426MB, which
is 0.014MB. The memory overhead is negligible and does not cause significant
additional loads to the SGX enclave application and its execution.

Next, all the AES secret keys are encoded with a wrapper key generated
by Gramine-SGX. The encoded secret keys can only be decoded by a provi-
sioned secret from the Intel SGX quote generator. The encrypted submodels
and encoded secret keys are then uploaded to the Intel SGX enclave. In order
to decode the encoded secret keys, a user would have to complete an attestation
process to ensure that the executing machine is trusted.

5 Remote Attestation via EPID Keys

The remote attestation workflow using EPID keys is provided by the provision-
ing enclave that requests an EPID key from the Intel provisioning service. The
EPID-based remote attestation starts with the enclaved application opening a
file to start an SGX report write up. Gramine-SGX employs a hardware instruc-
tion that creates a SGX report, which opens up another SGX quote file for
reading. Gramine-SGX then uses the quoting enclave to receive the SGX quote.
Thereafter, the quoting enclave uses the EPID key provided by the provisioning
enclave. The provisioning enclave then requests the EPID key linked to the Intel
SGX machine from the Intel provisioning service. The quoting enclave creates
the SGX quote from the SGX report and directs it to the enclaved application.
The enclaved application then stores the SGX quote in its enclave memory.

To validate the SGX enclave, the enclaved application requests remote attes-
tation and forwards the SGX quote to the trusted Intel SGX machine. A user
employs the Intel attestation service by sending the SGX quote to receive an
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Fig. 4. Average AlexNet inference time in Gramine-SGX.

acknowledgment of the trustworthiness of the Intel SGX machine. Based on the
verification procedure, the user can trust the Intel SGX machine and receive the
wrapper to decrypt the encoded secret keys [7].

6 Experimental Results and Discussion

Experiments were conducted to evaluate the split computing method as a means
to enhance the security of deep neural network models in a trusted execution
environment. The experiments employed the Gramine-SGX trusted execution
environment, which involved no code modification and provided reduced memory
consumption.

The first set of experiments employed the AlexNet deep neural network model
to assess the impacts of various submodel splits on inference time, CPU utiliza-
tion, memory footprint and power consumption in a Gramine-SGX execution
environment.

Figure 4 shows that splitting a single AlexNet model all the way up to 12
submodels does not increase or decrease the average inference time significantly.
In fact, the average inference time is quite consistent despite the increase in the
number of splits.

Figure 5 compares the CPU utilization during AlexNet inference in the
Gramine-SGX environment for the single (non-secure) model against the 12-
split (secure) model in the Gramine-SGX environment. The two CPU utilization
curves track each other with negligible differences.

Figure 6 compares the memory footprints during AlexNet inference in the
Gramine-SGX environment for the single (non-secure) model against the 12-split
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Fig. 5. CPU utilization during AlexNet inference in Gramine-SGX.

Fig. 6. Memory footprint during AlexNet inference in Gramine-SGX.

(secure) model in the Gramine-SGX environment. The two memory footprint
curves are very similar and relatively close to each other.

Figure 7 shows the power consumption during AlexNet inference in the
Gramine-SGX environment for a single (non-secure) model and a 12-split
(secure) model. The two power consumption curves more or less track each
other without significant differences. Overall, the experimental results show that
model splitting, while enhancing security, does not introduce significant overhead
in terms of time and performance.

Figure 8 compares the average memory footprints in the Gramine-SGX,
native and Mystikos-SGX environments. As expected, the native environment
has the lowest average memory footprint. However, the Gramine-SGX environ-
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Fig. 7. Power consumption during AlexNet inference in Gramine-SGX.

Fig. 8. Average memory footprints in Gramine-SGX, native and Mystikos-SGX.

ment has a footprint that is much closer to the native footprint and significantly
lower than the footprint in the Mystikos-SGX environment.

The next set of experiments sought to benchmark the performance times
of eight selected deep neural network models during image classification infer-
encing in the Gramine-SGX environment versus the native environment. The
performance time was broken down into inference time, compilation time and
total execution time. The inference time was computed as the total execution
time minus the compilation time because inference by a deployed deep neural
network model does not require any recompilation.
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Table 4. Inference performance in Mystiko-SGX.

Model Mystiko-SGX
Inference
Time

Mystiko-SGX
Compilation
Time

Mystiko-SGX
Total
Execution
Time

Squeezenet 0.517 s 234.154 s 295.096 s
MN V3 Small 0.424 s 237.655 s 293.790 s
MN V3 Large 0.814 s 233.927 s 313.108 s
ResNet50 1.934 s 245.885 s 308.637 s
ResNet101 2.856 s 258.251 s 322.315 s
AlexNet 3.330 s 264.795 s 332.852 s
VGG16 6.816 s 301.268 s 373.483 s
VGG19 7.287 s 291.093 s 368.719 s

Table 3 shows that the model compilation times in the Gramine-SGX envi-
ronment are significantly greater than the compilation times in the native envi-
ronment. The inference times are also greater in the Gramine-SGX environment
than in the native environment. The results are not unexpected because security
always comes with a price.

Another set of experiments were conducted to obtain the inference times,
compilation times and total execution times of the eight deep neural network
models during image classification inferencing in a Mystiko-SGX environment.
The results in Table 4 show that the inference and compilation times for all
eight models are significantly higher in the Mystiko-SGX environment than the
Gramine-SGX environment. For example, AlexNet model inference in Mystikos-
SGX takes 1.3 s longer than in Gramine-SGX. Also, as seen in Fig. 8, its runtime
memory footprint is 2.32GB compared with 0.54GB for Gramine-SGX. In gen-
eral, Gramine-SGX is a better trusted execution environment than Mystiko-SGX
in that it is less memory intensive and provides more utility and compatibility
for applications intended to be ported to Intel SGX.

An additional safeguard would be to implement cache clearance at execution
time. This would combat Prime+Probe attack variants that attempt to identify
the sets being used by leveraging temporal cache access traces. However, Intel
CPUs do not as yet provide an operation for flushing the cache at the user level
before exiting an enclave.

7 Conclusions

This research has demonstrated that split computing can be leveraged as a deter-
rence measure to enhance the confidentiality of deep neural network models
ported to Intel SGX environments. The evaluation demonstrates that the app-
roach introduces negligible overhead while securing deep neural network models
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in transit and at rest in the hardware enclave. The research also provides useful
benchmarking of the available libraries for out-of-the-box porting to Intel SGX
trusted execution environments such as Gramine-SGX and Mystikos-SGX.
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Abstract. Modern automobiles incorporate numerous sensors, actua-
tors and electronic control units that work in concert to provide safe,
efficient and comfortable driving experiences. Automobile convenience
features introduce network connectivity via short-range wireless commu-
nications protocols and the Internet, potentially exposing the automobile
electronics to remote attacks in addition to physical attacks. New attacks
on modern automobiles are constantly being developed; their potential
impacts range from inconvenience to severe injury and death.

This chapter describes a security analysis methodology for rapidly
evaluating the risk exposures of modern automobiles. The methodol-
ogy considers the automobile attack surfaces comprising the attack vec-
tors that provide access to automobile targets and the potential impacts
resulting from successful attacks on the accessed targets. Key features
of the security analysis methodology are that it is holistic and rapid,
and can be applied by individuals with limited expertise in automobile
technologies and cyber security.

Keywords: Automobiles · Security Assessment Methodology · Attack
Vectors · Targets · Attacks · Impacts · Risk Exposure

1 Introduction

Every year, new automobile models are introduced with the latest technologies,
advanced safety, convenience and comfort features and ubiquitous connectivity
to the Internet, Wi-Fi networks and mobile communications networks [19]. The
introduction of highly-networked computing systems capable of controlling crit-
ical automobile functionality such as steering and braking in environments that
formerly comprised hardwired electromechanical components raises significant
security concerns. Automobile attack surfaces have also grown as convenience
features provide external connectivity. In addition to physical attacks, it is pos-
sible to attack automobile systems remotely with adequate expertise, equipment
and access.

Security researchers have developed and continue to develop novel automobile
exploits. Passive keyless entry system attacks using inexpensive software-defined
radios have been used to steal high-end automobiles [23]. Remote attacks that
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disable electronic stability control systems have been demonstrated on Volk-
swagen automobiles [2]. Door unlocking/locking, exterior lighting and internal
audio controls in Tesla automobiles have been remotely exploited [24]. The 2015
Jeep Grand Cherokee attacks remotely operated windshield wipers, engine and
braking controls leading to a safety recall of 1.4 million automobiles [16,17].

While automobile exploits garner considerable attention, it is difficult for
individuals and organizations to directly engage this knowledge to comprehend
and evaluate the risk exposures of automobiles available for purchase, lease or
rent. What is needed is a security analysis methodology that accommodates the
complex, diverse and ever-changing cyber anatomies, configurations and features
of automobiles, and that can be applied by individuals with limited expertise in
automobile technologies and cyber security.

Several security analysis methodologies have been proposed to quantify the
risk exposures of modern automobiles (see, e.g., [18,40]). However, the method-
ologies primarily provide composite numerical risk estimates. The principal prob-
lem with such estimates is that they do not express the true risk, which is best
conveyed semantically in terms of the attack surfaces of automobiles, the various
targets that can be accessed and the impacts of successful attacks on the targets.

This chapter describes a security analysis methodology for evaluating the risk
exposures of modern automobiles. The methodology considers the automobile
attack surfaces and the potential impacts resulting from successful attacks on
the accessed targets. The methodology, which requires little if any expertise in
automobile technologies and cyber security for its application, enables rapid risk
assessments of automobiles available for purchase, lease or rent.

2 Related Work

Koscher et al. [21] investigated the physical attack surfaces of modern automo-
biles. Their research involved invasive automobile disassembly and extracting
automobile components to identify vulnerabilities, attack strategies and poten-
tial attack impacts.

Checkoway et al. [9] focused on the cyber attack surfaces of modern automo-
biles. They developed and leveraged automobile component software exploits to
extract critical information such as automobile location data.

Valasek and Miller [37] also investigated the cyber attack surfaces of modern
automobiles. Their research involved invasive automobile disassembly to deter-
mine automobile attack surfaces.

In contrast, the proposed automobile security analysis methodology engages
generic, albeit configurable, attack surfaces with additional attack vectors and
configurable targets that may be attacked to cause negative impacts. The secu-
rity analysis methodology relies on detailed descriptions of the cyber anatomies
of modern automobiles that specify their network architectures, underlying sys-
tems and networks, network connectivity and the many physical and cyber attack
vectors that constitute their attack surfaces.

The security analysis methodology does not require invasive automobile dis-
assembly, vulnerability discovery or attack execution. Indeed, it can be applied
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by individuals with limited technical expertise in automobile technologies and
cyber security. Importantly, the methodology can be completed within hours
instead of days or weeks, enabling individuals and enterprises to quickly eval-
uate risk exposures and make informed choices when selecting automobiles for
purchase, lease or rent.

3 Automobile Cyber Anatomy

Automobile networks are diverse and can be complex due to their proprietary
sub-networks and protocols. This section describes a generic automobile network
specification that models the diverse networks in modern automobiles in order
to conduct realistic security analyses without tedious modeling efforts.

A modern automobile network has three principal sub-networks, High-Speed
Controller Area Network (High-Speed CAN), Low-Speed CAN and Media Ori-
ented Streaming Transport (MOST) network, which are typically interconnected
via a gateway. The automobile network also provides an on-board diagnostics
(OBD) interface.

3.1 High-Speed CAN

The High-Speed CAN is used for critical applications such as automobile accel-
eration and braking. Advanced driver assistance systems connect to the High-
Speed CAN bus and interface with critical automobile controls to assist drivers
with automobile operation. Examples of advanced driver assistance systems in
a High-Speed CAN include the forward collision system, adaptive cruise control
system, lane keep assist/departure warning systems, automatic parking system,
engine start-stop system, electronic parking brake system and blind spot detec-
tion system:

– Forward Collision System: The forward collision system employs detec-
tion and ranging sensors that monitor driving conditions and alert drivers
to potential frontal collisions [26]. Audible and visual warnings are triggered
upon potential collision detection, providing drivers with additional time to
react to adverse situations. If a collision is imminent, the forward collision
system may engage the brakes automatically to mitigate the danger.

– Adaptive Cruise Control System: Figure 1 (left-hand side) illustrates the
operation of the adaptive cruise control system. The system employs detection
and ranging sensors that monitor vehicles traveling in front of the automobile
in order to maintain a safe following distance. When a vehicle is detected,
adaptive cruise control accelerates or decelerates the automobile as necessary
to maintain a safe following distance. When no other vehicles are detected
in proximity, the automobile travels at the set cruising speed. Some adaptive
cruise control systems can bring automobiles to a complete stop in emergency
situations [26].
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Fig. 1. Adaptive cruise control (left) and lane keep assist (right).

– Lane Keep Assist/Departure Warning Systems: Figure 1 (right-hand
side) illustrates the operation of the lane keep assist system. The system
employs vision sensors to monitor lane markings on the roadway [26]. If a
driver moves from a lane without using a turn signal, the lane keep assist sys-
tem steers the automobile to the center of the lane. Lane departure warning,
an advanced driver assistance system similar to lane keep assist, alerts the
driver when the automobile moves out of its lane [26].

– Automatic Parking System: The automatic parking system employs
detection and ranging sensors to determine whether or not a parking spot
can accommodate an automobile [26]. After a parking spot has been deemed
suitable, the automatic parking electronic control unit computes the steering
maneuvers and actuates the steering wheel to complete the parking operation.
No steering input by the driver is required to park the automobile.

– Engine Start-Stop System: The engine start-stop system employs ignition
controls to automatically shut down and restart an engine to reduce engine
idling time and emissions. The system shuts down the engine during long
stops, such as when waiting at a traffic light or in heavy traffic. When pressure
on the brake pedal is released, the engine is restarted automatically and
driving may resume [10].

– Electronic Parking Brake System: The electronic parking brake system
employs actuators to engage the brakes and replaces the manual handbrake
with an electronic control. The electronic parking brakes are integrated with
other advanced driver assistance systems to enable rapid automatic braking.
The brakes may engage automatically when an automobile is parked and the
engine is shut down [33].

– Blind Spot Detection System: The blind spot detection system employs
detection and ranging sensors to monitor automobile blind spots, areas where
driver visibility is hampered or obfuscated. The system issues a visible alert
when a blind spot is detected [26]. It also issues visible and audible alerts
when a driver attempts to merge towards an automobile in the proximity of
a blind spot.

3.2 Low-Speed CAN

The Low-Speed CAN supports non-critical applications such as the climate con-
trol, power mirror control, windshield wiper control and lighting control systems.
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A Local Interconnect Network (LIN) is used to connect Low-Speed CAN bus
devices to auxiliary components. For example, the LIN connects the power mir-
ror control system to individual mirrors and connects the lighting control system
to the headlights and taillights [30].

3.3 MOST Network

The MOST network connects devices that provide external network connectivity
and automobile interfaces. Devices commonly connected in a MOST ring include
the telematics system, infotainment system, Wi-Fi module, Bluetooth module
and microphone array:

– Telematics System: The telematics system enables communications with
external systems and networks. Modern automobile telematics systems are
equipped with cellular modems for cellular network connectivity. In 2020,
approximately 91% of the automobiles sold in the United States were
equipped with cellular modems [20]. Modern automobiles with telematics
systems support convenience features such as remote unlocking/locking and
keyless ignition using a smartphone [26].

– Infotainment System: The infotainment systemprovides a human-machine
interface for automobile applications software. The system presents live infor-
mation (e.g., weather and traffic data) and entertainment options (e.g., media
playback and AM/FM radio tuner). An infotainment system is often located
at the center of the dashboard and is controlled via a touch screen, physical
buttons or voice commands [30].

– Wi-Fi Module: The Wi-Fi module enables Wi-Fi hotspot network tethering
functionality. A client device connects to the Wi-Fi hotspot in an automobile
to obtain cellular network connectivity via the telematics system [38]. The
Wi-Fi module also enables Wi-Fi connectivity, enabling an automobile to
connect to a wireless network to stream media and download updates.

– Bluetooth Module: The Bluetooth module enables mobile device connec-
tivity, media streaming and hands-free voice calling.

– Microphone Array: The microphone array enables a driver to interface
with the infotainment system via voice commands. The microphone array
can also be used to make hands-free voice calls.

3.4 On-Board Diagnostics Interface

The OBD interface is the primary entry point to the automobile network. OBD-
II, the latest implementation, enables real-time reporting of automobile system
data. It leverages the High-Speed and Low-Speed CANs to interact with practi-
cally every system in an automobile network [30].

4 Attack Vectors

Several physical and cyber attack vectors can be leveraged to access systems in
automobile networks. Since multiple critical and non-critical automobile systems
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Fig. 2. Physical and cyber attack vectors providing access to automobile targets.

are interconnected, access to one system can be leveraged to access and target
other systems and cause negative impacts to an automobile and its occupants.

Figure 2 shows the physical attack vectors (PAVs) and cyber attack vectors
(CAVs). Because the focus is on normal (unmodified) automobiles, supply chain
compromises of automobile systems and parasitic device implants in automobile
systems are not considered.
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4.1 Physical Attack Vectors

Koscher et al. [21] specified the physical attack surfaces of modern automobiles
as of 2010. Additionally, they identified several vulnerabilities and demonstrated
the negative impacts of successful attacks. In contrast, this work describes a
generic, albeit configurable, attack surface for modern automobiles through 2022
models with additional physical attack vectors that cover new automobile tech-
nologies and designs, along with configurable targets that may be attacked to
cause negative impacts.

Table 1 shows the physical attack vectors that provide access to automobile
targets, which include the automobile interior, automobile networks and inter-
connected automobile systems. A physical attack vector provides hands-on access
to a targeted system, following which an attack that exploits a vulnerability in
the system may be executed to cause negative impacts. Access to the targeted
system may also be leveraged to access and subsequently attack other connected
automobile systems.

The physical attack vectors that provide access to automobile targets include
physical access to the automobile interior, OBD interface, network gateway,
High-Speed CAN, Low-Speed CAN, LIN, infotainment system, MOST network
and tire pressure monitoring system (TPMS):

– Physical Access to Automobile Interior: Physical access to an automo-
bile interior enables all the other attack vectors to be leveraged. An automo-
bile interior may be accessed via graceful entry or forced entry. Graceful entry
may employ a paired key fob, physical key or personal identification number
keypad, which disengage the anti-theft system. A key fob relay attack [23]
provides graceful entry to an automobile interior because it circumvents the
anti-theft system. Forced entry, which may employ locksmith or invasive tools
to gain access, does not disable the anti-theft system.

– Physical Access to OBD Interface: Physical access to an OBD-II interface
enables interactions with practically every system in the High-Speed and Low-
Speed CANs. OBD-II access may also enable communications with MOST
network systems via the network gateway.

– Physical Access to Network Gateway: Physical access to a network
gateway enables interactions with systems in the High-Speed and Low-Speed
CANs as well as MOST network systems.

– Physical Access to High-Speed CAN: Physical access to a High-Speed
CAN enables interactions with the interconnected critical automobile sys-
tems. High-Speed CAN systems may be distributed across multiple, seg-
mented High-Speed CAN buses [37]. Therefore, access to one segmented High-
Speed CAN bus may not enable interactions with systems in other segmented
High-Speed CAN buses.
Since a High-Speed CAN does not have authentication, addressing and mes-
sage encryption schemes [6], CAN wiretapping can be leveraged to circumvent
the OBD-II interface to gain direct High-Speed CAN bus connectivity [30]. In
fact, malicious interactions with High-Speed CAN systems are easily accom-
plished.
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Table 1. Network and target access provided by physical attack vectors.

Attack Vectors Network Access Target Access

Physical Access to
Automobile Interior

Direct Access
HS-CAN, LS-CAN LIN,
MOST

ADAS, Other HS-CAN
Systems, LS-CAN Systems,
TPMS

Physical Access to
On-Board Diagnostics
Interface

Direct Access
HS-CAN, LS-CAN, LIN,
MOST

ADAS, Other HS-CAN
Systems, LS-CAN Systems,
TPMS, Microphone Array

Physical Access to
Network Gateway

Direct Access
HS-CAN, LS-CAN, LIN,
MOST

ADAS, Other HS-CAN
Systems, LS-CAN Systems,
TPMS, Microphone Array

Physical Access to
High-Speed CAN
(HS-CAN)

Direct Access
HS-CAN

ADAS, Other HS-CAN Systems

Indirect Access
LS-CAN, LIN, MOST

LS-CAN Systems, TPMS,
Microphone Array

Physical Access to
(LS-CAN)

Direct Access
LS-CAN, LIN

LS-CAN Systems, TPMS

Indirect Access
HS-CAN, MOST

ADAS, Other HS-CAN
Systems, Microphone Array

Physical Access to
LIN

Direct Access
LIN

LS-CAN Systems, TPMS

Indirect Access
LS-CAN

LS-CAN Systems, TPMS

Physical Access to
Infotainment System

Direct Access
HS-CAN, LS-CAN,
MOST

ADAS, Other HS-CAN
Systems, LS-CAN Systems,
TPMS, Microphone Array

Indirect Access
LIN

LS-CAN Systems, TPMS

Physical Access to
MOST Network

Direct Access
MOST

Microphone Array

Indirect Access
HS-CAN, LS-CAN, LIN

ADAS, Other HS-CAN
Systems, LS-CAN Systems,
TPMS

Physical Access to
TPMS (Connected)

Direct Access
LS-CAN

LS-CAN Systems, TPMS

Physical Access to
TPMS (Isolated)

Direct Access
No Systems and
Networks

TPMS

ADAS: Advanced driver assistance HS-CAN systems, HS-CAN: High-Speed CAN,
LS-CAN: Low-Speed CAN
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– Physical Access to Low-Speed CAN: Physical access to a Low-Speed
CAN enables interactions with the interconnected non-critical automobile
systems. Low-Speed CAN systems may be distributed across multiple, seg-
mented Low-Speed CAN buses [37]. Therefore, access to one segmented Low-
Speed CAN bus may not enable interactions with systems in other segmented
Low-Speed CAN buses.

– Physical Access to LIN: Physical access to a LIN enables interactions with
interconnected auxiliary systems and devices. A LIN may contain a master
node that serves as a bridge to a Low-Speed CAN bus. In this case, physical
access to the LIN would also enable interactions with systems in the connected
Low-Speed CAN bus [30].

– Physical Access to Infotainment System: Physical access to an infotain-
ment system enables interactions with automobile applications software. The
infotainment system provides optical storage media slots, Secure Digital (SD)
card slots and USB ports for media and update purposes [22]. The system
may have a web browser for accessing local and remote websites. Physical
access to the infotainment system in the MOST network may be leveraged to
interact with systems in the High-Speed and Low-Speed CANs [30].
Valasek and Miller [38] exploited a vulnerability in a 2015 Jeep Grand Chero-
kee infotainment system update mechanism using USB removable media. The
attack enabled a custom software installation that provided privileged access
to the infotainment system as well as all the other systems in the MOST
network and High-Speed and Low-Speed CANs.
Dimov [11] launched a denial-of-service attack on a Tesla Model 3 automobile
using the automobile’s web browser to connect to a malicious website. The
infotainment system froze upon accessing the malicious website and disabled
critical data reporting, including speedometer readings and battery status.

– Physical Access to MOST Network: Physical access to a MOST network
enables interactions with the telematics system, infotainment system and
microphone array. Physical tapping of a MOST network is difficult because
the network employs a range of communications media. Smith [30] has sug-
gested that MOST network systems should be targeted directly instead of
via communications media. In an automobile with a network gateway, MOST
network access enables subsequent access to the systems and devices in the
High-Speed and Low-Speed CANs and connected LINs. Otherwise, access is
limited to MOST network systems.

– Physical Access to TPMS: Physical access to a TPMS enables interactions
with the TPMS and, possibly, Low-Speed CAN systems. Figure 2 illustrates
the two possibilities for TPMS connectivity in automobile networks. Specif-
ically, a TPMS may be isolated from all the automobile networks or it may
be connected to the Low-Speed CAN [37].
A TPMS utilizes sensors that measure and report tire pressure. The system
warns the driver when one or more tires have low pressure. All passenger auto-
mobiles in the United States manufactured after 2007 require the installation
of TPMSs [28].
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Table 2. Network and target access provided by cyber attack vectors.

Attack Vectors Network Access Target Access

Cyber Access to Direct Access
HS-CAN, LS-CAN, MOST

Advanced Driver Assistance
HS-CAN Systems, Other
HS-CAN Systems, LS-CAN
Systems, TPMS, Microphone
Array

Indirect Access
LIN

LS-CAN Systems, TPMS

Cyber Access to
Infotainment
System

Direct Access
HS-CAN, LS-CAN, MOST

Advanced Driver Assistance
HS-CAN Systems, Other
HS-CAN Systems, LS-CAN
Systems, TPMS, Microphone
Array

Indirect Access
LIN

LS-CAN Systems, TPMS

Cyber Access to
TPMS (Connected)

Direct Access
LS-CAN

LS-CAN Systems, TPMS

Cyber Access to
TPMS (Isolated)

Direct Access
No Systems and Networks

TPMS

HS-CAN: High-Speed CAN, LS-CAN: Low-Speed CAN

4.2 Cyber Attack Vectors

Checkoway et al. [9] and Valasek and Miller [37] have described the cyber attack
surfaces of modern automobiles as of 2011 and 2014, respectively. Checkoway
et al. [9] also specified several attacks and demonstrated their negative impacts.
In contrast, this work describes a generic, albeit configurable, attack surface of
modern automobiles through 2022 models with additional cyber attack vectors
that cover new automobile technologies and designs, along with configurable
targets that may be attacked to cause negative impacts.

Table 2 shows the cyber attack vectors that provide access to automobile
targets, automobile networks and interconnected automobile systems. A cyber
attack vector provides remote access to a targeted system, following which an
attack that exploits a vulnerability in the targeted system can be executed to
cause negative impacts. Access to a targeted system may also be leveraged to
access and subsequently attack other connected automobile systems. The cyber
attack vectors in an automobile network include cyber access to the telematics
system, infotainment system and connected (as opposed to isolated) TPMS:
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– Cyber Access to Telematics System: Cyber access to a telematics system
enables remote interactions with MOST network, High-Speed CAN, Low-
Speed CAN and LIN systems. Valasek and Miller [37] demonstrated that
the telematics system of a 2015 Jeep Grand Cherokee telematics system can
be accessed from anywhere with cellular network coverage. Connected vehicle
services such as GM OnStar provide remote functionality, including door lock-
ing/unlocking, engine ignition and vehicle disabling in the event of theft [41].
Since connected vehicle services are made possible by the telematics system,
access to the system enables the exploitation of all the connected vehicle
services functionality.

– Cyber Access to Infotainment System: Cyber access to an infotainment
system enables remote interactions with automobile applications software.
Cyber access to the infotainment system in a MOST network may be lever-
aged to interact with systems in the High-Speed and Low-Speed CANs [30].
Cyber access to the infotainment system also enables connectivity to the Wi-
Fi and Bluetooth modules.
The Wi-Fi module provides Wi-Fi hotspot and Wi-Fi connectivity function-
ality. The Wi-Fi hotspot enables client devices to obtain cellular network con-
nectivity via the telematics system. Wi-Fi connectivity enables an automobile
to connect to a wireless network to stream media and download updates. Wi-
Fi communications have ranges of hundreds of feet [25]. Services running on
exposed ports may be accessible via the Wi-Fi hotspot and Wi-Fi connec-
tivity, and are susceptible to exploitation. Vanhoef and Piessens [39] demon-
strated vulnerabilities in Wi-Fi Protected Access (version 2), an outdated,
but widely implemented, Wi-Fi security protocol that enables unauthorized
network access and data interception.
The Bluetooth module enables mobile device connectivity, media streaming
and hands-free voice calling. Bluetooth communications have ranges of about
33 ft. The Bluetooth software stack has historically had vulnerabilities that
can be exploited by denial-of-service and arbitrary code execution attacks [14].

– Cyber Access to TPMS: Cyber access to a connected TPMS enables inter-
actions with the TPMS and, possibly, Low-Speed CAN systems. Figure 2 illus-
trates the two possibilities for TPMS connectivity in automobile networks.
Specifically, a TPMS may be isolated from all the automobile networks or it
may be connected to the Low-Speed CAN [37].
A TPMS incorporates sensors that measure tire pressure and reports the
pressure values via radio frequency communications. It is possible to reverse
engineer TPMS messages and transmit false tire pressure data [37]. Automo-
bile tracking capabilities via TPMS have been researched, but they appear
to be impractical [3].
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Table 3. Automobile network target functionality.

Target Functionality

High-Speed CAN Systems
Forward Collision System Braking, Warning
Adaptive Cruise Control System Acceleration, Braking
Lane Keep Assist System Steering
Lane Departure Warning System Warning
Automatic Parking System Steering
Engine Start-Stop System Ignition
Electronic Parking Brake System Braking
Blind Spot Detection System Warning
Telematics System Remote Communications
Infotainment System Information Reporting
Low-Speed CAN Systems
Tire Pressure Monitoring System Warning
Climate Control System Comfort
Power Mirror Control System Auxiliary Components
Windshield Wiper Control System Auxiliary Components
Lighting Control System Auxiliary Components
Telematics System Remote Communications
Infotainment System Information Reporting
MOST Network Systems
Telematics System Remote Communications
Infotainment System Information Reporting
Microphone Array Cabin Audio

5 Targets and Impacts

This section identifies the principal targets in a modern automobile network and
describes the impacts of successful impacts on the targets.

5.1 Targets

Table 3 shows the targets in the High-Speed CAN, Low-Speed CAN and MOST
network along with their functionality.

The High-Speed CAN connects several critical automobile systems. Advanced
driver assistance systems that connect to the High-Speed CAN are the most
attractive targets for attackers who wish to compromise automobile safety.

The Low-Speed CAN connects several non-critical automobile systems that
can be targeted. The targets also include auxiliary devices implementing cli-
mate control and anti-theft functionality that are operated by Low-Speed CAN
systems [37].
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Table 4. Automobile network potential impacts.

Network Targets Potential Impacts

High-Speed CAN
(HS-CAN)

Direct Access
Advanced Driver Assistance
HS-CAN Systems, Other
HS-CAN Systems

Hazardous Operation,
Non-Hazardous Operation

Indirect Access
LS-CAN Systems, TPMS,
Microphone Array

Non-Hazardous Operation,
Unauthorized Entry,
Unauthorized Surveillance

Low-Speed CAN
(LS-CAN)

Direct Access
LS-CAN Systems, TPMS

Non-Hazardous Operation,
Unauthorized Entry

Indirect Access
Advanced Driver Assistance
HS-CAN Systems, Other
HS-CAN Systems, Microphone
Array

Hazardous Operation,
Non-Hazardous Operation,
Unauthorized Surveillance

LIN Direct Access
LS-CAN Systems, TPMS

Non-Hazardous Operation,
Unauthorized Entry

MOST Network Direct Access
Microphone Array

Unauthorized Surveillance

Indirect Access
Advanced Driver Assistance
HS-CAN Systems, Other
HS-CAN Systems, LS-CAN
Systems, TPMS

Hazardous Operation,
Non-Hazardous Operation,
Unauthorized Entry

The MOST network connects systems that enable external network connec-
tivity and the microphone array. The microphone array may be used via the
infotainment system and connected vehicle services to transmit live automobile
cabin audio. Connected vehicle services have been used by law enforcement to
acquire evidence in criminal investigations [7].

5.2 Impacts

The negative impacts of compromising automobile network targets are hazardous
and non-hazardous automobile control, unauthorized surveillance and unautho-
rized entry. Table 4 shows the potential impacts of attacks on targets in the
High-Speed CAN, Low-Speed CAN, LIN and MOST network.

6 Methodology and Implementation

This section describes the security analysis methodology and its implementation.
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Fig. 3. Service manual entry specifying a target location.

6.1 Methodology

The security analysis methodology involves four steps, automobile target speci-
fication, automobile status specification, attack vector chaining and realization,
and attack specification and impact analysis:

– Automobile Target Specification: This step involves the specification of
the targets in an automobile of interest. Modern automobiles come with vary-
ing options and configurations, as a result, some targets may not be present
in the automobile of interest and a few targets may be located in different
networks. This step eliminates the targets that are not present in the automo-
bile of interest and configures the existing targets in the various automobile
networks.
The targets in a modern automobile can be specified after reviewing engi-
neering documentation such as its user manual, service manual and wiring
diagram:
• User Manual: An automobile user manual lists the automobile systems

and their functionality, and provides guidance on their use during auto-
mobile operation. A physical copy is typically located in the automobile
glove compartment. Alternatively, a digital copy may be retrieved from
the automobile manufacturer website at no cost.

• Service Manual: A service manual provides detailed guidance about auto-
mobile service and maintenance procedures for the main automobile sys-
tems, which provide valuable information about potential targets. Service
manuals are available for purchase online and at automobile parts stores.
A service manual is useful for determining whether or not potential tar-
gets are installed in an automobile. Figure 3 shows a service manual entry
specifying the location of the telematics system in an automobile.

• Wiring Diagram: A wiring diagram, which specifies the connections of
electrical components, also provides details about the electronic compo-
nents (potential targets) installed in an automobile. Figure 4 shows a
wiring diagram that specifies the connectivity of the telematics system
in an automobile.
Wiring diagrams may be available online. Alternatively, the diagrams may
be purchased directly from automobile manufacturers or from third-party
vendors.
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Fig. 4. Wiring diagram showing telematics system connectivity.

Examining automobile fuse blocks also assists in automobile target specifica-
tion. A fuse block distributes electricity to all automobile systems and each
fuse in the fuse block provides overcurrent protection for an automobile sys-
tem (target). An automobile typically has at least two fuse blocks. One fuse
block may be located in the engine bay near the 12V battery whereas the
other fuse block may be located in the cabin near the dashboard [12].

Fig. 5. Automobile fuse block.
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Fig. 6. User manual fuse block diagram.

Figure 5 shows an automobile fuse block. Each fuse block socket is assigned
to an electrical system. The engineering documentation specifies the location
and purpose of each fuse block socket.
Figure 6 shows a user manual listing each fuse socket location and fuse pur-
pose. If a fuse block socket assigned to a target system in an automobile has
a fuse installed, the target can be assumed to be present in the automobile.
Otherwise, the target is unlikely to be present.

– Automobile Status Specification: This step involves the specification of
the automobile status, which includes whether it is stationary or moving and
whether or not it is possible to achieve engine ignition. Note that an auto-
mobile may be attacked when it is stationary or moving. Also, certain attack
vectors are not realizable without automobile engine ignition. Clearly, engine
ignition is active in a moving automobile. Engine ignition can be achieved in
a stationary automobile by leveraging some of the physical access to automo-
bile interior subvectors or the cyber access to telematics system vector via its
connected vehicle services subvector.

– Attack Vector Chaining and Realization: This step chains individual
attack vectors and subvectors to determine target reachability. This is fol-
lowed by the specification of the realized attack vectors to identify the auto-
mobile targets that become accessible.

– Attack Specification and Impact Analysis: This step involves the spec-
ification of attacks on the accessible automobile targets. The attacks produce
impacts – hazardous operation, non-hazardous operation, unauthorized entry
and unauthorized surveillance – depending on target functionality and attack
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Fig. 7. Automobile target specification view.

type. Section 5.2 presents the potential impacts caused by successful attacks
on automobile targets.

6.2 Implementation

A user-friendly visualization tool was written in Microsoft Excel and Visual
Basic Scripting Edition to support automobile security analyses. In particular,
the tool supports configurable security analyses, conveying automobile risk expo-
sures in terms of their attack surfaces, exploitable targets and impacts. The tool
accommodates the specification of diverse automobile cyber anatomies and con-
figurations. The attack vectors, targets and impacts are customizable to support
new technologies and advanced safety, convenience and comfort features as they
are incorporated in automobiles.

Figure 7 shows the automobile target specification view that lists the available
targets and provides options to connect targets (checked boxes) and disconnect
targets (unchecked boxes). Because a disconnected target is omitted from further
consideration in the methodology, this feature supports what-if analyses.

Fig. 8. Automobile status specification view.
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Fig. 9. Attack vector chaining and realization view.

Figure 8 shows the automobile status specification view, which provides sta-
tionary or moving automobile options. A stationary automobile attack is selected
(checked box). Note that engine ignition is highlighted, corresponding to the
default situation that the stationary vehicle is off.

Figure 9 shows the attack vector chaining and realization view. As mentioned
above, individual attack vectors and subvectors are chained to determine target
reachability. The require ignition component determines whether engine ignition
is needed (checked box) or not needed (unchecked box) before an attack vector
may be realized. The black boxes indicate the attack vectors that are not acces-
sible or realizable until engine ignition is gained. The physical access to OBD
attack vector is realizable because ignition is not required for physical access.

Fig. 10. Attack execution subview.

Figure 10 shows the attack execution subview of the attack specification and
impact analysis view. Four attacks, surveillance, eavesdropping, denial-of-service
and message injection, may be executed on accessible targets to produce impacts:

– Surveillance Attack: A surveillance attack collects information about an
automobile and/or its occupants. Examples include automobile location and
cabin audio, including occupant conversations. A surveillance attack has a
non-hazardous operation impact.

– Eavesdropping Attack: An eavesdropping attack collects messages trans-
mitted between automobile targets. The messages could be analyzed to
develop and execute additional attacks. An eavesdropping attack has a non-
hazardous operation impact.

– Denial-of-Service Attack: A denial-of-service attack interrupts automobile
network communications, resulting in a hazardous operation impact.
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Fig. 11. Attack specification and impact analysis view.

– Message Injection Attack: A message injection attack transmits crafted
messages for a malicious purpose, resulting in a hazardous operation impact.

Figure 11 shows the attack specification and impact analysis view, which
displays the targets and their potential impacts. The targets and their associated
attack impacts are highlighted in different colors according to their status. The
four types of targets and their associated impact status are:

– Disconnected Target: A disconnected target is highlighted in black. A
disconnected target is not present in the automobile and, therefore, is neither
accessed nor attacked.

– Accessible Target: A target that is potentially accessible by an (unrealized)
attack vector is highlighted in light gray. The impact, highlighted in light gray,
indicates that the potential exists for a negative outcome if an attack vector is
realized to access the target and a successful attack is executed on the target.

– Accessed Target: A target that has been accessed via a realized attack
vector is highlighted in gray. The impact, highlighted in gray, indicates that
the potential exists for a negative outcome because an attack vector enabling
access the target is realized, providing an opportunity to attack the target.

– Attacked Target: A target that is successfully accessed and attacked is
highlighted in dark gray with white text. The impact, highlighted in dark
gray with white text, indicates that the negative outcome is realized.
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7 Case Study

The visualization tool was used to conduct security analyses of five representative
automobiles that consider their attack surfaces, targets and impacts. The auto-
mobiles were selected due to their presence in U.S. Government fleets. The auto-
mobiles comprise two vehicle classes, sport utility vehicles and sedans, represent-
ing a combined 26% of U.S. Government fleets during the 2020 fiscal year [36].
The five automobile models represent three motor groups with a combined 39%
of the U.S. market share in 2021 [32].

The case study considers stationary automobiles in a rental car scenario
where the automobile key fobs are available. Physical access to the automobile
interior via the key fob attack vector is leveraged and realized, following which
engine ignition is achieved. Subsequently, the physical access to the OBD inter-
face and physical access to the network gateway attack vectors are both leveraged
and realized. After the attack vectors are realized, surveillance, eavesdropping,
denial-of-service and message injection attacks are executed on the automobile
targets. The impacts of successful attacks include hazardous operation (HO),
non-hazardous operation (NHO), unauthorized entry (UE) and unauthorized
surveillance (US).

7.1 Automobile Security Analyses

This section describes the five automobiles in the case study and presents the
results of the automobile security analyses that consider surveillance, eavesdrop-
ping, denial-of-service and message injection attacks. For security reasons, the
makes and models of the five automobiles are not specified. Table 5 shows the
high, medium and low severity targets present in the five automobiles.

– Automobile A: Automobile A is a domestic, full-size sport utility vehicle
with a six-cylinder engine. The spacious automobile seats up to eight passen-
gers.

– Automobile B: Automobile B is a domestic, full-size sport utility vehicle
with an eight-cylinder engine. The spacious automobile seats up to eight
passengers.

– Automobile C: Automobile C is a domestic, full-size sedan with a four-
cylinder engine. The automobile seats up to five passengers.

– Automobile D: Automobile D is a domestic, full-size sedan with a six-
cylinder engine. The automobile seats up to five passengers and is optimized
for performance.

– Automobile E: Automobile E is a domestic, mid-size sport utility vehicle
with a six-cylinder engine. The spacious automobile seats up to seven pas-
sengers.
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Table 5. Automobile targets.

Target Automobile
A B C D E

High Severity Targets

Adaptive Cruise Control �
Alternator � � � � �
Anti-Lock Braking � � � � �
Automatic Parking �
Electronic Parking Brake � �
Engine Control Unit � � � � �
Engine Start-Stop � � �
Forward Collision � �
Four-Wheel Drive �
Four-Wheel Steering
Lane Keep Assist � �
Powertrain � � � � �
Standard Cruise Control � � � � �
Trailer Control � �
Medium Severity Targets

Exterior Lighting � � � � �
Horn/Panic Alarm � � � � �
Pedestrian Warning
Turn Signals � � � � �
Windshield Wiper � � � � �
Low Severity Targets

Anti-Theft � � � � �
Blind Spot Detection �
Climate Control � � � � �
Electronic Stability Control � � � � �
Heads-Up Display
Infotainment System � � � � �
Instrument Cluster � � � � �
Interior Lighting � � � � �
Lane Departure Warning � �
Microphone Array � � � � �
Pedal Adjustment �
Power Mirrors � � � � �
Power Windows � � � � �
Remote Ignition � � � � �
Seat Adjustment � � � � �
Seatbelt/Seat Weight Detection � � � � �
Steering Wheel Adjustment � � �
Telematics System � � �
Tire Pressure Monitoring System � � � � �
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7.2 Risk Comparison

Table 6 shows the numbers of high severity, medium severity and low severity
targets in the five automobiles in the case study. The automobiles are listed in
rank order based on the total number of targets with ties being broken based on
the numbers of high severity, medium severity and, finally, low severity targets.

As expected, Automobile A, a high-end sport utility vehicle with loaded
features, is tied for the most number of targets and has the most number of
high severity targets. Automobile E, a high-end sport utility vehicle with loaded
features, is tied for the most number of targets and has just one high severity
target less than Automobile A. A key security feature of Automobile E is that it
does not have a telematics system, which reduces its attack surface and exposure
to remote attacks due its lack of cellular network connectivity. Automobile B is
also a high-end sport utility vehicle but not as loaded as Automobiles A and E;
it has just one less high severity target and one less low severity target than
Automobile A.

Automobiles C and D are economy sedans with fewer features than Auto-
mobiles A, B and E. Automobile D has the fewest targets overall. Also, it does
not have a telematics system, which reduces its attack surface and exposure to
remote attacks.

Table 7 shows the types and numbers of impacts realized by successful surveil-
lance, eavesdropping, denial-of-service and messaging attacks on the five auto-
mobiles in the case study. Note that the automobiles are listed in rank order
based on the total number of impacts.

The results in Table 7 parallel those in Table 6. As expected, the high-
end sport utility vehicles with loaded features have significantly more negative
impacts than the economy sedans. Automobiles D and E that do not have telem-
atics systems have less exposure to surveillance attacks than the other automo-
biles. Eavesdropping attacks, which are passive in nature, induce non-hazardous
operation impacts on all five automobiles.

In contrast, denial-of-service and message injection, which are active attacks,
induce numerous hazardous operation impacts. Message injection attacks are
more serious than denial-of-service attacks because they target the anti-theft
system, microphone array and telematics system, inducing additional impacts.
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Table 6. Automobile targets.

Automobile High Severity Medium Severity Low Severity Total
Targets Targets Targets

Automobile A 10 4 16 30
Automobile E 9 4 17 30
Automobile B 9 4 15 28
Automobile C 6 4 14 24
Automobile D 5 4 13 22

Table 7. Automobile attack impacts.

Automobile Surveillance Eavesdropping Denial-of-Service Message Injection Total
Attack Impacts Attack Impacts Attack Impacts Attack Impacts

Automobile A NHO: 1; US: 2 NHO: 30 HO: 10; NHO: 30 HO: 10; NHO: 30; UE: 2; US: 2 117
Automobile E NHO: 1; US: 1 NHO: 30 HO: 9; NHO: 30 HO: 9; NHO: 30; UE: 1; US: 1 112
Automobile B NHO: 1; US: 2 NHO: 28 HO: 9; NHO: 28 HO: 9; NHO: 28; UE: 2; US: 2 109
Automobile C NHO: 1; US: 2 NHO: 24 HO: 6; NHO: 24 HO: 6; NHO: 24; UE: 2; US: 2 91
Automobile D NHO: 1; US: 1 NHO: 22 HO: 5; NHO: 22 HO: 5; NHO: 22; UE: 1; US: 1 80
HO: Hazardous operation, NHO: Non-hazardous operation, UE: Unauthorized entry,
US: Unauthorized surveillance

8 Conclusions

The incorporation of highly-networked computing systems that automatically
control vital functions in modern automobiles raises significant security concerns.
Unfortunately, because modern automobiles have complex and diverse cyber
anatomies, configurations and features, it is difficult to comprehend and evaluate
their risk exposures.

The security analysis methodology described in this chapter engages generic,
albeit configurable, automobile attack surfaces along with configurable targets
that may be attacked to cause negative impacts. In particular, the methodology
relies on detailed descriptions of the cyber anatomies of modern automobiles that
specify their network architectures, underlying systems and networks, network
connectivity and the many physical and cyber attack vectors that constitute
their attack surfaces. Reachability analysis is employed to chain the realizable
attack vectors and determine all the accessible targets. Attack opportunities
made possible by the realized physical and cyber attack vectors are identified,
following which the impacts on an automobile and its occupants are determined.

The security analysis case study illustrates the advantages of the methodol-
ogy. In particular, the methodology provides rapid insights into the risk expo-
sures of modern automobiles in terms of attack surfaces, targets and impacts,
enabling risk comparisons between automobiles of diverse makes and models.
Additionally, the methodology facilitates cyber operations and cyber defense
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postures on automobiles. Cyber operations analysts can leverage the method-
ology as a playbook to develop sophisticated targeting of automobiles. Cyber
defense analysts can draw on the attack vectors, reachable targets and possible
attacks and their impacts to steer efforts directed at reducing risk by helping
articulate and prioritize mitigations and security controls. The methodology also
supports effective security analyses without drawing on extensive subject-matter
knowledge, expensive experimentation and complex computations. Individuals
and enterprises can rapidly assess and compare the complex security environ-
ments of automobiles as they consider alternatives for purchase, lease or rent.
Additionally, it is possible to evaluate the security environments of new automo-
biles with evolving technologies, systems and features.

Acknowledgment. This research was supported by the National Science Foundation
under Grant no. DGE 1501177.

References

1. Alfa Network, AWUS1900, Taipei City, Taiwan (2022). (www.alfa.com.tw/pro
ducts/awus1900)

2. Allan, M.: “Serious” security flaws expose popular Ford and VW cars to hackers,
Banbury Guardian, 13 April 2020

3. Ashworth, J., Staggs, J., Shenoi, S.: Radio frequency identification and tracking of
vehicles and drivers by exploiting keyless entry systems. Int. J. Crit. Infrastruct.
Prot. 40 (2023). Article no. 100587

4. Blanco, S.: Car hacking danger is likely closer than you think, Car and Driver, 4
September 2021

5. Bosch, CAN Specification, Version 2.0, Stuttgart, Germany (1991). (esd.cs.ucr.
edu/webres/can20.pdf)

6. Bozdal, M., Samie, M., Aslam, S., Jennions, I.: Evaluation of CAN bus security
challenges. Sensors 20(8) (2020). Article no. 2364

7. Brewster, T.: Cartapping: How feds have spied on connected cars for 15 years,
Forbes, 15 January 2017

8. California Air Resources Board, On-Board Diagnostic II (OBD II) Systems Fact
Sheet, Sacramento, California, 19 September 2019. (ww2.arb.ca.gov/resources/
fact-sheets/board-diagnostic-ii-obd-ii-systems-fact-sheet)

9. Checkoway, S., et al.: Comprehensive experimental analyses of automotive attack
surfaces. In: Proceedings of the Twentieth USENIX Security Symposium, pp. 77–92
(2011)

10. Cowell, K.: Engine stop/start systems on non-hybrid vehicles, Car and Driver, 4
March 2011

11. Dimov, D.: Tesla Model 3 vulnerability: What you need to know about the web
browser bug, Infosec Blog, Infosec Institute, Madison, Wisconsin, 5 August 2020.
(resources.infosecinstitute.com/topic/tesla-model-3-vulnerability-what-you-need-
to-know-about-the-web-browser-bug)

12. Duffy, J.: Modern Automotive Technology. Goodheart-Wilcox Company, Tinley
Park (2017)

13. Ettus Research, USRP B210 (board only), Austin, Texas (2022). (www.ettus.com/
all-products/ub210-kit)

https://www.alfa.com.tw/products/awus1900
https://www.alfa.com.tw/products/awus1900
https://esd.cs.ucr.edu/webres/can20.pdf
https://esd.cs.ucr.edu/webres/can20.pdf
https://ww2.arb.ca.gov/resources/fact-sheets/board-diagnostic-ii-obd-ii-systems-fact-sheet
https://ww2.arb.ca.gov/resources/fact-sheets/board-diagnostic-ii-obd-ii-systems-fact-sheet
https://resources.infosecinstitute.com/topic/tesla-model-3-vulnerability-what-you-need-to-know-about-the-web-browser-bug
https://resources.infosecinstitute.com/topic/tesla-model-3-vulnerability-what-you-need-to-know-about-the-web-browser-bug
https://www.ettus.com/all-products/ub210-kit
https://www.ettus.com/all-products/ub210-kit


A Methodology for Evaluating Automobile Risk Exposures 219

14. Garbelini, M., Chattopadhyay, S., Bedi, V., Sun, S., Kurniawan, E.: Brak-
Tooth: Causing Havoc on Bluetooth Link Manager, Vulnerability Disclosure
Report, Singapore University of Technology and Design, Singapore (2021). (asset-
group.github.io/disclosures/braktooth/braktooth.pdf)

15. Great Scott Gadgets, Throwing Star LAN Tap, Lakewood, Colorado (2022).
(greatscottgadgets.com/throwingstar)

16. Greenberg, A.: Hackers remotely kill a Jeep on the highway - With me in it, Wired,
21 July 2015

17. Greenberg, A.: After Jeep hack, Chrysler recalls 1.4M vehicles for bug fix, Wired,
24 July 2015

18. HEAVENS Consortium, Healing Vulnerabilities to Enhance Software Security
and Safety, Volvo Technology, Goteborg, Sweden (2016). (www.autosec.se/wp-
content/uploads/2018/03/HEAVENS_D2_v2.0.pdf)

19. Jeffs, J.: A history of ADAS: Emergence to essential, IDTech-Ex, Cam-
bridge, United Kingdom, 4 January 2022. (www.idtechex.com/en/research-article/
a-history-of-adas-emergence-to-essential/25592)

20. Kosche, C.: How many connected cars are sold worldwide? Smartcar Blog,
Smartcar, Mountain View, California, 15 April 2021. (www.smartcar.com/blog/
connected-cars-worldwide)

21. Koscher, K., et al.: Experimental security analysis of a modern automobile. In:
Proceedings of the IEEE Symposium on Security and Privacy, pp. 447–462 (2010)

22. Lin, T., Chen, L.: Common attacks against car infotainment systems. Presented
at the Automotive Linux Summit (2019)

23. Linder, C.: Five impressive ways criminals use wireless signals to steal everything
- Even your car, Popular Mechanics, 27 November 2019

24. McFarland, M.: Teen’s Tesla hack shows how vulnerable third-party apps may
make cars, CNN, 2 February 2022

25. Mitchell, B.: What is the range of a typical Wi-Fi network? Lifewire, New York
(2020). (www.lifewire.com/range-of-typical-wifi-network-816564)

26. Moller, D., Haas, R.: Guide to Automotive Connectivity and Cybersecurity:
Trends, Technologies, Innovations and Applications. Springer, Cham (2019)

27. MZD-AIO Contributors, MZD-AIO, GitHub (2020). (github.com/Trevelop
ment/MZD-AIO)

28. National Highway Traffic Safety Administration, 49 CFR §571.138 - Stan-
dard No. 138, Tire Pressure Monitoring Systems, Washington, DC (2011).
(www.govinfo.gov/content/pkg/CFR-2011-title49-vol6/pdf/CFR-2011-title49-vol
6-sec571-138.pdf)

29. Richards, P.: A CAN Physical Layer Discussion, Application Note AN228,
Microchip Technology, Chandler, Arizona (2002). (ww1.microchip.com/down
loads/en/appnotes/0228a.pdf)

30. Smith, C.: The Car Hacker’s Handbook: A Guide for the Penetration Tester. No
Starch Press, San Francisco (2016)

31. Software Radio Systems, srsRAN 22.04 Documentation, Cork, Ireland (2022).
(docs.srsran.com/en/latest)

32. Statista, Estimated U.S. market share held by selected automotive manufactur-
ers in 2021, Hamburg, Germany (2022). (www.statista.com/statistics/249375/us-
market-share-of-selected-automobile-manufacturers)

33. Taylor, J.: There’s no stopping the electric parking brake, Auto Service Profes-
sional, 16 February 2018

34. Tutorials Point, Ethical hacking - Wireless hacking, Hyderabad, India (2022).
(www.tutorialspoint.com/ethical_hacking/ethical_hacking_wireless.htm)

https://asset-group.github.io/disclosures/braktooth/braktooth.pdf
https://asset-group.github.io/disclosures/braktooth/braktooth.pdf
https://greatscottgadgets.com/throwingstar
https://www.autosec.se/wp-content/uploads/2018/03/HEAVENS_D2_v2.0.pdf
https://www.autosec.se/wp-content/uploads/2018/03/HEAVENS_D2_v2.0.pdf
https://www.idtechex.com/en/research-article/a-history-of-adas-emergence-to-essential/25592
https://www.idtechex.com/en/research-article/a-history-of-adas-emergence-to-essential/25592
https://www.smartcar.com/blog/connected-cars-worldwide
https://www.smartcar.com/blog/connected-cars-worldwide
https://www.lifewire.com/range-of-typical-wifi-network-816564
https://github.com/Trevelopment/MZD-AIO
https://github.com/Trevelopment/MZD-AIO
https://www.govinfo.gov/content/pkg/CFR-2011-title49-vol6/pdf/CFR-2011-title49-vol6-sec571-138.pdf
https://www.govinfo.gov/content/pkg/CFR-2011-title49-vol6/pdf/CFR-2011-title49-vol6-sec571-138.pdf
https://ww1.microchip.com/downloads/en/appnotes/0228a.pdf
https://ww1.microchip.com/downloads/en/appnotes/0228a.pdf
https://docs.srsran.com/en/latest
https://www.statista.com/statistics/249375/us-market-share-of-selected-automobile-manufacturers
https://www.statista.com/statistics/249375/us-market-share-of-selected-automobile-manufacturers
https://www.tutorialspoint.com/ethical_hacking/ethical_hacking_wireless.htm


220 K. Tillman et al.

35. UAB 8 Devices, Korlan USB2CAN, Vilnius, Lithuania (2022). (www.8devices.com/
pro ducts/usb2can_korlan)

36. U.S. General Services Administration, FY 2020 Federal Fleet Open Data
Set, Washington, DC (2021). (www.gsa.gov/cdnstatic/FY2020FederalFleetReport.
xlsx)

37. Valasek, C., Miller, C.: A Survey of Remote Automotive Attack Surfaces. Technical
White Paper, IOActive, Seattle, Washington (2014)

38. Valasek, C., Miller, C.: Remote Exploitation of an Unaltered Passenger Vehicle.
Technical White Paper, IOActive, Seattle, Washington (2015)

39. Vanhoef, M., Piessens, F.: Key reinstallation attacks: forcing nonce reuse in WPA2.
In: Proceedings of the Twenty-Fourth ACM Conference on Computer and Com-
munications Security, pp. 1313–1328 (2017)

40. Wang, Y., Wang, Y., Qin, H., Ji, H., Zhang, Y., Wang, J.: A systematic risk
assessment framework of automotive cybersecurity. Autom. Innov. 4(3), 253–261
(2021)

41. Yarkoni, O.: The danger of connected car mobile apps to OEMs and smart
mobility services, Upstream Blog, Novi, Michigan, 19 January 2022. (www.up
stream.auto/blog/mobile-apps-pose-major-threat)

https://www.8devices.com/pro ducts/usb2can_korlan
https://www.8devices.com/pro ducts/usb2can_korlan
https://www.gsa.gov/cdnstatic/FY2020FederalFleetReport.xlsx
https://www.gsa.gov/cdnstatic/FY2020FederalFleetReport.xlsx
https://www.upstream.auto/blog/mobile-apps-pose-major-threat
https://www.upstream.auto/blog/mobile-apps-pose-major-threat


Real-Time Attack Detection in Modern
Automobile Controller Area Networks

Edward Martin and Sujeet Shenoi(B)

University of Tulsa, Tulsa, OK, USA
sujeet@utulsa.edu

Abstract. Modern automobiles have numerous sensors, actuators and
electronic systems interconnected via internal sub-networks that are not
designed with security in mind. This chapter describes a novel real-time
system that employs long short-term memory networks to monitor auto-
mobile controller area networks, detect attacks and raise alerts. A repeat-
able design framework is employed to construct and train multiple long
short-term memory networks to recognize normal controller area net-
work message timing patterns. The framework lays out the computa-
tional resources as well as the data collection and preprocessing and long
short-term memory network model development and training steps. Also,
it enables new long short-term memory network models to be trained and
updated for automobiles of different makes, models and years.

The attack detection system leverages a server-client configuration
to monitor an automobile controller area network bus. The server is an
inexpensive Raspberry Pi device connected directly to the automobile
controller area network bus that captures, logs and transmits controller
area network message traffic to a client via a Wi-Fi network. The client,
a workstation located outside the automobile, provides the computa-
tional resources for real-time attack detection. Trained long short-term
memory models executing on the client workstation analyze the received
controller area network messages, identify attacks and send alerts via the
Wi-Fi network. Experimental results using a 2010 Toyota Prius testbed
and a fully-operational 2014 Toyota Prius automobile demonstrate the
effectiveness of the real-time attack detection system.

Keywords: Automobiles · Controller Area Networks · Real-Time
Attack Detection · Long Short-Term Memory Networks

1 Introduction

Modern automobiles incorporate numerous sensors, actuators and diverse elec-
tronic systems that are interconnected by sub-networks to provide safe, con-
venient and comfortable experiences to drivers and passengers. The principal
internal sub-networks, High-Speed Controller Area Network (High-Speed CAN),
Low-Speed Controller Area Network (Low-Speed CAN), Local Interconnect Net-
work (LIN) and Media Oriented Systems Transport (MOST) network, support
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automobile functionality [20]. The CAN protocol is employed by all the inter-
connected automobile applications that provide safety, convenience and com-
fort [2,3].

Unfortunately, modern automobile networks are not designed with security
in mind [4,18]. First, the four principal sub-networks are interconnected via an
automobile gateway, which increases the attack surface significantly. The lack
of network segmentation makes it possible to gain remote access to the MOST
network via the telematics module, pivot to the High-Speed CAN and target
critical automobile components such as engine control and brakes. Second, the
CAN protocol does not employ message encryption and authentication. The lack
of message encryption simplifies reverse engineering as well as message intercep-
tion, modification and fabrication. The lack of message authentication enables a
malicious actor with CAN access to inject harmful messages that interfere with
or disable any critical automobile system while remaining undetected. Addition-
ally, the message identifier priority feature enables a malicious actor to flood the
High-Speed and Low-Speed CANs with high-priority messages to deny service
to all the networked components.

The sorry state of automobile security persists as new safety, convenience
and comfort components are installed in models every year – soon, autonomous
driving systems will be the norm. Automobile manufacturers are reluctant to
segment automobile networks and components for reasons of cost, complexity
and practicality (mainly maintenance and repairs). The lack of CAN message
encryption and authentication persists due to the cost of implementation and
computational resources required by individual automobile components.

A feasible solution is to develop attack detection systems that are incorpo-
rated in automobiles as add-on components. The attack detection systems would
scrutinize CAN messages in real time and report malicious and anomalous traffic
to drivers. Eventually, these attack detection systems could inform attack mit-
igation systems. Real-time attack detection is imperative because there can be
no attack mitigation without detection.

The CAN attack detection system described in this work employs long short-
term memory (LSTM) networks [10] to monitor automobile CANs, detect attacks
and raise alerts in real time. LSTM networks are leveraged because they can learn
patterns with long sequences.

A repeatable design framework is presented for constructing and training
multiple LSTM networks that learn normal CAN message timing patterns. The
design framework lays out the computational resources as well as the data collec-
tion and preprocessing and LSTM model development and training steps. The
framework enables new LSTM models to be trained and updated for automobiles
of different makes, models and years.

Another key contribution is real-time attack detection. The attack detec-
tion system leverages a server-client configuration. The server is an inexpensive
Raspberry Pi device connected directly to a monitored automobile CAN bus
that captures, logs and transmits CAN message traffic via a Wi-Fi network to
a client workstation located outside the automobile. The client workstation pro-
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vides the computational resources needed for real-time attack detection. Trained
LSTM models executing on the client workstation process the transmitted CAN
messages, identify attacks and send alerts via the Wi-Fi network.

The attack detection system was evaluated using a 2010 Toyota Prius testbed
and a fully-operational 2014 Toyota Prius automobile. An attack device was
employed to inject random CAN message identifiers at random times. The attack
detection results are very good – LSTM model sensitivity ranged from 0.864 to
1.000 and accuracy ranged from 0.980 to 1.000. Sensitivity and accuracy are the
most important metrics because LSTM models must recognize normal traffic
and detect as many attacks as possible with high accuracy.

2 Interconnected Automobile Network

An automobile network comprises multiple sub-networks with systems that sup-
port safety, convenience and comfort [20]. The interconnected sub-networks
include the High-Speed CAN, Low-Speed CAN, LIN and MOST network:

– High-Speed CAN: A High-Speed CAN connects critical automobile elec-
tronic control units (ECUs) such as the drivetrain, power steering, transmis-
sion control, instrument cluster, revolutions per minute (RPM) management,
engine control and braking systems. A modern automobile may have multi-
ple High-Speed CANs. Because a High-Speed CAN is responsible for critical
automobile functionality, it employs a high-speed version of the CAN proto-
col that operates at bit rates between 500Kbps and 1Mbps to support fast
and reliable communications [20].

– Low-Speed CAN: A Low-Speed CAN connects convenience and comfort
components such as ventilated seats, power windows, lights, heat and air con-
ditioning, and door locks. A Low-Speed CAN employs a low-speed version of
the CAN protocol that operates at bit rates in the hundreds of Kbps [20]. An
On-Board Diagnostics (OBD-II) interface provides direct access to the High-
Speed and Low-Speed CANs via a specialized device. The OBD-II interface,
which is located by the steering wheel or instrument cluster, is used to obtain
diagnostic information required for automobile service and repair.

– LIN: A LIN connects ECUs in a Low-Speed CAN to peripheral components
such as lights and door locks. The LIN protocol complements the CAN pro-
tocol.

– MOST Network: A MOST network connects multimedia components such
as an infotainment system and cellular, Bluetooth and Wi-Fi modules in a ring
network topology [20]. Telematics service providers such as OnStar interact
with a MOST network via its cellular module.

3 Attack Vectors, Vulnerabilities and Attacks

This section lists the attack vectors that target automobile CANs. Also, it
describes CAN vulnerabilities and attacks.
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3.1 Attack Vectors

A malicious actor would be interested in accessing a High-Speed CAN because it
contains critical automobile components. Several attack vectors can be leveraged
to target the High-Speed and Low-Speed CANs.

Figure 1 shows the attack vectors that can be leveraged to access High-Speed
and Low-Speed CAN components (targets). The attack vectors include the High-
Speed CAN, OBD-II interface, Low-Speed CAN, Wi-Fi module, Bluetooth mod-
ule, cellular module and infotainment system:

– High-Speed CAN: A malicious actor can gain direct access to High-Speed
CAN targets via a physical connection to the High-Speed CAN (position 1 in
Fig. 1). Upon gaining access to the High-Speed CAN via the physical connec-
tion, the malicious actor can gain indirect access to Low-Speed CAN targets
via the automobile gateway.

– OBD-II Interface: A malicious actor can gain direct access to High-Speed
and Low-Speed CAN targets via a physical connection to the OBD-II interface
(position 2). This is because the OBD-II interface connects directly to the
High-Speed and Low-Speed CANs.

– Low-Speed CAN: A malicious actor can gain direct access to Low-Speed
CAN targets via a physical connection to the Low-Speed CAN (position 3).
Upon gaining access to the Low-Speed CAN via the physical connection, the
malicious actor can gain indirect access to High-Speed CAN targets via the
automobile gateway.

– Wi-Fi Module: A malicious actor can gain indirect access to High-Speed
and Low-Speed CAN targets via a remote connection to the Wi-Fi module in
the MOST network (position 4). This is because the MOST network connects
to the High-Speed and Low-Speed CANs via the automobile gateway.

– Bluetooth Module: A malicious actor can gain indirect access to High-
Speed and Low-Speed CAN targets via a remote connection to the Bluetooth
module in the MOST network (position 5). This is because the MOST net-
work connects to the High-Speed and Low-Speed CANs via the automobile
gateway.

– Cellular Module: A malicious actor can gain indirect access to High-Speed
and Low-Speed CAN targets via a remote connection to the cellular module in
the MOST network (position 6). This is because the MOST network connects
to the High-Speed and Low-Speed CANs via the automobile gateway.

– Infotainment System: A malicious actor can gain indirect access to High-
Speed and Low-Speed CAN targets via a physical connection to the infotain-
ment system in the MOST network (position 7). This is because the MOST
network connects to the High-Speed and Low-Speed CANs via the automobile
gateway.

3.2 Vulnerabilities

CAN vulnerabilities arise from the lack of message authentication and message
encryption, message identifier priority feature and absence of network segmen-
tation:
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Fig. 1. High-Speed and Low-Speed CAN attack vectors.
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– Message Authentication: The CAN protocol lacks message authentication.
A CAN message only contains an identifier without source and destination
addresses [14]. Therefore, receiving nodes cannot verify message source and
distinguish between real and fake messages. Thus, a malicious actor with
CAN access can transmit fake messages without being detected.

– Message Encryption: The CAN protocol lacks message encryption. All
CAN messages are transmitted in plaintext [14]. Connecting to a CAN bus
directly or via its OBD-II interface provides direct access to all CAN mes-
sages. The lack of message encryption simplifies reverse engineering as well
as message interception, modification and fabrication. Although automobile
manufacturers keep CAN message content proprietary, thorough analysis of
CAN traffic can reveal message details. The lack of encryption also enables
CAN message replay.

– Message Identifier Prioritization: A message identifier with a low binary
value has high priority on a CAN bus. A malicious actor can flood a CAN
bus with high priority messages to prevent the transmission of legitimate
messages. Such denial-of-service attacks are easy to execute and can render
critical automobile systems non-operational [14].

– Network Segmentation: CANs are not segmented adequately. Nodes in
different CANs can communicate with each other via the automobile gateway.
A malicious actor with access to an automobile gateway can target nodes in
all the connected CANs [14].

3.3 Attacks

Numerous attacks have been demonstrated on CANs in modern automobiles.
Absent custom security measures, these attacks are expected to impact practi-
cally every High-Speed and Low-Speed CAN.

Hoppe and Dittman [11] describe novel attacks on simulated CANs. They
employed CANoe software to create a virtual network comprising connected
High-Speed and Low-Speed CAN buses. The CAN buses were connected to a
virtual automobile power window system. In one experiment, they captured CAN
message frames on the CAN buses and recorded the message frames that opened
and closed the power window; the recorded frames were subsequently replayed
to control the power window. In another experiment, they used an ECU in
a Low-Speed CAN bus to obtain information from the High-Speed CAN bus,
demonstrating the lack of segmentation in the virtual CANs. These experiments
stimulated research in automobile security.

Koscher et al. [13] employed a custom CarShark CAN bus analyzer and
packet injection tool to perform experiments with stationary and moving auto-
mobiles. CarShark was used to sniff CAN frames and the message identifiers
were subsequently reverse engineered via fuzzing techniques. CAN messages
were then injected to control the radio, instrument cluster, engine components,
brakes, heating, ventilation and air conditioning, and body control module func-
tions. Denial-of-service attacks were successfully executed on the engine control
module of a stationary automobile. Several attacks were executed on a moving
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automobile, including sounding the horn, killing the engine and preventing the
automobile from restarting, and disabling the brakes. The experiments demon-
strated that a malicious actor with physical CAN bus access could wreak havoc
on stationary and moving automobiles.

Hoppe et al. [12] describe experiments involving a CAN testbed with an
electric window lift, instrument cluster, automobile gateway, warning lights and
airbag control system. They used a laptop connected to the testbed via the OBD-
II interface to directly access the CAN. Fabricated messages were transmitted
from the laptop to tamper with various CAN systems.

Checkoway et al. [6] demonstrated several remote exploits that leveraged
automobile mechanic tools, media interfaces and wireless communications. In
particular, they used the OBD-II interface and infotainment system to obtain
indirect physical network access, and Bluetooth and cellular channels to access
automobile systems. The research demonstrated that the attack surface expands
considerably as an automobile becomes more connected.

Valasek and Miller [24] leveraged custom tools to interact with automobile
networks in a 2010 Ford Escape and 2010 Toyota Prius. The automobiles were
targeted by connecting a laptop to the OBD-II interfaces. CAN messages were
captured and replayed. Also, messages were modified and injected to control the
behavior of the automobiles.

Valasek and Miller [25] also demonstrated physical and remote attacks on a
2014 Jeep Cherokee. They targeted its Harman Kardon Uconnect infotainment
system that bundles Wi-Fi connectivity, navigation, apps and cellular commu-
nications. Specifically, they gained physical access to the infotainment system
via a USB connection and were able to jailbreak the system. Next, they gained
remote access to the telematics system and exploited it by leveraging an open
diagnostics port in the CAN. Using the diagnostics port access, they uploaded
modified firmware to the microcontroller connected to the CAN. The resulting
direct access to the High-Speed and Low-Speed CAN buses enabled them to send
commands to several critical systems. A viral video [8] shows Valasek and Miller
remotely turning on the air conditioner of a moving Jeep Cherokee, activating
wiper fluid release and even disabling the brakes. The research of Valasek and
Miller led Fiat Chrysler to recall 1.4 million automobiles in 2015 [16].

4 Related Work

This section discusses LSTM networks and their applications to CAN attack and
anomaly detection.

4.1 LSTM Networks

Creating an anomaly-based detection model for automobile CANs requires a
neural network that can learn normal network traffic patterns. This research
employs a type of recurrent neural network called a long short-term memory
(LSTM) network.
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Fig. 2. LSTM cell.

A recurrent neural network comprises connected artificial neurons called cells.
Each cell processes inputs using a mathematical function and produces outputs
that are sent as inputs to other connected cells. Learning is built into the recur-
rent neural network cell in the form of a feedback loop [5]. The loop enables
information to be passed to the next iteration (time step) of the network loop.

Unfortunately, traditional recurrent neural networks can only learn short
patterns. As data propagates through a recurrent neural network, information
about older data is discarded. This is problematic when attempting to construct
a model that attempts to learn long sequences [7]. Traditional recurrent neural
networks have trouble learning patterns in applications such as speech recogni-
tion, language translation and network traffic analysis.

Hochreiter and Schmidhuber [10] introduced LSTM networks to address the
long-term memory limitation of traditional recurrent neural networks. Their
design uses gates within cells that allow certain data to flow through cells. Each
cell also has a long-term state called the cell state and a short-term state called
the hidden state. These innovations enable an LSTM network to learn patterns
with long sequences.

Figure 2 shows a single LSTM cell. All the cell inputs and outputs are vectors.
At time step t, input x(t) and the previous hidden state h(t − 1) are fed to
the cell, which outputs y(t) and the updated hidden state h(t). The horizontal
line on the top of the cell (running between c(t − 1) and c(t)) denotes the cell
state, which gives the LSTM cell its long-term memory capability. In an LSTM
network implementation, the cell state runs through an entire chain of cells and
is updated as needed. Information is added to and removed from the cell state
using gates. A cell has three types of gates, forget gate, input gate and output
gate:

– Forget Gate: A forget gate decides how much information in inputs x(t) and
h(t − 1) is discarded from the cell state. The output updates the cell state.

– Input Gate: An input gate decides how much information from inputs x(t)
and h(t − 1) is added to the cell state. The output is added to the cell state.
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– Output Gate: The output gate decides how much information should be
read from the cell inputs and cell state, and produces the cell outputs h(t)
and y(t). The output yields the cell outputs h(t) and y(t).

The cell state enables an LSTM cell to store important inputs for a period of
time. The forget gate in an LSTM cell determines how much information should
be discarded. The input gate enables an LSTM cell to learn the important inputs.
The output gate produces the LSTM outputs at a specific time step.

An LSTM cell is the fundamental building block of an LSTM network. Each
layer in an LSTM network contains tens to hundreds of LSTM cells. The number
of layers in an LSTM network depends on the complexity of the problem.

4.2 Attack and Anomaly Detection

Several researchers have employed LSTM networks to detect attacks and anoma-
lies in automobile CANs. The approaches differ in their LSTM model architec-
tures and features used to detect attacks and anomalies.

Taylor et al. [23] were the first to employ an LSTM model to detect attacks
leveraging CAN message data field values. An LSTM model was trained to pre-
dict data in the next message corresponding to a given CAN identifier. The
trained model recognized fabricated CAN messages as anomalous and indicators
of attacks.

Zhu et al. [28] developed a multi-dimensional LSTM model for detecting
anomalies in CANs. They combined the values in the CAN timestamp and data
fields to produce samples with a single feature that were used to train an LSTM
model to identify anomalous CAN traffic. The trained model was positioned in
a mobile edge computing server to collect and analyze CAN traffic.

Xiao et al. [26] developed a convolutional LSTM model to examine spa-
tiotemporal relationships in CAN traffic. The model was trained using samples
with CAN timestamp and data field values. Correlation coefficients between
predicted data and real data were computed. A specific range of correlation
coefficient values indicated anomalous behavior. Tariq et al. [22] also developed
a convolutional LSTM model for predicting normal and abnormal CAN message
sequences. Their model is similar to the model of Xiao et al. [26], but it focused
on transfer learning, which enabled it to detect novel attacks based on knowledge
about previously-seen attacks.

Yang et al. [27] developed an LSTM model to learn the fingerprints of analog
CAN signals emanating from ECUs. Their approach differed from others in that
it examined CAN message fields. The LSTM model, which was trained using
analog CAN signals from ECUs as they processed messages, was implemented
using field-programmable gate array hardware for real-time detection.

Hanselmann et al. [9] developed an unsupervised anomaly-based intrusion
detection system using LSTM models. An LSTM model was assigned to each
CAN identifier and each model was trained to learn the temporal features asso-
ciated with its CAN identifier. The outputs of all the LSTM models were input
to an autoencoder, which produced an anomaly score.
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Sun et al. [21] developed a convolutional LSTM model with attention for
anomaly-based detection in CANs. The model incorporated a one-dimensional
convolution layer for feature extraction and a bidirectional LSTM layer for time
characteristic learning in the forward and backward directions. The model was
trained using analog CAN signals instead of CAN message fields. Anomaly-based
detection was tested on a scaled-down CAN with three ECUs.

Aldhyani and Alkahtani [1] developed a convolutional LSTM model for clas-
sifying attacks on automobile CANs. The model, which was trained using CAN
message timestamp, identifier, data length and data fields, classified CAN traffic
as spoofing, flooding, replay or benign.

Several research efforts have trained LSTM models to learn traffic sequence
patterns using the CAN message identifier and data fields, but not the time-
stamp field. Four efforts stand out as exceptions. Hanselmann et al. [9] focused
on learning temporal features of CAN identifiers, but they developed an LSTM
model for each CAN identifier, which resulted in a large system. Xiao et al. [26]
considered the CAN message timestamp field in addition to other fields, but
little information is provided about their implementation. Zhu et al. [28] com-
bined one-bit timestamp and 64-bit data fields. Aldhyani and Alkahtani [1] also
combined the timestamp with other features.

Most of the related research efforts did not focus on live systems that mon-
itored CANs in operating automobiles. Three efforts are exceptions. Yang et
al. [27] implemented their model using field-programmable gate array hardware
for real-time detection. Zhu et al. [28] proposed a mobile-edge computing archi-
tecture for real-time detection. However, neither Yang et al. nor Zhu et al. tested
their systems on live CAN traffic. The work of Sun et al. [21] stands out because
their model was tested on an automobile CAN, although it incorporated only
three ECUs.

The anomaly-based CAN attack detection approach described in this work
advances previous research by focusing on message timing in live automobile
CAN traffic. An unsupervised machine learning framework is employed to train
LSTM models to recognize normal CAN traffic patterns based on the timestamp
and identifier fields. The resulting LSTM models identify mistimed CAN mes-
sages as attack indicators. Other unique features of the approach are real-time
attack detection in operating automobiles and adaptability to multiple automo-
bile CANs.

5 Attack Detection Design Framework

The attack detection design framework covers the five steps in the machine
learning workflow: data collection, data preprocessing, model development and
training, model testing, and model enhancement and deployment.

5.1 Data Collection

Tens of thousands of CAN data samples are required to develop LSTM networks
for detecting attacks in automobile CANs. During the research, CAN data was
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Fig. 3. Sample CAN log file.

collected by connecting a Raspberry Pi with a PiCAN interface board to the
monitored CAN bus and logging the data.

The Raspberry Pi device captured CAN traffic logs. The can-utils pack-
age, specifically its candump utility [20], facilitated the logging of CAN messages.
The Raspberry Pi was set up with the can0 SocketCAN interface. SocketCAN
provides CAN drivers as network devices in a Linux operating system [20]. Appli-
cation access to the CAN bus was enabled by a network socket programming
interface. The can0 interface provided direct access to the connected automobile
CAN bus.

The CAN log files were saved to Google Drive for data preprocessing. Figure 3
shows a sample CAN log file. Each row depicts a single message broadcasted on
the connected CAN bus. The first column lists the timestamps, the absolute
times connected to the Raspberry Pi system clock. The second column lists
the can0 interface. The third column specifies the CAN message identifiers and
associated data. The CAN message identifier is the hexadecimal string to the
left of the hash symbol and the data field is the hexadecimal string to the right
of the hash symbol. The data field size is between one and eight bytes.

5.2 Data Preprocessing

CAN log data must be preprocessed before it can be used for training and
testing. The CAN message timestamp and identifier were selected as features
for developing LSTM network models. The feature values are shown in the first
column and the left half of the third column in Fig. 3. The CAN data field was not
used because attack detection focuses on the timing patterns of CAN messages.

The pandas Python library was primarily used for data preprocessing [17].
The library uses high-level data structures called DataFrames and various meth-
ods to simplify data conversion. A DataFrame is a tabular data structure with an
ordered collection of columns, potentially with different types. Several built-in
methods were employed to manipulate DataFrames during data preprocessing.
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The CAN log file was read and the feature data was stored in a pandas
DataFrame using the read_csv method. Only the CAN message timestamp and
identifier features were considered in this research. The timestamp feature was
converted from a string to numeric value using the to_numeric method.

The LSTM networks were trained using Δ timestamp values corresponding
to CAN identifiers. A Δ timestamp value denotes the frequency at which a CAN
identifier is transmitted on a CAN bus. The composite groupby(df.ID).diff
method computes the difference between the current and previous timestamps
of a given CAN identifier. The difference value replaces the timestamp in the
timestamp column in the DataFrame. Because there is no previous timestamp
before the first row of a respective CAN identifier, null values are stored in the
first differenced rows. The dropna method eliminates rows with null values from
the DataFrame.

After the data is loaded in a DataFrame, groups of CAN messages must be
binned into smaller DataFrames based on the frequency of CAN identifiers. This
is necessary because of potential biasing in a machine learning model. Specifi-
cally, CAN message identifiers that appear more frequently in a log file induce
bias during model training. Biasing causes a model to make incorrect assump-
tions, which hinders effective machine learning [7].

The k-means clustering algorithm [15] was used to place CAN messages into
bins based on their frequency. The algorithm was selected because it quickly
and efficiently clusters datasets [7]. The k-means algorithm clustered the data
samples into bins based on the timestamp feature in a loaded DataFrame. A
separate DataFrame was subsequently created for each bin.

Figure 4 shows an example of the binning process. A DataFrame is accepted
as input to the k-means clustering algorithm. Three bins are generated as outputs
by the algorithm. The highest frequency messages are stored in Bin 0, medium
frequency messages in Bin 1 and lowest frequency messages in Bin 2. Each bin
is treated separately throughout the rest of the design process and a separate
LSTM model is trained using each bin.

Feature data is required to be in a numeric format [5]. However, the CAN
identifier feature values are hexadecimal strings that correspond to categorical
data (i.e., labels that describe their semantics). Therefore, the CAN identifiers
were converted to numeric values using an integer encoding that gives a unique
integer value to each CAN identifier. Conversions of timestamp feature values
were not required because timestamps have a numeric format.

Feature data must be scaled [5]. This was accomplished by normalizing the
numeric CAN identifier feature values between zero and one. The timestamp
feature values were rescaled so that the mean of the values was zero and standard
deviation was one. This was done because the timestamp feature values had a
well-behaved mean and standard deviation. The CAN identifier feature values
did not have this property, which is why they were normalized.

The data conversion process invokes the LabelEncoder, MinMaxScaler and
StandardScaler methods in the Scikit-Learn library [7]. The input is the Data-
Frame with the CAN timestamp and identifier features. The CAN identifier
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Fig. 4. Binning process.

feature values are encoded as integers and subsequently normalized. Finally,
the CAN timestamp feature values are standardized to produce the converted
DataFrame.

Note that the encoder objects created during data conversion must be saved
for future use. This is because all data input to the attack detection system must
be encoded and scaled in the same format.

LSTM networks require three-dimensional data [7]. Therefore, the final data
preprocessing step converts the data to a batch of sequences in three dimensions,
batch size, time step and input dimensionality:

– Batch Size: The batch size is the number of CAN message sequences input
to an LSTM network. When training a machine learning model, the batch
size is of the order of tens to hundreds of thousands of sequences.

– Time Step Size: The time step is the window size used to train an LSTM
network. It represents the memory of an LSTM network – given n time steps,
the LSTM network is trained to remember the previous n observations.

– Input Dimensionality: The input dimensionality is the number of features
used to train an LSTM network. Two features, CAN message timestamp and
identifier, are employed to develop the LSTM-based attack detection system
in this dissertation research.

Figure 5 shows an example of the sequence creation process. In the example,
the time step is five, number of samples is seven and number of features is two.
The process employs a sliding window approach, where the time step window
moves across the rows of the dataset. Sequence 0 takes the first five samples
shown in gray. Sequence 1 moves down one row and takes the next five samples.
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Fig. 5. Sequence creation process.

Sequence 2 moves down another row and takes the next five samples. The input
dimensionality in this example is 3× 5× 2, which is fed to an LSTM network.

5.3 Model Development and Training

The CAN network attack detection model employs LSTM networks with autoen-
coder architectures. The LSTM network layers capture temporal relationships
between CAN message timestamp and identifier features. The autoencoder archi-
tectures capture dense representations of the training data.

An autoencoder learns to copy inputs to outputs using data compression and
reconstruction [7]. Specifically, it uses data compression and reconstruction to
learn the important characteristics of data. Given CAN data, an autoencoder
learns normal CAN traffic patterns.

An autoencoder incorporates an encoder and decoder. The encoder com-
presses the input data to a fixed-sized vector with less dimensionality. The
decoder reconstructs the data from the fixed-size vector of less dimensionality
to produce an output. A well-trained autoencoder produces output values close
to its input values. However, due to network constraints and data complexity,
training an autoencoder is not a trivial task. The autoencoder must learn effi-
cient ways to represent the training data in order to have its outputs resemble
its inputs.

Figure 6 shows an LSTM network with an autoencoder architecture. The
architecture has two LSTM layers, a repeat vector layer and a time distributed
layer.

The first LSTM layer is the encoder. This layer accepts the input with a time
step of 15 and input dimensionality of two. It is designed for an arbitrary batch
size as input, so the batch size is labeled none. The layer outputs a compressed
feature vector of size 1× 30.

The repeat vector layer serves as the bridge between the encoder and
decoder [19]. The layer accepts a feature vector of size 1 × 30 as input and
replicates it 15 times. It outputs a 15 × 30 vector that is input to the second
LSTM layer.

The second LSTM layer is the decoder layer, which reconstructs the encod-
ing [19]. The layer accepts a 15×30 vector as input and outputs a reconstruction
of the encoding with size 15× 30.
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Fig. 6. LSTM network with an autoencoder architecture.

The time distributed layer converts the reconstructed output to the same
size as the input. It creates a 30 × 2 output with input dimensionality of two.
The output of the second LSTM layer (15 × 30) is matrix-multiplied with the
output of the time distributed layer (30× 2). The resulting output size of 15× 2
is the same as the input size.

After an LSTM network is constructed, the model must be compiled and
fitted. The compilation process, which is a pre-fitting step for the model, converts
the sequences of layers in Fig. 6 to matrix transforms that can be executed on
central processing units (CPUs), graphics processing units (GPUs) or tensor
processing units (TPUs) [5].

A constructed LSTM model is compiled using the optimizer and loss function
parameters. The optimizer is an algorithm that updates the model weights during
training. Adaptive moment estimation, a popular optimization algorithm due to
its overall performance [5], was employed. Additionally, the algorithm does not
require constant tuning.

The loss function determines the performance of an LSTM model. Since a
model predicts numerical values based on given input, it attempts to solve a
regression problem. The mean-squared error (MSE) loss function employed is
given by:

MSE loss =
n∑

i=1

(xi − yi)2

n

where xi is the model input, yi is the predicted model output and n is the number
of data samples over which the loss is computed.

An LSTM model is fitted after the compilation step. This is the step where
the LSTM model is trained. To solve the regression problem, training data is fed
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to the model and the weights are adjusted to make the model fit the training
data to the desired extent [5].

The following command from the Keras ML library [7] fits a constructed
LSTM model:

model.fit(x, y, epochs=20, batch_size=15, validation_split=0.2)

where x is the preprocessed input training data and y is the expected output.
This is equivalent to an autoencoder architecture because the model is trained
to make the outputs close to or equal to the inputs.

An epoch corresponds to one pass through the entire training dataset. The
batch size specifies how many samples the model processes before the weights
are updated.

The validation split holds out a portion of the training data to create the val-
idation dataset. The model.fit command holds out 20% of the training data for
validation to improve the problem generalization ability of the LSTM model [7].
The validation dataset is used during the training phase to tune the model.

Model learning curves created during training provide visual indications of
how the LSTM model is learning [5]. The learning curves plot the MSE losses
with the training and validation datasets during model training. Most well-
trained models have curves with exponential decays. Training must be termi-
nated when the training and validation curves taper off because overtraining
can cause problems. It is also important to repeat the training process multi-
ple times to verify that the model works well. Neural networks are stochastic,
meaning that different predictions are made when the same model is trained on
the same data over multiple runs [5].

Data pertaining to a trained model is saved in two files for use in the final two
steps of the machine learning workflow, model testing, and model enhancement
and deployment. The model architecture is saved in a JSON file. The model
weights are saved in an HDF5-formatted file.

5.4 Model Testing

A trained model is tested and verified using unseen CAN data. Data in the
testing dataset is preprocessed in the exact same way as the training data in
order to enhance accuracy.

Table 1 shows the files created for model testing that are subsequently
updated after model enhancement. The model architecture and weights are
loaded from the saved JSON and HDF5 files. The encodings as well as the
standardizing and normalizing parameters are loaded from the saved PKL files.

The maximum MSE loss during testing is computed as follows. Each test
data sequence passes through the LSTM model and an output sequence is gen-
erated. The MSE loss is computed between the input and output sequences.
The maximum MSE loss is output at the end of the loop. A model with good
generalization ability has a low maximum MSE loss, similar to the MSE loss of
the training data.



Real-Time Attack Detection in Automobile Controller Area Networks 237

Table 1. Files created for model testing and updated after model enhancement.

File Description

model.json Stores the model architecture
weights.h5 Stores the model weights
standardizeScaler.pkl Stores the standardizing parameters

for the timestamp feature
labelEncoder.pkl Stores the integer encodings of the

CAN identifier feature
normalizeScaler.pkl Stores the normalizing parameters

for the CAN identifier feature

Fig. 7. Attack detection system configuration.

5.5 Model Enhancement and Deployment

A trained and tested LSTM model can always be enhanced. Model enhance-
ment starts with the LSTM model files produced after testing and proceeds
to update the LSTM model files for deployment in a production environment.
Model enhancement and deployment require updated versions of the files used
for testing (Table 1).

6 Real-Time Attack Detection System

This section describes the deployment of the LSTM models in the real-time CAN
attack detection system.

6.1 System Configuration

The attack detection system leverages a server-client configuration on a mon-
itored automobile CAN bus. This configuration eliminates the need to have a
large system connected to the CAN bus and supports remote attack detection.
The attack detection system uses commercial off-the-shelf components.

Figure 7 shows the attack detection system configuration. The server is con-
nected to the monitored CAN bus. The server and client are connected via a
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Wi-Fi network. The client processes CAN data received from the server and
presents attack statistics.

Server Configuration. The server is an embedded system that is designed to
connect to an automobile CAN bus. The embedded hardware was chosen for its
lightweight, powerful computing and low cost features.

The server executes on a Raspberry Pi 4 Model B running the 64-bit Rasp-
berry Pi OS Lite. The Raspberry Pi incorporates a PiCAN3 board, which con-
tains an MCP2562 CAN transceiver, MCP2515 CAN controller and 3A switch
mode power supply board. The Raspberry Pi is mounted inside the automobile
to be monitored for CAN attacks.

Client Configuration. The client is a rack-mounted computer workstation
located outside the automobile being monitored. The workstation was selected
to provide the computational resources and processing speed needed for real-
time attack detection. The client executes on a Macintosh Pro Rack version
2019 running an Ubuntu virtual machine. The virtual machine is used for all
client command and control.

6.2 System Processes

Real-time attack detection involves CAN message logging, processing and pre-
diction. Python scripts were written for the server and client to implement the
necessary tasks.

Server Process. The server is responsible for receiving CAN messages, storing
the messages in queues and handling client message requests. CAN messages are
split into queues depending on the number of LSTM models trained for the CAN
bus. A queue is reserved for each LSTM model (bin) created during the model
training phase. The server transmits CAN messages from relevant queues upon
requests from the client. The server process includes the CAN message handling
subprocess and client handling subprocess.

The CAN message handling subprocess determines the number of bins and
the CAN messages that go in the bins. Each bin corresponding to an LSTM
model contains the CAN identifiers associated with a queue. The server listens
for messages on the CAN bus. When a CAN message is received, the difference
between the timestamp of the current message and previous message with the
same CAN identifier is computed. Following this, the CAN message is placed in
the appropriate queue.

The client handling subprocess handles the queues generated by the CAN
message handling subprocess. The server listens for a message request from the
client. When a request is received from the client, the server parses the request to
determine the number of requested messages and the queue in which they exist.
If the number of messages requested is greater than the number of messages
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in the queue, the server waits for the queue to hold the requested number of
messages. The server then sends the requested messages to the client.

The CAN message and client handling subprocesses operate concurrently.
This ensures that no CAN messages or message requests are dropped. The queues
contain data that is shared by the CAN message handling and client handling
subprocesses.

Client Process. The client is responsible for examining the received CAN mes-
sages and detecting attacks. First, the client requests a set of messages from the
server. After receiving the messages, the client preprocesses the messages and
feeds them to the appropriate LSTM model. The LSTM model compresses and
reconstructs the messages, and computes the mean-squared error. The client pro-
cess includes the client message requesting and message prediction subprocesses.

An attack detection system user specifies the number of iterations of requests
at client startup. The client message requesting subprocess sends a request to
the server that includes the number of messages requested and LSTM model
(bin number) for processing the messages. The number of requested messages is
equal to the time step in the corresponding LSTM model.

Messages received from the server are encoded and scaled for input to the
LSTM model. This is an important step because all the messages have to be
encoded and scaled in exactly the same manner as the training data. The encod-
ing and scaling files saved after LSTM model training are processed to pro-
duce tensors of transformed data. A tensor is a three-dimensional vector of size
batch size × time step × input dimensionality. The batch size is one, the time
step is dependent on the LSTM model and the input dimensionality is two (CAN
timestamp and identifier features). The tensor is placed in a shared data queue
for the client message prediction subprocess.

An attack detection system user may specify the number of iterations
required for attack prediction at client startup. Alternatively, the client message
prediction subprocess can run continuously. The client message prediction sub-
process receives a tensor of messages from the shared queue. The tensor is passed
to the appropriate LSTM model and returns a reconstructed tensor. Finally, the
client message prediction subprocess computes the MSE loss between the input
and output tensors.

The client message requesting and prediction subprocesses execute concur-
rently to support real-time attack detection. The tensor queue is shared by the
two subprocesses.

6.3 Client Operation Modes

While the server has a single operation mode, the client has three modes, thresh-
old testing mode, attack detection mode and default execution mode:

– Threshold Testing Mode: This mode enables an attack detection system
user to determine the appropriate MSE loss threshold for detecting attacks.
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The client executes thousands of iterations. Upon completing the iterations,
statistics are printed for a user to determine an appropriate MSE loss thresh-
old for attack detection.

– Attack Detection Mode: This mode is used for attack detection statistics
generation after threshold testing. An attack is indicated when the MSE loss
value is greater than the set threshold. The attack detection statistics include
the true-positive, false-positive, true-negative and false-negative error rates.

– Default Execution Mode: This mode alerts an attack detection system
user to attacks. It does not print attack detection statistics.

Multiple client processes must execute concurrently to analyze all the mes-
sages transmitted on a CAN bus. A separate client process executes for each
LSTM model used in attack detection. A bash script initiates a client process
for each model. The client processes leverage the central processing unit cores
on the Macintosh Pro workstation to run the LSTM models concurrently.

7 Experimental Testbeds and Results

This section describes the experimental testbeds and the results of evaluating
the performance of the real-time attack detection system.

7.1 Experimental Testbeds

Two experimental testbeds were employed to evaluate the performance of the
real-time attack detection system for CANs, a 2010 Toyota Prius testbed and a
fully-operational 2014 Toyota Prius automobile.

2010 Toyota Prius Testbed. Figure 8 shows the 2010 Toyota Prius testbed.
The testbed comprises a CAN test bench with ECUs and a Raspberry Pi attack
device (mounted on the wooden board on the table), a black Raspberry Pi server
for attack detection (just to the left of the test bench on the table) and a Macin-
tosh Pro Rack version 2019 client running an Ubuntu 22.04 LTS virtual machine
using VMware Fusion 12 Pro (on the floor).

The test bench comprises a CAN bus connecting four ECUs from a wrecked
2010 Toyota Prius. The ECUs include the smart key, transmission control, power
management control and instrument cluster modules. The accelerator pedal and
gear shift mechanism are connected to the power management control and trans-
mission control modules. The Raspberry Pi on the bottom-left of the testbed is
the attack device. The black Raspberry Pi just to the top-left of the test bench is
the attack detection server. The Raspberry Pi attack device and the Raspberry
Pi attack detection server are connected directly to the High-Speed CAN bus in
the testbed.

Table 2 specifies the 2010 Toyota Prius test bench LSTM model architecture.
The architecture comprises four LSTM models trained to analyze the message



Real-Time Attack Detection in Automobile Controller Area Networks 241

Fig. 8. 2010 Toyota Prius testbed.

timing patterns of the 28 CAN message identifiers listed in the table. Four mod-
els were constructed for the 28 CAN message identifiers to prevent model bias
towards higher frequency identifiers. CAN message identifiers 612, 613, 616, 619
and 61A were not included due to their low transmission frequencies.

The time step specifies the memory window used by an LSTM model. The
LSTM cell configuration corresponding to each model specifies the number of
cells used in the LSTM encoder and decoder layers. Each LSTM model has a
repeat vector layer between the LSTM encoder and decoder layers, and a time-
distributed layer positioned after the LSTM decoder layer. The epochs and batch
sizes used for training the LSTM models are also listed.

2014 Toyota Prius Automobile. A fully-operational 2014 Toyota Prius auto-
mobile with all the connected ECUs was also employed in the experimental eval-
uation. Figure 9 shows the Raspberry Pi attack device located below the steering
column (left) and the Raspberry Pi server for attack detection located on the
center console (right). The attack device is connected directly to the High-Speed
CAN bus via the OBD-II diagnostics interface whereas the server is connected to
the High-Speed CAN bus via the twisted pair. The Macintosh Pro Rack version
2019 in the 2010 Toyota Prius testbed is also used as the attack detection client
for this testbed.
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Table 2. 2010 Toyota Prius testbed LSTM model architecture.

LSTM Model CAN Identifiers Time
Step

Cell
Config.

Epoch Batch
Size

0 127, 245, 247 5 10–10 5 5
1 3F9, 6C0, 45C, 45F,

442, 44D
10 20–20 10 10

2 4A8, 499, 49A, 49B,
49D, 3B3, 610

10 20–20 10 10

3 630, 632, 633, 635,
399, 3BB, 3BC, 4A6,
421, 3B6, 611, 3BD

15 30–30 20 15

Fig. 9. Attack device (left) and attack detection server (right).

Table 3 specifies the 2014 Toyota Prius automobile LSTM model architec-
ture. The architecture comprises six LSTM models trained to analyze the mes-
sage timing patterns of the 79 CAN message identifiers listed in the table. Six
models were constructed for the 79 CAN message identifiers to prevent model
bias towards higher frequency identifiers. CAN message identifiers 383, 381, 382,
3B6, 612, 613, 616, 619 and 61A were not included due to their low transmission
frequencies.

The time step corresponds to the memory window used by an LSTM model.
The LSTM cell configuration corresponding to each LSTM model specifies the
number of LSTM cells used in the LSTM encoder and decoder layers. Each
LSTM model has a repeat vector layer between the LSTM encoder and decoder
layers, and a time-distributed layer positioned after the LSTM decoder layer.
The epochs and batch sizes used for training the LSTM models are also listed.
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Table 3. 2014 Toyota Prius automobile LSTM model architecture.

LSTM
Model

CAN Identifiers Time
Step

Cell
Config.

Epoch Batch
Size

0 0AA, 127, 020, 025, 024, 245, 260,
1C4, 224, 247, 230, 0B4, 235

15 30–30 10 15

1 1AA, 32A, 320, 0B6, 262, 361, 351 10 20–20 15 10
2 6C0, 3F9, 394, 3B7, 620 5 10–10 20 5
3 63B, 4A0, 4A1, 4A2, 610, 4A8, 499,

49A, 49B, 49D, 4A7, 498, 49C, 3B3,
3D3

20 40–40 50 20

4 44D, 45C, 45F, 440, 442, 443 10 40–40 50 10
5 4A6, 4C1, 3B0, 626, 611, 3B1, 420,

4C8, 423, 621, 622, 624, 638, 639,
680, 3B9, 4C3, 3BC, 38E, 4C7, 387,
4C6, 38F, 4DD, 3BD, 3BB, 630, 399,
632, 421, 42F, 633, 635

35 200–200 100 35

All the parameters are the same as those used in the LSTM models for the 2010
Toyota Prius testbed.

Test Environment

Figure 10 shows the test environment. The attack device and attack detection
server are connected to the monitored CAN bus. The client and server are
connected via a Wi-Fi network. During testing, random synthetic attacks were
injected by the attack device into the monitored CAN bus.

The synthetic CAN message injection process implemented by the attack
device executes for a duration specified in seconds. This process chooses a ran-
dom CAN message identifier from a specified bin. If no bin number is specified,
then the process chooses a bin at random to obtain a CAN message identifier.
The attack device injects the CAN message identifier along with a flag that
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Fig. 10. Test environment.

indicates the absolute truth corresponding to an attack. At this point, the pro-
cess displays that a particular message was injected along with the bin associated
with its identifier. The process then waits for a randomly-generated time in sec-
onds between a specified lower bound and an upper bound.

Table 4. Attack detection data.

MSE Loss
Above Threshold

Flag Set Result

Yes Yes TP
Yes No FP
No No TN
No Yes FN

The attack detection system uses the attack detection mode to raise alerts
about attacks and collect historical real-time attack data. Table 4 shows the
results generated by the attack detection system for High-Speed CAN message
sequences. A true positive (TP) output is received when the MSE loss is above
the set threshold and a CAN message is received with an attack flag set. A false
positive (FP) output is received when the MSE loss is above the set threshold and
a CAN message is received with no attack flag set. A true negative (TN) output
is received when the MSE loss is below the set threshold and a CAN message is
received with no attack flag set. A false negative (FN) output is received when
the MSE loss is below the set threshold and a CAN message is received with an
attack flag set. When the attack detection system is terminated, the historical
real-time attack data is presented to the user.

Note that error propagation often occurs when an attack message is injected.
Specifically, when an attack occurs, two message sequences that result in MSE
loss above the set threshold are received. The first corresponds to the attack
message sequence (true positive) and the second is the next message sequence,
which is recognized as part of the attack.
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7.2 Experimental Results

This section presents the real-time attack detection results. The true positive,
false positive, true negative and false negative detection values are used to com-
pute the attack detection performance metrics.

Performance Metrics. Five metrics are employed to characterize attack detec-
tion system performance, precision, sensitivity, specificity, accuracy and F1 score.

The precision metric P describes how well LSTM models detect actual attacks
relative to the total number of predicted attacks:

P =
TP

TP + FP

The sensitivity (recall) metric Se describes the ability of LSTM models to
correctly determine attacks:

Se =
TP

TP + FN

The specificity metric Sp describes how well LSTM models recognize normal
activity without attacks:

Sp =
TN

TN + FP
The accuracy metric A describes how well LSTM models can determine all

observations correctly:

A =
TP + TN

TP + TN + FP + FN

The F1 score metric is the harmonic mean of precision and sensitivity (recall):

F1 =
TP

TP + 1
2 (FP + FN)

While it is desirable for all five metrics to be high during testing, sensitivity
and accuracy are the principal metrics for evaluating LSTM models. This is
because it is most important that LSTM models detect as many attacks as
possible with high accuracy.

2010 Toyota Prius Testbed Attack Detection Results. Real-time attack
testing was conducted on the 2010 Toyota Prius testbed. During the one-hour
test, the attack device injected CAN message identifiers at random (28 different
identifiers). The tests evaluated the four LSTM models concurrently using the
specified MSE loss thresholds.

Table 5 shows the precision, sensitivity, specificity, accuracy and F1 score for
each LSTM model. All the LSTM models, except for LSTM Model 0, achieved
the maximum precision, sensitivity, specificity, accuracy and F1 score. LSTM
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Table 5. 2010 Toyota Prius testbed concurrent test results.

LSTM
Model

MSE Loss
Threshold

Messages
Analyzed

Attacks
Injected

Attacks
Detected

P Se Sp A F1

0 0.005 490,015 192 192 0.985 1.000 1.000 1.000 0.992
1 0.300 62,890 209 209 1.000 1.000 1.000 1.000 1.000
2 1.000 50,770 174 174 1.000 1.000 1.000 1.000 1.000
3 1.000 44,010 205 205 1.000 1.000 1.000 1.000 1.000

Model 0 generated three false positives, which reduced its precision and F1 score.
Accuracy and specificity were affected negligibly due to the small number of false
positives. LSTM Model 0 achieved the maximum sensitivity.

The MSE loss threshold for LSTM Model 0 could be increased to reduce the
number of false positives. Also, the model could be improved by model tuning
and retraining, or model restructuring. Overall, the four models were able to
distinguish between normal CAN traffic and attack traffic with the 28 CAN
message identifiers.

2014 Toyota Prius Automobile Attack Detection Results. Four tests
were conducted on the 2014 Toyota Prius automobile. The first and second tests
evaluated the six LSTM models concurrently for half-hour periods. These two
real-time tests involving CAN attacks were performed when the automobile was
stationary for safety and network configuration reasons.

The third real-time test evaluated the six LSTM models concurrently when
the automobile was moving forward and reversing. The fourth test, which was not
performed in real time, evaluated the six LSTM models separately under normal
driving conditions. No attacks were launched during the third and fourth tests
for safety reasons.

Table 6 shows the results of the first test, which evaluated all six LSTM mod-
els executing concurrently. During the half-hour test, the attack device injected
CAN message identifiers selected at random (79 different identifiers). The concur-
rency test evaluated the six LSTM models using the specified MSE loss thresh-
olds. The precision, sensitivity, specificity, accuracy and F1 score are presented
for each LSTM model.

In the first test, LSTM Model 0 generated 121 false positives, which reduced
its precision, specificity, accuracy and F1 score. Note that the precision (0.142)
and F1 score (0.248) are very low. This is due to the decreased rate of true posi-
tives caused by the attack device selecting identifiers from random bins instead of
identifiers only from the bin associated with LSTM Model 0. Nevertheless, LSTM
Model 0 yielded good attack detection accuracy of 0.997. The model achieved
maximum attack detection sensitivity at the cost of detecting false positives.

LSTM Models 2 and 4 generated six and two false positives, respectively,
which reduced their precision, specificity, accuracy and F1 scores. However, the
models achieved the maximum sensitivity. LSTM Models 1, 3 and 5 achieved
the maximum precision, sensitivity, specificity, accuracy and F1 scores.
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Table 6. 2014 Toyota Prius automobile concurrent test results (Run 1).

LSTM
Model

MSE Loss
Threshold

Messages
Analyzed

Attacks
Injected

Attacks
Detected

P Se Sp A F1

0 0.025 707,520 20 20 0.142 1.000 0.997 0.997 0.248
1 0.250 256,620 48 48 1.000 1.000 1.000 1.000 1.000
2 0.500 31,415 43 43 0.878 1.000 0.999 0.999 0.935
3 0.450 55,220 42 42 1.000 1.000 1.000 1.000 1.000
4 0.300 18,420 45 45 0.978 1.000 0.999 0.999 0.989
5 0.100 60,655 46 46 1.000 1.000 1.000 1.000 1.000

Overall, LSTM Models 1 through 5 were able to distinguish between nor-
mal CAN traffic and attack traffic with the 79 CAN message identifiers. LSTM
model 0 achieved high accuracy for attack detection, but it generated several
false positives. The MSE loss threshold for LSTM Model 0 could be increased in
an attempt to reduce the number of false positives. Also, LSTM Model 0 could
be improved with model tuning and retraining, or model restructuring.

Table 7. 2014 Toyota Prius automobile concurrent test results (Run 2).

LSTM
Model

MSE Loss
Threshold

Messages
Analyzed

Attacks
Injected

Attacks
Detected

P Se Sp A F1

0 0.025 703,800 19 19 0.158 0.864 0.998 0.998 0.268
1 0.250 257,200 47 47 0.979 1.000 1.000 1.000 0.959
2 0.750 31,490 48 48 0.941 1.000 1.000 1.000 0.970
3 0.450 55,180 56 56 0.982 1.000 1.000 1.000 0.991
4 0.500 18,470 38 38 1.000 1.000 1.000 1.000 1.000
5 0.100 60,795 35 35 0.854 1.000 0.996 0.996 0.921

Table 7 shows the results of the second test with all six LSTM models exe-
cuting concurrently. During the half-hour test, the attack device injected CAN
message identifiers at random (79 different identifiers). The concurrency test
evaluated the six LSTM models using the specified MSE loss thresholds. The
precision, sensitivity, specificity, accuracy and F1 score were computed for each
LSTM model.

In the second test, LSTM Model 0 generated 101 false positives, which
reduced its precision, specificity, accuracy and F1 score. Note that its preci-
sion (0.158) and F1 score (0.268) are very low. This is due to the decreased
rate of true positives caused by the attack device selecting identifiers from ran-
dom bins instead of only identifiers from the bin associated with LSTM Model 0.
The model generated three false negatives, which reduced its sensitivity to 0.864.
However, LSTM Model 0 yielded good attack detection accuracy of 0.998 despite
the false positives.

LSTM Models 1, 2, 3 and 5 generated one, three, one and six false positives,
respectively, which reduced their precision and F1 scores. Specificity and accu-
racy were affected negligibly due to the small numbers of false positives. All four
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Table 8. 2014 Toyota Prius automobile forward/reverse motion test results.

LSTM
Model

MSE Loss
Threshold

Messages
Analyzed

Sp

0 0.025 40,680 0.998
1 0.250 13,910 0.999
2 0.750 1,635 0.997
3 0.450 3,340 1.000
4 0.500 1,170 1.000
5 0.100 60,795 0.772

models achieved the maximum sensitivity. LSTM Model 4 fared best, achieving
the maximum precision, sensitivity, specificity, accuracy and F1 score.

Overall, LSTM Models 1 through 5 were able to distinguish between nor-
mal CAN traffic and attack traffic with the 79 CAN message identifiers. LSTM
Model 0 achieved high accuracy for attack detection, but generated several false
positives. Because the model generated false positives and false negatives, adjust-
ing the MSE loss threshold would likely not improve its performance. However,
LSTM Model 0 could be improved with model tuning and retraining, or model
restructuring.

Although attacks could not be launched when the automobile was moving,
it was important to test the attack detection system under normal operating
conditions. Table 8 shows the results of the forward/reverse motion test. During
the two-minute test, the automobile moved forward ten feet and reversed ten
feet. Because no attacks were launched, only the specificity metric was computed
using the true negatives and false positives.

LSTM Models 0, 1, 2 and 5 generated five, one, one and 18 false positives,
respectively, negatively affecting their specificity. LSTM Models 3 and 4 achieved
the maximum specificity. Overall, the LSTM models were able to recognize nor-
mal CAN traffic. LSTM Model 5 likely yielded a lower specificity of 0.772 due
to CAN traffic interruptions when engaging the gear shift mechanism.

The final test involved the execution of the six LSTM models under normal
driving conditions. CAN traffic was logged while driving around campus and
the log file was input to the six LSTM models. Table 9 shows the results of
the normal driving test. Because no attacks were launched, only the specificity
metric was computed using the true negatives and false positives.

LSTM Models 0, 2, 3 and 5 generated 28, 1, 2 and 27 false positives, respec-
tively, which reduced their specificity. LSTM Models 1 and 4 achieved the max-
imum specificity. Overall, the six LSTM models were able to recognize normal
CAN traffic. Model 5 likely yielded a lower specificity of 0.892 due to CAN traffic
interruptions during normal driving conditions.
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Table 9. 2014 Toyota Prius automobile normal driving test results.

Model MSE Loss
Threshold

Messages
Analyzed

Sp

0 0.025 171,615 0.998
1 0.250 32,670 1.000
2 0.750 4,040 0.999
3 0.450 6,940 0.994
4 0.500 2,330 1.000
5 0.100 7,770 0.892

Potential Model Improvements. For the 2010 Toyota Prius testbed, pre-
cision ranged from 0.985 to 1.000, sensitivity, specificity and accuracy were a
perfect 1.000, and the F1 score ranged from 0.992 to 1.000. For the 2014 Toyota
Prius automobile, precision ranged from 0.142 to 1.000, sensitivity ranged from
0.864 to 1.000, specificity ranged from 0.772 to 1.000, accuracy ranged from 0.980
to 1.000, and the F1 score ranged from 0.248 to 1.000. The low precision and
F1 scores were due to high false positive to true positive rates in just the LSTM
Model 0 in the 2014 Toyota Prius automobile tests. Nevertheless, the attack
detection results are very good. Specifically, sensitivity ranged from 0.864 to
1.000 and accuracy ranged from 0.980 to 1.000 for the LSTM models in the 2014
Toyota Prius automobile tests. Sensitivity and accuracy are the most important
metrics because the LSTM models must recognize normal traffic and detect as
many attacks as possible with high accuracy.

LSTM model performance could be improved by reducing the false positives
and/or false negatives. One approach is to adjust the MSE loss threshold to
make the model more or less sensitive; this may be done using a trial-and-error
procedure or using a receiver operating characteristic (ROC) curve. Another
approach is to redesign the LSTM model or retrain it using additional data
and epochs, but this would be more time consuming than MSE loss threshold
adjustment. Alternatively, the LSTM model may be divided into smaller models
to simplify the message sequences to be learned. This would involve dividing a
CAN message identifier bin into smaller bins. Bin subdivision, while effective,
would be more time consuming than the MSE loss threshold adjustment and
model redesign/retraining approaches.

It is possible that some CAN message identifiers do not have periodic timing
patterns. Since an LSTM model cannot not be trained effectively with aperiodic
timing patterns, the corresponding CAN message identifiers would have to be
discarded.

8 Conclusions

The CAN attack detection system described in this work employs LSTM net-
works to monitor automobile CANs, detect attacks and raise alerts in real
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time. LSTM networks are leveraged because they can learn patterns with long
sequences. To address LSTM network bias, binning is employed as a novel con-
cept in LSTM model development for automobile CANs. In this process, CAN
message identifiers are separated into bins depending on their relative message
frequencies. A separate LSTM model is trained to recognize the traffic patterns
of the CAN message identifiers in each bin.

A repeatable design framework is presented for constructing and training
multiple LSTM networks that learn normal CAN message timing patterns. The
design framework lays out the computational resources as well as the data collec-
tion and preprocessing and LSTM model development and training steps. The
framework enables new LSTM models to be trained and updated for automobiles
of different makes, models and years.

Another key contribution is the implementation of real-time attack detection.
The attack detection system leverages a server-client configuration on a moni-
tored automobile CAN bus. The server is an inexpensive Raspberry Pi device
connected directly to an automobile CAN bus that captures, logs and transmits
CAN message traffic to a client via a Wi-Fi network. The client, a workstation
located outside the automobile, provides the computational resources needed for
real-time attack detection. Trained LSTM models executing on the client work-
station process the transmitted CAN messages, identify attacks and send alerts
via the Wi-Fi network.

The attack detection system was evaluated using a 2010 Toyota Prius testbed
and a fully-operational 2014 Toyota Prius automobile. An attack device was
employed to inject random CAN message identifiers at random times. For the
2010 Toyota Prius testbed, the attack detection precision ranged from 0.985 to
1.000, sensitivity, specificity and accuracy were perfect 1.000, and the F1 score
ranged from 0.992 to 1.000. For the 2014 Toyota Prius automobile, the attack
detection precision ranged from 0.142 to 1.000, sensitivity ranged from 0.864
to 1.000, specificity ranged from 0.772 to 1.000, accuracy ranged from 0.980
to 1.000, and the F1 score ranged from 0.248 to 1.000. The low precision and
F1 scores were due to high false positive to true positive rates in just one of
the six LSTM models in the attack detection system used in the 2014 Toyota
Prius automobile experiments. Nevertheless, the attack detection results are very
good – LSTM model sensitivity ranged from 0.864 to 1.000 and accuracy ranged
from 0.980 to 1.000. Sensitivity and accuracy are the most important metrics
because LSTM models must recognize normal traffic and detect as many attacks
as possible with high accuracy.
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