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Abstract. The current market requires automated production systems to be
reprogrammed by the shop floor workers to meet dynamic production needs. This
requires new interfaces allowing the workers to acquire the needed skills for effi-
cient and safe programming. In this article, an intuitive interface is introduced
to foster both upskilling and empowerment through guided tutorials. A no-code
approach to programming based on the notion of robotic skills enables inter-
actions that are based on the worker’s competencies. A preliminary study with
students (N = 58) using between-group testing was performed to evaluate the
usability of the interface and skill acquisition through the tutorials. The effect of
a basic understanding of robots’ behavior on users’ performance was evaluated:
a demonstration with a real robot was presented to half of the participants before
the study. Our results indicate that the proposed approach enabled most novice
users to achieve simple programming tasks. The demonstration with the robot
had a positive impact on performance suggesting the need for real robot interac-
tion to improve learning. In summary, the combination of a no-code, skill-based
approach with problem-based tutorials and demonstrations with real robots can
help non-expert users develop the competencies and confidence to autonomously
program a robot. Further tests with intended target users are planned in the future.

Keywords: Robotics · Human computer interaction · Programming learning ·
Upskilling · Empowerment

1 Introduction

Traditionally, most assembly processes are either fully automated or manual. Automa-
tion solutions have been optimized for decades to become ever more precise, rapid,
and robust. Such solutions are ideal for repetitive tasks in a structured environment,
but not feasible for tasks requiring fine manipulation, problem-solving capabilities and
adaptability, where manual work is still required [10]. Recently, a new paradigm for
automation as emerged with collaborative robots (cobots). These robots fulfill safety
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requirements that allow them to share the workspace with humans, contrarily to tradi-
tional industrial robots that work in a closed, separated environment [4]. This possibil-
ity of sharing a common workspace enables a new form of automation, called partial
automation, where the human and the robot can work simultaneously together on the
same task, leading to new, narrower forms of human-robot collaborations [38].

If full automation has been the main focus in the industry until recently, the ever
growing versatility of the market, the constant acceleration of technology development,
the growing demand for customized products and the tendency for shorter product life
duration has lead to a growing interest in partial automation [30,35]. Indeed, while
machines are faster, more precise and have a greater repeatability, humans are much
more flexible and can rapidly adapt to new tasks [37]. The aim of partial automation is
thus to combine the flexibility of human work with the efficiency of automation [41].
In particular, it should be possible to use the same robot for different tasks and to easily
and rapidly reprogram the robot according to the market demands, bringing the needed
agility for the company to cope with market versatility [14].

However, companies that could benefit from partial automation are typically
small to medium companies that cannot afford automation experts. Outsourcing the
re-programming takes time and is expensive and thus strongly reduces the advantages
of partial automation. In order to fully leverage its potential, it is thus required for the
workers on the shop floor to be able to reprogram the process by themselves [32]. The
goal is indeed that an expert in the process, instead of an expert in the technology,
shall be the one to program the robot. A new approach to worker-machine interaction
is therefore required for partial automation to work [7], similar to what window-based
graphical user interfaces did for personal computers 40 years ago: rather than expert sys-
tems, intuitive solutions that can leverage the worker’s task expertise are needed. This
also represents an opportunity to make production work more attractive: the robot takes
over the dull, tedious or dangerous tasks, while the worker focuses on the advanced
tasks requiring human capabilities [29]. For the worker, it could also mean a greater
autonomy and opportunities for self-development [15].

Giving the possibility to the worker to reprogram the machines represents a big
paradigm shift, sometimes refer to as Operator 4.0 [30], in the context of Industry 4.0, or
augmented worker [25]: traditionally, automation solutions are expert systems designed
to reduce as much as possible the intervention of non experts to minimize the risk of
errors [23]. For partial automation to work, the power relationship between the worker
and the machine needs to be changed, with the worker taking control over the system.
This requires not only the worker to acquire the needed competencies to interact safely
and efficiently with the machine, i.e. upskilling, but also to develop a feeling of own-
ership over the system, i.e. empowerment [6]. To better understand how to foster the
transition from passive user to active programmer, a socio-technological perspective is
needed to guide the design of the human-machine interaction.

In this article, we propose a first step in this direction. An interface for robotic
programming was implemented based on the tried and tested block-based approach
to learning programming [26,39]. This approach doesn’t require the user to learn any
programming syntax (compared to text based approach) making it easier to use. A
set of step-by-step tutorials were developed to help the user to progressively acquire
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the needed competencies and gain a feeling of control over the system. Combining
a block-based approach with robotic specific language was already tested [39] and
shows that user could successfully implement robot programs with high score of usabil-
ity, learnability and overall satisfaction. But since our goal is to empower workers to
autonomously control the robot, the feeling of control is an important aspect that, to our
knowledge, have not been yet investigated. We believe that a feeling of control on the
machine can be achieve by providing a good understanding of how does this one work,
combined with an effective and satisfactory interaction with the machine enabling the
user to reach their goal efficiently. Improving the feeling of control over the machine
will be therefore the main focus of this article. The research question tackled is the then
the following: How does providing workers with a deep understanding of how a robot
works, along with an effective and satisfactory interaction with the machine, impact
their perceived feeling of control over the robot and their ability to autonomously con-
trol it for efficient task completion? A study focusing on upskilling was conducted with
students to evaluate the relevance of our approach. A 2-group experiment was per-
formed to assess the effect of basic knowledge about robotics on programming perfor-
mance. The usability of the interface was also evaluated.

We start by presenting the relevant literature in the next section. Section 3 presents
the interface and the tutorials that were developed for this study. The study is presented
and discussed in Sect. 4. A discussion is proposed in Sect. 6, including future work.
Finally, a conclusion is presented in Sect. 8.

2 Related Work

In the past decade, there has been a large movement to democratize the usage of
robotics, sometimes referred as the no-code revolution [28]. Cobots have opened the
path to this democratization: since they allow for physical interactions with the device,
ad hoc solutions can be developed by non-expert users by directly interacting with the
robot, without having to code. Most cobots are now endowed with intuitive program-
ming interfaces allowing to easily concatenate pre-defined, parametrizable behaviors.
However, these systems are typically design to be as intuitive to use as possible, which
results in a lack of flexibility that limits the usage of the cobots to simple, repetitive
tasks in controlled environments [38], which can explain the relative low adoption of
plug-and-play cobotic systems in the industry. To fully leverage the potential of partial
automation systems for non-expert users, an interface is required that is not only easy
to use, but also easy to learn.

In our framework, we propose a block-based interface, similar to the well-known
Blockly [40] or Scratch [26], build on top of a skill-based architecture [32]. Robot
skills are associated to predefined behaviours combining sensory and motor informa-
tion. Previous work successfully combined Blockly with industrial robots [40], enabling
the programming of a pick-and-place task of a virtual robot by adult novices. Other
studies investigated robot programming teaching for adult novices [39] using Blockly
with a framework called CoBlox, compared to two widely used industrial program-
ming approaches. The results demonstrate that participants successfully completed the
robot programming tasks while receiving higher scores for usability, learnability, and
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general satisfaction. The participants were specifically instructed to focus on a limited
range of functionality, such as implementing a pick and place task. However, impor-
tant programming concepts like loops and conditions were not introduced, despite their
necessity when working on more extensive programming tasks in real case scenario.

In fact, the concept of loops in programming is central but was shown to be difficult
to understand by novices [12]. Another study [13] showed that students usually lack
familiarity with variables and have misunderstandings regarding their usage. Other dif-
ficulties come from the visual representation of the program itself, and were explored by
the Blockly team [9] who describe a non-exhaustive list of problems faced by novice
programmers while learning programming with Blockly. To tackle these problems, a
collection of user-centered tutorials were developed (Blockly games) to teach how to
use the interface as well as the difficult programming functionalities. The combination
of a block-based interface with tutorials has shown good results in terms of breaking
learning barriers [9]. We will therefore use a similar approach for our framework and
adapt it our target group, the production workers.

Another critical step while programming is the creation of functions (or skills in the
context of robotics). In fact, functions provide a better organization of a code and enable
to reuse of this last one in an efficient way. In the context of block-based programming,
Blockly [9] and Scratch [20] gives the possibility to create functions, by passing argu-
ments to the body of the function, similarly to text based programming. This approach
is based on a top-down approach (the user needs to know first what the function needs to
do), requiring a fairly good level of expertise of the user. In Sect. 3.1, we will present a
new, bottom-up approach, enabling the user to more easily create functions/skills from
the body of a function.

More generally, our focus lies on providing interfaces that are not only easy to use,
but also easy to learn. It has been observed that if the introduction of cobots in manufac-
turing environments can improve the quality of activities and enhance the significance
of workers’ role, reskilling is needed [16]. In this context, our work aims to bridge
the gap between intuitiveness and empowerment by exploring user-centered methods to
enable greater customization and autonomy in robot programming, ultimately fostering
a more adaptable and efficient human-robot collaboration.

3 An Intuitive Robotic Interface

We believe that the desired empowerment of the production workers can be achieved
by designing an interface that enables them to develop a better understanding of the
system and, consequently, a feeling of control over the machine. In order to achieve this,
an interface is needed that is easy to take in hand, but that also fosters the learning to
acquire the needed competencies to fully leverage the flexibility of the system. Indeed,
an interface emphasizing intuitiveness may typically trade-off flexibility to increase the
worker’s autonomy, while an interface offering too many possibilities will be difficult
to handle for beginners. To overcome this trade-off, we propose an adaptive interface
that takes in account the users’ skills and needs, but also tutorials to allow them to gain
the skills needed to use the more advanced functionalities.
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Our adaptive interface is based on a block-based approach, where blocks can be
combined to create complex behaviors. Different levels of blocks are defined that cor-
respond to different types of users (normal, intermediary, advanced), which allow us to
easily adapt the interface to the user needs. The high-level blocks are based on natural
language and provide a very intuitive interface, while the lower level blocks reflect the
robot commands and thus provide a flexibility similar to typed languages, but without
the burden of the syntax. An intermediate layer, based on the concept of skills, allow
for the smooth transition between the high and the low-level layers.

In addition, a collection of tutorial was developed to foster learning-by-doing and
upskilling of the users and to teach them progressively the different functionalities of
the interface, as well as some programming concepts.

In the following subsections, the concept and the implementation of the interface
and the tutorials are explained in more details.

3.1 A New Block-Based Programming Interface: PrograBlock

One of the main problems faced by computer programming learners is the syntax of the
programming language. To simplify the programming approach and remove the com-
plexity of syntax, tools like Blockly [40] and Scratch [26] have been developed, both of
which use block-based programming interfaces. Deeply inspired by this programming
paradigm, we have developed a new block-based interface named PrograBlock tailored
to the specific needs of robot programming in industrial settings. The user can choose
a block from a library, drag and drop it in the programming area, and by connecting
the different blocks together, can create a variety of programs. The different parame-
ters can be changed directly within the block itself. Loops and if-else conditions are
implemented the same way Blockly or Scratch does by wrapping blocks to be repeated,
providing control over the program flow (see Fig. 1).

Fig. 1. Prograblock interface including a programming area (top left) and a library of blocks
(bottom left), with the 3D simulation (right).
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The biggest difference with other block-based programming interface (Blockly,
Scratch, etc.) is the simplification of the creation of new blocks: when a new func-
tionality is created through a program (Fig. 2a), the user has the possibility to create
a block out of it. Parameters specifying the program functionality can then be chosen
by the user (Fig. 2b) to appear as block parameters, in such a way that less important
parameters are hidden within the newly created block (Fig. 2c). The creation of new
blocks is also possible in the framework Blockly, but the user has to use variables to
achieve the passing of arguments, which was shown to be difficult for novices [13].

Fig. 2. Simplified block creator.

Thanks to this approach, parameters such as the objects to interact with can be
parameterized, enabling the implementation of more abstract blocks that can be easily
used by non-expert users.

3.2 A Skill-Based Architecture

In order to empower operators in their interaction with robots, a three-layer, block-based
architecture that enable users to progressively gain control over the system was devel-
oped. There are three levels of blocks: tasks, skills and device primitives [24], examples
of each level of blocks are illustrated on Fig. 3. Tasks correspond to the natural lan-
guage that an operator would use with a colleague, while device primitives correspond
to the capabilities of the devices and require advanced knowledge about robotics. Skills
are object-oriented and serve as a communication bridge: they offer an intermediate
language that can be used to describe the process steps in relation to the object being
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handled [32]. For example, the skill Pick object describes a strategy allowing the grasp-
ing of a specific object, being the parameter of the skill. New tasks can then be created
by simply parameterizing and combining skills. All blocks can be parameterized and
thus easily adapted to new situations.

Fig. 3. Abstraction Layers.

By offering different levels of abstraction, such structure efficiently overcome the
traditional flexibility-usability trade-off [32]. On one hand, it allows novices to easily
adopt the high level functionalities, such as tasks and skills, to quickly create func-
tioning programs, therefore lowering programming barriers [1]. On the other hand,
experts keep the full control on the hardware capabilities thanks to the device primi-
tives, enabling them to develop complex functionalities.

Another advantage of this architecture is the possibility to easily navigate between
the different abstraction layers. It allows the user to progressively learn more complex
functionalities according to their needs. In order to support this learning process, tuto-
rials were developed that allow for the users to progressively learn new functionalities.

3.3 Virtual Environment

Complementary to the programming interface, a virtual environment (based on the
game engine Unity) was developed to provide visual feedback to the user. The final
application was deployed on a tablet, where the user could visualize the workspace
with the robot, the camera and different objects available in the workspace. We took
advantage of the virtual environment to show additional information about the state
of the system, to improve the shared ground between the user and the machine and
therefore the interaction. The user was able to rotate the view around the robot to show
potentially hidden objects or to better visualize estimated trajectories (see Fig. 1, right).

A preview of the robot trajectory, represented by a blue line in the Fig. 1, was imple-
mented to help the user to debug its program, and represent the trajectory of the tool
center point of the robot. The difference of color along the trajectory indicate the dif-
ferent position over time: dark blue indicates the beginning of the trajectory and slowly
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turn to light blue until reaching the end of the program. A collision detection function-
ality was as well developed to warn the user and allow her/him to correct the program. It
was indicated by a red cross at the location of the potential collision between the robot
and an object. By using a virtual environment, we intended to reduce the fear of the user
of breaking or being hurt by the robot and therefore to improve the learning conditions.
This hypothesis will be further tested in a future experiment.

3.4 Tutorials

Our skill-based architecture and block-based visual programming interface simplifies
the programming of the system, but inexperienced programmers still have to understand
the fundamentals of programming. Learning programming is a complex process [27],
so a collection of tutorials was developed to progressively introduce some programming
concepts to divide the intrinsic cognitive load [34] of the learner. It includes the different
functionalities of the interface itself, in parallel with complex programming concepts,
such as loops and conditions. The tutorials developed are a collection of six scenarios
(see Fig. 4) based on problem-solving, inspired from standard industrial use cases, like
Pick and Place or Palletizing.

The tutorials consist of four guided scenarios (see Fig. 4a, 4b, 4c and 4d) that teach
participants about the different functionalities of the interface, as well as some program-
ming concepts, such as loops and conditions, that are important for the automation of
repetitive tasks. The four guided scenarios can be described as follows:

– Pick and Place: Teach how to create a simple program and how to parameterize it.
In this scenario, the goal is to pick the cube, and place it on the green square.

– Palletizing: Teach the concept of loops.
Here the goal is to pick and place cubes on the pallet until this last one is full.

– Sorting: Teach the concept of conditions.
The goal here is to pick a cube, check the color of this last one and then place it on
one of the corresponding square.

– Pick Navigate and Place: Teach the concept of task modification.
If the user program this task the same way he did in the first tutorial 4a, a collision
will occur with the obstacle (indicated with a red cross). To avoid the collision, the
user has to modify the Pick and Place block and add a way-point between the Pick
and the Place blocks. By doing so, the robot can successfully bring the cube on the
green square.

In order for the user to test his/her progress and see how much was learned, two
more scenario are implemented where the user is not guided anymore and has to solve
the task by her/himself. The two unguided scenarios are the following:

– Palletizing and Sorting: Very similar to the tutorials and mainly tests the acquisi-
tion of the programming concept.
Here the goal is to pick all the cubes, check their colors and place them on the cor-
responding pallet.

– Palletizing and Sorting with Obstacle: Same as Palletizing and sorting with an
additional complexity due to the addition of an obstacle between the mirror and the
cubes, forcing to re-program trajectories to avoid collisions.
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Fig. 4. Tutorials.

The goal is the same than the previous exercise 4e: pick all the cubes, check their
colors and place them on the corresponding pallet.

In order to test the relevance of our approach, the interface was tested with stu-
dents in a between-group study. The details of the experiment are explained in the next
section.
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4 Evaluation of the Interface

A study was conducted to evaluate the usability of the interface. The goal was to evalu-
ate if the four first guided tutorials were sufficient to enable the users to perform the last
two test scenarios without external help. Since most of our users had never seen a real
industrial robot before, we also tested if a small demonstration of a robot performing
an industrial task would have an influence on the performance and the affective state
(valence and arousal) of the users. During the demonstration, the challenges associated
with robotics were explained, such as vision or picking.

4.1 Participants

A total of 58 business school master students (21 identified themselves as female and
37 as male) participated in this study. Participants were aged between 23 and 46 (M =
30.4, SD = 5.1) years, and had no previous experience in programming.

4.2 Procedure

Participants were randomly attributed in two experimental groups. In one group (intro-
ductory session), participants were introduced to a real robotic cell in function while in
the second group (control group) no demonstration of the robot was offered and partic-
ipants started the programming tutorial directly (see Fig. 5).

The introductory session consisted of the presentation of a working robot cell that
was composed of a collaborative robot and a gripper, allowing an interaction with its
environment, and a camera, to detect objects’ locations. Participants could observe the
execution of a sorting task by the robot arm in real time. The idea was to indicate to the
participants that the robot is not endowed with intelligence, but instead simply follows
the instructions previously programmed by a human.

Participants were then teamed in groups of two to enhance knowledge sharing. Each
pair of participants completed a tutorial and a subsequent test session interacting (see
Fig. 6).

Fig. 5. Groups procedure.
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4.3 Measures

The following indicators of performances were automatically logged by the system
for each phase of the task: the time needed to successfully finish a task, the number
of modifications (i.e., program changes) such as connecting or disconnecting blocks
(increased number of modifications indicates reduced performance), the number of
trials (i.e., executions of the program) before successfully finishing an exercise (large
number of trials can be interpreted as low performance, but also as an exploratory
behavior). In addition, the following subjective measures were assessed (for each par-
ticipant individually):
System Usability Scale (SUS) [5] measures the usability of the interface allowing us
to compare it with existing systems and future version of the interface. Over the years,
the System Usability Scale has become an increasingly popular tool for measuring the
usability of a wide range of products and systems. The SUS score is quick and easy to
administer, making it a popular choice for evaluating usability in a variety of contexts.
In the field of Human-Robot Interaction (HRI), some study [42] highlight the need and
relevance of the usability assessment of robotic system interfaces.
Affective States Using Animated Visualization (AniSAM) [33] for the evaluation of
valence and arousal of the user through the use of animated visualization. It is based on
the circumplex model of affect described in [31] over time to give us information of the
evolution of the user’s emotions and detect potential design issues encountered during
the use of the interface. The affective state was evaluated four times along the different
tutorials (see Fig. 6).

Fig. 6. Affective states evaluation procedure.

4.4 Data Analysis

To test the hypotheses regarding the behavioural data, two-sided t-test were calculated.
For the analysis of affective states (AniSAM), repeated measures ANOVA (GLM) were
calculated, with the first measure (baseline measure) entered as covariate.

5 Results

Analysis of behavioural data revealed that no differences were observed between the
two groups in the guided tutorial phase regarding time spent on the tutorial, total number
of trials and total number of modifications (see Table 1 for descriptive and inferential
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statistics). During the test session, no differences were observed between the two exper-
imental groups for the first, simpler task. However, for the second, more complex task,
significant differences were observed (see Test 2 in Table 1, completion time with p =
0.044 and modifications with p = 0.046), with participants who received an introduc-
tory session completing the task faster and making a lower number of modifications
compared to the group not receiving the introductory session.

Table 1. Descriptive and inferential statistics.

Without introduction With introduction Test statistics

M (SD) M (SD) t(N), p, 95% CI

Tutorials

Completion time 563 (166) 639 (258) t(22)=0.86, p=0.40 [-260, 107]

Number of trials 6.1 (3.2) 8.1 (4.23) t(22)=1.31, p=0.21 [-5.18, 1.18]

Modifications 55.67 (23.46) 60.67 (36.69) t(22)=0.40, p=0.70 [-31.07, 21.07]

Test 1

Completion time 359 (238) 386 (307) t(23)=0.25, p=0.80 [-254, 199]

Number of trials 4 (3.51) 4.5 (4.38) t(23)=-0.32, p=0.76 [-3.77, 2.77]

Modifications 43.85 (30.3) 46.83 (40.39) t(23)=-0.21, p=0.84 [-32.73, 26.40]

Test 2

Completion time 378 (129) 238 (37) t(9)=2.34, p=0.044 [4.46, 276.18]

Number of trials 4.17 (3.76) 2.40 (1.34) t(9)=0.99, p=0.35 [-2.27, 5.80]

Modifications 51 (28.23) 20.6 (4.29) t(5.27)=2.60, p=0.046 [0.48, 59.97]

Regarding skill acquisition, most users (90%) were able to program a simple robotic
tasks by themselves despite the short duration of the tutorials (20min). Less than half
of the users (38%) were however able to program the most complex task, potentially
because of the time limitation.

The usability assessment of the system resulted in a SUS-score [5] of 71.5
(SD=12.3) which can be considered to be between good and excellent in terms of adjec-
tive ratings [2]. Statistical analysis comparing the two experimental groups indicates very
small mean-differences with no effect of significance (t(40) = 0.31, p = 0.76, d = 0.1).

Analysis of participants’ affective state over the different phases of the experimental
study revealed higher levels of arousal for participants in the introductory session group
compared to participants not receiving an introduction (F(1, 20) = 4.76, p = 0.041, η2

= 0.19; see Fig. 7a). The evolution of the valence over time (F(2, 40) = 2.82, p = 0.072,
η2 = 0.12) and the interaction (introductory session x time) did not reach significance
level (F < 1).

With regard to valence, data analysis revealed that the effect of the experimental
manipulation was not significant (F(1, 20) = 2.42, p = 0.14, η2 = 0.11; see Fig. 7b) while
the effect of time was significant (F(2, 40) = 5.74, p = 0.006, η2 = 0.22). Sidak-corrected
pairwise comparisons (statistical procedure for comparing multiple groups, considering
the issue of multiple comparisons) however indicated no significant differences between
the three measurement points. Furthermore, the interaction (introductory session x time)
did not reach significance level (F(2, 40)=1.05, p=0.36, η2=0.05).
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Fig. 7. Evolution of affective states over time and experimental conditions.

6 Discussion

The findings indicate that the majority of participants (90%) effectively programmed the
simple task (Fig. 4e), demonstrating the interface’s user-friendliness and the successful
acquisition of necessary programming skills through the tutorials by the users.
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An important findings from this study relate to the effect of the experimental manip-
ulation on the performance data in the test tasks (Fig. 4e and 4f). While no effect of the
introductory session on the (easier) first task was observed, participants performed bet-
ter in the (difficult) second task if they participated in the introductory session. In the
first test task, the goal of the exercise was to palletize several cubes on different pallets.
In the second test task, an obstacle had to be avoided by the robot arm while palletizing
cubes. Most participants successfully programmed the robot to avoid the added obstacle
between pick-up and placement areas using a waypoint. However, a significant amount
of them had difficulties realizing that this avoidance procedure was also needed on the
way back of the robot arm to the pick-up area because of the repetition of the pick-up
and placement behavior inherent to the palletizing task. The percentage of participant
who had the time to finish this second test task being relatively low (38%), exploring
the performances without time restriction could bring even more information about this
finding.

The observation that the group who followed the introductory session displayed
better performance in this test may be a consequence of a better understanding of the
way how robots work. Being machines, robots follow ‘blindly’ a list of actions defined
(programmed) by a human and are not able to ’understand’ contextual information.
If one considers the robot endowed with information contextualization capacity, one
would expect the robot to avoid the obstacle on both ways; while a clearer understanding
that the robot blindly follows a list of instructions leads to correctly solving the task.
This indicates that following the introductory session influences the mental model [17]
of participants, which allows to predict or explain a system’s behavior. In other words,
the results suggest that the user’s mental model of the robot plays an important role in
the learning performance of robot programming.

Participants receiving the introductory session showed a higher level of arousal
compared to the control group. Although the origin of this effect can only be specu-
lated, it is possible that experiencing a real robot arm in action is related to this increased
arousal, which might be linked with an increased level of experienced stress. It could
be that possible negative consequences of this stressful experience were compensated
by the positive effects of better understanding of the way how robots work. Further
research is needed to replicate this result and determine its origin.

In a similar vein, it is difficult to interpret the change in the valence measurement
because of the non-significant post-hoc comparisons. Further studies with more power
are needed here to allow for clearer statements regarding the affective consequences of
such introductory sessions.

Limitations of this study include the rather small sample size and the programming
being conducted in groups of two. Although group evaluations are a sometimes used
method in the field of interface development [3,8], group effects may influence the
results in this study. A replication of these results in a single study with more power is
therefore planned.

A current limitation of the study is its focus on assessing the system interface’s
immediate intuitiveness and the effect of user training on efficient utilization. Indeed,
this study involves novices recruited from a master’s program, while the target demo-
graphic for an end-user product based on this system is likely to be made up of blue-
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collar workers who are heavily invested in using the system efficiently while at work for
an extended period of time. These employees will likely take the time to become used
to the technology and are mostly focused on workflow issues unique to their production
activities. They place more focus on the system’s medium to long term integration into
the production cycle than on how intuitive or simple it is to use right now. However,
the assessment of the usability of the system is still relevant to promote the acceptance
of the technology, since a user-friendly and well-designed system reduces the learning
curve, minimizes user errors, and ultimately enhances user confidence, which are all
key factors that contribute to the successful adoption and utilization of the technology.
A future experiment including our target users in industrial settings is already planned
and will be the subject of a future publication.

In summary, this study showed interesting results indicating a positive impact of
our newly developed interface on robotic learning. An initiation with real robots seems
to enhance learning outcomes by fostering a deeper comprehension of the situation,
including mental models and situation awareness. However, it is important to note that
this immersive approach could also lead to increase arousal levels, potentially indicat-
ing an increase of stress. As predicted when developing the virtual environment of the
robotic system (see Sect. 3.3), being exposed to the real robot can be associated with an
increase in arousal and stress. It seems that the positive effect of increased situational
understanding was able to compensate for the possible negative consequences of expe-
riencing additional stress due to exposure to real robots. The question arises whether
it is possible to facilitate the positive effects of the presentation of the robot without
additional stress experience - a question that should be addressed in future studies.

Altogether, this study show encouraging results on our journey to make robotics
programming more accessible for novices, although test with our target users are still
needed.

7 Future Work

Using a virtual environment to learn robot programming has been favoured for better
learning performances, especially allowing to bypass the fear of breaking the system or
being hurt by the robotic arm [18], more especially with the close interaction allowed
with cobots. The results presented here suggest that working with the real functional
robot may instead bring more tangibility during the interaction and making program-
ming easier to learn. Future studies are planned to verify this hypothesis.

It is important to highlight that the current focus of the tutorials is on comprehend-
ing programming concepts. However, based on our findings, it is evident that additional
tutorials will be necessary to help users develop a more comprehensive understand-
ing of how the robot functions. Developing effective programming interfaces requires
a deep understanding of the factors that influence learning and performance, particu-
larly in relation to novice programmers who often face barriers known as the Gulf of
Execution and Evaluation (GEE) [22]. In programming the GEE can be seen as the chal-
lenge of converting intentions into code and interpreting input from the programming
environment [1]. But utilizing robots as a learning tool appears to be an effective app-
roach for beginners to grasp fundamental programming concepts [19]. Overcoming the
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GEE is a common struggle for inexperienced programmers. Therefore, the construction
of mental models becomes essential in surmounting these barriers, as learners’ inter-
nal representations of programming concepts and environments can significantly assist
them in bridging the GEE more effectively and honing their programming skills [17].

At the time of the study, the interface was still a prototype and we decided to test it
first with students to gain insights on its potential and limitations before testing it with
our target users. We are now working with a company to integrate our system to their
shop floor and we will start testing it with the employees in the coming months. The
goal of the project is to incrementally improve the interface based on their feedback.

8 Conclusion

Our results indicate that integrating a no-code, block-based interface with problem-
oriented tutorials and practical demonstrations involving actual robots can empower
inexperienced users to independently program a robot while enhancing their abilities.

We understand empowerment not only as skill acquisition, but also as the devel-
opment of a feeling of control over the machine. This shift of paradigm led us to the
development of a new block-based language integrated with robotic skills, enhanced
with a collection of problem-based tutorials enabling the empowerment the user. While
the results of the study are promising, further research is needed to better understand
the key factors of worker empowerment. Indeed, if clear methodologies are available
for usability and user experience, tools for designing empowering interfaces are still
missing [11].

We believe that designing interfaces that will improve worker independence will be
key in the future. Indeed, there is a common agreement in the literature that humans
will remain central to manufacturing in the next decades [21]. Contrarily to the com-
mon vision of future workers, referred to as Operators 4.0, who are empowered by
technologies like artificial intelligence, augmented reality, and robotics to enhance their
performance and efficiency, leading to the concept of a Super Operator [29], our focus
in this work is on identifying the key factors necessary to enable workers to become
active programmers, as coined in Taylor’s work [36] as Makers 1.0. The goal is to give
back the control of the production means to the workers so that they can fully lever-
age their knowledge of the customer needs, the processes and the tools to implement
innovative automation solutions [36].
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