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Preface

We are delighted to introduce the proceedings of the seventh edition of the Interna-
tional Conference on Intelligent Transport Systems (INTSYS 2023) from the European
Alliance for Innovation (EAI). We returned to presential mode and the conference took
place in Molde from 6th – 7th September, hosted by Molde University College, Spe-
cialized University in Logistics (MUC). MUC offers several programs in IT, Logistics
and Transport. It has a high research profile within these areas within both academic and
applied research.

This conference brought together researchers, developers, and practitioners from
around the world who are leveraging and developing Intelligent Transportation Systems
(ITS) to increase efficiency, safety, andmobility, and to tackleEurope’s growing emission
and congestion problems.

The theme of INTSYS 2023 was “Intelligent Transportation Systems: Challenges
for 2030”. This edition received 39 submissions from which the technical program of
INTSYS 2023 accepted 16 full papers. All 16 papers were presented in oral sessions
at the main conference tracks. All of the accepted papers were subjected to a double-
blind peer-review process with a minimum of four reviews for each paper. Concerning
the committees, it was a great pleasure to work with the excellent organizing team
of the EAI, which was essential for the success of the INTSYS 2023 conference. In
particular, we would like to express our gratitude to Veronika Kissova and the EAI staff,
for all the support she provided in all subjects. We thank Molde University College
for their support of the conference. We would also like to express our gratitude to
all the members of the Technical Program Committee, who helped in the peer-review
process of the technical papers and ensured a high-quality technical program. We would
like to thank the extensive list of external reviewers from several areas of expertise and
numerous countries worldwide. A special acknowledgement must be addressed to all the
authors for their effort in producing such good-quality papers and for the extremely rich
and positive feedback shared at the conference. We strongly believe that the INTSYS
conference provides a good forum for all researcher, developers, and practitioners to
discuss all science and technology aspects that are relevant to ITS. We also expect the
future INTSYS conferences to be as successful and stimulating as indicated by the
contributions presented in this volume.

September 2023 Ana Lucia Martins
Joao C. Ferreira

Alexander Kocian
Ulpan Tokkozhina

Berit Irene Helgheim
Svein Bråthen
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Peter Holečko University of Žilina, Slovakia
Peter Jankovic University of Zilina, Slovakia
Peter Pocta University of Zilina, Slovakia
Porfirio Filipe ISEL, Portugal
Rahul Sharma TECMIC, Portugal
Rosaldo Rosseti FEUP, Portugal
Sergei Teryokhin Molde University College, Norway
Sofia Kalakou Iscte – University Institute of Lisbon, Portugal
Svein Bråthen Molde University College, Norway
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Drivers, Barriers, and Enablers of Digital
Transformation in Maritime Ports Sector:

A Review and Aggregate Conceptual Analysis

Benjamin Mosses Sakita(B), Berit Irene Helgheim, and Svein Bråthen

Molde University College – A Specialized University in Logistics, 6410 Molde, Norway
benjamin.m.sakita@himolde.no, benjamin_mosses@yahoo.com

Abstract. This paper develops a conceptual framework for digital transformation
in themaritime ports sector. The study combines a systematic literature review and
aggregate conceptual analysis to explicate drivers, barriers, and enablers of digital
transformation. Our literature review is grounded inmaritime ports’ existing albeit
scant empirical evidence. Our attempt bridges the existing gap in ports literature
review that has included articles from sources outside the maritime industry’s
domain. We deploy aggregate conceptual analysis on 35 maritime port related
empirical literature and rank emerging concepts with respect to digital transfor-
mation phenomenon. We then synthesize 32 concepts deemed essential for the
effective implementation of digital transformation in the ports sector. In doing so,
four thematic categories emerge: i) drivers, ii) barriers, iii) enablers, and iv) digital
transformation idiosyncrasies in ports. In terms of contribution, this study is one
of the earliest efforts to aggregate factors related to digital transformation in the
maritime ports sector. Our findings provide actionable insights that enable man-
agers of maritime ports, stakeholders, and policymakers to successfully navigate
the digital transformation process. For researchers, directions for future research
are offered.

Keywords: Digital transformation · Digital transformation dimensions ·
Literature review ·Maritime ports

1 Introduction

Maritime ports are indispensable enablers of international freight transport and piv-
otal nodes in global supply chains. Being inextricably intertwined in national socio-
economic and geo-political systems (Haraldson et al., 2021; Inkinen et al., 2021), ports
face increasing pressure to evolve and pace up with relentless global dynamics (Ippoliti
et al., 2018; Wang and Sarkis, 2021). For instance, drivers like the desire to streamline
the efficiency of ports processes and operations, sustainability pressures from domes-
tic and international regulatory bodies such as IMO (Inkinen et al., 2021; Lee et al.,
2019; UNCTAD, 2019), competitions across ports, and pressures from trading partners,
push ports to redefine their business and engagement models (Gausdal et al., 2018).

© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2024
Published by Springer Nature Switzerland AG 2024. All Rights Reserved
A. L. Martins et al. (Eds.): INTSYS 2023, LNICST 540, pp. 3–33, 2024.
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Furthermore, the trends in shipping industry such as changes in the size and capacity of
vessels warrant modern equipment at ports to streamline loading, offloading, and other
related operations in the ports perimeter. Given the complexity of ports’ operations and
multiplicity of actors, the viable way for ports to adapt to global dynamics hinges on
their ability and willingness to explore and exploit novel digital technological solutions.
Indeed, the latter have increasingly become an imperative source of sustainability and
competitive advantage (Heilig et al., 2017; Seo et al., 2023; Yusheng Zhou et al., 2023).
For instance, ports of Hamburg in Germany and Gothenburg in Sweden have made sig-
nificant strides in their digital transformation (DT) initiatives. Through the introduction
of digital twin and the use of sensor technologies, the Port of Hamburg has been able to
monitor on-ground operations including current conditions of major port infrastructure
utilization real-time, thereby reducing potential downtime, and optimizing waiting times
for vessels and trucks (HPA, 2023; Min, 2022; Molavi et al., 2020). Having learned the
importance of attaining critical mass in achieving successful digital transforming, the
port of Hamburg introduced homePORT digital initiative with the aim of involving port
stakeholders in innovation co-creation (HPA, 2023). Likewise, the Port of Gothenburg
through its Port Optimizer digital initiative has been able to integrate stakeholders’ dis-
parate data sources into a unique data source that helps the port, and its stakeholders
address challenges such as data provenance and quality, and visibility of cargo in transit.
This has enabled the Port to improve its productivity from ship to shore and terminal to
hinterland customers (Dalaklis et al., 2022). Consequently, ports are increasingly under
pressure to undertake DT as part of strategic readjustment and adaptation.

In ports’ context, DT refers to a process where port organizations and their related
ecosystems deliberately explore and exploit affordances of novel technologies such
as cloud computing, sensors, internet of things (IoT), big data, artificial intelligence,
virtual and augmented reality, cybersecurity, blockchain, and analytics among others,
to reinforce their communication, connectivity, information capturing and sharing, and
analytical capabilities; thus, adapting to relentless competitive dynamics (Baum-Talmor
and Kitada, 2022; Gómez Díaz et al., 2023; Heikkilä et al., 2022; Lin, 2023; Min, 2022;
Parola et al., 2020). The use of these novel technological solutions has enabled Ports of
Rotterdam, Hamburg, and Quebec to transition into smart ports which are characterized
by efficient use of port assets, intelligent port problem solving, and energy efficiency
(Min, 2022; Molavi et al., 2020).

Unlike traditional IT systems, novel digital technologies pervade beyond individual
organizational boundaries which complicates their adoptions as it pertains to account-
ability and economic rent distribution. Thus, the process of DT is regarded as disruptive
because adopting novel technological solutions are not merely the end in itself, it per-
vades and warrants rethinking of several organizational aspects like business process,
business model, structure, people, products and services, and engagement model (Raza
et al., 2023; Tijan et al., 2021). It is for this reason that many port organizations grapple
with successful implementation of DT initiatives. In fact, the pace at which ports uptake
digital technologies is generally slow and fragmented (Heilig and Voß, 2017; Jović
et al., 2022; Kapidani et al., 2020; Sanchez-Gonzalez et al., 2019; Tijan et al., 2021;
Y. Zhou et al., 2020). Furthermore, the fragmentation of DT trajectories among ports
is evidenced in contexts where only a fraction of ports such as Hamburg in Germany,
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Singapore in Singapore, Antwerp in Belgium, Rotterdam in the Netherlands, Qingdao in
China, Nagoya in Japan, Long beach in the United States, and Gothenburg in Sweden,
to mention but a few, are actively involved in the adoption and exploitation of novel
technological solutions. Examples of digitalization initiatives in these ports include: the
application of mobile technology and wireless connectivity by the port of Singapore to
streamline cargo flows efficiency, communication, and workforce satisfaction (Molavi
et al., 2020); the use of OnTrack application by the port of Rotterdam, which has enabled
it to improve the efficiency of the planning process and train scheduling prediction ben-
efiting both railway operators, traction suppliers and hinterland water terminals (Karaś,
2020); and the use of iNose technology at the port of Antwerp which has enabled it to
monitor air quality in the port given its high throughput of chemical cargos (Karaś, 2020).
These ports have one thing in common – a relentless exploitation of novel technological
solutions. On the contrary, about 80% of active maritime ports are still bogged down
with rudimentary digital solutions such as spreadsheets and whiteboards in performing
their daily operations (Heikkilä et al., 2022; Min, 2022), consequently defeating the
efforts to address the mounting call for efficiency, safety and security.

In practice, many ports have been applying digital technologies for many years,
i.e., terminal operating systems, port community systems, electronic data interchange
(EDI), and RFID (Heilig and Voß, 2017) to develop for instance, traceability systems for
maritime operations (Lin, 2023). However, latest technological breakthroughs, increase
in global freight transport, and complexity in maritime supply chains, have rendered
conventional ports digital systems inadequate (Seo et al., 2023). Given the mounting
environmental dynamics such as the COVID -19 pandemic (Y. Zhou et al., 2020), there
have been growing concerns on the slow acquisition of Industry 4.0 digital technologies
which arguably exacerbates ports’ inefficiencies and stifles their efficacy in facilitating
efficient cargo flows and associated information through global supply chains (Dalaklis
et al., 2022; Hsu et al., 2023). For instance, the ultra large container vessel is 24,000
TEUs strong and requires modern port equipment and streamlined operations across a
range of port stakeholders. As central nodes with value added logistics, ports and their
disparate stakeholders must synchronize their actions to effectuate meaningful value
creation and capture (Heilig et al., 2017; Jeevan et al., 2020; Nikghadam et al., 2021).

Typically, port organizations and their stakeholders (i.e., customs, customs agents,
shipping lines, shipping agents, clearing and freight forwarders, terminal operators,
etc.) (Denktas-Sakar and Karatas-Cetin, 2012) hardly share common interests, similar
management principles, and sets of behavior – a tendency that chokes concerted efforts
to undertake DT unanimously (Carlan et al., 2017). For instance, Heilig et al. (2017)
showcased how an innovative SmartPORT initiative at the port of Hamburg fell through
due to lack of collaboration from the stakeholders. The authors insinuated that, for
digital technologies to take root, important costs and benefits considerations must be
made upfront and impact assessment be conducted to determine an appropriate way to
reward different stakeholder groups based on their interests.

Similarly, the need to preserve information confidentiality as a means to expropriate
value is not uncommon as evidenced by Zeng et al. (2020)’s empirical work that found
out that freight forwarders refrained from using an open digital platform for container
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bookings in that regard. While DT introduces transparency and visibility for orches-
trators, it also jeopardizes the source of power inherent in asymmetrical information
which other value chain actors leverage. Nevertheless, human and technical challenges
to implementing DT initiatives go beyond a mere intent of acquiring novel technologies.
Port organizations must holistically consider how such endeavors impact such aspects
as strategy, scope, and (digital) leadership (Raza et al., 2023).

While extant literature abounds with studies on barriers, drivers, and success factors
of DT (Brunila et al., 2021; Carlan et al., 2017; Tijan et al., 2021; Vairetti et al., 2019; Y.
Zhou et al., 2020), there is a lack of exhaustive review and compilation of antecedents
to DT in maritime ports sector. Although Tijan et al. (2021) attempted to conduct a
literature review on barriers, drivers and success factors of DT in maritime transport
sector, their analysis included studies that came fromoutside the field ofmaritime domain
(i.e., manufacturing, automobile, and insurance sectors). Such analysis confounds the
understanding of contextual factors only pertinent to maritime domain, and systemically
precludes other scholars from building on it. A recent study by (Jović et al., 2022) also
notes and underscores the drawback implicated in Tijan et al. (2021)’s work. As such,
an extensive review that is exclusively based on the maritime sector is warranted. We
therefore seek to bridge this gap by conducting a systematic literature review combining
it with aggregate conceptual analysis (MacInnis, 2011). We then showcase peculiarities
of undertaking DT in the face of multitude stakeholders and contextual dimensions and
suggest a framework that provides a theoretical foundation and actionable managerial
recommendations.

The remainder of this paper is articulated as follows: Sect. 2 describes a sys-
tematic literature review methodology. Section 3 presents the findings and synthesis.
Section 4 places the results in perspective and provides actionable managerial and policy
implications. Section 5 concludes the paper and outlines directions for further research.

2 Literature Review Methodology

This literature review aims to unearth the current state and trends of DT in maritime
ports sector using context-specific empirical literature. To ensure the reliability and
validity of our results, we adopted a rigorous and structured approach in accordance
with (Tranfield et al., 2003). Thus, this study deploys a three-phase approach to perform
a content analysis of literature on DT in maritime ports. Phases 1 and 2 are described in
Sect. 2, whereas Phase 3 is presented in Sect. 3. In the first phase, we identified a corpus
of articles using specific keywords search strategy (see Fig. 1). In the second phase, we
coded the content of the articles to extract important emerging concepts deemed pertinent
to DT in maritime ports. Subsequently, we constructed a network analysis to determine
the relationships between the concepts and their relative importance. In the third phase,
following aggregation approach (MacInnis, 2011), we synthesized the concepts and
developed a conceptual framework. These steps are detailed in the subsections that
follow.
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Fig. 1. Review methodology of this study. Source: Authors’ own elaboration as adapted from
(Tranfield et al., 2003).

2.1 Phase 1: Preparing a Corpus of Articles

The articles search exercise commenced with inclusion and exclusion criteria focus-
ing on specific keywords. We limited our search criteria to open access, peer-reviewed
empirical academic articles on DT in the maritime ports from 2000 to February 2023.
The inclusion criteria were formulated following the recommendations by (McWilliams
et al., 2005). Indeed, we resorted to including only peer-reviewed journal articles as
these demonstrate rigor in quality assurance mechanisms and therefore, have a signif-
icant impact on new knowledge (Arduini and Zanfei, 2014; McWilliams et al., 2005).
Since non-english academic articles tend to have limited contribution to the international
academic discourse, we excluded them in accordance with (Boselie et al., 2005).

In line with Tranfield et al. (2003), we used “digital transformation” AND “mar-
itime ports” as key search terms within title, abstract, keywords or full text from Science
direct, Sage, ProQuest, Elsevier, Google Scholar, Web of Science, Semantic Scholar,
and Research Gate databases using the filters we have described above. To broaden our
search strategy, we extended the keyword combinations to phrases; “digitalization of
maritime ports”, “digitalization” OR “maritime business”. Other synonyms of maritime
ports such as “shipping ports”, “maritime logistics”, “maritime business”, “maritime
supply chains”, “shipping industry”, “smart ports”, and “maritime sector” were alter-
natively used in the initial searching exercise. Additionally, variants “digitalization”,
“digitization”, and “digitisation” were used. Furthermore, we performed backward and
forward searches to expand the scope of relevant literature.
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Eventually, we retrieved 989 papers betweenMarch 11, 2021, and February 20, 2023.
After manually removing duplicates and reading through titles, abstracts, and keywords,
we narrowed the list down to 138 articles. At this stage, we considered an article to be
relevant if it addressed DT in the maritime ports’ context. Furthermore, central to this
study’s interest in empirical research work, we developed a final list of 35 peer-reviewed
articles having read through the methodological choices of the articles in the preceding
step as shown in Fig. 1. The 35 articles were further analyzed by fully examining their
text.

2.2 Description of Reviewed Articles

After reading all 35 empirical papers in full, we generated an overview of their con-
tributions in terms of context, methodology, and trend as depicted in Table 1 and
Fig. 2.

Table 1. An overview of empirical contributions in terms of context, methodology

Methods/Context Africa America Asia Australia Europe

Case study (Gekara and
Nguyen, 2020)

(Lambrou et al.,
2019; Zeng
et al., 2020)

(Bisogno, 2015; Fedi
et al., 2019; Gausdal
et al., 2018; Inkinen
et al., 2019, 2021;
Philipp et al., 2019;
Raza et al., 2023)

Mathematical
modelling approach

(Molavi et al.,
2020)

(Chowdhury
et al., 2023; Hsu
et al., 2023;
Kashav et al.,
2022; Seo et al.,
2023; Zhou
et al., 2020)

(Carlan et al., 2017;
Zhang and Lam,
2019)

Mixed methods (Vairetti et al.,
2019)

(Iman et al.,
2022)

(Kapidani et al.,
2020; Philipp, 2020)

Others (Bauk et al., 2017;
Bavassano et al.,
2020; Camarero
Orive et al., 2020;
Gómez Díaz et al.,
2023;
González-Cancelas,
Molina, et al., 2020;
González-Cancelas,
Molina Serrano,
et al., 2020)

Survey (He et al., 2023;
Kuo et al., 2021;
Lin, 2023; Yang,
2019)

(Djoumessi et al.,
2019; Gekara and
Nguyen, 2018)

(Peynirci, 2021)

(1) 3% (2) 6% (12) 34% (2) 6% (18) 51%
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We can depict a lopsided distribution of empirical literature with European and Asi-
atic authors in the lead. These two regions accounted for 85% of all reviewed empirical
papers. Africa had only one empirical work at the time of our review, below America
and Australia which had two publications each. The three regions together scraped only
15% of the empirical work. In terms of methodological choices, we depict a diverse
set of approaches the authors adopted across the regions. Case study has been the most
utilizedmethod and accounted for (11) 31.4% of the reviewed empirical research. This is
perhaps justified by the novelty of DT phenomenon where researchers try to unravel its
tenets. On the other hand, mathematical approaches such as analytical hierarchy process
(AHP), fuzzy set qualitative comparative analysis (FsQCA), accounted for (8) 22.9%
which also gives an indication of deliberate efforts to use expert opinions to under-
stand the DT phenomenon better. About (4) 11% of the papers utilized mixed methods
approach while (6) 17% deployed survey. Meanwhile, a myriad of other methods such
as business observation tool (BOT), strengths, weaknesses, opportunities and threats
(SWOT) accounted for (6) 17% of the reviewed papers.

With regard to the trend of publications over the past two decades, Fig. 2. Depicts
that, the researchers in maritime domain only started to empirically measure the con-
cept of DT in the European context in 2015. From then on, the trend of publications
of empirical research on maritime industry’s DT increased steadily and peaked in the
year 2020 before the pandemic. According to our analysis, 23 empirical works had been
conducted until then. The trend declined sharply with only 2 papers in 2021, presumably
due to the pandemic and associated restrictions which might have precluded the tradi-
tional methods of collecting data. However, from 2022 to date, the trend has been rising
again with about 10 papers published during this period possibly due to the normaliza-
tion of human activities post-pandemic. Nevertheless, the trend depicts the scarcity of
empirical literature on DT phenomenon and the pace at which academia is at odds with
technological breakthroughs.
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Fig. 2. Distribution of empirical papers on DT over the past two decades. Source: Authors’ own
elaboration from empirical literature review.
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2.3 Phase 2: Coding Process

Weread through thefinal list of 35 empirical peer-reviewed articles, in the process, jotting
down all concepts that we deemed relevant to DT in maritime ports. We recorded these
concepts with their respective authors in an excel spreadsheet. This exercise resulted
in an initial list of 104 concepts. As each researcher coded the concepts independently,
a consensus had to be reached and any disagreements resolved. Furthermore, in order
to reduce the dimensions and duplications of concepts emerging in different articles,
we aggregated all closely related concepts in accordance with (MacInnis, 2011) which
resulted into 32 concepts that this study synthesized.

We then developed a network diagram to ascertain how these concepts related to
each other. Firstly, we enumerated the concepts and respective authors in a fresh excel
sheet, and then deployed a pivot table functionality to visualize and aggregate concepts
co-occurrence with respect to each paper. The results of the pivot table enabled us to
develop a weighted matrix of nxm dimensions, where n represented rows of 32 concepts,
and m represented 35 papers. This matrix considered each concept against all others that
have been mentioned by one paper for all papers.

Secondly, as we determined to use the igraph function in R software version 4.2.1, to
generate network diagram of the concepts, we necessarily reduced the weighted concept
matrix into a two-column matrix. For instance, agility co-occurred with other concepts
in 33 articles 50 times, so we enumerated it fifty times against all co-occurring concepts.
We repeated this exercise for all concepts in the weighted concept matrix and finally
generated a 270x2 matrix that we fed into igraph. The outcome of this exercise is the
network diagram which is illustrated in Fig. 3.

As shown in Fig. 3, the nodes of the network (in orange circles) represent 32 concepts
while the arcs (connecting lines) represent interconnectedness amongst concepts. The
numeric figures on the nodes were computed by an algorithm in igraph function in R-
software and quantify the degree of centrality of each concept relative to others in the
network. The degree of centrality indicates how important a concept is in a network (Q.
Liu et al., 2022). The higher the degree of centrality the closer to the center of the network
the concepts are located. In this study, centrality ranged from 16 to 31. Thus, the concepts
that are closest to the center of the network indicate higher degrees of centrality (i.e.,
information sharing and digital literacy, to mention but a few), than concepts furthest
from the center (i.e., coopetition). Noteworthy, some concepts i.e., digital platforms and
investment cost demonstrated equal quantitativeweights, however, they differ in terms of
their degrees of centrality. The latter is located much closer to the center of the network
and alludes to its relative importance than the former.

Furthermore, the network diagram serves an illustrative purpose that provides
insights to practitioners i.e., port authorities, public authorities, and policy makers on
aspects that require utmost urgency with respect to DT. Researchers can further oper-
ationalize the concepts and test the strength of associations of causal relationships by
considering the most critical aspects as emerging in the network diagram. This can fur-
ther enlighten our understanding of nuances these factors present thereby informing a
better management of DT endeavors.
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Fig. 3. Network diagram showing concepts’ interrelationships and their centrality. Source:
Authors’ own elaboration from empirical literature review. (Color figure online)

3 Phase 3: Results and Synthesis

3.1 Drivers, Barriers, and Enablers of DT in Maritime Ports Sector

Based on our review of empirical peer-reviewed articles, we found that ports’ DT is a
function of many factors (i.e., the concepts in the network diagram) some of which exert
opposing effects on implementation initiatives. We thematically aggregate these factors
into drivers, barriers, and enablers, and provide anecdotal nuances of their interplays on
maritime ports’DT.We started by computing the quartiles of the degrees of centrality and
used them to categorize the concepts into high, medium, and low importance. The first
group (high importance) consists of concepts whose degrees of centrality are equal to
or above the third quartile. The second group (medium importance) consists of concepts
whose degrees of centrality are above the first quartile and below the third quartile, while
the last group consists of concepts whose degrees of centrality are equal to or less than
the first quartile. The computation of quartiles of degree of centrality of each concepts
permitted amore objective justification for our choice of explicating only selected factors
in the proposed framework in Fig. 4. It also corroborates the visualized interrelationships
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of factors in the network diagram as shown in thematic Table 2. Next, we discuss our
findings as follows.

Drivers. We identified 3major drivers that propel ports into undertakingDT as depicted
in Table 2. The three drivers fall under high and medium degrees of centrality. Due
to our perceived relevance of the drivers, we have explained all three. Therefore, the
maritime port sector is increasingly under competitive, regulatory, and sustainability
pressures. Being a value-adding logistic node in the global supply chain, ports strive to
reconfigure their business processes to improve productivity (Gekara andNguyen, 2020),
reduce operational costs (Gausdal et al., 2018), improve efficiency and transparency of
maritime business (Y. Zhou et al., 2020), better measure, monitor, and control port
operations (Camarero Orive et al., 2020; Carlan et al., 2017; Gekara and Nguyen, 2018;
González-Cancelas, Molina Serrano, et al., 2020), and optimize ports’ infrastructural
capacity usage (Carlan et al., 2017).

Nevertheless, ports must fulfil regulatory and sustainability requirements such as
carbon neutrality (Inkinen et al., 2021), and continuous safety and security improvements
(Bavassano et al., 2020; Camarero Orive et al., 2020; Carlan et al., 2017; Gausdal et al.,
2018; Philipp, 2020). These forces are so imminent that ports turn to advanced digital
technologies as the potential avenue for addressing such global dynamics (Chowdhury
et al., 2023). However, we exercise caution in providing cursory generalization of the
impact of the drivers across the board. We acknowledge that different ports may be
subjected to disparate drivers at different temporal-spatial dimensions. For instance, we
argue that ports may not be subjected to similar carbon neutrality requirements in a
broader sense which may also differentiate how they adopt DT. Importantly, DT should
be considered as a tool and not an end. This makes the need to unveil different ports’
objective functions interesting. For instance, ports in developedworld aremore subjected
to strict environmental preservation including containing negative social externalities, as
such,modern technologiesmay be sought to address the need to comply to environmental
sustainability requirements. Nevertheless, implementation of DT initiatives in ports is a
function of a complex interplay of barriers and enablers as described underneath.

Barriers. We identified 14 barriers to successful implementation of DT in the ports
sector (see Table 2). Based on their degree of centrality, only a few barriers have been
discussed underneath.

Information Sharing. This has emerged as one of the serious most barrier to DT.
Arguably, open information sharing accelerates perceived infiltration of trade secrets
and loss of power among stakeholders due to information dis-intermediation (Raza
et al., 2023; Zeng et al., 2020). Indeed, ports ecosystems are complicated by a myriad of
actors who have disparate competitive goals and therefore succumb to potential oppor-
tunistic appropriation which may preclude stakeholders’ trust in each other regarding
information sharing (Bavassano et al., 2020). Some actors may express a low inclination
to share correct information relating to their business model, business process, products
and services, and customers engagement model fearing that, these can be used against
them and thus reduce their competitive efficacy (Zhang and Lam, 2019). For example,
Y. Zhou et al. (2020) alluded that lack of mutual trust between shippers and shipping
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Table 2. Synthesis of drivers, barriers, and enablers of DT in maritime ports sector

Degree rank Drivers Barriers Enablers

High degree
centrality

31 Regulatory
compliance

31 Information
sharing

31 Digital literacy

31 Investment cost

31 Stakeholders
integration

31 Ports readiness for
change

30 Digital platform

29 Cybersecurity
concerns

29 Digital awareness

29 Port governance
structure

29 Environmental
uncertainty

29 Collaboration

29 Digital innovation

29 Digital strategy

Medium degree
centrality

28 Port process
optimization

28 System
interoperability

28 Ports culture

28 Trust

27 Sustainability
consciousness

27 Digital leadership

26 Industry 4.0
technologies

26 Top management
support

26 Digital champion

(continued)
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Table 2. (continued)

Degree rank Drivers Barriers Enablers

Low degree
centrality

24 Legacy systems

23 Lock-in effect

23 Change
management

23 Digital business
model

23 Digital maturity

21 Agility

17 Asymmetric
information

17 Co-opetition

16 Diffusion of
innovation

Source: Authors’ own elaboration from empirical literature review.

companies has precluded open information sharing on container capacity which per-
ceivably eliminates bargaining power of the latter and therefore their competitiveness.
Undoubtedly, poor information management in the port ecosystem is costly as it may
lead up to 20% increase in ports operational budget (Gausdal et al., 2018). However,
nascent technologies like blockchain may secure information sharing among stakehold-
ers (Bavassano et al., 2020; Lin, 2023). Certainly, information sharing is one of the
cornerstones to successful implementation of DT as it influences other aspects such as
collaboration among stakeholders.

Digital Literacy. The knowledge repository of maritime ports’ stakeholders has a bear-
ing on the perceived usefulness of advanced digital technologies, which also influence
their pace of acquisition and deployment. Digital literacy is the extent to which port
stakeholders use their cognitive abilities to exploit the affordances of digital technolo-
gies as they create and capture value along maritime supply chains. Operational and
technical skills are increasingly becoming essential assets amid the ubiquity of novel
digital technologies (Chowdhury et al., 2023). However, people may have strong cogni-
tive abilities, but may lack the necessary knowledge about digital tools and their potential
contribution in the actual context where they are supposed to be used. Consequently,
maritime ports experience low digital literacy amongst stakeholders and internal human
capital (González-Cancelas, Molina Serrano, et al., 2020; Inkinen et al., 2021). Some
researchers have attributed this deficiency of skills to the lack of training to both employ-
ees and stakeholders, which consequently impair an understanding of digital affordances
in business improvement (Baum-Talmor and Kitada, 2022; Raza et al., 2023; Zhang and
Lam, 2019). For instance, Gekara and Nguyen (2020) revealed that digital initiatives
to install container terminal operating system (CTOS) at the Port of Mombasa failed
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partly due to workforce’s sabotage and limited technical knowhow on the users of the
installed CTOS. The authors further argued that the workforce’s limited knowledge and
skills to operate the new system effectively instigated overdependence on the external
system developer to resolve even the minor technical and operational glitches. They also
reported that ports’ workers often ignored using system devices such as hand-held ter-
minals and vehicle mounted terminals because they found them difficult or unfamiliar
(ibid). In contrast, ports stakeholders’ digital literacy may stimulate adequate actions
and investments during strategic decision-making process (Philipp, 2020) and harness
appropriate cultural climate for digital innovation (Hsu et al., 2023; Lambrou et al.,
2019).

Investment Cost. High investment and implementation costs have been cited as one
of the most prominent roadblocks to implementing DT initiatives in maritime ports
(Bavassano et al., 2020; Carlan et al., 2017; Gausdal et al., 2018; Inkinen et al., 2021;
Nicoleta et al., 2020). While some authors contend that industry 4.0 digital technolo-
gies are inexpensive, this contention may contradict important aspects relating to the
organizational transformation such as training requirements for system users, systems
(re)configurations and architecture that enhance the efficacy of existing IT systems unin-
terruptedly (Zhang andLam, 2019), port size (Poulis et al., 2020), and the extent of digital
maturity of ports’ IT repertoires (Heilig and Voß, 2017). Thus, hardware, software, and
training costs may present significant barriers for ports with especially limited budget.
For instance, Inkinen et al. (2019) revealed that all medium-sized ports in Finland lagged
in digitalization endeavors. The authors attributed the slowness to the size of the ports
and their close association with limited financial resources and constrained strategic
choices. Likewise, unclear cost and benefit distribution among port stakeholders may
considerably attenuate their cooperation in implementing DT initiatives (Carlan et al.,
2017; Lin, 2023; Seo et al., 2023). For instance, Y. Zhou et al. (2020) investigated
the barriers to blockchain implementation among Singaporean maritime organizations
and revealed that capital expenditure on the blockchain project and requisite training
and upskilling of employees constituted perceived high investment cost amongst the
interviewed maritime professionals. The authors argued that investment in blockchain
technology requires financial stability that the maritime industry may lack (ibid).

Cybersecurity Concerns. Latest digital solutions are arguably more secure (Hsu et al.,
2023; Inkinen et al., 2021). However, interconnected devices on shared digital platforms
increase the risk of costly malicious attacks and data breaches especially, when we con-
sider the novelty and infancy of technologies such as blockchain (Lin, 2023;Yang, 2019).
Increasingly, data and information have become sensitive strategic resources and aspects
of operations warranting aggressive safeguarding (Gekara and Nguyen, 2018; Kuo et al.,
2021; Nicoleta et al., 2020). Following this, stakeholders such as freight forwarders have
expressed concerns about the confidentiality of their business data on a shared open plat-
form for container booking processes (Zeng et al., 2020) in case it becomes preyed upon
(Raza et al., 2023). Examples of malicious attacks are not uncommon in the maritime
domain. For instance, the port of Antwerp in Belgium came under cyberattack when
the perpetrators smuggled cocaine and heroin through legitimate cargos by hacking the
port’s IT systems (Chang et al., 2020). Meanwhile, the shipping giants Maersk, MSC,
Hapag Lloyd, ONE, and CMA CGM came under cyberattacks in 2017 (Afenyo and
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Caesar, 2023). While these companies had been thought to have airtight cybersecurity
systems, such attacks set a bad precedence for sectors such as ports which may aspire to
venture into new technologies for which they have limited knowledge about. Thus, the
perception of vulnerabilities inherent in new digital solutions daunts ports’ stakehold-
ers from implementing them (Gómez Díaz et al., 2023; González-Cancelas, Molina,
et al., 2020; González-Cancelas, Molina Serrano, et al., 2020). This fact exacerbates
stakeholders’ mistrust in advanced digital technologies’ data management capabilities
(Inkinen et al., 2021). Thus, perceived digital security risks increases reluctance of mar-
itime ports to experiment with and exploit digital technological solutions, consequently
making ports and maritime supply chains uncompetitive (Kashav et al., 2022).

Digital Awareness. Digital awareness represents ports’ knowledge repository and
inquisitiveness about the functioning and affordances of Industry 4.0 digital solutions.
It is the extent to which maritime ports consciously recognize the potential of novel
technological solutions and proactively engage in pursuit of their affordances. It may be
rooted in the ports’ experimental culture and quest to invoke new business models to stay
competitive (Chowdhury et al., 2023; Gómez Díaz et al., 2023). In fact, ports’ lack of
digital awareness has been attributed to their staggering DT initiatives (Philipp, 2020).
Yet, lack of knowledge and awareness of how digital technologies may affect maritime
ports’ businesses has been linked with their slow rate of acquisition (Lin, 2023). A few
exceptions include container terminals such asVictoria International Container Terminal
(VICT) in Melbourne Australia, Container Terminal Altenwerder (CTA) in Hamburg,
Germany, EuromaxContainer Terminal in Rotterdam,Netherlands, andNorfolk Interna-
tional terminals in Virginia (Gekara and Nguyen, 2018) which are fully automated with
modern digital technologies and are commonly regarded as the industry’s best practice
role models. Indeed, top executives’ digital awareness is an essential internal dynamic
capability that underscores the capacity to sense and shape opportunities and threats by
reconfiguring intangible and tangible ports assets (Raza et al., 2023).

Port Governance Structure. The influence of port governancemodels onDT trajectories
are discernible through their influence on organizational structure (Lambrou et al., 2019;
Zhang and Lam, 2019), technological integration (Inkinen et al., 2021), and decision-
making processes (Zeng et al., 2020). This barrier varies greatly on a continuum between
publicly owned and hybrid port models with private and public entities collaborating in
the ownership andmanagement of port operations (Philipp, 2020). Public port authorities
encounter challenges due to bureaucratic decision-making processes and limited agility
(Zeng et al., 2020), hindering the rapid adoption of digital innovations (He et al., 2023).
However, their stability and long-term vision enable strategic planning for sustainable
technology integration. On the other hand, private port operators driven by profitability
and operational efficiency exhibit greater responsiveness to DT, investing readily in
digital solutions to optimize processes and improve customer experience. The landlord
port model, by segregating infrastructure ownership from operations, fosters DT through
competition among terminal operators and the pursuit of cutting-edge technologies.
Nevertheless, hybrid port governancemodels – combining elements of public and private
sector involvement (He et al., 2023; Inkinen et al., 2021), offer both strategic planning and
entrepreneurial spirit but may face complexities in decision-making. For instance, (Zeng
et al., 2020) found out that government power and organization ownership structure
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impacted the adoption of inter-organizational information systems in themaritime supply
chain and that, actors must recognize disparities among various ownership structures.

EnvironmentalUncertainty. In this context, environmental uncertainty refers to an exter-
nal outcome that may jeopardize the efficacy of ports’ or its stakeholders’ DT endeav-
ors. Generally, environmental uncertainty should be a driving force that propels ports
to acquire new digital solutions to mitigate risks (Kuo et al., 2021). Oxymoronically, it
acts as a barrier to effective implementation of DT in ports. Firstly, as myriads of poli-
cies, regulations, and trade agreements change constantly, they make it difficult for ports
to know what digital tools and solutions will work in the future (Inkinen et al., 2021;
Raza et al., 2023; Y. Zhou et al., 2020). As ports are entwined in global economy and
geopolitical events, their services increasingly fluctuate with these dynamics making it
hard for them to determine return on investments of novel digital solutions (Gómez Díaz
et al., 2023; Lin, 2023). For instance, the ongoing trade tensions between China and the
US, and the Russian invasion of Ukraine impact both ports’ businesses as well as those
of stakeholders such as shipping lines and freight forwarders in terms of higher freight
fees, longer transit times, and port congestion. Secondly, an unprecedented exponential
growth in Industry 4.0 technologies presents uncertainty to ports regarding which digital
solutions to adapt and how to implement them effectively as well as unified standards for
data transmission, sharing, an interoperability (Lin, 2023). Meanwhile, embarking on
novel technologies adds another layer of uncertainty regarding displacement of jobs and
emergence of new skills requirements which can instigate resistance to change as digital
talents are reportedly scarce and do not match the pace of DT (Gekara and Nguyen,
2018, 2020; Raza et al., 2023). Irrespective of the digital solutions that ports adopt, the
existence of stable national broadband connectivity has been brought into the spotlight.
For instance, the flickering internet connectivity (provided by another governmental
agency) was reported to force the Port of Mombasa’s workforce and its wider array of
stakeholders to switch between digital andmanual systems thereby suppressing the port’s
effort to automate its container terminal (Gekara andNguyen, 2020). Furthermore, while
blockchain for instance, can provide an opportunity for ports to streamline efficiency
and enhance stakeholders experience, it also introduces a layer of uncertainty regarding
interoperability, scalability, and potential disruptions to existing ports operations.

Enablers. These are factors that facilitate the attainment of successful DT in ports
sectors. We identified 15 enablers of which we resorted to discussing only 6 of them
based on their degrees of centrality.

Stakeholders’ Integration. This refers to synchronization of port stakeholders’ informa-
tion and workflows and the way their disparate systems communicate with each other.
The ports sector has a plethora of technologies relating to ports’ operations, i.e., port
community systems (PCS), single window systems (SWS), electronic data interchange
(EDI), radio frequency identification, among others (Bauk et al., 2017; Peynirci, 2021).
These conventional technologies have been used by port authorities for years to integrate
ports’ actors. While they may lack scalability, retrofitability, and interoperability, they
foster the adoption of advanced technologies such as digital twins, artificial intelligence,
block chain, and internet of things (Hsu et al., 2023; Lin, 2023; Raza et al., 2023) as
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supporting baseline technologies. Considering the value creation logic that lies in stake-
holders such as customs authorities, shipping lines, freight forwarders and the ports
themselves, initiatives to integrate their interfaces may further strengthen value creation
and capture of the ecosystem, engendering ports’ competitiveness, and consequently
bolstering inclination to embark on novel digital technologies (Carlan et al., 2017; Hsu
et al., 2023; Seo et al., 2023). Arguably, the more integrated the stakeholders are, the
more likely they are to implement DT initiatives that further benefit them.

Ports and Stakeholders Readiness forChange. Wedefine this as the extent towhichmar-
itimeports embrace changes and readily undergodigitalmetamorphism.The exploitation
of novel and cutting-edge digital technologies lies in the complex interplay of manage-
ment measures and employees’ knowledge and skills, as well as functional information
technology processes (Philipp, 2020). These elements increasingly require concerted
efforts of maritime ports to embrace digital transformative changes. In fact, Philipp
(2020) and González-Cancelas, Molina Serrano, et al. (2020) suggest that neither inno-
vative digital technologies alone nor human aspects are a panacea to successful DT of
maritime ports. They argue that successful implementation of DT in ports relies on such
aspects as alignment of existing culture, structure, personnel, and tasks (Gómez Díaz
et al., 2023; González-Cancelas, Molina Serrano, et al., 2020; Iman et al., 2022) for
all stakeholders involved. Yet, an empirical study by Bavassano et al. (2020) revealed
a heterogeneity in implementing digital initiatives such as blockchain, among maritime
stakeholders (i.e., shipping companies, port authorities, regulators) and attributed it to
organizational and perceived market readiness aspects. The findings in this study under-
score ports’ attitudinal role towards change and the timeline upon which the change
will materialize. For instance, some of the interviewed actors expressed concerns that
it would take about 10 years for a blockchain initiative to materialize. Such a view
exacerbates disinclination to invest in novel technologies (Bavassano et al., 2020).

Digital Platform. This concept entails a collaborative electronic platform that pulls
ports ecosystems’ stakeholders together, thereby enabling a smooth information sharing
as it pertains to freight movements, vessel arrival times, port call processes, as well
as interactions with hinterland actors (Carlan et al., 2017; Lambrou et al., 2019). The
implementations of digital platforms such as PortNet (Fedi et al., 2019; Inkinen et al.,
2019), and blockchain technology (Bavassano et al., 2020; Lin, 2023; Philipp et al.,
2019) have permitted the rationalization of port processes and bolstered coordination
between ports and their stakeholders. In fact, digital platforms such as port community
(PCS) systems and national single window systems (NSWS) are a precursor for more
digitalized ports as they create paperless ports and streamline administrative procedures
(Bisogno, 2015; Carlan et al., 2017; Hsu et al., 2023; Seo et al., 2023). However, the
development of commondigital platforms among adiverse set of stakeholders is arguably
a daunting task (Gekara andNguyen, 2020; Inkinen et al., 2019) because benefits and cost
of such initiatives may not equally accrue and resonate with all stakeholders involved,
unless powerful digital orchestrators emerge to spearhead the process. For instance, the
Port of Rotterdam’s vision 2030, has had long term strategic vision that incorporates
stakeholders’ opinions thereby obtaining their buy-in in initiatives that impact the port’s
ecosystem.
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Collaboration. This is an extent to which maritime ports stakeholders synchronously
pool resources (tangible and intangible) in implementing DT initiatives. Unequivocally,
successful implementation of DT initiatives depends on well-coordinated efforts of most
ports’ stakeholders (Camarero Orive et al., 2020; Raza et al., 2023). Stakeholders’ col-
laboration stems from shared innovation vision, commitment to open communication,
mutual respect, and willingness to work together, lack of which exacerbates fragmented
transformational initiatives (Carlan et al., 2017; Kuo et al., 2021; Lin, 2023). In this vein,
Gekara andNguyen (2020) found that container terminal automation initiative failed due
to lack of collaboration from internal workforce and freight forwarders who were exter-
nal users when they bypassed the installed system and maintained manual transaction of
freight clearing documentations. Additionally, the self-organizing interplay of disparate
actors, requires formal agreements for developing and implementing collaborative solu-
tions (Inkinen et al., 2021; Vairetti et al., 2019), as well as commitment and willingness
of experienced stakeholder partners with whom to spearhead the implementation of DT
(Y. Zhou et al., 2020). For instance, to achieve mutual trust and communication ports’
stakeholders must collaborate in effectuating the enablements in blockchain technology
(Gómez Díaz et al., 2023; Lin, 2023; Raza et al., 2023). To elaborate this, the Port of
Antwerp collaborated with T-Mining, a blockchain solution provider on a digital project
to secure the flow of documents through smart contracts which has enabled it to share
real-time secured documents and related information with all interested parties (Chang
et al., 2020; Zhao et al., 2023). Examples of the efficacy of collaboration can also be
drawn from shipping sector where IBM created a blockchain digital solution, Trade-
Lens in collaboration with Maersk a global shipping leader (Bavassano et al., 2020).
This solution has enabled real-time tracking and planning of shipping containers and the
automation of shipping documents flows including letters of credit, commercial invoices,
certifications, and bill of lading which are typically prone to fraud (Chang et al., 2020).
The TradeLens platform serves stakeholders such as port authorities, public authorities
and freight forwarders and other shipping companies such as MSC, and CMA CGMA
(González-Cancelas, Molina, et al., 2020). However, due to disparities in resources and
perceived benefits of adopting inter-organizational digital systems, port stakeholderswill
likely experience protracted and complicated negotiation process (Vairetti et al., 2019).

Digital Innovation. A digital innovation captures the extent to which ports explore new
ways of delivering superior products or services and differentiated stakeholders value by
exploiting novel digital technologies. In fact, the outcome of a digital innovation is noted
in its impact on processes (i.e., streamlining the efficacy of port processes) (Carlan et al.,
2017; Gausdal et al., 2018), value creation and capture model (i.e., new digital business
model) (Gausdal et al., 2018), and engagement model (i.e., stakeholders experience)
(Bavassano et al., 2020; Philipp, 2020). Nevertheless, ports exploit digital innovation
in aspects they deem the former fits best with strategic business needs (Gausdal et al.,
2018). For instance, the port of Antwerp, through its ambition to become a European
leader in IoT has embarked on digital initiatives such as blockchain solution which
has enabled it to automate end-to-end physical flow of containers, automate document
flows, and integrate data silos (Chang et al., 2020). Digital innovations such as track and
trace, automatic identification systems (AIS), blockchain, electronic data interchange



20 B. M. Sakita et al.

(EDI), among others, have the potential of facilitating imperative ports’ continuous DT
(Bavassano et al., 2020; Carlan et al., 2017; Inkinen et al., 2019; Lin, 2023).

Digital Strategy. ICT deployment strategies have a direct bearing on the extent to which
maritime ports acquire and experiment with digital technological solutions. A digital
strategy is the one that uses ICT infrastructure (both soft and hard) as a core of ports’
business strategy reconfiguration. It deploys digital innovation and integrates it with core
port processes thereby enabling them to create and capture superior value among its
participating stakeholders (Lambrou et al., 2019; Raza et al., 2023). A particular digital
strategyhas a bearing on the outcomeofDT initiatives. For instance, pathfinder ports (i.e.,
Rotterdam, Antwerp, Singapore, and Hamburg, among others) experiment with latest
technological breakthroughs and take risks, thereby, influencing positively DT outcomes
such as full port integration with all stakeholders of the industry (Bauk et al., 2017; Hsu
et al., 2023; Kapidani et al., 2020; Philipp, 2020; Raza et al., 2023). On the contrary,
late adopters or laggards, where majority of ports falls, have missing digital strategy
and only adopt new technology necessary to safeguard their business operations (Bauk
et al., 2017; Inkinen et al., 2019; Y. Zhou et al., 2020). Between the two extremes are
monitor ports, early majority (or adopter ports), and developer ports (Bauk et al., 2017;
Philipp, 2020). Effective digital strategy may enable ports to persevere transformational
endeavors in the face of unprecedented failures. For example, Inkinen et al. (2019), in
their empirical research on DT trajectories in Finish ports revealed that majority of the
respondents affirmed to have adopted an observer’s role as opposed to taking the leading
role which has resulted to low digitalization outcomes among Finish ports. Besides, the
authors revealed that Finish ports’ DT evolves as a part of strategic choice which they
openly argued was missing. The authors identified that, of the interviewed Finish ports,
none had a designated person for digital service development (ibid).

To sum up, Fig. 4 presents an aggregated framework that conceptualizes the drivers,
barriers, and enablers ofDT in themaritimeports sector.As the framework shows, despite
the pressure from competition, regulatory authorities, and sustainability consciousness,
achieving DT is not straight forward. There are several barriers that can hinder that
journey. However, several factors serve as enablers of DT implementation.
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Fig. 4. Framework of drivers, barriers, and enablers of DT in themaritime ports. Source: Authors’
own elaboration based on empirical literature.

3.2 DT Idiosyncrasies and Dimensions

DT in maritime ports refers to the process that results in a fundamental transition in
the way ports operate, create, and expropriate value. Undeniably, DT of maritime ports
is oxymoronic as it presents both opportunities and significant disruptions. Ports may
leverage the affordances of advanced digital technologies to improve efficiency, safety,
and sustainability. Contrarily, to leverage such affordances ports must conscientiously
integrate novel technologies into their existing processes, infrastructure, and legacy sys-
temswhile balancing the complexity of operations which involve numerous stakeholders
(Chowdhury et al., 2023).Moreover, coordinating and integratingdisparate stakeholders’
systems and processes may be a potentially daunting task.
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Perhaps, the peculiarity of DT resides in its pervasive effects across several ports
operational and structural aspects such as ports business process, business model, struc-
ture, people, products and services, and engagement model (Chowdhury et al., 2023;
Raza et al., 2023). These dimensions (see Fig. 5) are intertwined and require holistic
ports internalizations that go beyond mere technological acquisition and implementa-
tion. Undoubtedly, advanced digital technologies transform processes and enable ports
to reconfigure strategically value creation logic sustainably. Achieving this outcome
requires changing the decision-making processes, ports’ way of doing things, and work-
force’s skillsets. These organizational aspects have received considerable fragmented
attention in extant port literature (González-Cancelas, Molina Serrano, et al., 2020;
Inkinen et al., 2021; Kapidani et al., 2020; Y. Zhou et al., 2020).

Fig. 5. Dimensions of DT. Source: Authors’ own elaboration.

Ports’ Business Model Dimension. A business model entails a strategic blueprint of
how ports create value proposition.WithDT, ports transition into digital businessmodels
from traditional business models (i.e., using digital platforms that optimize port’s inter-
actions with its external stakeholders). This adoption of business model enables ports to
generate newvalue proposition and revenue streams (Kuo et al., 2021; Sanchez-Gonzalez
et al., 2019; Seo et al., 2023). Given the complexity of port processes and multiplicity of
actors, ports need to develop a digital supply chain as a new business model in collabora-
tion with shipping lines, governmental agencies, freight forwarders, customs authorities,
among others. For instance, Chowdhury et al. (2023) and Seo et al. (2023) report that
the port of Singapore introduced a digital platform, digitalport@SGTMwhich optimizes
vessel, health, and immigration clearances. Meanwhile, the ports of Hamburg, Antwerp,
andRotterdam have implemented smartPORT,NxtPort, and PortXchange businessmod-
els respectively, which streamline port operations such as real-time cargo tracking, cus-
toms clearance, berth availability, and vessel schedules (Gausdal et al., 2018; Hsu et al.,
2023; Inkinen et al., 2021). With digital technologies such as internet of things (IoT),
sensors, and big data analytics, these ports can take strategic decisions that are grounded
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in real-time data thereby significantly minimizing port congestion and waiting times.
Furthermore, the platforms streamline connectivity and transparent interactivity of all
actors in a systematized way hence, engendering ecosystems competitiveness at large
(Hsu et al., 2023). We contend that the DT needs of ports vary depending on their busi-
ness models, which can be influenced by factors such as the complexity and volume
of cargo they handle and their heterogeneity. For example, a large container port like
Rotterdam in the Netherlands, may require advanced technologies such as automation
and artificial intelligence to optimize cargo handling and reduce turnaround times. In
contrast, a smaller port like Bremanger in Norway that handles bulk cargo may require
simpler DT solutions such as digital documentation and real-time tracking of cargo.

Ports’ Process(es) Dimension. It is a logical order of interrelated activities that ports,
and its stakeholders perform to receive and discharge cargo to consignees. It relates to
how ports bring value proposition to life and harness economic rent. DT has certainly
had a significant bearing on the port processes. For instance, the introduction of digital
technologies has facilitated greater automation of port processes, such as cargo han-
dling, terminal management, and vessel scheduling. Automation such as digital twin
has allowed the port of Hamburg to increase transparency of process management and
reduce the degree of human interventions in the operations of port processes (Camarero
Orive et al., 2020; Chowdhury et al., 2023). As port processes are inextricably inter-
twined in the actions of many stakeholders, DT has enabled ports to better integrate
their operations with those of their stakeholders, such as customs authorities, shipping
lines, freight forwarders, and railway and trucking companies. Such integration has
engendered substantial coordination and collaboration amongst these value chain actors
which have further enhanced efficiency and reduced delays in some pioneering ports
such as Antwerp, Gothenburg, Qingdao, Rotterdam, etc. (Lin, 2023; Raza et al., 2023).
Furthermore, the use of big data analytics enables ports to rationalize data captured
by IoT and sensor devices to predict vessel arrival times, optimize assets utilization
in cargo handling operations and improve productivity. However, stakeholders express
mixed feelings about the pros and cons of digital technologies. For instance, Gaus-
dal et al. (2018) in their empirical work on Norwegian maritime industry found that
blockchain technology did not provide the right fit for the whole shipping industry. The
authors contended that nuanced attention must be paid to specific actors’ requirements
in terms of size, goals, vision, financial capacity, and interest in a particular innovation
(ibid). Therefore, the journey to digital maturity is long and winding as ports are said to
be at different stages of implementation of DT initiatives (Inkinen et al., 2021; Philipp,
2020). At one extreme, there are ports that are digitizing documentation flow internally
and across relevant stakeholders (i.e., the port of Dar es Salaam in Tanzania), at the other
extreme, there are ports that have automated all their processes including integrationwith
relevant stakeholders (i.e., Gothenburg port in Sweden).

Ports’ Organizational Structure Dimension. DT allows ports to redefine hierarchi-
cal and functional structures due to increasing need for faster decision-making, process
transparency, and open communication lines (Seo et al., 2023). The increasing use of dig-
ital platforms such as port community systems and electronic single windows (Peynirci,
2021) shifts structural power across stakeholders, however, affords ports greater verti-
cal and horizontal collaborations and flexibility in value creation and capture (Philipp,
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2020). For instance, the use of blockchain’s smart contracts secures ports stakehold-
ers’ transactions when only relevant actors can verifiably effectuate their value creation
equation. The level of transparency goes a long way to enforcing greater accountability
meanwhile streamlining ports’ operations. Moreover, open platforms such as those for
container bookings have impacted the decision-making tactics of actors such as freight
forwarders, shippers, and shipping lines, where they previously had to work with limited
asymmetrical information (Zeng et al., 2020) which arguably had been used as a source
of bargaining power and competitiveness. The authors further revealed that freight for-
warders expressed concerns that valuable customer information such as prices could be
accessed and taken advantage of by the Onetouch (open platform) system’s provider,
hence their reluctance to use such system (Zeng et al., 2020). Thus, storing data on the
cloud and introducing other organizations in the value creation of freight forwarders
seemed to infiltrate their sphere of influence. It follows that hierarchical organizational
structure instigates bureaucracy that contradicts the need for agility and greater decen-
tralized autonomy in decision-making. More horizontal structure will allow ports to
establish cross-functional team structure that fosters collaboration by integrating both
business and digital teams into a high-performing team. Furthermore, ports may have to
restructure to accommodate the emergence of new roles which specialize in data ana-
lytics, automation, and artificial intelligence (Raza et al., 2023; Zhang and Lam, 2019).
As Kuo et al. (2021) stresses, organizational structure is pertinent building block of DT
and therefore it is affected by it.

Ports’ People Dimension. The ports’ workforce are the ultimate users of any digital
system as such, they directly impact their success of failure. DT, due to its evolutionary
and combinatorial natures, may pejoratively instill fear of change and intensify negative
attitudinal prejudices towards acceptance and use of digital solutions. In fact, this ten-
dency may be more pronounced among maritime ports with low technological diffusion
(Djoumessi et al., 2019; Zeng et al., 2020). Consequently, stalling efforts to implement
digital initiatives at port level and across ports’ stakeholders. Nonetheless, implementa-
tion of DT necessitates ports’ workforce reskilling and upskilling because of changes in
work cultures and practices (Gekara and Nguyen, 2018; Inkinen et al., 2021; Y. Zhou
et al., 2020). For instance, of the very few remaining workforces in Australian ports
require more analytical skills than physical skills as they need to adeptly interact with
digital systems’ diagnostics and intervention (Gekara and Nguyen, 2018). Furthermore,
Gekara and Nguyen (2020) revealed that the failure of a digital initiative to automate
Mombasa container terminal was partly due to limited steady training and skilling effort
to the existing and new recruits after the digital project had been rolled out. Therefore,
digital skills management and literacy are requisite conditions that may support ports’
continuous adaptation through DT (Gekara and Nguyen, 2018).

Ports’ Engagement Model Dimension. Engagement model entails a point of contact
between the ports and its broad array of users. DT impacts how ports interact internally
and externally with customers and other stakeholders (Kuo et al., 2021). With DT,
technologies such as big data, analytics, and IoTmay allow ports to transition into digital
channels or combine both physical and digital channels using social media and other
e-commerce platforms. For instance, the use of big data may allow ports to garner and
analyze large amounts of data about their operations such as ship arrivals and departures,



Drivers, Barriers, and Enablers of Digital Transformation 25

cargo volumes, andwhether conditions. This data can be used to optimize port operations
such as scheduling cargo arrivals and departures and predicting and mitigating potential
delays or disruptions. Likewise, analytics can afford ports a capability to synthesize vast
amounts of data they generate thus gaining insights that permit data-driven decisions
whereas, IoT can allow remote control of connected ports’ devices such as cranes, trucks,
and containers (Gekara and Nguyen, 2018). While social media platforms will enable
ports to inform customers about cargo arrivals and departures, e-commerce can facilitate
online transactionswhere port users can book cargo shipments, track their shipments, and
make payments. This will enable ports to harness intelligent information real-time and
thus take effective decisions to effect positive outcomes such as vessel arrival scheduling,
and trucking appointments. Likewise, port users may garner information relating to the
status of their shipments, pay port dues online, and communicate with port authorities in
real-time. This dimension is closely interlinked with the automation of ports’ business
processes. The key is to collect intelligent information and disseminate it to appropriate
stakeholders. For instance, the use of a single point of entrance of cargo manifest may
save ports, clearing and forwarding companies, customs, and other public authorities,
time and duplication of efforts.

Ports’ Offerings Dimension. DT affects value added logistics that ports and its stake-
holders provide to final consignees. Thus, ports can leverage digital technologies and
harness more value in their service offerings. For instance, ports can use straddle carriers
with integrated electronic data interchange (EDI) or IoT sensors to streamline identi-
fication, tracking and tracing of cargo movements both ship-to-shore and in the yards
(Camarero Orive et al., 2020; Carlan et al., 2017). Moreover, the use of temperature-
controlled warehouses may attract more cold-chain (i.e., perishable food and drink mar-
ket). Meanwhile, artificial intelligence (AI) and sensor technologies may reduce energy
consumption, thereby, enabling ports to sustainably cut cost and lessen environmental
footprint (Raza et al., 2023). Robotic technology may reinforce value added activities
such as weighing, repalletizing and wrapping, packaging and consolidation for onwards
distribution. Technologies that allow ships to recharge electricity while on port call
enable ports to reduce greenhouse gas footprint. Tracking and tracing technologies will
allow ports to accurately share port traffic information with stakeholders such as trains,
truckers, shipping lines, among others.

We posit that the preceding six dimensions underlie differing transformational trajec-
tories within ports and across stakeholders.While there as some ports that have traversed
and transformed in all dimensions (i.e., smart ports as Hamburg, Rotterdam, and Victo-
ria International Container Terminal) (Kuo et al., 2021; Philipp, 2020), majority seem
to chart sketchy paths which presumably underscore the many interacting factors as
illustrated in Fig. 4.

4 Managerial and Policy Implications

4.1 One Size Does Not Fit All

We concur that DT as a tool does not fit all ports equally. It requires a nuanced analysis
of its affordances and a more pragmatic understanding of its applicability in different
contexts and conditions. While there has been an increasing need to improve efficiency
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and productivity in the maritime industry as a whole and ports in particular using novel
digital technologies, we argue that not all ports may be suitable candidates for DT. One
plausible explanation is that the capital expenditure involved in procuring new equip-
ment and digital infrastructure (i.e., hardware and software) may extend to millions or
even billions of dollars, far out of reach of many ports. Yet, ports that handle specialized
cargo such as containerized, hazardous, perishable, or liquid bulk may require more
significant investments in DT due to the need for specialized equipment, storage, and
technology. For instance, implementing DT solutions in ports that handle high-value
cargo such as chemicals as is the case with the Port of Antwerp in Belgium, may require
significant investments in security, tracking, and monitoring, systems than ports that
transit low-value cargo such as timber in the port of Riga in Latvia. Moreover, ports that
handle less specialized cargo such as grain bulk may require less investment in DT and
therefore investment cost in that respect may not be of concern. Again, the investment
costs emanating from DT may not be a huge barrier for ports that handle large volumes
of cargo than for ports which handle limited volumes of cargo because large economic
rents that accrue from massive volumes may justify investments in DT that optimize
operations. Thus, cosmetic improvements on manually operated systems – through dig-
itization might be a more pragmatic approach for ports with limited cargo traffic to
warrant significant investments in digital innovations. In fact, some ports may make-do
with digitization of paper documentations, data, record keeping and other administrative
and documentation formalities. Therefore, as the needs of different ports evolve, a tran-
sition towards more advanced DTmay make more sense. With the findings in this study,
we are convinced to have unfolded peculiarities of DT and provided anecdotal evidence
and insights frommeaningful cases in the port industry. Furthermore,we provide a caveat
that the thematic drivers, enablers, and barriers of DT in maritime ports may play out
differently across a range of ports around the world. For instance, the issue of internet
connectivity is a much relevant environmental uncertainty aspect in contexts where ports
experience weak and unstable connectivity because of over-reliance on governmental
internet service providers who often may lack ambition to develop stronger networks
and bandwidths (Gekara and Nguyen, 2020). In this vein, most emerging economies
are currently transitioning into 3G and 4G internet technologies while their developed
counterparts are charting 5G which provides low latency and much faster data trans-
missions. The latter supports interconnected devices such as automated guided vehicles,
automated rubber-tired gantry cranes, remotely controlled ship-to-shore cranes, and ana-
lytics of large amounts of data generated by these devices (González-Cancelas, Molina,
et al., 2020; Inkinen et al., 2021). Nevertheless, the need for internet connectivity is a
must for all ports, large or small, as there are standard shipping documentations that
must be shared with relevant stakeholders to rapidly clear cargos through ports. Several
other caveats are discussed here under:

Regulatory compliance is a universal driver of DT, however, may be greeted with
different action points. For instance, ports that exist in geographical locations such as
Europe and America where there is a greater requirement for energy transition from
fossil fuels to renewable energy may fast track DT initiatives as the means to comply
to strict regulations and accommodate modern ships design and size. In this regard,
ports in these locations may implement DT initiatives such as digital twin, IoT, A/VR,
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and AI to streamline port operations by reducing movements and congestions of ships
and trucks which are prime candidates for CO2 emissions. On the other hand, ports
in Africa may be subjected to slightly lax regulations where emphasis may be placed
on digitizing documentation flows and automating selected aspects such as containers
offloading, stacking, and delivery.

4.2 Stakeholders’ Alignment Challenges in Ports DT

Throughout this paper, we have alluded to the importance of stakeholders’ involvement
in DT’s success or failure. Examples such as those offered byGekara andNguyen (2020)
on the failure of TOS initiative due to misalignment of goals across both internal port’s
personnel and external port users – the freight forwarders; and Heilig et al. (2017) on the
failure of the port ofHamburg to get stakeholders to use smartPORTdigital platformback
in 2017, stress the importance of stakeholders’ considerations. Moreover, ports such as
Long beach and Los Angeles have continued to enter renegotiations with International
longshore and warehouse union (ILWU) due to possible ramifications of introducing
novel technological solutions on the existing workforce. These anecdotes illustrate the
fact that digital technologies as tools are as good as the strength of the alignment of
all port actors who may directly be impacted by such digital initiatives. In contrast,
ports like Rotterdam, Antwerp, and Gothenburg have managed to develop programs that
are inclusive in terms of integrating views of different stakeholders including develop-
ing collaborative solutions together. This consequently impacts the sense of ownership
among stakeholders and entice their buy-in. Therefore, port authorities must look up
to initiatives that involve major stakeholders such as workers associations, government
agencies, shipping lines, and freight forwarders as an immediate solution to minimize
the risk of system failure due to less optimal critical mass. They may also involve these
stakeholders in identifying opportunities for collaboration and innovation.

4.3 Embracing Ports’ Digital Ecosystem as a New Imperative Normal

Although DT endeavors are pervasive, they are idiosyncratic to different ports’ stake-
holders. For instance, ports can serve as central hubs for the development of digital tech-
nologies and infrastructure, establishing partnerships with other stakeholders to share
data and knowledge to foster innovation and improve efficiency. Meanwhile, support
from the shipping community may leapfrog digitalization projects in maritime ports
because the former has made significant strides in implementing DT initiatives (Poulis
et al., 2020). Moreover, the involvement of professional consulting firms in the project
management and training of workforce may lessen the pain points in implementing
DT initiatives. It is arguably beneficial to adopt digital technologies with ecosystem’s
enablement, however, ports and its stakeholders (i.e., government agencies, shipping
lines, logistics providers, etc.) must be ready and willing to share information which can
be made possible through application programming interface (APIs). This will enable
ports to enhance their operational efficiency and minimize delays in cargo handling.
Moreover, attribution of value to such investment among disparate port stakeholders
remains an unsolved puzzle (Bavassano et al., 2020). Information asymmetry that some
actors such as freight forwarders live off may stimulate increasing resistance to adopting
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an open platform by these critical stakeholders (Iman et al., 2022; J. Liu et al., 2021; Seo
et al., 2023; Zeng et al., 2020). Importantly, government and regulators can significantly
influence digitalization process by enacting friendly regulations and providing conces-
sions and subsidies. For instance, governments can provide exemptions or tax incentives
for ports and companies that invest in digital technology. A typical example is the port
of Rotterdam in the Netherlands whose government had been instrumental in providing
subsidies and incentives for the adoption of digital technologies. As a result, the Port of
Rotterdam has become one of the most advanced and efficient ports in the world, with
real-time tracking of vessels and cargo, automated cargo handling, and optimized cargo
logistics. Meanwhile, workers associations can provide valuable insights into the needs
and concerns of workers who are critical to port operations. They can participate in the
development of training programs that help workers adapt to new digital technologies
and ensure their rights and interests are protected.

4.4 Port-Wide Digital Leadership and Digital Talent Management

DT dictates unique skillsets that top executives need to steer transformational initia-
tives in the right direction. Likewise, digital knowledge is essential in talent acquisition,
grooming, retention, and management of digital resources. Roles such as chief informa-
tion/digital officers (CIO & CDO) are exceedingly trending as top requirements for a
successful DT and go hand in hand with supportive lower-level structures of port organi-
zations. Moreover, an employee-centric approach may stimulate employees’ innovation
and participation in the implementation of DT initiatives. Thus, primary users of digital
technologies become the center stage of grooming and digital knowledge acquisition.
Considering their position, ports’ digital leaders should reasonably treat digital assets as
core strategic resources and instill a digital mindset across the board. For instance, they
may encourage collaboration among stakeholders such as shipping lines and customs
authorities to share best practice and insights. They may also facilitate the adoption
of digital solutions and platforms that enable secure and efficient information sharing
among disparate stakeholders. Similarly, ports may establish innovation labs or incuba-
tors that can help them test and experiment with new technologies before deploying them
on a large scale. Talent management may ensure that digitally adept workforce will be
available to manage cybersecurity risks and respond with efficacy to any unprecedented
malicious attacks such as hacking and cybervandalism. These steps will reduce the inten-
sity of cybersecurity concerns as one of themajor barriers that empirical literature asserts
to cripple down DT initiatives among ports.

Furthermore, to overcome digital awareness challenge among port stakeholders,
ports’ digital leaders may strategize and acquire digital solutions that align with both
internal and external stakeholders’ requirements, meanwhile devising specific trainings
to upskill and reskill personnel to ensure they can adeptly use adopted digital tools.
Yet, to overcome environmental uncertainty barrier towards the adoption of DT, ports
digital leaders can spearhead the culture of innovation and experimentation. This will
afford ports agility in adapting to changing circumstances (i.e., continual emergencies
of new technologies). Meanwhile, digital talent management will ensure that employees
are equipped with the necessary skills and expertise to navigate uncertainty and respond
effectively to new changes.
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4.5 How Ports Can Sustain DT Endeavors

We argue that DT of ports is not an end in itself, that after having transformed all aspects
of the port business ports can complacently relax. Instead, ports must espouse DT as a
necessary facilitating mechanism to strategic reconfiguration and rejuvenation of their
efficacy in ever-changing environmental dynamics such as themountingneed for data and
physical infrastructure security, operational safety, process and procedural transparency,
and sustainability. In fact, economics of transformation endeavors may be such that,
portsmay experience high investment and implementation costs in initial implementation
initiatives.However, such costsmaydecline in subsequent transformations due to infused
readiness for change and cumulative effect of previously acquired digital infrastructure
(Carlan et al., 2017). Furthermore, the role of ports’ digital leaders should stretch across
IT departments and complement the overall strategic vision of ports. The latter calls for
a unified view of both port business and IT strategies and the convergence of C-suite
managers’ interests towards advancing ports objectives holistically and collaboratively.
Arguably, no matter how good novel digital solutions are, if ports’ workforce cannot
support and use them effectively, the true benefits of DT can hardly ever be achieved.

As DT pervades all spheres of ports aspects such as structure, workforce culture,
processes, and port services, ports top executives’ and executors’ change management
skills become an ever-requisite talent. Nevertheless, to overcome eminent resistance to
change by theworkforce, transformation initiativesmay be introduced phase-wise. In the
meantime, giving the workforce an opportunity to rethink their roles, grow into them,
and take necessary steps to equip themselves in case of subsequent transformational
endeavors.

5 Conclusions and Directions for Further Research

In this paper, we have developed a framework based on empirical evidence from the
maritime ports sector. We have delineated drivers, barriers, and enablers antecedents
to successful implementation of DT in ports and demonstrated how each antecedent
impacts materialization of digitalization initiatives. We have also cautioned that our
framework of drivers, enablers, and barriers of DT in ports is contingent upon such
factors as port size, complexity, nature of cargo handled, geographical location of ports,
and heterogeneity. We have argued that the barriers may be accentuated or minimized
on a continuum of these elements. Similarly, drivers can have different stresses across
different ports. Therefore, our analysis adds a layer of granularity that helps practi-
tioners and academic community understand the peculiarities of DT endeavors. While
this study has only developed a framework of drivers, enablers, and barriers of DT, its
strength lies in the exclusive analysis of peer-reviewed, empirical literature. Its bene-
fits are twofold: firstly, it addresses the shortfall of (Tijan et al., 2021) whose literature
review included articled beyond the scope of maritime ports as explained elsewhere in
this paper. Secondly, derivation of empirically generated factors forms a firmbasis for the
development of rigorous conceptual frameworks and hypothesis testing. Therefore, the
foundation provided in this paper will incite the scientific community’s quest to advance
knowledge by testing associations and causal relationships among the factors this paper
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has deemed critical. A generalization of the results will help augment our understand-
ing of the realities of DT in the maritime ports and complement existing fragmented
anecdotal accounts.

Further studies may examine how value co-creation influences maritime ports’ syn-
chronized implementation of DT initiatives. Furthermore, future research on cyberse-
curity related to DT initiatives may demystify possible maritime ports’ tenacity to go
digital. Future researchmay investigate the role of prominent stakeholders—withmature
DT initiatives in stimulating the implementation of DT in laggards. Other specific areas
of interest include: (1) determining aspects of DT dimensions that require urgent imple-
mentation attentionwhere a deeper analysis of singular dimensions and their nuanceswill
be promising; (2) a deeper analysis of how individual port stakeholders’ DT trajectories
affect port ecosystem’s holistic transformation endeavors and how these relationships
can be empirically verified; 3) how collaborative agility can engender ports’ ecosystems
successful DT.

As DT is an evolving concept, to holistically understand its underlying tenets, further
studies may examine the interplay of the factors in this study through quantitative and
qualitative enquiries. Moreover, longitudinal research may robustly capture and clarify
the interplay, e.g., moderating, mediating, or direct roles of the identified factors in
the framework and address the gap between digital technological breakthroughs and
organizational dynamics in implementing DT.
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Abstract. Weather obstacles in the airspace can interfere with an air-
craft’s flight plan. Pilots, assisted by air traffic controllers (ATCs), per-
form avoidance maneuvers that can be optimized. This paper addresses
the generation of alternative aircraft trajectories to resolve unexpected
events. The authors propose a solution based on the RRG algorithm, K-
means clustering, and Dynamic Time Warping (DTW) similarity metric
to address the problem. The mixed algorithm succeeds in generating a
set of paths with diversity in an obstacle constrained airspace between
Paris-Toulouse and London-Toulouse airports. This tool could help to
reduce the workload of pilots and ATCs when such a situation arises.

Keywords: metrics · RRG · alternative trajectory · clustering ·
similarity

1 Introduction

Aircraft trajectory optimization is one of the most important topics within the
frame of air transport. To minimize fuel consumption, each airline computes
an optimized flight plan. This optimization takes into account the aircraft’s
performance and the expected weather. This flight plan is followed as much as
possible by the pilots. However, during a flight, an aircraft can be confronted with
unexpected events that can disrupt the flight plan: weather obstacles, conflicts
between aircraft, or “mechanical” failures. In the last case, pilots often have
to land as soon as possible. This problem has been addressed in the European
project SafeNcy [6,25,26,29]. In the two other cases, pilots led by air traffic
controllers have to find solutions to avoid hazardous areas or to solve conflicts.
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The resolution should be done fast, that is why these solutions are solely optimal.
Moreover, in some very critical situations, it could be difficult to rapidly react
and automation could help. We propose to address this problem by automatically
generating, before the flight, alternative cruise trajectories to rapidly have a
satisfactory solution.

Moreover, air transport is facing a new major challenge: reducing its envi-
ronmental impact. Indeed, aviation is responsible for about 3–5% of total global
warming [20]. Its impact is composed of CO2 but also from non-CO2 effects.
Among these non-CO2 effects, condensation trails (contrails) have the higher
warming power [20]. Indeed, if they persist and form cirrus clouds, contrails can
have a warming effect. Their impact is still not well known and contrail areas are
still difficult to predict perfectly [10] even if ice-supersaturated areas are the most
likely to be favorable to persistent contrails [14]. These areas can therefore be
considered as hard obstacles such as thunderstorm areas, or be considered as soft
obstacles areas where the crossing time must be limited. Contrails seem to have
similarities with thunderstorm areas, that is why, the generation of alternative
trajectories could be a solution to their avoidance.

Most of the works in the literature focus on the generation of one avoidance
trajectory for a given situation. In these works, authors propose to cure the situ-
ation by computing one avoidance trajectory at the occurrence of the obstacles.
In contrast, in this paper, we propose to generate several trajectories to prevent
an unexpected event.

The objective of this research is to create a solution framework to design, for a
given flight, efficient alternative cruise trajectories to ensure obstacle avoidance.
Using the alternative trajectories, the aircraft will be able to deviate from its
initial trajectory and join another trajectory. It can then resume the initial flight
plan or continue to follow the new route. In this paper, the following requirements
are considered:

– Alternative trajectories should not be too far (fuel is limited) to the optimal
flight plan or too similar to each other. To avoid this, a similarity metric is
defined.

– An alternative trajectory has at least one significant maneuver compared to
the initial flight plan.

– At least one of the alternative paths has to avoid the obstacles.

The paper is organized as follows: Sect. 2 presents a state of the art about
alternative trajectories generation and similarity metrics. Then, Sect. 3 details
the proposed algorithm. Finally, in Sect. 4, the test results on contrails avoidance
are presented.

2 Prior Works

This section presents prior works related to alternative path algorithms and some
similarity metrics.
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2.1 Path Generation Algorithms

Many approaches have been developed to find a solution to the path planning
problem. Among them, optimal control [4,16,24], graph [2,21], or front prop-
agation [22,27,28] approaches can be mentioned. This state-of-the-art focuses
on sampling-based path planning methods. This type of methods has been first
introduced by LaValle [19]. In his paper, he presents a new algorithm called
Rapidly-exploring Random Tree (RRT). This algorithm generates a tree in order
to find a path. The tree grows at each iteration by adding a new point. An
extension of this method for graph generation called RRG has been developed
by Karaman and Frazzoli [17]. It will be detailed in Sect. 3. More recently, Jan-
son, Schmerling, Clark, and Pavone [15] proposed a new sampling-based path
planning algorithm called Fast Marching Tree Star (FMT*). This method per-
forms a forward propagation over several sampled points and creates a tree of
paths. FMT* is asymptotically optimal and faster than the RRT algorithm. Ini-
tially used in robotics, these methods have recently also been used in aviation
[3,9,11,12,26].

2.2 Alternative Path Algorithms

The alternative path problem is a well known graph problem in the literature,
often referred to as the k-shortest path problem. Two main approaches have
been used to tackle this problem: graph structure change [32] and ripple spread-
ing [13]. The former approach starts by computing the shortest path between
an Origin-Destination (OD) pair thanks to a shortest path algorithm (Dijkstra
algorithm [7]). Then, each link of this shortest path is disconnected from the
graph one at a time. At each disconnection, the shortest path is recomputed.
This path is a potential k-shortest path. When all links have been disconnected
and the potential shortest paths computed, the k-shortest paths are determined
by sorting and selecting the k least cost paths from this set. Elsewhere, the latter
approach generates k ripples from the origin node. When a ripple meets a node,
it triggers a new ripple at this node. The process keeps going on until k ripples
have reached the destination.

2.3 Similarity Metrics

The k-shortest paths achieved by one of the previous methods are often very
similar. The number of overlapped links is important. A disruption on a shared
link may impact several paths. This is the reason why attention was paid on the
k dissimilar shortest path problem [1]. Several different similarity indices were
developed to compare paths. Chondrogiannis, Bouros, Gamper, and Leser [5]
use the overlap ratio as a measure of similarity. Considering two paths, it is the
sum of the weights of the shared links over the length of one path. In [23], the
authors define a lower bound length for two paths and a set of heuristics to avoid
exploring some unnecessary paths to compute the k shortest paths with diversity.
They use a wide variety of path similarity metrics from the literature (see Table 1
where �(pi) is the length of the path pi and pi ∩ pj represents the overlap of the
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paths pi and pj). Finally, Talarico, Sörensen, and Springael [31] define a similarity
metric to compare two solutions of the Vehicle Routing Problem (VRP). Their
metric is similar to sim2(pi, pj) on the second row of Table 1, the difference is
that the similarity of two VRP solutions is the maximum similarity between
their routes.

Table 1. Path similarity metrics from the literature

Notation Definition

sim1(pi, pj)
�(pi∩pj)

�(pi∪pj)

sim2(pi, pj)
�(pi∩pj)

2�(pi)
+

�(pi∩pj)

2�(pj)

sim3(pi, pj)
√

�(pi∩pj)2

�(pi)�(pj)

sim4(pi, pj)
�(pi∩pj)

max(�(pi),�(pj))

sim5(pi, pj)
�(pi∩pj)

min(�(pi),�(pj))

3 Alternative Path Generation

As presented in the introduction, the objective of this research is to design
alternative trajectories that are the following characteristics:

– in all types of situations, at least one trajectory avoids the obstacles;
– two trajectories have at least one different significant maneuver;
– alternative trajectories have all a significant difference with the flight plan

but are not too far from it.

To answer the two first issues, it is proposed to use the Rapidly-Exploring
Random Graph (RRG) algorithm that can generate several paths between two
points. Moreover, it is easily adaptable to consider the constraints of the prob-
lem. The third issue is solved by using clusterization and removing similar routes
according to a metric.

3.1 Graph Generation

In the following paragraphs, a graph G will be represented by a set of nodes V
and a set of edges E. Before presenting the details of the RRG algorithm, it is
necessary to introduce its main functions. This algorithm uses 4 functions:

– The sampling function randomly or uniformly generates sample points in the
space.

– The steer function brings a random point closer to the graph.
– The nearest function returns, for a given point x, the closest point in the

graph.
– The near function returns, for a given point x, a set of nodes at distance

lower than a radius r.
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RRG algorithm was first introduced by Karaman and Frazzoli [17,18] and
works in the same way as RRT. Figure 1 shows an iteration of the RRG algo-
rithm. xnew is added to the vertex set V and a link is created between the new
point xnew and its nearest neighbor xnearest as for the RRT algorithm. Then,
new connections are added to the edges set E between xnew and all vertices
xnear in V at a distance lower than a radius r depending on the cardinal of V .
This radius is defined as follows:

r = min{η, γRRG(log(|V |)/|V |)1/d}, (1)

where:
γRRG > 2(1 + 1/d)1/d(μ(χfree)/ζd)1/d, (2)

with d the dimension of the space (d = 2 in this study), μ(χfree) is the Lebesgue
measure1 of the obstacle-free space and ζd is the volume of the unit ball in the
d-dimensional euclidean2.

As for the RRT* algorithm, it is proven to be asymptotically optimal.

Improvements. In this study, it is proposed to adapt the RRG algorithm to
the alternative trajectories generation.

To avoid too short maneuvers, it is proposed to modify the near function. As
a reminder, this function returns the closest neighbors. If a neighbor is very close
to the new point, it creates a very short connection. To avoid this phenomenon,
the points at a distance lower than a radius rmin are not considered as neighbors.
This radius is defined as follows:

rmin = rα

(
1 − 1

i

)
, (3)

where i is the iteration number and α is a coefficient in [0, 1]. The higher α is,
the higher the radius rmin is, and therefore, the higher the connection lengths
are. The connection linked xnew and xnearest is nevertheless kept to preserve the
optimal connection. Figure 2 shows this change, only the points in the “donut”
zone (in green) are considered neighbors. In this example, the second closest
neighbor is therefore not connected.

The second modification of the RRG algorithm is on the sampling method.
Most of the time, the samples are randomly generated in the whole space. To
avoid obtaining too long trajectories, it is proposed to sample around the straight
line linking the start and final positions. Figure 3 shows the proposed sampling
area. This area is defined by the distance ds to the straight line computed as
follows:

ds =
d

β

(
1 −

√
|do − d/2|

d/2

)
, (4)

1 μ([a1, b1] × [a2, b2]) = (b1 − a1) ∗ (b2 − a2) where b1 > a1 and b2 > a2.
μ([a1, b1]× [a2, b2]× [a3, b3]) = (b1−a1)∗(b2−a2)∗(b3−a3) where b1 > a1, b2 > a2
and b3 > a3.

2 In 2D space, ζ2 is the surface of a disk of radius 1 (ζ2 = π).
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Fig. 1. RRG local optimization iteration: First, a connection linked xnew and its nearest
neighbor xnearest is created (in red) and then, xnew is connected to the points xnear

at a distance lower than r (in green). (Color figure online)

Fig. 2. RRG local optimization iteration with “donut”: Connection linked xnew and
xnearest is created as usual but the edge with the second closest point is not added to
the graph.
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where d is the distance from the origin O to the destination D, do is the distance
on the straight line from the origin and β is a coefficient in N

∗.

Fig. 3. The sampling area (in green) is defined around the straight line linking the
origin O and the destination D by the distance ds. (Color figure online)

This sampling reduces the graph propagation area. The number of samples
can thus be lower and thus reduce the computation time of the graph.

3.2 Clustering

After generating all the alternative paths by the RRG algorithm, we remark that
a lot of nodes were really close to each other (Fig. 4a). Having small groups of
nodes gathered in small size space zone is not that relevant. For instance, if one
node is in a weather zone, its closest nodes will also be in this area. Therefore,
closest nodes are merged into only one centroid node (Fig. 4b). Performing this
step is also beneficial for the post treatment on the similarity.

We choose a k-means algorithm for the clustering processing because it is an
unsupervised method with only one parameter which is the number of clusters.
Besides, there are no outliers in the data. Indeed, all the points belong to at
least one path because they have been generated by the RRG algorithm. Figure 5
shows a run on a Paris-Toulouse trip for three sizes of clusters (20, 70, and 130).
When the number of clusters is low (Fig. 5a), distant points can be grouped
together as it is in the top right corner and in the bottom left corner. For 70
clusters (Fig. 5b), the paths are smoother than the previous clustering and there
are less overlapping after replacing the points by their centroids. On Fig. 5c, the
paths are more precise but also more similar because the clusters are smaller. A
trade-off has to be done here between similarity and precision. Because this step
is followed by a similarity post treatment, we can focus on precision.



Aircraft Cruise Alternative Trajectories Generation 41

Fig. 4. Three spatially close nodes from three different paths merged into one centroid
before/after clustering

Fig. 5. K-means clustering of the points generated by RRG algorithm for three different
number of clusters (20, 70 and 130) for the Paris-Toulouse trip

3.3 Similarity Post Processing

The RRG algorithm generates lots of paths between origin and destination nodes.
The clustering step merged very close points into centroids. However, some of the
paths generated shared too many common links. Too similar paths (red paths
on Fig. 6), will not allow a correct avoidance maneuvering of a weather obstacle
by an aircraft because both paths will go through such a zone. These potential
alternatives are finally not really alternatives. The idea behind this process is
therefore to detect similar alternative paths among those generated and merge
them.

The similarity metric used in this paper is Dynamic Time Warping (DTW).
This method can compare two temporal sequences with potentially different
speeds, and sizes. The algorithm computes the optimal matches between these
two sequences. Let us consider two paths x = (xi)0≤i≤n and y = (yj)0≤j≤m

connecting a departure airport to an arrival airport i.e. x0 = y0 and xn = ym.
The DTW of x and y is defined by:

DTW (x,y) = minμ∈Mx,y

∑
(i,j)∈μ

d(xi, yj), (5)



42 J.-C. Lebegue et al.

Fig. 6. Post treatment on generated
paths by RRG algorithm to detect
and remove similar paths (red paths)
and keep diversity paths (green paths)
(Color figure online)

Fig. 7. DTW point matching process
between two trajectories (blue and
orange) with different lengths (Color
figure online)

with Mx,y being the set of possible matching between paths x and y. d is a
distance between two points.

The solution algorithm is based on dynamic programming. It computes the
best pair matching between the points of both trajectories greedily based on the
distance (Fig. 7). The similarity of these trajectories is the sum of these best pair
matching distances.

3.4 Proposed Algorithm

After presenting the different steps of the method, this section summarizes the
complete alternative trajectories generation process (See Fig. 8 and Algorithm 1 ).
The procedure is the following:

1. ng graphs are generated with different values of maximum neighborhood
radius η (Lines 2 to 5). This process computes short and long avoidance
maneuvers to avoid small or big obstacles. An example with 2 graphs is given
in Fig. 8a.

2. The ng generated graphs are then clusterized to obtain a graph with more
edges (Line 6). As explained in Sect. 3.2, a lot of nodes are very close. Close
nodes are therefore merged to obtain only one graph (See Fig. 8b).

3. A post-process based on DTW is done to remove similar paths (See Fig. 8c
and Line 7).

4. If an obstacle appears, the paths passing through the obstacle are removed
from the graph to keep only those avoiding it (See Figs. 8d and e and Lines
8 to 10).

The first three steps are performed before the flight while computing the optimal
flight plan. The last step can be used in different ways. It can be done when an
unexpected event occurs (weather obstacle for instance). It can also be used to
change the optimal flight plan by taking into account the contrail areas. This
option is discussed in the next section.
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Algorithm 1. Alternative paths generation algorithm
Require: n ∈ N

∗, ng ∈ N
∗, H = {ηi : ηi > 0, i ∈ �1, ng�}

1: G ← ∅
2: for η ∈ H do
3: G = RRG(η, n)
4: G ← {G} ∪ G
5: end for
6: G ← clusterize(G)
7: P ← DTW(G)
8: if obstacles() then
9: P ← avoidancePaths(P)

10: end if
11: return P

Fig. 8. Alternative trajectories generation process (Color figure online)
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4 Results

In this paper, it is proposed to apply the alternative trajectories generation to
the contrails avoidance problem. Contrail zones are not considered as “hard”
obstacles that must be avoided for aircraft safety. It would be better to avoid
them to reduce the non CO2 effects of air traffic. However, such an avoidance
maneuvering would release more CO2. A compromise based on long term impact
has to be found between both options. It seems that a mix between the two
options would lead to the optimal solution. Contrail zone avoidance is a complex
problem, it is the reason why we focus on avoiding them like they were hard
obstacles. A contrail area can be vertically or horizontally avoided. The fuel
consumption is lower for short lateral avoidance than for flight level change.
Moreover, in operation, flight level change is rarely performed to avoid obstacles.
In this study, we only consider lateral avoidance during the cruise.

4.1 Contrails Data

Relative humidity and temperature data are extracted from ECMWF [8] for two
hours (6 am and 7 am UTC) on January 2, 2022, at Flight Level 300 (300 hPa
pressure level). They have been extracted on a 2D-grid with a resolution of 0.1◦

on latitude and longitude, from latitude 37.5 to latitude 55.4 and from longitude
−12 to longitude 16. Based on these data, areas favorable to persistent contrails
are computed thanks to the following process, as usually done in the literature
(see for instance [30]). First, on a given point, the Schmidt-Appleman criterion
is applied to determine if a contrail can be formed: a contrail is formed if the
relative humidity of the air in liquid water is above a threshold RHw ≥ rmin

where

rmin =
G(T − Tc) + eliq

sat(Tc)

eliq
sat(T )

, (6)

eliq
sat(T ) is the saturation vapor pressure over water, Tc is the estimated threshold

temperature (in Celsius degrees) for contrail formation at liquid saturation. The
later is computed via:

Tc = −46.46 + 9.43 log(G − 0.053) + 0.72 log2(G − 0.053), (7)

where G = EIH2OCpP

εQ(1−η) , EIH2O = 1.25 is the water vapor emission index, Cp =
1004 J.kg−1.K−1 is the heat capacity of the air, P is the ambient pressure (in
Pascals), ε = 0.6222 is the ratio of the molecular masses of water and dry air,
Q = 43 · 106J.kg−1 is the specific heat of combustion, and η = 0.3 is the average
propulsion efficiency of a commercial aircraft. Then, if the point is in an ice-
supersaturated area, it is considered in persistent-contrail favorable area. In [30],
the ice super saturated areas are determined thanks to the following criterion:
RHi > 1, where the relative humidity over the ice, noted RHi is computed as
follows:
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RHi = RHw · 6.0612 · exp( 18.102T
249.52+T )

6.1162 · exp( 22.577T
273.78+T )

, (8)

and where T is the ambient temperature in Celsius degrees.
Figure 9 presents the persistent contrails areas of January 2, 2020, at 7 am.

Fig. 9. Contrails data map

4.2 Alternative Trajectories Results

From this data, it is proposed to study two flight cases (London-Toulouse and
Paris-Toulouse) to evaluate the method. In both cases, only the cruise phase
is considered and the aircraft flies at FL300. Table 2 shows the parameters of
the algorithm used for all tests. 15 graphs have been generated by the RRG
algorithm.

Table 2. Algorithm parameters.

Parameters ηmin ηmax ng α β nsamples

Values 0.5 2 15 0.75 3 50,000

Paris-Toulouse Case. As explained in Sect. 3, the first step is to generate
several graphs. Figure 10 shows the alternative trajectories generated by the
RRG with the parameters given in Table 2. In this case, 1,972 trajectories are
generated. This number is too high and should be reduced. Then, the graphs
are clusterized. Figure 11 shows the result of the clusterization. The number of
paths remains the same but the number of nodes is significantly reduced.

Then, similar paths are removed by the similarity post-treatment. Figure 12
shows the result paths after this step. The resulting trajectories can be used
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Fig. 10. Paris-Toulouse alternative
trajectories generated by the RRG
algorithm.

Fig. 11. Paris-Toulouse alternative
trajectories after clusterization (140
clusters).

Fig. 12. Paris-Toulouse alternative
trajectories after similarity post-
treatment.

Fig. 13. Paris-Toulouse contrails
avoidance trajectories at 6 am.

throughout the flight in case of unexpected events. It is proposed to study the
use of these routes in the case of contrails avoidance.

Finally, in this case study, only contrails avoidance trajectories are kept.
Figures 13 and 14 present the final paths for Toulouse-Paris at two different
time scenarios. The orange path represents the shortest path from the origin to
the destination. The blue paths are the alternatives. These figures show that
the pilot has several options. He can first decide to follow the shortest path
and then if an event occurs, he can follow a blue path just for the maneuver
and then return to the optimal path. He can also choose to follow this route
to the destination. Figure 14 also shows that the algorithm proposes obstacle
avoidance from the right or from the left. However, it only offers one option if one
maneuver is significantly longer than the other (See Fig. 13). Table 3 summarizes
the number of paths at each step of the proposed algorithm. Table 3 presents also
the computation time of each algorithm step. The generation of the alternative
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Fig. 14. Paris-Toulouse contrails
avoidance trajectories at 7 am.

Fig. 15. London-Toulouse contrails
avoidance trajectories at 7 am.

trajectories takes 198.5 s, which is totally acceptable for a pre-flight calculation.
The selection of avoidance trajectories is very fast and can be used during the
flight. The simulation results show that the proposed algorithm can efficiently
generate cruise alternative trajectories. Although the RRG algorithm generates
a high number of paths, the KMeans and the post-processing reduce to a low
but sufficient number to avoid complex obstacles.

To validate the results achieved by the methodology proposed in the paper.
We compute the proportion of alternative paths connecting the Paris-Toulouse
airports depending on their deviation from the shortest path (see Fig. 16). This
figure also includes the paths that avoid obstacles for the scenario of Fig. 13. The
more the alternative paths (light-blue bars) deviate from the shortest path the
lesser they are. We can remark that most of the paths are close to the shortest
path. Around 60% of alternative trajectories have a deviation of less than 4%.
The figure shows that the obstacles can be avoided in different ways. For instance,
the pilot can decide to follow the shortest avoidance path (deviation between 1%
and 2%). However, he can also prefer to follow a longer trajectory to perform a
safer maneuver to reduce the risk due to the uncertainties.

Table 3. Number of paths and computation time in seconds of each algorithm step.

RRG KMeans Post Avoidance

6 am 7 am

Number of paths 1972 1972 64 8 7

Computation Time (s) 191 1 6.5 0.019
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Fig. 16. Alternative and avoidance trajectories proportion depending on the deviation
from the shortest path linking Paris and Toulouse. The avoidance trajectories are for
the scenario of Fig. 13.

London-Toulouse Case. To complete this study, the London-Toulouse flight
is tested. Figure 15 shows the alternative paths generated by the proposed algo-
rithm for the London-Toulouse flight at 7 am. According to the results obtained,
the method is promising. Indeed, for several case studies, the algorithm is able
to generate multiple alternative trajectories. Moreover, these trajectories can be
used to avoid obstacles and offer several options to pilots.

5 Conclusion

This paper addresses the automatic generation of alternative cruise trajectories
to handle any type of unexpected event. In the first part of this paper, some
methods to generate alternative paths are presented. Then, a solution algorithm
is proposed, based on an adapted version of the RRG algorithm, K-means clus-
terization, and DTW similarity metric. Simulation results based on two different
flights illustrate the proposed approach. According to the numerical results, this
approach generates alternative trajectories with diversity and considers some
aeronautical operational constraints. An analysis of the distribution of alterna-
tive paths shows that most of the trajectories generated by our method are close
to the shortest trajectory. Moreover, the method proposes avoidance trajectories
with different lengths. The proposed method can be used in different ways. For
instance, it can be relevant in the case of the presence of persistent condensa-
tion trails. They can also be used as an alternative to the optimal flight plan.
The proposed method seems promising, but for long-haul flights, a dynamic ver-
sion with updated alternative trajectories would be necessary. Moreover, vertical
alternative trajectories could be added to the framework. This study opens the
way to the development of a complete flight system composed of an alterna-
tive cruise trajectory system and an emergency trajectory generation tool like
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the one developed in the SafeNcy project [6,25,26,29]. This tool would propose
alternative cruise trajectories to avoid unexpected events during a flight and
trajectories in case of an emergency. Each point of the generated graph would
have a set of alternatives and one or more emergency trajectories. This system
could enhance the safety of the flights. The pilot could thus react to any type
of event, be it a simple weather event or an emergency. This kind of tool could
reduce the workload of pilots and ATCs.
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Abstract. The growing demand for mobility of people and goods poses major
challenges for the inner-city transport infrastructure. At the same time, the
increased volume of commuters increases the need for demand-oriented local
public transportation (LPT) as well as more flexible connections to rural areas.
In the long term, therefore, a shift in individual vehicle traffic toward intelli-
gent, modern, low-emission and sustainable mobility solutions is necessary. Flex-
ible, demand-oriented stops will be of increasing importance for new sustainable
mobility solutions in the future.

In this paper, the concepts for new virtual stops as an integral part of the
roadside infrastructure for futuremobility solutions are presented. The paper gives
the answer to these questions: which criteria does a public transport bus stop, on-
street parking or parking bay have to meet so that it can act as a virtual stop or
chosen by the end user like on-demand passenger of demand responsive transport?

This paper also illustrates the most significant mobility uses cases involving
virtual stops.

Keywords: next generation virtual stop · on-demand oriented stops · future
mobility solution · stop recognition · stop management · stop selection criteria ·
stop placement criteria

1 Introduction

The demand for mobility of people and goods is growing due to the increasing number
of large cities and global economic growth [1]. This poses major challenges for the
inner-city transport infrastructure. At the same time, the increased volume of commuters
increases the need for demand-oriented local public transportation (LPT) as well as more
flexible connections to rural areas. If there will be no change in the mobility system,
the emissions caused by the traffic will increase more and more. In the long term,
therefore, a shift in individual vehicle traffic toward intelligent, modern, low-emission
and sustainable mobility solutions is necessary [2].

The contribution presented in this paper describes the activities of theGermanmobil-
ity research project KoKoVi [3], founded by the German Federal Ministry for Digital
and Transport. The project started in January 2022 with a duration of two years (2024).
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The objective of this project is to connect traffic infrastructures and automated driv-
ing functions to central traffic nodes in order to develop building blocks for innovative
and sustainable mobility solutions. New functions of automated networked vehicles and
roadside infrastructure are being developed. This includes automated and connected
driving functions that can use distribution functions for virtual on-demand stops in a
complex urban traffic network and communicating with the traffic infrastructure. Flexi-
ble, demand-oriented stopswill be of increasing importance for new sustainablemobility
solutions in the future. Therefore, the concept of new virtual stops (VS) as an integral
part of the traffic infrastructure is developed, implemented in road traffic and evaluated
in the context of future mobility solutions.

Next Generation of
Virtual Stops

Future Mobility Solu-
tions

In this paper the focus is on the next generation of virtual stops and the futuremobility
solutions involving virtual on-demand stops.

2 Next Generation of Virtual Stops

As part of the project KoKoVi, a concept for a virtual stop was developed, implemented
in road traffic and finally evaluated. In the following sections, the requirements for virtual
stops are described.A distinction ismade between legal, technical and user requirements.

2.1 Virtual and Physical Stops

In general, virtual stops are entry and exit points for on-demand services. Because they
have no fixed travel times and more possible stopping points, on-demand services have
greater flexibility than scheduled services. These stopping points do not have to be bus
stops only, but can in principle be any place in the public street space where a stop is
possible, or private areas, such as gas stations. The places in the public street space do not
have to be structurally marked as a stop and are usually, in addition to bus stops, a place
on the street suitable for stopping or a parking bay. Exactly which stops are used depends
on the service offered and the demands placed on the stop. These stops are defined and
stored in the background system (usually a database) and can be used as “virtual stops”
for further services. In principle, any safe and feasible location in the road network can
be defined as a “virtual” or “unconventional” stop. The possible location for a virtual
stop can also be mapped to the “physical” existing stop, for example, a “conventional”
public transport bus stop. The virtual bus stop can also be viewed as a special form of
parking space.

Figure 1 shows possible realizations of virtual stops such as public transport bus stop,
on-street stop or parking bay. In Germany, buses are not allowed to reverse in public
spaces without further ado, so the only option is to stop along the road.
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Fig. 1. Example of different categories of virtual stop (Google Maps).

2.2 Goals and Approach

The following two main goals are described in detail in the next sections.

• Goal 1: Criteria for the placement of a virtual stop in the public road network: What
criteria does a public transport bus stop, on-street stop or a parking bay have to meet
so that it can act as a virtual stop?

• Goal 2: Criteria for the selection of a virtual stop for mobility solutions: What criteria
make the virtual stops comparable so that the preferred one can be selected by the
mobility user or services?

Different categories are introduced in order to obtain as complete a picture as possible
of the criteria for placing and selecting a virtual stop.

On the one hand, there are criteria that make it impossible to place or select a virtual
stop. For example, a stopping ban is a general exclusion criterion for the placement of
a virtual stop. On the other hand, there are criteria that are only relevant for special use
cases, such as a barrier free access for a pram. Comparable criteria, such as walking
distance from or to the virtual stop, are most important when selecting a virtual stop for
a flexible mobility service.

2.3 Goal 1: Criteria for the Placement of a Virtual Stop in the Public Road
Network

Research questions:

• Which general criteria does a stopping point have to meet in order to act as a virtual
stop in the public road network?

• Which specific criteria should a stop meet in order to fulfil the needs of different user
groups and stakeholders?

There are different strategies for placing virtual stops. A summary of three possible
approaches can be found in [4]. The placements at street lamps, at intersections and at
regular intervals (grid) are examined. Some criteria for the placement of virtual stops
have already been named in [5]. However, these are mixed with attributes of virtual
stops and are incomplete. A complete list of all relevant criteria will be provided in this
chapter. The criteria for the placement of virtual stops are usually mandatory. Some are
always relevant, such as the vehicle is allowed to stop, and others only for certain use
cases, such as using autonomous vehicles or handling with users with large luggage.



54 L. C. Touko Tcheumadjeu et al.

2.3.1 Legal Requirements

The legal requirements describe the legal basis for “stopping” in road traffic, which
takes place at virtual stops. In the legal sense, “stopping” is understood according to
the German road traffic regulations (StVO) under §12 paragraph. 2 as the “intentional”
interruption of the journey, i.e. the standstill of the vehicle, during which the driver
remains in the vehicle and which does not last longer than 3 min, otherwise it is referred
to as parking. In this context, stopping is generally not allowed under the legal conditions
stated in Table 1. Some criteria may be time-dependent and thus only relevant in certain
applications. All other criteria must always be fulfilled.

Table 1. Legal requirements for a stop as found in [4]

No Criteria Description

1 Absolute stopping prohibition • Can be usually identified by the no stopping
sign, also with time restrictions

• On the road outside cities usually marked
with a continuous lane boundary

2 Cycling infrastructure on the roadway

3 Railroad crossing • Also in front, if the vehicle hides the St.
Andrew’s cross

4 Entrance or exit lanes

5 Fire department access road • Usually marked with an appropriate sign

6 Taxi rank • Usually marked with an appropriate sign

7 In the running space of rail vehicles

8 Traffic roundabout • Marked with an appropriate sign

9 In unclear road sections

10 In the area of sharp curves

2.3.2 Technical Requirements

Technical requirements for virtual stops consist of basic requirements of the stops, such
as required dimensions of the stop to guarantee enough space for the shuttle/vehicle,
and communication requirements of the dispatching system to guarantee the correct
management of the stop (see Table 2).

If we talk about the basic requirements, it is important to meet the requirements of
the shuttle to the virtual stop. This includes, as mentioned above, the dimension of the
stop (total length and width), the corner points of the stop, the geo-coordinates, access
restrictions, such as availability only on certain days or times or only for certain types
of vehicles, and the type of stop (i.e. a public transport bus stop or a parking bay).
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Table 2. Overview about the technical requirement of virtual stop.

No Criteria Description

1 Form of stop Autonomous driving
Manual driving

2 Type of stop Bus stop, Shuttle stop
Parking bay
On-street stop

3 Dimension of the stop Total length and width
Corner point of the stop
Geometry as shape

4 Availability of communication
infrastructures on the stop

To guarantee the correct management of the stop
e.g. Car2Infrastructure (C2I)

5 Location/position Geo-coordinate

6 Location type On-street virtual stop
Off-street virtual stop

7 Parking Capacity In terms of number of vehicles

8 Street name The name or address of the street

9 Operating time Information about the opening days and hours

2.3.3 Non-technical Requirements

The non-technical requirements for virtual stops are mainly user requirements. How-
ever, there are also requirements from the vehicles, the providers and the municipalities.
The general criteria have been divided into nine categories and subdivided into further
specifications. The category “accessibility” describes the unhindered access to the vir-
tual stop under different circumstances. The category “security & safety” includes both
subjective and objective requirements. For example, the presence of street lighting may
contribute to a greater sense of safety and security for the user, but it may also reduce
the risk of stumbling. “Accessibility” describes requirements on the way to or from the
virtual stop for the user and the vehicle. For example, the vehicle must be able to reach
and travel to the virtual stop, and for the user there must also be access to public transport
if needed. “Convenience/Comfort” is more relevant to the selection of the virtual stop.
“Uniqueness/findability” indicates how well the virtual stop can be found and identified
by the user and the driver of the vehicle. E.g. points of interest (POIs) are suitable for
this purpose. The category “costs” includes estimated parking fees at the time of the
placement of the virtual stop which also include possible contracts that are concluded
with the operators of parking facilities. Especially for electric vehicles, it is a good idea
to integrate the charging infrastructure and bundle needed waiting times to reduce the
costs. “Privacy” is not relevant to the placement of virtual stops. Sometimes it is neces-
sary to include less attractive virtual stops in the system to achieve adequate “coverage”.
“Impact on traffic flow” may be relevant to the municipalities responsible for the traffic
system. Excessive negative impact on traffic flow, e.g., due to high frequency, may result
in the prohibition of certain potential virtual stops.
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An overview of the specific requirements for the placement of virtual stops can be
found in Table 3.

2.4 Goal 2: Criteria for the Selection of an Operative Virtual Stop for Mobility
Solutions

Research question:

• What criteria must a virtual stop fulfil in order to meet the specific requirements of
different users or vehicles?

• Which virtual stops can be used at the service time?
• What criteria make the virtual stops comparable so that the optimal one can be

selected?

The criteria required to select a virtual stop should consist primarily of evaluative
criteria. The mandatory criteria are either special needs of the user or time restrictions

Table 3. Overview of the criteria for the placement (Goal 1) or choose (Goal 2) of virtual stop.

(continued)
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Table 3. (continued)

regarding the possible use of the virtual stop, such as enough space for the vehicle of the
transport of disabled people to fold out the ramp used by the wheel-chair user, or tempo-
rary halting restrictions. A duplication of the criteria for the placement of a virtual stop
is possible. In addition to the criteria described in Sect. 2.3.3, “privacy/data protection”
can be relevant, if a door-to-door service is offered and thus includes private addresses
that become traceable. “Convenience/comfort” includes the existence of infrastructure
elements such as shelter or seats, but also low traffic. Some criteria are hard to evaluate
and needmore research to make themmeasurable, such as the perceived safety provoked
by the illumination of the virtual stop.

An overview of the criteria for the selection or choice of the virtual stops in the
public road network is also described in Table 3.

3 Future Mobility Services Related to the Virtual Stop

In the project KoKoVi the research activities are focused on the five mobility use
cases described in Fig. 2. This section introduces these use cases and describes them
in detail. These use cases are “Demand Responsive Transport (DRT)”, “Autonomic
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Identification”, “Automatic Occupancy Status Detection”, “Augmented Reality (AR)
Recognition” and “Management Assignment” and use virtual stops in some form.

Fig. 2. An overview about mobility uses cases in the context of virtual stops.

The architecture of the KoKoVi sub-system, which covers the five use-cases above,
is depicted in Fig. 3.

Fig. 3. KoKoVi sub-system architecture for future mobility solutions in the context of virtual
stops.

The following actors and stakeholders are involved in the use cases (see Fig. 4)

1. End-User (EU): Who requests passenger transport from a disposition system via
end-user device (e.g. mobile app) and allows himself to be transported by a shuttle

2. End-User Device (EUD): That transmits communication between the end user and
the dispatching system. Two DLR end user devices are the Keep Moving app [6] and
the augmented reality (AR) app.
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Fig. 4. Actors and stakeholders for the KoKoVi mobility use cases.

3. Dispatching/Disposition System (DS): That manages a shuttle fleet, receives the EU’s
passenger transport request from the EUD, instructs a shuttle with passenger transport
and initiates the creation of virtual stops in the traffic management system. This is
realized by the Keep Moving software from DLR [6].

4. ConnectedAutomatedVehicle (CAD)/Shuttle (SH):That takes the order for passenger
transport from the DS and transports the EUs from one virtual stop to the next (e.g.
from pickup to drop-off virtual stop).

5. Traffic Management System (TMS): Its role is the management of virtual stops.
Chosen by the DS it decides on the requests for virtual stops made by the disposition
system and creates and /reserves/books virtual stops by informing connected traffic
participants and, if available, also the road side infrastructure in the area of the planned
virtual stops.

6. Connected Vehicle (CV): In the area near the virtual stops, who (if present) are
informed of the stop and adjust their behavior accordingly.

7. Traffic Infrastructure (TI): In the area near the virtual stops, which (if present) is
informed of the stop by roadside units and adapts its behavior accordingly.

8. Other Traffic Participants & Vulnerable Road Users (VRU): Play a role as obstacles,
especially for autonomous shuttles.

3.1 Demand Responsive Transport (DRT)

Demand responsive transport (DRT) refers to a form of mobility in which routes and
stopping points are not fixed from the outset, but are flexibly adapted to current mobility
needs [7–9, 13, 15]. It supplements scheduled services in areas with lower mobility
needs and will become economically relevant in the future especially in combination
with autonomous shuttles. Figure 5 shows the storyboard of a DRT scenario where two
passengers for a journey of the same shuttle are involved with two different pickup and
drop off locations, which are implemented as virtual stops. The shuttle requests a DS to
choose avirtual stop at the shuttle’s destination.After the stop location is confirmedby the
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TMS, automated vehicles in the vicinity of the stop are informed that the corresponding
virtual stop is reserved for the arriving shuttle.

In KoKoVi, this scenario was carried out with an autonomous shuttle from DLR.

Fig. 5. DRT Scenario using two passengers with different pickup and drop-up virtual stops.

3.2 Automatic Identification, Detection and Mapping of Virtual Stops
in the Public Road Network

Basically, a distinction can be made between the detection of possible virtual stops
(“identification”) and the determination of their occupancy status (“status determina-
tion”). Under certain circumstances, both can be done in one step, e.g. if the stop is
identified for the first time, or if the identification should not be permanent. The fol-
lowing section provides an overview of existing technologies and procedures for the
identification and detection of virtual stops.

Virtual stops can be regarded as a special form of parking space, as the basic con-
ditions are very similar: the short-term or long-term parking of conventional vehicles
in public traffic areas must be designed with minimal disruption to flowing traffic and
other road users or participants, and for this reason takes place in designated (parking)
areas. The same applies to virtual stops, therefore the following section describes pro-
cedures for identifying parking and stopping possibilities. The identification is achieved
by different approaches of mapping.

In Germany, as in most other countries, the designation and management of parking
and stopping zones, as well as prohibited zones, is a municipal task. These zones are
also subject to constant change due to changing conditions, construction activity, trans-
port policy initiatives, demographic change or a change in modal split (distribution of
transport volume between different means of transport).

For the reasons mentioned above, parking or stopping zones are not yet a part of
digital road maps, or only an incomplete one. There is a lack of both standards and
scalable procedures for the area-wide and reliable mapping of parking and stopping
facilities. A generally accepted data model could not be researched.

Digitalmap data on parking and stopping facilities offers a variety of benefits, includ-
ing: 1. Higher transparency for city and traffic planners regarding the available parking
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space 2. Enabling new navigation functions in the vehicle, such as navigation to the park-
ing lot, 3. Optimized route planning for delivery traffic and 4. Creation of breakpoints
for (automated) on-demand vehicles.

The development of current databases for parking space data began with the intro-
duction of digital maps and geographic information systems (GIS). Although maps with
parking garages or very large parking areas, e.g., in front of companies, are already
available today, these parking areas only account for a small proportion of all parking
spaces. The far larger share is on-street parking. Public documentation on these parking
spaces is currently only available in paper form from the individual city administrations.

Even though there are already some cities that digitize their plans, there is no uniform
standard for this and also no central management system, so the information is only
available on a city-by-city basis. Cross-city maps of parking and stopping facilities are
nowadays only available digitally via the “crowdsourcing” platform OpenStreetMap or
commercial providers.

OpenStreetMap (OSM): Today, OSM is the most comprehensive public digital map
and the only GIS that contains significant amounts of parking information. The idea
behindOSMis called “crowdsourcing” anddescribes the collaborative andvoluntary col-
lection of geographic information. This allows users to enrich OSMwith additional geo-
graphic information. Among a variety of other geographic information, OSM also con-
tains data about parking lots, including location, geometric shape, and, to varying degrees
of completeness, meta-information. Through the OSM service, meta-information such
as parking capacity, cost, opening hours or user group restrictions are made available. In
Germany, just under 300,000 parking lot entries are mapped, with more than one million
already recorded in OSMworldwide. About 50,000 parking lots contain additional meta
information.

The first group of commercial solutions: In addition to OSM as an open data project,
there are also a small number of commercial parking data providers. Companies such as
INRIX [16], Streetline [17] or ParkingHQ [18] merge parking information from various
sources such as car park operators, municipal traffic information systems or physical
parking sensors into a single database for real time data. The problem here is that these
platforms only contain data from managed parking areas, but not from parking spaces
on the street or free parking spaces, which contain more than 85 percent of the city’s
parking infrastructure.

The second group of commercial solutions: is aware of this issue and is trying to
solve it with a different way of collecting data: Companies like Parkopedia [19] rely
on data contributed by their own user base. Users of Parkopedia’s mobile app can enter
parking spaces into the database with locations, opening hours, restrictions and prices.
Therefore, Parkopedia’s data collection is also able to obtain data for free on-street or
off-street parking. The data collection model is thus similar to OSM, with the difference
that Parkopedia makes the data commercially available for purchase rather than free.
However, data volume, timeliness, and spatial coverage depend heavily on the size of
Parkopedia’s user base.
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3.3 Automatic Occupancy Status Detection of Virtual Stops

As already explained, the detection of virtual stops refers to their time-dependent occu-
pancy state and is in turn thematically very closely related to the state detection of parking
spaces (determination of the occupancy state of a virtual stop (“state detection”). For
this reason, the general state of the art for determining the occupancy status of parking
spaces, especially in public spaces, will be discussed below.

If a vehicle leaves its parking space, this information is valuable for a person looking
for a parking space, but also for other users of public parking and traffic space, such as
delivery or on-demand vehicles. Nowadays, there are two approaches to detecting free
parking spaces: via stationary sensors or crowdsensing systems, which are explained
below.

Stationary detection systems: Stationary parking guidance and barrier systems are
most commonly used for so-called off-street parking spaces such as parking garages.
These systems consist of amechanism for recording and counting the number of occupied
parking spaces and a visualization that provides the user with information about the
current occupancy. The measurement of the number of free parking spaces is usually
carried out by cameras, ultrasonic or radar sensors, ticketing or barrier systems or ground
sensors.

More advanced stationary systems also stream their information to a server, making
it accessible to third-party services, such as mobile apps. Although these systems are
quite accurate, they are expensive to install andmaintain, and of course only cover a very
limited portion of the total parking spaces in an area, as they are usually only operated
by property owners.

In public spaces, the systems described are practically not used due to the lack of
cost-effectiveness due to the high investment and maintenance costs. In conclusion, it
can be said that stationary systems do not allow extensive coverage of entire cities or
countries.

Distributed systems: On the other hand, crowd sensing or distributed systems try
to use data from vehicles or users to track parking processes and inform other users
about them. They are therefore not necessarily dependent on expensive hardware and,
in addition, the costs incurred for hardware and connectivity are generally borne by the
user. There are early attempts at mobile apps in which users enter free parking spaces
on a map and thus inform other users about it. Due to the strong involvement of the
driver and the fact that a critical mass of users was not reached, they could not achieve
acceptable levels of accuracy. As a result, the systems did not offer sufficient added
value. Even today’s crowd sensing systems rely on a critical number of users, but they
no longer require themanual entry of parking space.Nowadays, everymobile application
can collect movement data in the background with user consent.

3.4 Augmented Reality for the Recognition of Virtual Stops

The automatic detection of a virtual stop as well as the reserved/booked vehicle arriving
at the stop is useful and can help themobility user to quickly find the virtual stop as a stop
for the on-demand shuttle. Human machine interface (HMI) concepts using augmented
reality (AR) technology for the interaction of mobile devices with virtual bus stops and
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Fig. 6. DRT end user using prototype AR app for the localization of the virtual stop at the pick-up
location (source: DLR).

Fig. 7. Overview of the mobility corridor as a test field for the demonstration and management
of virtual stops in Braunschweig, Germany. (Color figure online)

connected road users have proven to be very supportive for cooperative behavior. Using
theAR application to automatically detect virtual stops and book a shuttle for on-demand
traffic scenarios can help reduce the time to find the virtual stops and shuttle. Various
research studies have been carried out in this area at DLR and other research institutions
[10, 11]. Figure 6 shows an end user using an AR app developed by DLR to visualize
the location of the virtual stop at the pickup position.

3.5 The Management and Assignment of Virtual Stops

The management of virtual stops for mobility purposes is complex and crucial to avoid
conflict over the reservation and assignment of a virtual stop to a single vehicle (e.g.,
shuttle by the DRT) for a certain time duration. Traffic management can play the role of
management of virtual stops in the city for different mobility solutions [4]. The project
KoKoVi deals with the topic of the management of virtual stops. To test and demonstrate
the mobility use cases related to the virtual stops in KoKoVi, a mobility corridor as a test
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field in Brunswick, Germany was defined and used. Figure 7 shows the mobility corridor
and the location of some selected virtual stops (blue) and the roadside infrastructures
like traffic light (green) and roadside unit (RSU) elements (yellow).

4 Conclusion and Outlook

In this paper, the concepts for new virtual stops as an integral part of the roadside
infrastructure for future mobility solutions are presented. The paper gives the answer
to these questions: which What criteria does a public transport bus stop, on-street park-
ing stop or parking bay have to meet so that it can act as a virtual stop or will be
chosen by the end user like on-demand passenger of demand responsive transport?
for a request of an on-demand service? The aspects “legal requirements”, “technical
requirements” and “non-technical requirements” play a role. The non-technical require-
ments in particular were described in detail in the categories “barrier-free”, “security &
safety”, “accessibility”, “convenience/comfort”, “uniqueness/findability”, “costs”, “pri-
vacy/data protection”, “coverage” and “impact on the traffic flow”. This paper illustrates
also the most significant mobility uses cases where virtual stops are involved, such
as demand responsive transport (DRT), automatic identification and occupancy status
detection, automatic recognition using augmented reality for on-demand service users
and management through effective assignment to the on-demand (autonomous) vehicle.

In the next step, the criteria for the placement and selection of virtual stops presented
in this contribution will be evaluated in detail and the results according to the end user
and vehicle expectation will be part of the next publication. In particular it is planned to
combine several criteria into groups, which are always relevant for common use cases.
These include, for example, mandatory criteria, criteria for users with large luggage,
criteria for services with autonomous shuttles, etc. In order to strive for an automatic
evaluation of the criteria for virtual stops, it will be investigatedwhich information can be
used from free sources like Open Street Map (OSM) and which criteria can be evaluated
with it. In the best case, these criteria can be automatically queried for a selected areawith
a script. All research activities conducted in the scope of the German mobility project
KoKoVi were founded by the German Federal Ministry for Digital and Transport.
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Abstract. Smart cities leverage technology and data to enhance the quality of
urban life, including the management of points of interest (POIs) and visitor expe-
riences. This paper explores the relationship between POIs and visitor behavior in
smart cities, examining the impact of technology-driven solutions on understand-
ing, analyzing, and optimizing visitor experiences. It highlights the importance
of data-driven approaches in identifying and managing POIs, enhancing visitor
satisfaction, and driving economic growth. The paper reviews existing literature,
discusses key concepts, and presents case studies to illustrate the role of POIs in
smart cities and their influence on visitor behavior. Our major contribution is a
data driven approach to extract useful information from real data to municipality
decisions and understand the problem. It concludes with recommendations for
future research and practical implications for city planners, policymakers, and
tourism authorities.

Keywords: tourist behaviour · location data · data analytics · mobile phone
sensing · Internet of Things · smart cities

1 Introduction

The significance of points of interest (POIs) in attracting visitors and driving economic
growth cannot be overstated. POIs are key attractions and destinations within a city that
draw the attention and interest of visitors. These can include tourist attractions, cultural
landmarks, historical sites, entertainment venues, parks, shopping centres, and dining
establishments. Here are some of the key reasons why POIs play a vital role in attracting
visitors and fostering economic growth:

• Tourist Attraction: POIs are often the primary reason why visitors choose to travel to
a particular city or destination. Iconic landmarks, natural wonders, and cultural sites
have a unique appeal that entices tourists from around the world. These attractions
create a sense of place and identity for the city, making it a must-visit destination.
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• Increased Tourism Revenue: Visitors attracted to POIs contribute significantly to the
local economy through spending on accommodation, transportation, dining, shop-
ping, and entertainment. The revenue generated from tourism activities helps sup-
port local businesses, creates job opportunities, and drives economic growth in the
hospitality, retail, and service sectors.

• Destination Competitiveness: Cities with well-developed and diverse POIs have a
competitive advantage in the tourism industry. The presence of unique and compelling
attractions differentiates the city from others, attracting a larger number of tourists
and extending their length of stay. This, in turn, boosts the city’s reputation as a
desirable destination and enhances its overall competitiveness in the global tourism
market.

• Urban Regeneration: Developing and promoting POIs can contribute to urban regen-
eration and revitalization efforts. Neglected or underutilized areas can be transformed
into vibrant and attractive districts by focusing on the development of key POIs.
This rejuvenation can attract new investments, businesses, and residents, leading to
increased property values and overall urban improvement.

• Cultural Preservation and Heritage Conservation: Many POIs are of historical, cul-
tural, or architectural significance. By attracting visitors to these sites, cities can raise
awareness about their cultural heritage and promote preserving and conserving his-
torical landmarks. This enhances the city’s cultural identity and contributes to the
sustainable development of the destination.

• Social and Community Benefits: Vibrant POIs often serve as gathering places and
community hubs, fostering residents’ pride, and belonging. These attractions can
provide spaces for cultural events, festivals, and community activities, creating
opportunities for social interaction, cultural exchange, and community cohesion.

• Supporting Ancillary Industries: The presence of POIs stimulates the growth of sup-
porting industries, such as transportation, accommodation, retail, and food services.
These industries benefit from the increased demand generated by visitors to the
POIs. For example, hotels near popular attractions experience higher occupancy rates,
and local businesses around POIs thrive due to increased foot traffic and customer
engagement.

In summary, points of interest play a critical role in attracting visitors to a city
and driving economic growth. They create unique experiences, contribute to tourism
revenue, enhance destination competitiveness, promote cultural preservation, support
urban regeneration, and provide social and community benefits. Strategic planning and
management of POIs are essential for cities seeking to leverage their attractions as
catalysts for sustainable economic development and overall urban well-being.

Municipalities must make data-driven decisions to effectively leverage the poten-
tial of Points of Interest (POIs). Here are some key reasons why data-driven decision-
making is crucial: 1) Understanding Visitor Behaviour: Data collection and analysis
provide insights into visitor behaviour, preferences, and patterns. By analysing data on
visitor demographics, visitation patterns, and interaction with POIs, municipalities can
gain a deeper understanding of what attracts visitors and how they engage with dif-
ferent attractions. This information helps in making informed decisions about market-
ing strategies, resource allocation, and infrastructure planning; 2) Optimizing Resource
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Allocation: Data-driven insights enable municipalities to allocate resources effectively.
By analysing visitor data, authorities can identify peak periods of activity, understand
visitor flow between different POIs, and allocate resources such as transportation, staff,
and amenities accordingly. This helps in optimizing the utilization of resources and
improving the overall visitor experience; 3) Enhancing Visitor Experiences: Data-driven
decision-making allows municipalities to personalize and enhance visitor experiences.
By analysing data on visitor preferences, feedback, and behaviour, authorities can tailor
their offerings and services to meet visitor expectations. This includes providing per-
sonalized recommendations, customized itineraries, and targeted promotions to enhance
visitor satisfaction and engagement; 4) Planning Infrastructure and Services: Data anal-
ysis helps in planning and developing infrastructure and services around POIs. By exam-
ining data on visitor demand, transportation patterns, and accessibility, municipalities
can make informed decisions about infrastructure improvements, public transportation
routes, parking facilities, and the provision of amenities and services near POIs. This
ensures a seamless and enjoyable experience for visitors; 5) Measuring Impact and
ROI: Data-driven decision-making enables municipalities to measure the impact of their
efforts and evaluate the return on investment (ROI). By analysing data on visitor num-
bers, spending patterns, and economic indicators, authorities can assess the economic
impact of POIs on the local economy. This information helps justify investments, secure
funding, and demonstrate the value of POIs to stakeholders and the community; and
6) Responding to Emerging Trends and Challenges: Data analysis allows municipali-
ties to monitor emerging trends and challenges related to visitor behaviour and POIs.
By continuously analysing data, authorities can identify changing visitor preferences,
emerging attractions, and potential issues such as overcrowding or safety concerns. This
helps in adapting strategies, implementing measures to address challenges, and staying
responsive to the evolving needs of visitors.

By analysing visitor data, authorities can gain insights into visitor behaviour, opti-
mize resource allocation, enhance visitor experiences, plan infrastructure, measure
impact, and respond to emerging trends and challenges. This approach leads to more
informed and effective decision-making, ultimately contributing to the success and
sustainability of POIs and the city’s overall development.

2 Literature Review

Tourism is one of the economic activities of strong relevance worldwide. According to
the World Travel and Tourism Council [1], before the COVID-19 pandemic, its impact
on the world GDP was 10.3%, and 1 in 4 new jobs were related to its development.
According to the same source, it is also estimated that the revenue generated from
international visitors was US$1.8 billion.

In Portugal, official data indicate that the wealth generated by tourism is equivalent
to 8.8% of the GDP, and the sector represents 7.5% in total employment [2], with the
Municipality of Lisbon being one of the main destinations for visitors, whether national
or foreign. Tourism is, therefore, one of the main branches of the Portuguese economy.

The current scenario of competitiveness among organizations is characterized as a
time when they need to be ahead of others in time to gain advantage in a continuous
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series of periods, so it is necessary to invest in constant innovation of their products and
services [3].

Moreover, balancing the needs of residents with the expectations of visitors to tourist
sites by providing themwith high-quality experiences requires this population to be well
characterized and managed [4].

The application of Big Data knowledge to the development of Business Intelligence
systems applied to tourism stands out, in this sense, as a useful tool for the State and
organizations to know this phenomenon and to better manage its economic and social
performance in a timely manner.

In the specific case of this work, in which the goal is to analyze the movement of
visitors in points of interest in the Municipality of Lisbon, several studies [3] show the
importance and usefulness of geospatial analysis of large volumes of data for a better
experience by the tourist, and for decision making by managers. In the case of Lisbon,
some others have demonstrated how such decision support systems, based on analysis
can become important information on the decision making [5–8].

Points of interest are, in the words of Gil et al. (2020), “regions of influence where
citizens concentrate because of attractions or facilities and (…) places where the energy
of the city is focused, and understanding the shape and size of POIs provides insights
into how people experience the city” [9].

From a tourism perspective, it should be noted that the term tourist encompasses all
visitors, which is why this term will be widely used in this study, including residents,
day-trippers, as well as foreign visitors.

According to Harris & Howard (1996), as cited in Spangenberg (2013), “the focus
here is on attractions, defined as the physical or cultural feature of a particular place that
travellers or tourists perceive capable of satisfying one or more of their specific leisure-
related demands. Such features may be environmental in nature (e.g., climate, culture,
vegetation, or landscape), or they may be site-specific, such as a theatre performance, a
museum, or a waterfall” [10].

Studies investigating human movement have a strong appeal for understanding this
phenomenon, especially for themotivations that lie in its background [11]. They indicate
that these movements are related to different activities (e.g., education, work, catering,
etc.) in different urban environments.

Nearly a decade ago, in a study advocating the use ofmobile device data for analysing
people’s movement [12], Zhang (2014) examined mobility patterns of users of such
devices. Having noted the increasing use of devices such as smartphones, the author
indicated that their data could be managed for application development and predictive
modelling.

More recently, in a paper that indicated it was one of the first to adopt the Dictionary
Learning method for characterizing human mobility patterns [13], Wu et al. (2017) indi-
cated a step forward in this process, advocating that the large volume of data generated
by mobile devices be handled in multiple collection centres due to the fact that we live
in what they consider the era of data explosion.

It can be seen, therefore, that the use of large volumes of data from mobile devices,
namely cell phones, has been asserting itself as a necessary tool for the analysis of
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people’s movement behaviour with a focus on the most varied fields, such as urban
planning, epidemiology, telecommunications, etc.

When discussing the importance of Big Data for the tourism industry, Shafiee &
Ghatari (2017) state that big data leads to more efficient travel experiences in line with
visitors’ expectations, and also improves the levels of innovation, so necessary for this
sector of the economy [14].

From this interest in innovation, studies have been developed around the analy-
sis of visitor movement in tourist points of interest based on mobile devices. These
points of interest (POI) correspond to larger areas or contiguous to tourist sites, such as
monuments, museums, parks, buildings, etc.

Some recent studies deal with the development of intelligent systems for recom-
mending POI to be visited based on the user’s location and on characteristics of the site
to be visited, such as distance, time spent travelling, evaluation given by other users, the
desired category (e.g., museum, historical building, beach), etc. [15, 16].

In others, of particular interest for thiswork, humanmobility in POIs is analysed from
data visualization and modelling, in order to assist for the definition of urban planning
strategies and investments for better exploitation of these territories [9–11, 17].

3 CRISP-DM

In developing this research work, the CRISP-DM (Cross Industry Standard Process for
Data Mining) methodology [18] was followed to structure data to extract statistical and
predictive information.

The efficiency of the method’s application consists of the development in six stages:
business understanding, data understanding, data preparation,modelling, evaluation, and
deployment.

3.1 Business Understanding

POIs are places of agglomeration of people in each region characterized by their attrac-
tiveness and for being focuses of a great flow of visitors. How such mobility occurs is
relevant for stakeholders to manage tourism-related problems.

Using big data from mobile devices used by visitors, the analysis of this problem
becomes an indispensable tool for urban strategic planning in the tourism area.

Based on data fromVodafone mobile devices made available by CML, and aiming to
provide an analysis tool, this work aims to evaluate the movement of visitors to certain
areas of the city of Lisbon, differentiating their behaviour according to the winter and
summer periods the day of the week the hours/periods of higher concentration in the
POI the rainy days of the nationality.

This data is representative through an extrapolation of the market share of the
other mobile operators and will be used for the behavioural study of visitors and their
movement in the different POIs of the city.

This study will use a Python algorithm with a Jupiter Notebook interface for data
analysis and transformation. The final statistics will be visualised using the Microsoft
PowerBI tool. The predictive models will be developed using the Prophet algorithm.
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3.2 Data Understanding

The base element of this work comes from a dataset made available by CML. This is
composed of 12 monthly files, from September 2021 to August 2022, containing infor-
mation about active cell phone terminals. The database sections the LisbonMunicipality
in 200 m × 200 m2 (grids) and indicates the number of active terminals in that zone,
grouped every 5 terminals and in 5-min intervals, comprising the 24 h of each day. It
contains all the data concerning the location of the POIs of local and roaming users, the
latter with their nationality.

All files are composed of the same variables, and each dataset has the number of
instances referenced. Each file contains a large volume of data that, to be processed
together, would prevent processing on personal computers. Thus, the processing will be
done on each monthly file for later grouping of the data to be treated.

To enrich the original information, data from the Portuguese Institute of Sea and
Atmosphere (IPMA) will be used to collect the rainfall conditions in the studied period.
These data contain the precipitation value at each hour of the day. To fill possible gaps
in the IPMA data, the research will be complemented with data from the Time and Date
website [20].

The available data present some gaps in the information:

– The IPMAdatabase comprises a period of 5months, from September 2021 to January
2022;

– The Vodafone dataset has a gap in the information for the month of February 2022
due to a “deliberate and malicious cyberattack” [21] suffered by the company on
February 7 of that year.

Thus, due to lack or insufficiency of information, it was decided to limit the anal-
ysis to 6 months, divided into two 3-month periods to delimit two seasons: winter,
from November 2021 to January 2022; and summer, from June to August 2022. The
IPMA data complements the winter information with on-the-day precipitation. Of the
total, 14,313,762 instances will be analysed, corresponding to approximately 58% of
the available Vodafone data, with summer comprising 52%.

The data was also be augmented with another dataset made available by the faculty
as part of this work: Wktcomplete. This dataset contains specific and relevant informa-
tion about the city division grids, namely a name for the location, the parish and its
georeferencing.

The data was also complementedwith another dataset made available by the teaching
team as part of this work: Wktcomplete. This dataset contains specific and relevant
information about the city division grids, namely a name for the location, the parish and
its georeferencing. This is geographic information.

To make the analysis more objective and targeted, we resorted to the study of visit
recommendation websites to delimit the zones of the city to be analysed. In line with
the recommendation of the websites Visit Lisbon [22], Turismo de Lisboa [23], O Guia
da Cidade [24], Direção Geral do Património Cultural [25], LisbonLisboaPortugal [26]
and Civitatis Lisbon [27] 4 zones of the city were selected for the analysis: Belém,
Baixa/Chiado, Alfama/Castelo and Parque das Nações.
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In the final dataset machine learning and forecasting algorithms will be applied
for pattern detection and learning, developing a predictive model of visitors and their
behavior.

3.3 Data Preparation

To optimize computational resources, data preparation began.We chose to keep the most
relevant variables for thework:Grid_ID,Datetime, extract_month_3, extract_day_4,C1,
C2, C9, C10 and D1.

Aiming to facilitate the analysis, it was decided to change the name of the columns
to an easily identifiable nomenclature, namely:

• C1 → TN (National Terminals): active national terminals.
• C2 → TR (Terminals in Roaming): active roaming terminals.
• C9 → DN (National Data): national terminals with active data.
• C10 → DR (Roaming Data): roaming terminals with active data.

The datasets were analysed individually, month by month, and do not present dupli-
cate lines. As for missing data, these were detected only in variable D1, which will be
described in the item regarding the treatment of nationality.

After cleaning the dataset, the feature engineering process was started to add infor-
mation for a better classification and understanding of the data. The dataset was enriched
by creating new columns.

Day of the Week - To allow segmented analysis by day of the week, the date was
used to create two nominal variables:

Weekday - Based on the date, the variable “Weekday” indicates the day of the week,
Monday through Sunday.

Weekdays - Using the variable “Weekday” a new variable was created that classifies
the days of the week into working days (“workday”) or weekend days (“weekend”).

3.3.1 Totalizers of the Number of Terminals

Given that the variables TN,TR,DNandDRcomprise the number of active terminals and
terminals with active data, national and roaming respectively, we created two variables
that indicate the total of these variables, with the following information:

• “TT” - Total Terminals - indicates the total number of active terminals, obtained by
adding the active national terminals and active roaming terminals (TN + TR);

• “DT” - Total Data - indicates the total number of terminals with active data, obtained
by adding up the national terminals with active data and roaming terminals with active
data (DN + DR)

Period - Aiming at an analysis that identifies the concentration of people at certain
times of the day, it was decided to group the continuous variable of time into a categorical
variable that comprises specific periods, as follows:

• Morning - comprised between 7 am and 11 am,
• Lunch - from 11 am to 3 pm,
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• Evening - from 3 pm to 7 pm,
• Dinner - from 7 pm to 10 pm,
• Night - from 10 pm to midnight,
• Down - from midnight to 7 am.

Public Holiday - To analyse the impact of holidays on the affluence to POIs, the
variable “Holiday” was introduced. The observations were identified with the respective
holiday (national or municipal) according to the date. The others were identified with
the nomenclature “na” to indicate “not applicable”.

Parish and Place - To add easily recognizable information, the external database
Wktcomplete.csv was used to create the variable “Parish”. The relationship was made
through the grid identifier and the name of the parish in which the respective grid cell is
located is referred to.

Through the grid it was possible to identify, in the same source, the name/location of
the grid (for example: Av. Brasília - Belém, Área ribeirinha Pedrouços or Feira Popular).
This information was also added in a “Local” variable.

Precipitation - To identify behavior due to weather conditions, a binary variable
was introduced to indicate the rainfall on the date.

This column was added using IPMA data. The values “0” and “1” are taken to
indicate whether there was (1) or no (0) precipitation on that day.

The IPMA data was cleaned. For the imputation of missing data, the historical
meteorological data for the Lisbon municipality available at the timeandate website [28]
were used. In the total dataset considered there are 154837 instances with precipitation,
which corresponds to 2.4% of the total for the winter period, comprising 13 days of a
total of 92 days in the considered winter.

Data Selection - To maximize the efficiency of the statistics and presentations, it
was decided to create a dataset limited to the zones object of the analysis, comprising
Belém, Baixa/Chiado, Alfama/Castelo and Parque das Nações.

Once the information was limited, a detailed analysis of the variables targeted for
analysis was carried out and possibilities for improvement were observed.

Location - With the goal of easy and immediate identification of the location, the
nomenclatures identified in the “Location” variable were changed.

Zone - To provide a more comprehensive geographic visualization, a column was
created with the information of the city zone where the “Location” is located. Thus, the
categorical variable “Zone” was created, which now has the following nomenclatures:
Belém, Alfama/Castelo, ‘Baixa/Chiado and Pq Nações.

Station -Aiming at a quick sectioning of the data, it was decided to create the variable
“Season” to identify the season of the year to which the data refers. The instances of
the months of November, December, and January were identified as “winter” and the
months of June, July, and August were identified as “summer”.

nac1 (nationality) -Variable D1, representing the list of nationalities of the terminals,
was disaggregated. It originated the variable “NAT1” to identify the country of origin of
the respective terminal.

In this variable, nomenclature inconsistencies were identified, so a standardization
was performed.
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After analysing the missing data in this variable, it was found that they exist in only
59.6% of the total observations. Thus, it was decided to keep the whole dataset to obtain
complete statistics on the number of active terminals, using this variable only for the
analysis on the nationality of the visitors.

Country/Region - To facilitate the visualization of the geographic region, the vari-
able “Country/Region” was created to group the terminals by region. The regions were
selected according to the continental geographic location. In the case of Europe, it was
divided between Europe-Shengen [29] and other European countries, thus allowing the
identification of countries whose entry into Portugal does not require a visa.

4 Analysis of Results

To evaluate the behaviour of visitors in the selected zones, we started by visualizing the
total number of active cell phones.

As shown in Fig. 1, the zones of the city with the highest number of terminals are,
respectively, Baixa/Chiado, Parque dasNações, Alfama/Castelo andBelém. Referring to
roaming visitors, one notices a slight difference in this trend. The areas with more active
cell phones are Baixa/Chiado and Alfama/Castelo, followed by Parque das Nações and
Belém. This difference can be explained by the business activity in the city, with the
Baixa/Chiado and Parque das Nações areas indicating a higher concentration of offices.

Fig. 1. Total active terminals per city zone

4.1 Concentration of Visitors by Nationality

The analysis of cell phones with active roaming allows us to identify the list of countries
with more visitors.
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The selection of the 10 countries with the highest number of terminals shows us that
8 belong to the European area, the others being from North and South America (Fig. 2).

Overall, the global trend of most visited zones is maintained in these 10 countries,
with Baixa/Chiado and Alfama/Castelo showing the highest concentration of visitors
(Fig. 3). For 7 of the 10 countries (France, United Kingdom, Brazil, Belgium, United
States of America, Switzerland, and Ireland visit Parque das Nações more) the third
most visited city area is Parque das Nações, while the Spanish, Italians and Germans
have the highest concentration of visitors in Belém.

The analysis of the roaming terminals shows a higher prevalence of visitors in the
summer period, with the Baixa/Chiado and Parque das Nações areas being more popular
in the summer period, while Belém and Alfama/Castelo have a slightly higher demand
in the winter period (Fig. 4 and Fig. 5).

Fig. 2. Top 10 roaming terminals by nationality

The top 10 countries by season show that visitors from Italy and Switzerland have
similar affluence of visits in summer and winter. Visitors from France, the United King-
dom, Brazil and Ireland are concentrated in the summer period. The United States and
Belgium bring visitors mainly in the summer, and these two countries drop out of the top
10 list in number of visitors in the winter, see Fig. 6. Germany is the only country that
brings more visitors in winter than in summer, increasing the influx by roughly 1.3%.
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Fig. 3. Top 10 roaming terminals by nationality and city zone

Fig. 4. Overral Roaming Terminals

As shown in Figs. 7, 8, 9 and 10, visitors tend to concentrate in certain locations in
the specific area.

In Belém, during the summer, there is a higher concentration of visitors in the area
of the Jerónimos Monastery and the whole extension of the Praça do Império, followed
by the garden area of the Belém Tower. In winter it is noted that on rainless days there
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Fig. 5. Overall Roaming Terminal by year season and City area

is a greater concentration of visitors at the Monastery of Jerónimos and the Tower of
Belém, while on rainy days there is an evident concentration at the Monastery.

In the Baixa/Chiado area, Praça Luís de Camões, Rossio and Rua Augusta are the
areas that concentrate the highest number of visitors. On winter days when there is no
rainfall the behavior of visitors is very similar to summer, and on rainy days there is
less preference for the squares and a higher concentration near the local commerce is
evident.

Baixa/Chiado – Summer Winter (no rain) Winter (rain)
In the summer visitors tend to concentrate near the Sé Patriarcal cathedral, coming

from downtown. The second most visited place in this area is the Miradouro de Santa
Luzia, followed by the Castelo de S. Jorge.

Onwinter days is also greater concentration of visitors in the vicinity of theCathedral,
and the Castle of St. George has more visitors on rainy days of winter than on days of
the cold season when there is no precipitation.

When there is precipitation, the circulation of visitors in this area reduces by 70% to
80%, with Ireland and Denmark giving way to Austria and Finland in the top 10 list of
visitors. In summer, visitors to Parque das Nações tend to concentrate on the Pavilion of
Knowledge and the Altice Arena (Pavilhão Atlântico). On winter days when there is no



Points of Interest in Smart Cities and Visitor Behavior 81

Fig. 6. Top 5 visitors by nationality/season

Belém

Summer

Winter (no rain)

Winter (rain)

Fig. 7. Visualizing the concentration of visitors according to the season and rainfall conditions
in the Belém.
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Baixa/Chiado

Summer Winter (no rain) Winter (rain)

Fig. 8. Visualization of visitor concentration according to the season and rainfall conditions in
the Baixa/Chiado area.

rainfall, visitors prefer the area around the Pavilion of Knowledge, while on rainy days,
the concentration is higher in the Vasco da Gama Shopping Center area.

Place - Alfama/Castelo

Summer Winter (no rain) Winter (rain)

Fig. 9. Visualization of visitor concentration according to the season, season, rainfall conditions
in the Alfama/Castelo

4.1.1 Difference in Behaviour by Nationality (Top 5)

The analysis by nationality shows that on rainy days (precipitation variable= 1), the top
5 foreign visitors tend to concentrate more in the Parque das Nações and Baixa/Chiado
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areas, to the detriment of the others (Fig. 11). The zone that suffers the largest decrease in
affluence is Belém, with Alfama/Castelo losing slightly. This trend allows us to observe
that the behaviour of all groups seems to be identical, regardless of nationality.

Place – Parque das Nações – Summer Winter (no rain) Winter (rain)

Place – Parque das Nações – Summer Winter (no rain) Winter (rain) 

Place – Parque das Nações

Summer Winter (no rain) Winter (rain) 

Fig. 10. Visualization of visitor concentration according to season and precipitation season and
rainfall conditions in the Parque das Nações area

4.2 Day of the Week

Figure 12 shows the turnout of roaming terminals on the different days of the week.
It is important to reinforce that the percentage of visitors is significantly higher during
weekends.

Regardless of the day of the week there are always more active roaming terminals
in the Baixa/Chiado zone, followed by Alfama/Castelo. And as for Belém, only on
weekends this zone is not the least visited, with Parque das Nações.

The peak of visitors in Belém is on Sundays, in Baixa/Chiado and Alfama/Castelo
on Saturdays and in Parque das Nações on Mondays.
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Fig. 11. Top 5 by nationality: comparing visitor behavior visitors behavior on rainy days

In the opposite direction, the lowest affluence is detected in Parque das Nações and
Baixa/Chiado on Fridays, Belém on Mondays, and Alfama/Castelo on Sundays.

The area that shows less variation in the affluence of visitors is Alfama/Castelo.
In relation to the nationalities that visit Lisbon on the weekend vs. the whole week,

practically no changes were noted in the Top 10. Only visitors from the United States of
America appear in seventh when considering the whole week and Switzerland in eighth,
reversing the positions when it is only the weekend. The top three, in both cases, are
Spain in first position, followed by France and Italy.

Fig. 12. Roaming terminal affluence in the city zones on the different days of the week
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The analysis per daily period (Fig. 13) and per hour (Fig. 14) allows us to identify
some trends:

• Visitors arrive in Bethlehem close to lunch time (from 11 am to 3 pm) and leave from
there before dinner time (7 pm). It is the area with the lowest frequency of roaming
terminals in the early morning period. Factors that contribute to this displacement
may be related to the hotel supply and restaurant diversity in the area.

• Parque das Nações also has its peak of visitors at lunch time, decreasing this affluence
as the end of the night approaches (1 h). It is an area of the city with a low frequency
of roaming terminals during the early morning hours.

• Alfama/Castelo has a certain constancy in the volume of visitors. There is a balance
in the affluence from lunch time, which starts around 11 am, until the end of the night,
around 1 am. The period with the lowest incidence of roaming terminals is the early
morning, even though it does not differ much from the other periods. It is also the
area of the city whose affluence starts earlier in the morning.

• Baixa/Chiado, being the most frequented area by roaming visitors, has an increasing
affluence since the morning, dropping only slightly at dawn. The affluence at dawn
can be explained by the offer of entertainment establishments in the Chiado/Bairro
Alto area.

Fig. 13. Affluence of roaming terminals in the city zones the different periods of the day

Thus, the following visitor behaviors are evident:

• in Belém they flow fundamentally by lunch time and early afternoon.
• themovement in Parque das Nações starts late in themorning and gradually decreases

until late in the evening.
• They arrive at Baixa/Chiado and Alfama/Castelo in the morning and keep the

affluence high until the early morning.
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The behaviour of visitors as a function of time was also analysed. In all the zones
considered the value drops to less than half of the maximum value reached during the
day in the period between midnight and 8 am. This factor may be related to visitors not
sleeping in any of the zones considered.

Also, through these graphs we can consider that the number of roaming terminals
always reaches its maximum value between 1 pm and 2 pm, except in the Baixa/Chiado
area, which happens at 7 pm. The maximum number reached in the period between 1 pm
and 2 pmmay be related with the arrival time of several cruise ships in Lisbon, also with
people who choose to make stopovers in Lisbon and with visitors who are staying in the
surrounding area of the city like Cascais, Sintra and Oeiras.

Fig. 14. Roaming terminals in the city zones city zones at different times of the day

Comparing the hours per zone on the days of the week, it can be concluded that:

– Alfama/Castelo shows practically no differences in the number of roaming terminals
depending on the day of the week.



Points of Interest in Smart Cities and Visitor Behavior 87

– Baixa/Chiado there aremostly differences during the afternoon to the end of the night,
with on average approximately 10%more terminals in active roaming at the weekend
during these hours.

– Belém, where the differences seem to be more significant after 10 am, increasing on
average 25%.

– Parque das Nações has an opposite trend, with more data roaming during the week
compared to the weekend. The maximum difference observed is at 2 PM, where
during the week there are 309 roaming visitors compared to 225 with active roaming.
It is also worth noting that at 2 pm the maximum number of visitors is reached in this
zone.

5 Modelling and Evaluation

The generation of the prediction model was developed using Prophet, an open source
software producedbyFacebook [19]. This option is justifiedby the simpler and fasterway
of programming and for being visually more intuitive to reach conclusions or insights.

After re-analyzing the database, the DN, DR, and DT columns were eliminated
because they are like the TN, TR, and TT columns, which represented optimization of
memory space.

All observations with null values and less than five in the TT column were also
eliminated, to take into consideration only information from instances with more than
five active devices in total.

After verifying the almost irrelevant impact of the number of roaming devices on
the total number of devices, it was decided to treat only the TT column as the prediction
variable for the forecast model.

To facilitate visualization and to implement the prediction algorithm, the database
was divided into two: “winter”, which includes all the information from 11/01/2021
to 01/31/2022; and “summer”, with observations dated between 06/01/2022 and
08/31/2022.

In the winter period, there is a tendency for a decrease in visitors in all POIs, except
for the Baixa/Chiado POI, which registers an increase in visitors between the end of
November and the beginning of December, probably due to Christmas shopping.

In the summer, there is a tendency of stability in the number of visitors in the POIs.
However, one notices a downward movement in the week following the holidays of
June 10th and 13th at the Baixa/Chiado POI, that is, between June 18th and 24th. This
oscillation is not due to the lower amount of data.

The Prophet algorithm’s prediction for the days of the week in the winter period
shows that: in Belém, the number of visitors increases as the weekend approaches; in
Baixa/Chiado, the number of visitors increases sharply between Thursday and Saturday,
falling sharply on Sunday; in Alfama/Castelo, the largest number of visitors is found on
Saturday, Tuesday andWednesday; and in Parque das Nações, the largest flow of people
is on weekdays, especially on Tuesday, which is justified by the fact that many workers
who don’t live in the area are allocated there.

For the summer period, and following the same forecasting approach, it is expected
that: inBelém, the same trend as in the summer is observed, except for the decrease in vis-
its onWednesdays; differently from the winter, the movement of people in Baixa/Chiado
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is higher onweekdays and Saturdays, falling sharply on Sundays; inAlfama/Castelo, vis-
itors prefer Friday and Saturday, with the lowest movement being observed on Wednes-
days and Thursdays; finally, in Parque das Nações, the same trend predicted for the
winter is maintained.

The prediction model did not have the intended performance evaluation metrics,
but the results of predicting values for the summer period are better than the winter,
especially for the MAPE values that are between 0.07 and 0.18. This means an accuracy
between 93% and 88%, respectively, in predicting the next 30 observations.

In Figs. 15, 16, 17 and 18below, the graphswith the lines of observed versus predicted
values in the summer season for the month of August can be observed.

Fig. 15. Forecasting with observed and forecasted values for Belém POI in summer season

Fig. 16. Forecasting with observed and forecasted values for the POI of Baixa/Chiado in the
summer season.

Fig. 17. Forecasting with observed and predicted values for the Alfama/Castelo POI in the
summer season
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Fig. 18. Forecasting with observed and predicted values for the Parque das Nações POI in the
summer season

We conclude that the results obtained with the data modelling using the Prophet
software can help forecast and understand the evolution of the number of visitors at the
analysed POI and its trend on the days of the week.

6 Conclusion

Thepaper concludes by summarizing the keyfindings and emphasizing the importance of
understanding visitor behaviour within smart cities. It highlights the potential of utilizing
visitor behaviour insights to optimize urban planning, enhance visitor experiences, and
create sustainable and inclusive smart city environments.

In summary, this paper explores the concept of POIs in smart cities and investigates
visitor behaviour patterns. By understanding visitor preferences, routing patterns, and
interactions with POIs, policymakers, urban planners, and tourism stakeholders can
make informed decisions to improve urban environments, optimize resource allocation,
and deliver personalized visitor experiences in smart cities.

Summary of key findings and contributions.
Reiteration of the importance of POIs in smart cities and visitor behaviour.
Call for continued research and collaboration to advance POI management practices

in smart cities.
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Abstract. This paper presents a blockchain-based solution for enhancing trans-
parency, accountability, and efficiency in charitable supply chains, with a focus
on the Portuguese Tax Consignment Program, but adaptively to other tax systems.
Charitable organizations often face challenges in managing and tracking dona-
tions, leading to potential inefficiencies and distrust among stakeholders. Lever-
aging blockchain technology, this research proposes a network proposal architec-
ture that enables secure and immutable recording of donation transactions, ensures
proper allocation of funds, and fosters transparency in the charitable supply chain
ecosystem.

Keywords: Blockchain · Charitable Supply Chains · Network Proposal
Architecture

1 Introduction

The management of charitable supply chains involves multiple stakeholders, includ-
ing donors, charitable organizations, and regulatory bodies. Charity initiatives coming
from citizens reveal the level of social responsibility of population, therefore such ini-
tiatives sometimes require support of State as an intermediary and reliable third-party
for safe transactions. However, the lack of transparency and accountability hampers the
effectiveness and trustworthiness of these processes. One of the possibilities that State
provides for citizens to support socially significant organizations and projects that align
with their views and values is called the tax consignment or Personal Income Tax (IRS)
consignment. This paper is focused on the example of IRS consignment of Portuguese
Republic, which was introduced in 2001 and currently allows taxpayers to contribute to
one of more than 4000 eligible nonprofit organizations (NPOs) at no cost [1]. Portuguese
IRS consignment is a mechanism that gives taxpayers opportunity to donate 0.5% of
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their tax owned to State to an entity of their choice [2] among the list of registered entities
(e.g. NPOs involved in social, cultural, environmental, scientific, health, humanitarian
and animal protection), for further convenience referred to as Beneficiary Entity (BE).

However, one of the crucial factors in any charitable initiative is public trust, because
often there is only a minimal understanding of how exactly resources are allocated to
organizations after citizens make donations [3]. Therefore, public trust building is a
central issue that needs to be addressed to stimulate populations’ interest in tax consign-
ment programs. Issues, such as the lack of transparency and traceability of transactions
might compromise the effectiveness of tax consignment and discourage taxpayers from
participating in such initiatives. Questions like “Was the amount I consigned actually
delivered to the chosen entity?”, “What was the total amount that was assigned to a
certain entity?”, “How does the chosen entity spend the total consignment amount per
year?”, “What the NPO entity was able to improve in its sector?” are not easy to be
answered, which once again can impact on taxpayers’ willingness to participate in IRS
consignment programs.

Thus, it is necessary to find solutions that may bring improvement to the tax con-
signment process and ensure greater security and transparency in transactions. One of
the emerging technologies that is being discussed as a promising tool for transparency
providing is blockchain technology (BCT).As defined by [4]BCT is a “digital, decentral-
ized and distributed ledger in which transactions are logged and added in chronological
order with the goal of creating permanent and tamper-proof records”. With this defini-
tion, we may understand the potential that this technology holds for the transparency of
charitable transactions, providing greater confidence to taxpayers and all stakeholders
involved in the process.

This paper introduces the concept of utilizing blockchain technology to address these
challenges, specifically in the context of the Portuguese Tax Consignment Program,
which allows taxpayers to trace back the allocated percentage of their taxes to eligible
NPO.

The purpose of this study is to investigate the ability of BCT to strengthen public trust
in NPO-related transactions by providing an extensive level of transparency, traceability
and efficiency. Therefore, the goal of this study is to consider the implementation of BCT
on the example of Portuguese state tax consignment process through the introduction of
comprehensive architecture of potential application.

The remaining of the paper is structured as following: second section contains lit-
erature review on the field, third section is describing the tax consignment program
and explains the roles of main stakeholders, sections four proposes the architecture of
BCT-based solution for the tax consignment program and the conceptual model of it,
finally sections five and six discuss the BCT-based solution comparing it with the current
process and provide paths for future research.

2 Literature Review

This section is aimed to build an understanding of the operations and the flowof resources
in charitable initiatives, as well as the specifics of the BCT and improvements it can bring
to charitable programs based on the example of existing applications.
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2.1 Nonprofit Organizations’ Supply Chains

Supply chain management (SCM) is usually used in a context of business and com-
mercial processes, where the profit is an ultimate goal of stakeholders. However, SCM
can also be applied in the context of NPOs, which also require a high level of perfor-
mance, efficiency of processes and the speed of response. The authors in [5] suggest an
adapted definition of such phenomena as the humanitarian supply chain management
(HSCM), which characterizes “the systemic, strategic coordination of sourcing, pro-
curement, storage and movement of physical relief goods and donations and the tactics
across these functions within a particular humanitarian organization and across other
actors within the humanitarian system, for the purposes of alleviating human suffering”.
Among the five main areas of focus for more efficient HSCM, [6] highlights the need of
building trustful relationships across stakeholders and strengthening networks that may
potentially extend the human resource pool available.

On the example of charity shops, [7] formulated the most common barriers that
prevent populations’ to be more involved in charitable initiatives, among which such
issues as (1) the lack of information on how charity shops make use of donations; (2) the
lack of familiarity and knowledge about the donation process; (3) the lack of awareness
of the impact that donations make and other constraints can be highlighted.

When compared to commercial supply chain sector, HSCM is still an underdevel-
oped area, which requires more attention from scholars [8]. In order to facilitate the
improvement of charity SCs and highlight the sustainability component of such, [9]
suggest scholars to focus on the area of emerging technologies adoption and explore
the potential that novel solutions hold for the elimination of information asymmetry and
acceleration of the information flow across players. Like this, decentralized structure of
the network would potentially add value to users that want to participate in charitable
activities and ensure the receival of their donations in the selected organization. Thus,
the next subsection is going to reveal the technological features of BCT to uncover the
potential that it holds for the transparency of transactions in charitable area.

2.2 Technological Specifics of Blockchain Technology

Blockchain technology is a part of DLT (Distributed Ledger Technologies), whichmeans
that by defaultmultiple copies of the ledger are held by different parties and are accessible
in real-time, where data is added through consensus mechanism eliminating the need for
a third party [10] and each transaction is represented by a data block with information,
guaranteeing the security and integrity of the data (hash) [11, 12].

Like this, the main characteristics of BCT are decentralization, resistance to failures
and cyberattacks, transparency and immutability of the recorded data, which enables the
efficiency and trust in data for all ledger participants [10, 13]. Being immune to alteration,
tampering or fraud entry [14], BCT-based networks allow verification of past entries at
any time [15]. Although transparency is one of the main features of the technology,
this does not mean that all data recorded on the network is necessarily visible to all
participants. If required, it is possible to define different levels of access and permissions
on the network, allowing only certain group of participants to have access to specific
information, keeping the remaining information confidential. This is possible through



Blockchain-Based Solution for Charitable Supply Chains 95

encryption and authentication techniques, which ensure that only authorized users have
access to confidential data [16], thus BCT-based solutions ensure both transparency and
confidentiality, depending on the needs of each use case.

BCT-based solutions can be divided into three main types: public, private and
hybrid/consortium networks. Public networks were first introduced for the use of Bitcoin
cryptocurrency trade, these are open and fully decentralized networks that allow anyone
to participate and make transactions without the need for prior permission [17]. Private
networks are more compatible with business applications and are controlled by a single
entity or group of entities and require permission to access. Hybrid or consortium net-
works combine elements of both public and private architectures, allowing some parts
of the network to be public while others remain private, it usually involves multiple
organizations working together in a controlled and secure environment.

2.3 Existing Use Cases of Blockchain Technology in NPO Area

Blockchain technology is discussed to be applicable in a broad spectrum of different
sectors and industries such as finance, healthcare, supply chains, governance, food and
agriculture etc.

The use of blockchain solutions to fund NPOs is being actively implemented as it
allows reduction of costs associated with third-parties services, protection of donating
individual’s data and information, and increased efficiency in recipient organizations
[18]. There are several existing use cases of BCT applications for management and
tracking of donations, such as:

• BitGive Foundation - an NPO that is dedicated to BCT application for transparency
of donations of social and environmental causes. Through the GiveTrack platform,
donors can track the path of their money and see how it is being used by the recipient
organization [19].

• Giveth - an organization that promotes a reward culture and is aimed to empower
people that are willing to make donations. Giveth usesWeb3 to disrupt and transform
the way public goods are funded, helping NPOs to evolve and reach a new level of
transparency [20].

• Goteo - BCT-based crowdfunding platform that is built upon a “win-win” model,
where donors are rewarded with non-monetary rewards, such as exclusive access to
events or products. The platform aims to fund projects that may bring positive social,
cultural or environmental impact. It was one of the first BCT-based crowdfunding
projects in Europe and since then has been a leader in social and financial innovation
[21].

• Blockchain Charity Foundation (BCF) - is an initiative led by cryptocurrency
organization Binance, it applies BCT to help address global charity and philanthropy
problems. BCF aims to provide a secure and transparent platform for charitable
donations around the world, applying BCT for donations tracking to ensure they
reach the right charitable organizations. BCF’s platform allows donors to see where
their donations were used, as well as the results achieved by the charities they support
[22].
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Existing use cases once again prove that donation-related BCT projects are aimed
at the improvement of transparency, traceability and efficiency of the donation process
and transactions processing, guaranteeing that donations and contributions will get into
the right organization safely and reliably.

3 Tax Consignment Process: From Taxpayers to Beneficiary
Entities

This section aims to clarify the steps of the current process of tax consignment to BEs
in Portugal, identifying challenges and constraints that needs to be addressed in future.
Status quo is crucial to be understood and analyzed, as the limitations of the current
process will identify where and how BCT may bring improvements.

3.1 Current Process

Tax consignment program in Portugal started in 2001, pursuing the aim of encouraging
civil society participation in financing causes of public, cultural, environmental, and
social interest, and thus contribute to the development of these areas for the good of
country. Initially, the consignment was aimed exclusively towards religious institutions,
private social solidarity institutions and public utility donations, but it has later been
extended to other NPOs, including, but not limited to animal welfare, sustainability and
environmental organizations etc.

Currently, in terms of tax consignment in Portugal, there are two main ways to
consign part of the tax to a BE: through IRS consignment or through VAT consignment.
As mentioned earlier, the IRS consignment allows taxpayers to donate 0.5% of the
value of the tax they have already paid, or will pay, whereas, VAT consignment amount
is deducted directly from the amount that the consumer would receive in terms of tax
benefit. Both forms of tax consignment are completely voluntary. If the taxpayer does not
indicate anyNPOentity, or if the entity indicated does notmeet the legal requirements, the
value of the tax consignment goes to the State. Currently, there are 4,752 BEs registered
on the Tax and Customs Authority (AT) website, which are authorized to receive the tax
consignment in Portugal [23].

To be able to donate taxpayers need to indicate the entity they wish to donate to,
access the AT website and indicate the Tax Identification Number (NIF) of the entity
they wish to support, along with the option to consign IRS, VAT or both. After filing
the IRS return, the tax consignment process is managed by the AT, which is responsible
for receiving the consignations and performing transference to BEs through banking
institutions.

The clearance of the consigned amounts is supervised by the AT’s own internal
inspection entities and external entities, such as the Court of Auditors (CA). These
would be the entities responsible for the verification of the correct transfer amounts to
BEs and controlling the process as a whole. AT does not publicly share such type of
information, therefore according to newspapers [24], between 2014 and 2022, around
187 million euros were consigned to BEs through tax consignment program in Portugal.
This once again proves that tax consignment program is an important source of funding



Blockchain-Based Solution for Charitable Supply Chains 97

for BEs in Portugal and that taxpayers’ participation is increasing to support causes
of public, cultural, environmental and social interest. However, the transparency and
effectiveness of the tax consignment process is still an open issue, thus to involve and
attract more citizens to participate in the program, there is a need for the assurance that
the amounts consigned by taxpayers are properly delivered to theBEs of their choice, and
are effectively contributed to further development and prosperity of the chosen sector.

3.2 Challenges and Potential Problems Identified

Although tax consignment is an important source of funding for Portuguese BEs, there
are still some open issues and challenges that may compromise the effectiveness of the
initiative, therefore discouraging taxpayers from participating in the process:

• Bureaucracy - The process of registering to become an accredited BE and obtaining
authorization to receive the tax consignment can be bureaucratic and time-consuming
for smaller NPOs;

• Lack of awareness about the program - The tax consignment process is only dis-
closed at the time of IRS submission, thus those individuals that were not aware about
the possibility to consign or did not educate themselves about available options to
donate might ignore the participation at all;

• Complexity of choosing the right BE to donate - Although there are more than
4,700 entities registered on the AT website, taxpayers often do not know how to find
entities that are aligned with their visions and values;

• Lack of transparency and traceability - The current tax consignment process does
not offer much transparency to taxpayers about the final destination of the consigned
funds;

• Difficulty in budget forecasting - Entities that benefit from the tax consignment
receive the consigned values referring to the previous year, thus makes budget
forecasting difficult for those BEs which depend heavily on tax consignment funds.

As can be seen from the above-mentioned issues, it is necessary to build solutions
that improve the process of tax consignment for both taxpayers andBEs, ensuring greater
transparency, efficiency and traceability in transactions,whereBCTemerges as a promis-
ing alternative to address these challenges and improve the process of tax consignment
program.

4 Conceptual Design of Blockchain-Based Solution

The data flow diagram below (Fig. 1) represents a process that starts with the taxpayer’s
tax return, which is stored in the AT database. The AT then uses this database to create
a smart contract that defines the transfer rules from the taxpayer to the BE. Before
transferring the amount to the BCT-based ledger, the smart contract verifies the records
and initiates steps that are predefined through the smart contract transaction automation.
When funds are transferred by the AT in a token form to the BCT ledger, the smart
contract is completed by automatically transferring the funds from taxpayer’s wallet to
the BE(s) of the choice, according to the rules predefined previously.
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Fig. 1. Proposed data flow on a Blockchain network for tax consignment

The proposed BCT-based system guarantees the transparency of transfers of the
taxpayers’ consignments to the BEs, generating greater trust of taxpayers in the system
itself and creating accountability in the further use of the donated funds. In terms of its
architecture, the proposed BCT-based solution is conceptualized to be hybrid in order
to ensure taxpayers’ interests are safeguarded, at the same time providing the maximum
possible transparency through open access to information. The anonymity of the taxpayer
is a crucial point that needs to be considered, thus only the individual taxpayer, the AT
and the CA can gain the visibility to such confidential data.

Considering the linear growth of the number of records and entries on the BCT
ledger, the consensus mechanism of choice for this case is the Proof of Authority (PoA).
This consensus mechanism considers that validators are trusted authorities, also called
as deciding agents, thus their ‘identities’ are known to other players, which creates a
“decentralized delegated centralization” environment [25]. For the State program, such
as tax consignment, PoA is a consensus of fit, because here the knowledge about the
trusted entity that is managing the funds allocation to BEs brings more security and
confidence to all stakeholders involved, especially to citizens.

The role of validator nodes in the network are taken by State entities and other strate-
gic partners in the blockchain ecosystem. These validators make their identity public, as
their reputation and integrity of the process are critical to trust in the designed network.
Through their active participation in the validation of transactions, validators help ensure
the security and stability of the network, which is essential for its long-term growth and
development. Such network architecture promotes and reinforces the legal mechanisms
that support the original idea of tax consignment, which is the encouragement of civil
society participation in socially significant projects.

4.1 Tax Consignment Process in the Blockchain Network

In order to achieve the objectives of creating a decentralized system, where all stakehold-
ers have the possibility to contribute to the improvement of the solution it was chosen
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to apply the concept of Decentralized Autonomous Organization (DAO). DAO can be
characterized as a network, where it is guaranteed that all active parties of the process
have influence on the designation and success of the blockchain system. Since this paper
suggests the architecture of a solution for a State program, any decision to change the
rules of the proposed network must be framed in accordance with the Portuguese legal
context.

The process starts with the taxpayer filing the tax return, and upon the finalization of
the tax return process the taxpayer has the possibility to choose an BE to which he/she
wants to consign part of the income tax. Once the tax declaration is completed and
validated by the AT, a smart contract is created and the following steps are further taking
place on a BCT-powered network:

1. The smart contract is created and registered on the network;
2. The donated amount is made available in a token form and is transferred to the

taxpayer’s address;
3. Further, this donated amount will be automatically transferred from the taxpayer’s

address to the selected BE’s address, thus allowing to keep track of the funds
transference;

4. When the funds are received by the BE, it is free to decide when to withdraw them,
removing them from the tokenized network and converting them intomonetary values.

To initiate the entrance to the blockchain network, it is necessary that the taxpayer
consigns part of the tax to be donated to a BE, and that this declaration is further validated
by the AT. If so, the AT creates a smart contract that will be placed on the BCT network
and will allow the taxpayer to visualize the track of dedicated donations until they get
to the chosen BE.

4.2 Smart Contract

The nature of a smart contract is an automated and digitalized version of a contract
in the physical world, where an agreement between several parties exists and where
several conditions need to be met in order to confirm and trigger the execution of a smart
contract. The major difference between a classic physical business contract and a smart
contract is that the smart contract is purely digital and automates the execution of the rules
and conditions pre-defined in the contract [26], which is designed to be autonomous,
immutable and secure without the need to rely on third-parties and intermediaries [27].

In the proposed architecture, smart contract is applied to automatically execute and
deposit the donated amounts consigned by each taxpayer, they further validate that the
BE meet the necessary legal requirements to receive the designated funds, and finally
safely and transparently transfer the funds to the BEs’ portfolios. Since such process can
be carried out without the need for human intervention, it is expected to bemore efficient,
secure and unbiased. Any changes to the rules and pre-defined conditions of this contract
must be first communicated and agreed upon the defined governance parameters.

After submission of each taxpayer declaration, its verification and subsequent val-
idation by the AT, a smart contract is created and stored in the BCT network. Once
the AT is able to generate tokens in exchange for monetary funds that are placed in
reserve, smart contract will deposit tokens at the taxpayer’s address. After confirming
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the deposit, smart contract will transfer the tokens from taxpayer’s wallet to the chosen
BE. The whole process is automated based on the rules contained in the smart contract
coding and registered in the blockchain by the AT. The sequence diagram below (Fig. 2)
demonstrates the execution of the smart contract as per described process.

Fig. 2. Smart contract execution process

4.3 Tokenization of Assets on Blockchain

This network is based upon the transference of an asset that translates into the amount of
tax consignment assigned to a BE by the taxpayer and further facilitated by the AT. The
design of this system, is supported by the State, therefore it guarantees the conversion
of the dedicated amount of money into a token and vice versa.

The proposed design of the system guarantees stabilized value of the token within
the network, since there is no mechanism for either reducing or increasing them. State
entity will be the actor that is responsible for the reserve of monetary values that are
corresponding to the number of tokens within the network.

The decision to create an asset that transits the network was made in order to be able
to leverage the creation of an ecosystem that increases the use cases within the same
environment and generates synergies that can leverage the positive contribution to the
fulfillment of the mandate of the BEs that are one of the key parts of the ecosystem.
Under this proposal, the token is suggested to be named “Solidarity Currency” to signify
the values and goals of the described solution.

4.4 Incentive Mechanisms for Blockchain-based Network Participation

Due to its hybrid typology, any entity or individual that is granted access by the State, can
participate in the maintenance of this network and contribute to its success. Although
the State is the guarantor of the proper functioning of this network, it is important that
the network stays open and transparent to remaining actors of the process.

Theremaybe several incentivemechanisms for participants of the platform (specially
taxpayers and BEs):
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• Reputational – for taxpayers it creates the way to increase positive experience with
the tax consignment process by contributing in anovel andmore involving architecture
of the network;

• Access to data in a direct way – for State entities the novel decentralized way of
accessing the data and information in the real time will likely increase the efficiency
of the process;

• Ability to trace back or forward - for both taxpayers and BEs the transparency
provided through BCT allows the traceability of all transactions, where BEs will be
guaranteed to receive the exact amount of donations, and taxpayers will be able to
verify such allocation of donations.

Depending on the strategic path given to this application and the spread of its adop-
tion, other forms of incentives can be created to move more towards a decentralized
network.

4.5 Availability of Transparent Data and the Importance of the User-Friendly
Interface

One of the key features of BCT is its decentralized nature and the ability for any partic-
ipant in the network to read all of the transactions that are in the ledger. However, it is
important to keep in mind that even though BCT creates a greater level of transparency,
its novelty and complexity can make it difficult for the general public to interpret the
data.

Fig. 3. User-friendly interface proposal for the tax consignment tracking

In this sense, it is essential that the competent entities disseminate the tax consign-
ment data with interfaces and tools that allow presenting the data in a clear, intuitive and
accessible way, such as graphs, tables, maps and other visual resources that facilitate the
understanding of the data. In addition, it is important that information about the meaning
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and importance of the donated data will be accessible and available to taxpayers, so that
they will visualize the relevance of tax consignment and the impact of their choice on
societal benefits. Exemplary proposal of an interface can be seen in Fig. 3.

5 Discussion

The current process of tax consignment is characterized by being highly dependent on the
AT, since it is the entity that manages the process from the submission of the taxpayer’s
taxes until the transfer of the consigned amount to the BEs that benefit from this system.
During this whole process, both of the parties (taxpayers and BEs) do not have any
information about amounts that were funded, how much BEs will receive, or even when
theywill receive it [1]. This lack of transparency, associated with the long periods of time
between the submission and dedication of the taxes to the BEs by taxpayers, until the
final transference and receival of funds by BEs, damages the reputation and credibility
of the AT and public institutions in general, and creates difficulties for the BEs that rely
on such funds and are not able to allocate capital or plan actions in a concrete way. On
the taxpayers’ side, there is currently no way to directly validate that the amount that
was consigned by them, if it actually reached the chosen NPO.

The proposed BCT-based network brings solutions to all of the abovementioned
challenges, as it creates traceability of the transactions and therefore provides more trust
towards the tax consignment process. This type of proposed solution is able to generate
an active development of the BCT-based network, as all stakeholders will have their
own motivations in moving towards a more transparent network. The main challenges
of the implementation of such solution are twofold: (1) currently there is still a lack of
clear and specific legal regulations regarding BCT-based networks, especially applied
to State programs; (2) the lack of awareness and knowledge of the BCT itself might
create hesitancy in cooperation between various entities, which may further translate
into higher costs and greater complexity.

6 Conclusions and Future Research

The use of BCT for tax consignment process has several advantages over the current
situation, such as transparency and security of donated funds, build of trust towards
the program, elimination of intermediaries, and guaranteed accountability. With the
implementation of the proposed solution, taxpayers will be able to verify that their
dedicated part of tax is safely designated to chosen BE, thus increasing confidence in
the donation and encouraging participation in solidarity actions and socially significant
projects.

This paper focused on a simplified concept of tokenization and the value transfer
between the taxpayer and BE through a State entity. Other ideas for tax consignment that
might be explore in future would also add value to the solution proposed in this paper.
The most interesting directions for future:

– Allowing the transfer of tokens between BEs will allow an increased cooperation
between NPOs;
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– Allowing the purchase of tokens for direct donations to BEs will extend the scope
of donation to anyone who wishes to donate funds, without limiting it to taxpayers
only;

– Development of the solution to allowBEs to register projects theywant to develop and
to give the taxpayer/donor the ability to clearly see and track where their funds have
gone within the network. Such functionality could additionally allow the registration
of invoices or cost statements to ensure the trustworthiness of the projects within the
network;

– Involvement of the CAs as external auditors of the process, in order to use the BCT-
based network as a tool for its supervisory function. The use of smart contracts will
also help validate that the BEs havemet the legal and statutory requirements, i.e. were
in a position to be granted to receive the tax consignment;

– Future extension of the platform to other NPOs that are not accredited as BEs for tax
consignment.

We hope that this paper will serve as a comprehensive basis for the BCT-based
solution for charitable supply chains, which opens new frontiers for the applications of
State programs and involvement of citizens in socially significant activities.
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Abstract. Although tourists generate a large amount of data (known as “big data”)
when they visit cities, little is known about their spatial behavior. One of the most
significant issues that has recently gained attention is mobile phone usage and
user behavior tracking. A spatial and temporal data visualization approach was
established with the purpose of finding tourists’ footprints. This work provides a
platform for combining multiple data sources into one and transforming informa-
tion into knowledge. Using Python, we created a method to build visualization
dashboards aiming to provide insights about tourists’ movements and concentra-
tions in a city using information from mobile operators. This approach can be
replicated to other smart cities with data available. Weather and major events, for
instance, have an impact on the movements of tourists. The outputs from this work
provide useful information for tourism professionals to understand tourists’ pref-
erences and improve the visitors’ experience. Management authorities may also
use these outputs to increase security based on tourists’ concentration and move-
ments. A case study in Lisbon with 4 months data is presented, but the proposed
approach can also be used in other cities based on data availability. Results from
this case study demonstrate how tourists tend to gather around a set of parishes
during a specific time of the day during the months under study, as well as how
unusual circumstances, namely international events, impact their overall spatial
behavior.

Keywords: tourist behaviour · location data · data analytics · mobile phone
sensing · Internet of Things · smart cities

1 Introduction

Anetwork of actual, physical things that are linked to the Internet is known as the Internet
of Things (IoT) [1]. These things are able to gather and exchange information about
themselves and their environment. These data can be used to monitor and manage the
objects, as well as to understand and improve the systems they are part of. The IoT has the
potential to transform the way we live and work and make our lives more convenient and
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comfortable. The IoT can be used to collect big data, which can be used to understand
trends and patterns. It can also be used to improve the efficiency of systems and to
make better decisions. The physical objects of the IoT can range from wireless sensor
network [2] devices specifically designed for an application to more general objects
such as vehicles [3] and mobile devices. The use of mobile devices to collect useful data
is also called mobile phone sensing [4]. The data that may be collected using mobile
devices includes location data, data from other internal sensors (e.g., accelerometers,
microphone, etc.), and data from wearable devices (e.g., a Bluetooth Low Energy heart
rate monitor).

In the context of smart cities, related work includes exploring the application of data-
driven approaches and visualization techniques in order to support decision makers in
urban settings by providing valuable insights and tools for them.Research have been con-
ducted in order to study areas like disaster management [5, 6], incident management [7],
road accidents [8] and city-wide data analytics. The findings highlight the potential ben-
efits of leveraging data and advanced analytics to enhance urban planning, enhance road
safety, and develop effective strategies for disaster and incident management. Ultimately
there’s been a contribution to emphasizing the importance of data-driven approaches in
empowering decision-makers to create more efficient, sustainable, and resilient urban
environments.

This paper proposes an approach for understanding tourist mobility and its patterns,
using mobile phone location data, which allows to analyse people’s mobility quickly
and accurately in a city. This information can be useful to decision makers of tourism
infrastructure and marketing, as well as to negotiate with local businesses and tourism-
related organizations to ensure that the economic benefits of tourism are shared fairly
among all stakeholders. In addition, tracking tourist movement patterns can help cities to
better manage their resources and plan for the future. By understanding how tourists are
using the city, city planners can anticipate the demand for certain services and ameni-
ties, such as public transportation, accommodations, and visitor centres, and allocate
resources accordingly. They can also identify areas of the city that may be experiencing
overcrowding or congestion due to high levels of tourist traffic and develop strategies to
mitigate the impact. Tracking tourist mobility can also help cities to better understand
and address the environmental impact of tourism. By analysing location data, city plan-
ners can identify areas of the city where tourists are likely to generate the most waste or
pollution and develop strategies to minimize these impacts.

Themain contributions of this paper are: (1) provide platform that canmergemultiple
data sources into one, transforming information into knowledge; (2) provide a data
visualization tool that enables all the stakeholders to interpret data in a more efficient
way; (3) build a decision support system that allows users to make data-driven decisions
based on a visualization component.

After a year of 2020 marked by a severe pandemic scenario in which Portugal
registered a sharp drop in international tourism, there was a recovery in international
tourism starting in the secondhalf of 2021 [9]. This trend continued in thefirst twomonths
of 2022, with a 769.2% increase in guests from abroad in February 2022 compared to
February 2021.
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To get a better understanding of how international tourists move in a city, we col-
laborated with the Lisbon City Council, who provided us with location data (roaming
and non-roaming) from a mobile carrier company–Vodafone, in the city of Lisbon, from
September 2021 to January 2022. We also collected weather data from the Portuguese
Sea and Atmosphere Institute (IPMA), a national meteorological organization, in the
same timeline and in the same city. In this study, we considered people using mobile
phones in roaming as possible tourists. Based on the raw data, this work analyses the
spatial-temporal behaviour of Lisbon tourists with the following goals:

• Being aware of the key tourist attractions, restaurants, and accommodations;
• Finding the main concentration points and how they changed during the study period;
• Recognizing how variations in weather affect tourists’ mobility patterns;
• Identifying peculiar mobility patterns in international events taking place in Portugal

during the study’s months.

The remainder of this paper is structured as follows: Literature Review is presented
in Sect. 2. Section 3 introduces the methodology that we have used, as well as all the
methods used in this work. Then, in Sect. 4 we present the results of our work and finally,
Sect. 5 presents the conclusions.

2 Literature Review

In order to assess the relevancy of our study, we have conducted a literature review
of the last 5 years, where we have used a PRISMA (Preferred Reporting Items for
Systematic Reviews and Meta-Analysis) [10] as our methodology for answering the
following research question (RQ): What is the state of the art on tourists’ behaviour
analysis and tourism mobility analysis in smart cities?

The database used for the search was Scopus, and the study took place between May
8 and 12, 2022; all the findings had to be publications published within the past five
years and written in English. Based on the data synthesis and analysis results mentioned
above, a qualitative evaluation was conducted.

The Scopus database was thoroughly searched for published work on topic related
with the concept “data analysis” or “behaviour analysis”, the target population “smart
cities” or “cellular network” or “tourist” or “roaming” and within the “mobility” context
of the study. All keywords were searched using wildcards (such as “#” and “*”), which
are used to match variations of the keywords, allowing us to perform a better search. The
search query was built by intercepting all the columns, that is Concept AND Population
AND Context, as depicted in Table 1. All the limitations have been applied. This query
resulted in 44 documents, fromwhich 16 papers were retrieved after a manual procedure
was completed to determine major subjects on their research questions and define the
outcomes. Year, region, RQ topic, and a brief description were all factors in our study
systematization.

The trend line in Fig. 1 shows that the issuewe are examining is growing in popularity,
demonstrating its importance.

Figure 2 presents the percentage of documents on each topic. This figure
shows that most of the documents focus on behaviour analysis and/or used mobile
phones/information and communications technology (ICT) infrastructures.
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Table 1. Search keywords and numbers of documents.

Concept Population Context Limitations

data analysis smart cities mobility 2018–2022

behavio#r analysis cellular network

touris*

roaming Only journal papers, articles and reviews

44 documents
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Fig. 1. Evolution of eligible studies by year.

The researchwork presented in this paper is also based on both concepts, sincewe not
only investigate people’s behaviour using the communication infrastructure of a mobile
phone operator in the city of Lisbon, but we also analyse it, in order to comprehend it
and build a strategy to meet their demands.

After reading all of the publications, it was clear that the amount of behavioural
research on tourist mobility has expanded dramatically in recent years all over the world.

Authors from [11] present amethod for estimatingorigin–destination (O–D)matrices
using passively obtained cellular network signalling data from millions of anonymous
mobile phone users in the Rhône–Alpes region of France, enhancing and revolutionizing
the field of travel demand and traffic flow modelling.

Still on the subject, the authors of study [12] can identify pedestrian hotspots and pro-
vide future traffic signal and street layout information to make the city more pedestrian-
friendly, as well as apply the knowledge gained to other data sets, such as bicycle traffic,
to guide city infrastructure initiatives.
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Fig. 2. Research topics on the state of the art

In a similar vein, but focusing on behaviour analysis, study [13] identifies a number
of metrics for determining whether a person on the move is stationary, walking, or
riding in a motorized private or public vehicle, with the goal of providing city users with
personalized assistance messages for, among other things, sustainable mobility, health,
and/or a better and more enjoyable life. This work was applied to the cities of Tuscany
and Florence. The authors in [14] study and compare the density of users in Shanghai city
usingWeibo geolocation data and univariate and bivariate density estimation approaches,
such as point density and kernel density estimation (KDE), where the main findings are
based on characteristics of users’ spatial behaviour, such as the centre of activity based on
check-ins, and the feasibility of using check-in data to explain the relationship between
users and their social media accounts. Continuing in this vein, the research in [15], based
on long-term mobile phone data (from 2007 to 2012) of Beijing participants, gives a
means to visualise individual mobility patterns.

The authors in [16] aim to provide a taxonomy of 5G Core Network (CN) mobility
prediction frameworks, from data gathering to model provisioning, while taking into
account the 3GPP architecture and interfaces. The authors provide two critical use cases
in 5G CNs, in which the benefits of mobility predictions are assessed using informa-
tion from real networks, whereas study [17] focuses on building a mobile sequential
recommendation system to assist auto services (e.g., taxi drivers).

On the subject of behavioural analysis, the authors in [18] present an urban travel
behaviour model and assesses its feasibility for creating a greener, cleaner environment
for future generations, whereas the study in [19], based on a trip survey from the São
Paulo metropolitan area, one of the world’s busiest traffic locations, supplements a
current bundling approach to enable multi-attribute trail datasets for the visual study of
urban mobility, aiding in the identification and analysis of urban mobility.
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In terms of quality of life, the authors in [20] aim to investigate the structural equation
model of smart city elements that influence global management of world heritage sites,
as well as the quality of life for Thai tourists and inhabitants in Ayutthaya province.

Focusing on tourism and behaviour analysis, the authors in [21] use machine learn-
ing to determine the most relevant parameters influencing COVID-19 transmissions
across different Chinese cities and clusters. The authors used a data-driven hierarchical
modelling technique, with the “number of tourists” as one of the variables. Following
the same line, the work in [22] has the goal of assessing the structure of tourist flows
and examine the variables that impact their regional distribution. Similarly, the authors
in [23] examine distinct intercity transportation patterns across different holidays and
evaluate driving factors utilizing geographical and statistical analytic tools, in order to
optimize city hierarchical structure and allocate transportation resources. The authors
in [24] used machine learning and ICT to offer a position prediction system that takes
into account both the spatial and temporal regularity of object movement. The object’s
historical trajectory data is utilized to derive personal trajectory patterns in order to
determine possible future placements.

Using Airbnb data, the authors in [25] examine how visitors use local public transit
in connection to the locations they visit. They employ a big data analysis of the factors
influencing tourists’mobility behaviour and use of public transportation in various tourist
sites to assess the attractiveness profile of 25 prominent tourist attractions throughout
the world.

In [26], the authors present novel techniques for studying pedestrianmobility aspects
over the whole road network using ICT and study the influence of visitor flows on the
quality of life of locals and maintaining cultural resources. This study was performed in
the city of Venice.

After reading all these publications, it was clear that the amount of behavioural
research on tourist mobility has expanded dramatically in recent years all over the world.
However, no study explores the use of mobile phone location data to create spatial or
temporal graphs considering the correlationwith rainyweather conditions and big events.

3 Methodology

The development of this study was conducted by the Cross Industry Standard Process
for Data Mining (CRISP-DM) methodological approach, which is a common approach
for creating data mining projects to lower costs, boost dependability, and manageability,
making the data mining process more effective [27]. However, for this study, given the
data in question and our main goals, we opted for a different version of this methodology
consisting of 4 phases, as shown in Fig. 3: 1) Data Understanding; 2) Data Preparation;
3) Data Integration; and 4) Data Visualisation.

The data was provided by a mobile operator in Lisbon, worked in Python and
visualised in Microsoft Power BI.
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Fig. 3. Development methodology used in this paper.

3.1 Data Understanding

In order to fully understand the potential of our data and howwe could optimize the added
value of this study, we meticulously investigated each variable once we had collected
the data for our study.

As stated previously, our main goal was understanding mobility patterns in tourists.
To achieve that, the Lisbon City Council provided some data related to the mobility of
people (roaming and non-roaming) in the city of Lisbon based on anonymized mobile
phone data supplied by Vodafone, a British multinational telecommunications company.
The data, which were collected from people who have Vodafone as a mobile carrier, was
anonymized through the removal of all data related to personal information. To provide
a more accurately reflection of the mobility of all the people who circulated in Lisbon
between September 2021 and January 2022, Vodafone extrapolated the data, resulting
in the dataset we have used (Vodafone dataset). This extrapolation was based on market
share of the three operators available in Lisbon.

To get more accurate insights on the mobility of international tourists and how
weather conditions change their mobility patterns, we reached out to the Portuguese
Sea and Atmosphere Institute (IPMA) and requested data on the weather conditions in
Lisbon between the months of September 2021 and February 2022. Therefore, there
are two different datasets (Vodafone dataset and IPMA dataset), so they are addressed
separately.

The dataset provided by Vodafone was divided into several files in CSV format sepa-
rated by months. From this data, we selected 14 variables (see Table 2) and 126 443 863
records in total. As for the number of observations per month, Table 3.

Table 2. Metadata from used variables from the Vodafone dataset.

ID Variable Name Variable Description Variable Type

0 Grid_ID Number of grid cells–There are 3743 squares of 200 by
200 m in order to cover the metropolitan area of Lisbon

Nominal

1 Datetime Time and date of occurrence Datetime

2 C1 Number of distinct mobile phone terminals counted on
each grid cell–Measured every 5 min

Numeric

3 C2 Number of distinct terminals in roaming counted on each
grid cell during the 5 min period–Measured every 5 min

Numeric

(continued)
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Table 2. (continued)

ID Variable Name Variable Description Variable Type

4 C3 Number of distinct terminals that remained in the grid
cell counted at the end of each 5 min period

Numeric

5 C4 Number of distinct terminals in roaming that remained in
the grid cell counted at the end of each 5 min period

Numeric

6 C5 Number of distinct terminals entering the grid cell Numeric

7 C6 Terminals leaving the grid cell– These are the distinct
terminals that left the grid cell; the calculation is made
using the previous 5-min interval as reference, also
considering the crossings of the grid in the same interval

Numeric

8 C7 Number of entries of distinct terminals, in roaming, in
the grid cell

Numeric

9 C8 Number of exits of distinct terminals, in roaming, in the
grid cell

Numeric

10 C9 Total number of distinct terminals with active data
connection in the grid cell–Measurement every 5 min

Numeric

11 C10 Total number of distinct terminals, in roaming, with
active data connection in the grid cell–Measurement
every 5 min

Numeric

12 C11 Number of voices calls originating from the grid cell Numeric

13 C12 Number of devices that for 5 min enter the 11 street
sections considered for analysis; for this purpose, a
section of track is considered to be a route with a few km
which begins outside and ends inside the Municipality of
Lisbon

Numeric

Table 3. Number of observations per month (Vodafone dataset).

Month Observation Numbers

September 2021 17 233 318

October 2021 32 627 337

November 2021 21 619 292

December 2021 33 121 658

January 2021 33 344 624

3.2 Data Preparation

After acquiring a better understanding of the data, we moved to the second phase,
which consists of four subphases: data selection, data cleaning, resource selection and
data integration. Originally, the Vodafone dataset was spread over several files in CSV
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format, each month consisting of four to nine files with the same format. To handle
the data more efficiently on personal computers and to proceed with preparation of the
data, we decided to merge the CSV files by months, rather than compiling all the files
provided into one file. Later, we did the same to the IPMA dataset, which was divided
by months.

Vodafone Dataset
Location data was obtained based on the radio waves that are sent and received by the
telecommunications base station. The mobile network operators immediately save this
data in their log files ormemory, in this caseVodafone.When amobile phone is registered
in a country but used in another one, its user can be seen as a potential tourist, and the
corresponding information, such as the country of origin and location coordinates, are
registered as mobile roaming.

In the data selection subphase, the information provided byVodafonewas aggregated
over 3743 squares of 200 by 200 m, with no values of less than 10 devices reported,
and collected in 5-min periods. The data becomes available after a processing period
of approximately 45 min. This information is very important to study the mobility of
tourists.

In the data cleaning subphase, we discarded missing values and removed duplicate
rows.

In the resource selection subphase, one of the first things we did was selecting the
variables which were not of interest to our goal and removing them from the dataset.
Thus, the original dataset identified in Table 2, was reduced to only a few variables of
interest for our objectives. Subsequently, we created a new dataset with only themobility
data of people in roaming (foreign tourists) from theVodafone dataset. Thiswas achieved
by keeping only the variables related to people in roaming.

As the goal of our work focuses on the mobility of people, it was also important
to have information about holidays and weekdays/weekends in our dataset. To do this
we have built a function to identify which days there was a holiday. Only holidays on
weekdays have been marked, since at the weekend they do not have much impact on
mobility in general.

To check some events during the different times of the day, a column with distinct
time intervals was also created.

We coupled a grid dataset to the Vodafone dataset to have information about the
parish and latitudes and longitudes of each Grid_ID. From the merge of these datasets, it
was possible to build new columns to facilitate posterior data analysis and visualisation
in Microsoft Power BI. A column with zones of Lisbon was then created, in which the
24 parishes of Lisbon were grouped into 5 distinct zones according to the administrative
reorganization of the parishes in 2012, namely [28]:

• North Zone (Green Zone) - Santa Clara, Lumiar, Carnide, São Domingos de Benfica,
Benfica;

• Western Zone (Yellow Zone) - Alcântara, Ajuda, Belém;
• Center Zone (Orange Zone) - Campolide, Alvalade, Avenidas Novas, Santo António,

Arroios, Areeiro;
• Historic Downtown Area (Purple Zone) - Campo de Ourique, Estrela, Misericórdia,

Santa Maria Maior, São Vicente, Penha de França;
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• Eastern Zone (Blue Zone) - Beato, Marvila, Olivais, Parque das Nações.

From the variable that represents the TOP10 of country of origin of equipment
(mobile phone), by order of representativeness, a split was applied in order to separate
the countries that belonged to that column by distinct columns: TOP1 to TOP10, and
then decreasing from TOP10 to only TOP3 of representativeness of the countries in that
location, so that instead of creating 10 additional columns, only 3 columns were created,
making data manipulation more efficient.

To facilitate the visualisation of the mobility of tourists through the city of Lis-
bon, the countries were grouped by territorial zones, except the main nationalities of
tourists in Portugal: Spain, France, Germany and United Kingdom [29]. Three new
columns were then created (zonasnacionalidade1, zonasnacionalidade2 and zonasna-
cionalidade3), which represent the TOP1, TOP2 and TOP3, respectively, of different
nationality groups.

IPMA Dataset
IPMA is the national meteorological, seismic, sea and atmospheric organization of Por-
tugal. It generates data about the weather conditions in real time. These data were then
grouped into datasets to be studied and analysed by professionals qualified to know the
weather and its variations, to aid in prediction models, e.g., time series. In this case, the
IPMA data were used to complement the main Vodafone dataset, due to their importance
in understanding the mobility pattern of tourists.

To clean this dataset, we discarded missing values, removed duplicate rows, and
deleted all rows which had an observation with the number -99 (Error Code). After that,
we moved to the resource selection subphase, where we eliminated the variables that
were not of interest to our goal and the variables that had no variance. Thus, the original
dataset was reduced to only a few variables of interest (see Table 4), the most relevant
ones being humidity, wind intensity, accumulated precipitation, and temperature.

Table 4. Remaining variables (IPMA Dataset).

ID Variable Name Variable Description Variable Type

0 Day Day of observation Datetime

1 Hour Hour of observation Numeric

2 Month Month of observation Numeric

3 Month_txt Month of observation in text format Nominal

4 Station Station where the data was collected
from

Nominal

5 Position Coordinates of the Station Coordinates

6 Humidity Relative Humidity in % Numeric

(continued)
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Table 4. (continued)

ID Variable Name Variable Description Variable Type

7 Humidity_txt Categorized version of the variable
Humidity

Categorical

8 WindIntensity Wind intensity Index used by IPMA Ordinal

9 WindIntensity_txt Categorized version of the variable
WindIntensity

Categorical

10 WindIntensityKm Wind Intensity in km/h Numeric

11 PrecAccumulated Accumulated Precipitation in mm Numeric

12 PrecAccumulated_txt Categorized version of the variable
PrecAccumulated

Categorical

13 Temperature Temperature in °C Numeric

14 Temperature_txt Categorized version of the variable
Temperature

Categorical

3.3 Data Integration

We have created new columns that were the categorical version of our numeric variables
of interest (see Table 5), basing our categories in the metadata from IPMA and the
measuring system of each variable, i.e., name and measurement unit, and created a text
version of the month variable to aid in the visualisation.

Table 5. New categorical variables (IPMA dataset).

Variable Name Categories Scale

Humidity_txt No humidity 0–5 (%)

Low humidity 6–20 (%)

Moderate humidity 21–60 (%)

High humidity 61–100 (%)

WindIntensity_txt
(Index used by IPMA from 0 to 12)

No wind 0–1

Low wind 1–4

Moderate Wind 4–7

Intense wind 7–12

AccPrecipitation_txt No rain 0–5 (%)

Low rain 6–20 (%)

Moderate rain 21–60 (%)

Abundant rain 61–100 (%)

Temperature_txt Very Cold − 5–0 (°C)

Cold 1–20 (°C)

Pleasant 21–28 (°C)

Warm 29–40 (°C)
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4 Results

In this stage, we represented the data in graphical form, as graphs and charts let us
explore and learn more about it, providing a quick way to see trends and patterns in
the mobility of the tourists and to focus on the most important points [30]. Good data
visualisation also makes it easier to communicate our ideas and insights to other people
[30]. With Power BI we represented each parish and used the data available to visualise
the movement of tourists and to identify major patterns.

4.1 Overview

As shown in Fig. 4, of the four months under review, October had the biggest peaks of
tourists. Therefore, this month was selected for an analysis of the spatial distribution of
tourists in the various periods of the day, as shown in the next figures.

Fig. 4. Tourists in Lisbon by day, in millions, during themonths of October 2021 to January 2022.

Figure 5 presents an analysis of the parishes frequented by tourists at lunchtime and
afternoon. As shown in the figure, in the lunch hour period, the parishes that tourists
frequent the most are Belém, Alvalade and Parque das Nações, whereas in the afternoon
and evening periods, the most visited parishes are Belém, Alvalade and Avenidas Novas;
finally, during the earlymorning hours themost frequented parishes are Avenidas Novas,
BelémandArroios (seeFig. 5b)). This is alignedwith the suggested places to eat available
from tourist literature, such as TripAdvisor [31].

Figure 6 presents an analysis of the nationalities of the tourists that frequented the
Lisbon parishes at two different periods: night and dawn.
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Fig. 5. Distribution of Lisbon tourists by parishes at lunchtime and afternoon in October 2021.

4.2 Case 1–Mobility Patterns in Different Weather

One interesting case is the influence of tourists’ movements based on weather conditions
and the destinations they choose to visit when it is raining or sunny. When we looked at
the tourist’s nationalities, we discovered that during the months of October, November,
and December the most common nationality in Lisbon was Spanish, followed by South
American, French and Irish and English (see Fig. 7). In January 2022 the nationalities
remained with similar representations except for the South American nationality, which
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Fig. 6. Distribution of tourists’ nationalities in Lisbon at night and dawn.

had themost representation in Lisbonwith an increase ofmore than 6%over the previous
month (see Fig. 7d).

Fig. 7. Tourists by nationality in Lisbon in October–January 2022.

In Fig. 8 we represented tourists’ movements on sunny and rainy weeks. When it is
raining, tourists tend to concentrate in certain places (the historic downtown area, the
airport, near Carnide, where we found a lot of hostels and apartments for rent, and in the
Eastern zone). Tourists tend to stick to monuments, their places of stay and shopping
centres on rainy days (see Fig. 8a)). When it is sunny, rather than concentrating in some
places, tourists tend to spread out more and visit more areas than just the “hotspots”
(see Fig. 8b)). The effects of the weather on the mobility of tourists are clearly visible
in these results.

4.3 Case 2–The Effect of Big Events: Web Summit

The Web Summit is an annual technology conference held in Lisbon, Portugal, and the
biggest in Europe [32]. In 2021, while still under the effects of the COVID-19 pandemic,
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Fig. 8. Tourists’ mobility on a rainy week in December (a)) vs a sunny week in October (b)).
These heat maps about tourists’ location go from deep blue (high concentration of tourists) to
light blue (low concentration). (color figure online)

the event gathered over 40,000 visitors. This influx of people allowed us to visualise the
impact that the event had in the area where it was held (FIL–Lisbon International Fair).

To analyse this, we mapped the movement of roaming users and considered those
who were staying in the same grid for more than 5 min when the event was taking place,
putting those results side by side with the remaining days of the month. On the Web
Summit period (1st–4th November 2021), we were able to register an average of 2852
tourists at any given time in the event area, compared to the 262 for the rest of the month
of November (5th–30th November 2021). It’s a 987% increase in tourist activity, Fig. 9.
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Fig. 9. Comparison of tourist distribution outside of Web Summit (left) and during the Web
Summit (right).

4.4 Case 3–Big Events Monitor Process–Case of a Football Game Day

Football tourists are those who travel to attend a football event, usually a game. The
proposed method enables for real-time surveillance of tourist movements around the
city. Since the UEFA Champions League games create big movements of people from
around the world, we tracked 4 major games in Lisbon.

From the four games (UEFA Champion League in Lisbon, Benfica-Barcelona,
Benfica-Bayern Munich, Sporting-Besiktas and Sporting-Dortmund) we monitored, we
chose the one that brought more tourists from a less common nationality (Turkey) to
Lisbon during the course of the study. This aspect allowed us to monitor the football
fans’ movements a lot more effectively and clearly than if we had a considerable number
of tourists just visiting the city in general.

As can be seen in Fig. 10 a), wewere able to identify the time of arrival of the football
fans at Lisbon airport at 9 am on the day of the match (marked in the figure).

During the day, these tourists went mainly to the historic downtown area, arriving
there as 2 pm, as shown in Fig. 10b). Then at the game time, we identify around 5000
tourists fromTurkey at the Sporting stadium, as shown in Fig. 10c). After the game, since
there are no flights, they returned to the historic downtown area (Fig. 10d)), and in the
next day, around 9 am, they went back to the airport to depart from Lisbon (Fig. 10e)).
This case highlights the importance of this analysis for parishes to understand tourists’
movements and to better manage big events.
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Fig. 10. Turkish tourist’s movements during the football match in Lisbon, a) to d) represents the
match day and e) the day after when they left the country.

Also for authorities can be useful to monitor football away fans activity to prevent
confrontations between them and the local fans. Unfortunately a common event.

4.5 Case 4–The Effect of Events–Shopping Activity

Shopping activity can be monitored using the communication antennas that cover a
shopping mall. The number of tourist visitors is useful information for authorities and
store owners. Visit patterns and abnormal behaviour during promotion days (e.g., during
Black Friday) are examples of useful information that can be extracted from the data.We
can check where tourists shop more and see if the promotions influence their behaviour.
The data collected shows this influence, and it is possible to witness this behaviour
based on the nationality. Figure 11 and Fig. 12 show this effect and the main places
where tourists’ shop. Promotions increase concentration in shopping areas, even for
tourists.
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Fig. 11. Effect of Black Friday in Colombo Mall.

Fig. 12. Effect of Black Friday in Vasco da Gama Mall.

5 Conclusions

This work presented an analysis of Lisbon tourists’ mobility patterns, allowing decision
makers to performbetter andmore efficient decisions considering the dashboards.Mobile
operators’ availability on the market enables the representation of a city’s population.
The approach described in this paper can be replicated to other cities using similarmobile
phone location data. From the provided data visualisation, it is possible to see that tourists
visit the central, historic downtown district and travel to the interesting coastal regions.

Our strategy began with data cleaning and processing created in Python, followed by
data visualisation created in Microsoft Power BI in the form of maps and dashboards. It
is possible to replicate this in other locations, and it is a useful tool for city management
authorities to comprehend tourist concentrations and movements and modify facilities
and processes.

The research presented in this paper provides comprehension of tourist patterns and
movements as they relate to events, weather, and nationality. Results demonstrate that
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tourists are deterred fromexploring the city attractions by the rain. They frequently stay in
“hotspots” like the city’s centre and historic downtown, where they may visit attractions
like museums and shopping centres or simply relax in the comfort of their accommo-
dations. When it’s sunny, tourists behave differently, spreading out more throughout the
city and stopping in more places. Major international events draw a lot of tourists to the
host city and particularly the neighbourhood.

Public policy must consider the spatial spread of urban tourism. In locations with
a high concentration of tourists, local authorities should take measures to improve
the tourist experience, such as setting up new tourist information centres, construct-
ing pedestrian-only lanes, extending walkways, or expanding the availability of public
spaces with free Wi-Fi hotspots. The real time insight supplied by current developed
work may enable local authorities to understand the peoples’ movements to improve
both the visitors and the local inhabitants experience, as well as to generate security
alerts in case of harmful concentrations in major events.

Another critical topic is the modelling of tourist behaviour, which might be done
in future research with a time-series analysis. This research can also be improved by
including an anonymous ID in the data to track actual human mobility patterns, allowing
researchers to determine the most frequently utilized city entrances and exits, design
decongestion tactics, and understand the affluence of people at bus terminals. This study
could be improved by having more months of data to compare tourist mobility and
patterns by season.
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Abstract. This paper presents an Internet of Things (IoT) system designed to
collect and analyse information regarding the travel patterns and movements of
individuals in densely populated locations, in the context of smart cities. People’s
movements are retrieved from coarse-grained aggregated cellular network data
without collecting sensitive information from mobile devices and users. These
data were provided by a Portuguese cellular operator to the Lisbon City Council
to characterize peoplemovements in the city. In this sense, themobile phones act as
useful sensor devices for collecting rich spatiotemporal information about human
movement patterns. The purpose of this research work is to create a machine
learning-based data-driven approach that is able to receive anonymised data from
telecommunication operators to provide a big picture about citizen mobility in
the city and to identify patterns based on the collected data, in order to provide
relevant information for city planning and events coordination. Some of the main
applications of the proposed system are the coordination of big events and the
management and control of commuting traffic.

Keywords: machine learning · big data · mobility patterns · IoT · smart cities

1 Introduction

In contemporary cultures, the fast growth of information and communication technolo-
gies (ICTs) has produced abundant resources for spatio-temporal datamining and knowl-
edge discovery. Understanding aggregated urban mobility patterns based on mobile
phone statistics, such as identifying activity hotspots and clusters, is one important topic
for municipality city management.

With the advent of powerful smartphones and creative mobile apps, the data volume
generated by these tools has exploded. Due to the potential value contained within these
enormous datasets, it is vital to be able to correctly and efficiently monitor and ana-
lyze these data. In this sense, several methods have been developed for comprehending
associated patterns.
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In the context of smart cities, work has been done to investigate the application of
data-driven methodologies and visualization techniques in order to support decision-
makers in urban settings by giving them useful information and tools. Studies on topics
like incident management [1], traffic accidents [2], disaster management [3, 4], and city-
wide data analytics have all been done. The results show the potential advantages of
using data and sophisticated analytics to improve urban planning, increase traffic safety,
and create efficient plans for disaster and event management. In the end, emphasis has
been placed on the value of data-driven strategies in enabling decision-makers to build
urban environments that are more effective, sustainable, and resilient.Different uses for
the collected smartphone data include the recognition of mobility path patterns, traffic
planning, route prediction and city-wide sensing applications. Previous research on the
application of these data emphasizes their significant potential for analyzing minute
differences in human mobility. However, high-level mobility information and low-level
location data are often disconnected. Consequently, it is necessary to provide suitable
methods for dealing with low-level location data to allow gaining valuable insights
regarding the mobility patterns of users.

Mobile phones present unique qualities that entice academics and enterprises to lever-
age their data. The research conducted in the past has led to the development of several
mobile sensing techniques that rely on position tracing or mobile positioning, which
involves tracking the location coordinates of mobile phones. Numerous location-based
services (LBSs) incorporate geographical information systems (GISs), based on global
navigation satellite systems (GNSSs), such as the Global Positioning System (GPS),
and the Internet. These LBSs record the movement, flows, and location of individuals
in order to recommend social activities or provide tailored advertising.

Mobile phone location tracking may be classified as either active or passive. In the
former the device position is identified, for example, using the proximity to radio-waves
(cell ID tracking) and the triangulation of signals from multiple sources, such as with
GPS. The latter resorts to billing data that are saved as a result of routine procedures. This
solution requires the capacity for distance-based charging.Mobile phone calls and SMSs
sent or received produce records including cell IDs, enabling the approximate position
of the phone to be established. By receiving and analyzing this kind of location data
supplied by mobile networks, mobile operators may subsequently build more effective
monitoring tactics.

The remainder of this paper is structured as follows: State of the art is presented
in Sect. 2. Section 3 introduce the methodology that we have used, as well as all the
methods used in this work. Finally, Sect. 4 presents the conclusions.

2 State of the Art

2.1 Search Strategy and Inclusion Criteria

A systematic literature review was made by following PRISMA (Preferred Report-
ing Items for Systematic Reviews and Meta-Analysis) Methodology [5], and with the
research question (RQ) “What is the state of the art on the behaviour and mobility
analysis on smart cities?”.
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The database searched was Scopus and the research was conducted between 8 and
12 of May, 2022; all the results had to be articles published on the last five years and
written in English. Grey literature, reviews, conference papers, workshops, books, and
editorials were excluded, as well as works not related to the domain.

The search strategy was based on queries made with different research focuses of.
This method allowed for the observation of the number of existing articles, considering
the concept and context, and the population under study. The initial selection of papers
was done using the title and abstract, and, in some cases in which that information was
insufficient, the full document was analyzed.

2.2 Data Extraction and Synthesis

The review data were managed and stored using Zotero andMicrosoft Excel. These data
were title, author, year, journal, subject area, keywords and abstract. For data synthe-
sis and analysis, a qualitative assessment was conducted based on the results presented
above. The Scopus database was searched systematically regarding the published liter-
ature work related with the purpose of “Data Analysis” or “Behavior Analysis”, with
the target scenario of “Smart cities” or “Cellular network”, and within the “Mobility”
context for the study.

2.3 Results

The number of documents obtained using the defined keywords is presented in Table 1.
The query was made in the Scopus database with the same restrictions and filters.

Table 1. Documents obtained using the selection criteria.

Concept Population Context Limitations

Data Analysis
Behaviour Analysis

smart cities cellular
network

Mobility 2018–2012

453.106 Documents 35.965 Documents 642.769 Documents Only journal papers,
articles, and reviews923

17 Documents

From this we can see that when the query was made using the keywords from
all columns, it returned 17 documents. After performing a manual process towards
the identification of significant subjects from research questions and identifying the
outcomes, 10 documents were obtained. Our research systematization considered year,
area, RQ topic and a small description.

2.4 Study Characteristics

From Fig. 1 we can notice from the trend line that there is a growth on the topic that we
are studying, revealing his relevance.
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Emphasizing also the relevance of the theme in our area, it’s possible to confirm on
Fig. 2 that the subject area where more studies are concentrated is precisely Computer
Science.

Fig. 1. Evolution of the number of documents per year.

Fig. 2. Classification of the document in subject areas.

Considering that the main goal of this paper is to analyse the user behaviour and
mobility in smart cities, a list of the main topics discussed on each of the 10 reviewed
articles is illustrated on Fig. 3, where it is noticeable the focus on use of mobile phones
and behaviour analysis. Notice that some articles cover multiple topics.

From Fig. 3, we can see that most of the studies focus on mobile phones/information
and communications technology (ICT) infrastructures and/or on behaviour analysis. The
pertinence of our study falls in between these two themes, because we not only use data
from the cellular operators’ ICT infrastructure for the city of Lisbon to study people’s
behaviour, but we also perform a behaviour analysis to understand and help on planning
the measures to meet the needs of the citizens.
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Fig. 3. Topics of the reviewed articles.

A more detailed analysis of this review is summarized in Table 2. As mentioned
before, the classification of the studies regarding the outcome is not mutually exclusive,
given that these were attributed due to presence/absence in the study.

Table 2. Main topics of reviewed articles.

Topic Reference

(1) Origin–destination matrices [6]

(2) Mobile phones / ICT infrastructures [6–12]

(3) Big data analysis [6, 8, 12]

(4) Quality of life [13]

(5) Behaviour analysis [7, 10, 12, 14, 15]

(6) Machine Learning [7, 9, 11]

From the topic ofmobile phones, authors from [6] offer a technique for estimating ori-
gin–destination (O–D)matrices using passively obtained cellular network signalling data
from millions of anonymous mobile phone users in the Rhône–Alpes region of France,
enhancing and revolutionizing the field of travel demand and traffic flowmodelling. Still
on this topic, authors on study [8] identify pedestrian hotspots and provide future traffic
signal and street layout information to make the city more pedestrian friendly, allowing
also the use of this obtained knowledge to other datasets, such as bicycle traffic, to guide
city infrastructure initiatives.

From the same topic of mobile phones, but focusing on behaviour analysis, the study
in [7], which was applied to Tuscany and Florence, identifies a number of metrics for
determining whether a person on the move is stationary, walking, or riding in a motor-
ized private or public vehicle, with the goal of providing city users with personalized
assistance messages for sustainable mobility, health, and/or a better and more enjoyable
life, among other things.
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On this chapter Still on the combination of topics 2 and 5, the goal of [10] is to
study and compare the density of users in Shanghai city using Weibo geolocation data
and univariate and bivariate density estimation approaches, such as point density and
kernel density estimation (KDE), where the main findings concern the characteristics of
users’ spatial behaviour, such as the center of activity, based on check-ins, the feasibility
of using check-in data to explain the relationship between users and social media, and
the presentation of clear results for regulatory or managing authorities in urban plan-
ning. Continuing in these two topics, study [12], based on long-term mobile phone data
(from 2007 to 2012) of volunteers from Beijing, presents a way to illustrate individual
movement patterns.

Blending topic 2 with machine learning, study [9] intends to give a taxonomy of
5G Cellular Network mobility prediction frameworks, from data gathering to model
providing, while taking into account the 3GPP architecture and interfaces.; and we The
authors provide two critical use cases in 5G Cellular Networks (CNs), in which the
benefits of mobility predictions are assessed using information from real networks. On
the other hand, study [11] focuses on building a mobile sequential recommendation
system to help auto service companies to increase their profits (e.g., taxi drivers).

On the subject of behavioural analysis, study [14] provides an urban travel behaviour
model and evaluates its feasibility for creating a greener environment for future gener-
ations. Study [15], based on a trip survey from the São Paulo metropolitan area, which
is one of the world’s busiest traffic locations, supplement a current bundling approach
to enable multi-attribute trail datasets for the visual study of urban mobility, helping to
identify and analyse distinct mobility patterns for various data variables, such as peak
hours, socioeconomic strata, and transportation modes, according to the findings.

Regarding quality of life, The aim from study [13] is to look at the structural equation
model of smart city factors that impact worldwide management of world heritage sites,
as well as the quality of life, for Thai visitors and residents in the Ayutthaya province.

3 Methodology

This project follows the Cross-Industry Standard Process for Data Mining (CRISP-DM)
Methodology. CRISP-DM is a well-known and commonly utilized methodology for
successful datamining operations. CRISP-DMprovides a complete framework that leads
data mining practitioners through the full data mining process, from identifying business
objectives through delivering the findings. The approach is divided into six key phases:
Business Understanding, Data Understanding, Data Preparation, Modelling, Evaluation
and Deployment. Each phase includes a collection of goals and activities that guarantee
that data mining initiatives are approached in a methodical and iterative manner. CRISP-
DM highlights the significance of understanding the business context and aligning data
mining goals with organizational objectives, which increases the likelihood of success in
extractingmeaningful insights and actionable information from data. Organizations may
improve their decision-making processes, optimize resource allocation, and promote
innovation by using the CRISP-DM technique [16].
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3.1 Business Understanding

The main goal behind the exploration of this dataset is to identify and explore patterns,
behaviors and reactions in the population related to themeasures taken by the government
to lift the restrictions that were imposed to deal with the COVID-19 pandemic. Some of
our focus points were studying and exploring the adherence of the population to some
activities that were not so usual in the last couple of years, such as the comeback of the
nightlife, going to work or going to school.

To create value from the collected data, the following objectives were defined:

• To study and correlate the changes that have occurred in nightlife in periods with
different pandemic restrictions. To do this, themovements that occur during night time
hours in different establishments and areas with regular nightlife were analysed. Heat
maps were constructed, in which the differences in the movement of the population
in certain periods can be observed.

• To study the evolution of mobility in Parque das Nações, a redeveloped area of
Lisbon which was the site of the 1998 Lisbon World Exposition (Expo ‘98), during
the different months of the pandemic. This area was selected for being composed of
business and leisure zones and for containing the only active vaccination centre in
the city of Lisbon during the months of study. With this approach it will be possible
to study eventual patterns and isolate their causes. After mapping the zone, it was
necessary to collect data on factors such as events that occurred in the area, government
measures on teleworking and hybrid regimes and vaccination to study population
movements in more detail.

3.2 Maintaining the Integrity of the Specifications

Thedataset under analysis consists of data providedbyVodafone that contain information
about the cellular connections (segmented in a total of 3743 different squares or grid
cells of 200 by 200 m) established between mobile devices and base station towers in
Lisbon, between September 2021 and January 2022 for every 5 min. It is formed by 3
different types of files. Themain files, which containmore information, are composed by
27 different variables. Those variables provide different information about the devices
that were detected in every 200 square meter area around the city during those 4 months.
The other file types consist of information about the coordinates of every 200-square
meter area and the coordinates of 11 selected roads that connect the city to other areas
and that help to explore the entrances and the exits of the city during these months.

Each month was splitted into multiple datasets, where each of these datasets
contained information about a set of grid cells, divided into 29 columns (Table 3).

After a brief exploratory analysis, it was found that there were several missing data,
such as weeks without any records or even missing grid cells. In other words, there was
no information about some areas of Lisbon.

Due to the high volume of data, it was necessary to download the data in stages, to
ensure that the data were not corrupted during the process and to check one by one if
everything was complete. After all this analysis we proceeded with the data cleaning
and data procedures.
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Table 3. Description of each variable present in the main files.

Variable Description

Grid_ID Identification of the grid cell number

Datetime Date and Time

extract_year_2 Year

extract_month_3 Month

extract_day_4 Day

C1 Number of distinct terminals in the grid, during the 5 min

C2 Number of distinct terminals, roaming, in the grid, during the 5 min

C3 Number of distinct terminals remaining in the grid at the end of each 5 min
period

C4 Number of distinct terminals remaining in the grid, roaming, at the end of
each 5 min

C5 Number of distinct terminals entries in the grid

C6 The number of distinct terminals exits in the grid

C7 Number of distinct terminal entries in the grid, roaming

C8 Number of distinct terminals exits in the grid, roaming

C9 Number of distinct terminals with an active data connection, in the grid cell,
during the 5 min

C10 Number of distinct terminals with an active data connection, roaming, in the
grid cell, during the 5 min

C11 Number of voice calls originating from the grid

C12 Number of entries into Lisbon along the 11 main roads

C13 Number of exits into Lisbon along the 11 main roads

D1 Top 10 home countries of terminal equipment roaming

E1 Number of voice calls terminated in the grid

E2 The average downstream rhythm of the grid

E3 The average upstream rhythm of the grid

E4 Peak downstream rhythm of the grid

E5 Peak upstream rhythm of the grid

E6 Top 10 apps (semicolon separated)

E7 Duration of the minimum stay within the grid

E8 Duration of the average stay within the grid

E9 Duration of the maximum stay within the grid

E10 Number of devices performing grid connection sharing during the 5 min
period
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3.3 Data Preparation

To give a uniform treatment to all the datasets of the analysis, a general Python script was
created so that it was possible to apply to all datasets the same process of data cleaning
and treatment.

In the first stage of this process, the existence of missing values and duplicate values
was verified. It was found that variables “D1” and “E6” always containedmore than 50%
of missing data. However, the elimination of these rows implied a big loss, so it was
decided to eliminate the columns with these variables. There were also many duplicated
values, so we eliminated them.

Since each dataset contained millions of observations and our machines are not
powerful enough to handle such a large amount of data, we decided to eliminate the
irrelevant variables for our analysis, together with the two variables mentioned in the
previous paragraph.

It was also verified that the variable “Datetime” was not in the correct format. Con-
sequently, the value recorded in each entry of that variable was broken down into three
new variables:

• Date - represents the date on which the device had its registration effected in a
day/month/year format;

• Time - represents the time of day on which the record was made in an Hour: Minutes
format;

• Hour - selects the time recorded in the “Time” variable to facilitate its use and optimise
potential hourly analysis in Microsoft Power BI.

Subsequently, a new variable, called “Weekday”, was created using the Pandas
library, which was able to represent the day of the week where the record occurred,
from the “Date” variable. After this treatment and cleaning phase, all datasets were
joined.

In a second phase, to meet the defined objectives and because it would not be com-
putationally feasible to work with all records in the database, the different periods, times
and areas of the city of Lisbon that were to be analysed were separated. In this case,
the analysis of the zones of Bairro Alto, Santos-o-Velho e Docas were restricted, from
2 am to 4 am on Thursdays, Fridays and Saturdays to analyse the impact of COVID-19
restrictions on nightlife. For the analysis of the mobility in the urban centre of Parque
das Nações, we restricted the grid squares to this area. Both analyses comprise all the
months under study.

With these two areas, we managed to have a study that covers both the movements
of people during the day and the early hours of nightlife. However, to ensure that the
right grid cells are chosen, we mapped both areas by going to the locations in person
and using tools such as Google Earth or Google Maps. The reason for this decision was
that there was a time discrepancy between the records present in these tools and what
currently exists at the sites, which required a few weeks of exploration to delimit the
areas for study.

After all the mapping was completed, we were faced with another challenge: each of
the grid cells where there are records covers an area of 40 000 square meters and there
are several types of buildings and/or activities that are covered. For this reason, to avoid
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an inaccurate and fallacious analysis, we classified each of the cells used in a category
that represented the predominantly registered activity.

Since the longitude and latitude are important for the visualisation of the results, it
was necessary to add these two variables to the datasets, since they were in different
datasets. Finally, as the elimination of irrelevant variables was not enough to reduce the
size of the data, it was decided to create samples of the datasets with 20% of the total
size so that it would be possible to visualise them.

3.4 Visualization

The Impact of COVID-19 on Nightlife
One of the main objectives of this research was to understand how the measures imposed
by the Portuguese government to control the COVID-19 pandemic affected Lisbon’s
nightlife. For this purpose, this first study started in September 2021 and ended inDecem-
ber 2021. During this period, there were some relevant changes in the measures imposed
to control the pandemic. At the start of the study, during September, nightclubs and bars
were closed to avoid the propagation of the COVID-19 virus. On the 1st of October,
these places were allowed to reopen upon presentation, by the customers, of a digital
certificate proving that they had been vaccinated against COVID-19 or otherwise that
a test proving the customer was not infected had been performed. This measure lasted
until December 24th, when new measures have been imposed making it obligatory for
these places to stay closed.

Based on these measures, two distinct periods were selected for analysis: 1) the
month of September, in which the measures imposed still prevented nightlife venues
from opening; 2) the following three months (October, November and December), in
which the nightclubs and bars were allowed to reopen. Within these periods, the areas
that were selected for analysis were very popular Lisbon’s nightlife areas: the Urban
Beach nightclub and the Bairro Alto area, which has several bars that stay open until
very late.

Firstly, the researchwas directed to the study of howmovements occurred in the space
near the Urban Beach nightclub in September (Fig. 4). It was possible to realize that
during the night, the movement reached the minimum daily values, which corroborated
the existing limitations on the opening and operation of nightlife spaces.

Fig. 4. Evolution of mobility in Urban Beach by hours, in September 2021.
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It was also analysed how the movements in this nightclub occurred over the weeks
(Fig. 5). During the periods between Friday and Sunday - which are the days when there
are typically more events - these movements were low, which suggests that is a direct
consequence of the measures implemented by the government to control the pandemic
of COVID-19 that were in force during this month.

Fig. 5. Evolution of mobility in Urban Beach by weekday.

To continue this analysis and for comparison purposes, a graph was reproduced
(Fig. 6), comprising the period between October and December. This graph aimed to
get a better understanding of how the fluctuations of movements occurred throughout
the hours. For this period, the results were practically opposite to those obtained for
September. The period in which the busiest movements are registered in the Urban
Beach nightclub is during the late-night period, revealing that the measures imposed by
the Government to lift the restrictions had an effect that had immediate repercussions.

Fig. 6. Evolution of mobility in Urban Beach by hour, between October and December 2021.

For comparison purposes with the graph reproduced in Fig. 5, a visualization (Fig. 7)
of the frequencywithwhich people visitedUrbanBeach during theweeks in the observed
months was also reproduced. This visualization made it possible to see that with the
implemented deconfinement measures the pattern changed substantially, with the peri-
ods between Friday and Sunday becoming especially representative concerning the
frequency of visits that the nightclub received.

As for Bairro Alto, it was possible to notice that during September it had different
patterns from those that were verified in the Urban Beach nightclub. During the night
periods, there was already some affluence of people in this area (Fig. 8), which resulted
from several gatherings and parties that were illegally held during this period.
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Fig. 7. Evolution of mobility in Urban Beach by weekday, between October and December 2021.

Fig. 8. Evolution of mobility in Bairro Alto by hours, in September 2021.

Theweekly evolution of people’s concentration at BairroAlto (Fig. 9) was also under
study. It was noticed that movement reaches its peak between Friday and Sunday, days
that correspond to the periods when people are resting from their jobs and/or studies.

Fig. 9. Evolution of mobility in Bairro Alto by weekday, in September 2021.

For comparative purposes, it was visualized how the concentrations of people at
Bairro Alto occur between October and December during 24h periods (Fig. 10) and how
they vary throughout the week (Fig. 11).

Given the hourly variations, it was possible to verify that they exhibited very similar
behaviour to September’s, reaching the peaks of people circulation in the late-night
period, with emphasis on the even higher average number of people that were registered
in this zone during the period in question.

Finally, analysing the flow of people variations throughout the week it was again
verified a similar trend to the one obtained in September, with the peaks of circulation
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Fig. 10. Evolution of mobility in Bairro Alto by hour, between October and December 2021.

occurring again between Friday and Sunday. This similarity comes from the fact that,
despite there being some measures to prevent nightclubs and bars to stay open during
the night, these measures were bypassed by some people that went to illegal parties and
concentrations.

Fig. 11. Evolution of mobility in Bairro Alto by weekday, between October and December 2021.

To gain better insights and knowledge from the data studied, a visualization tool was
developed in Microsoft Power BI. This tool consists of a dynamic heatmap that allows
observing nightlife activity patterns at specific times, days, weeks, or months and to
observe the movement flows that happen through the nights in town. With recursion to
this tool, it was once again possible to demonstrate the patterns of increased nightlife
circulation and activity that happened after September.

In Fig. 12 it is easily observed that between October and December the nightlife
activity gained a new focus that is located near Avenida 24 de Julho, an area where there
are several nightlife establishments such as bars, discos and restaurants. This recovery
is due, once again, to the deconfinement measure that allowed bars and discos to reopen
to the public and operate during the early hours of the morning.

In addition to this pattern, it was possible to see (in Fig. 13) that between 2 AM and
4 AM the concentration of people in areas near the river (again, where several discos
and bars are located) tended to increase considerably.

Finally, it was also analysed the set of days - betweenDecember 24th and January 9th
- on which a period of containment dictated the closure of discos and bars. Through an
analysis of the visualization in Fig. 14, it is possible to see that the pattern of behaviour
and nocturnal activity changes again in this set of days when compared with the general
set of days under study. On this set of days, the riverside areas of the city show a lower
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Fig. 12. Heatmap of evolution of mobility in nightlife activity in Lisbon (Sep x Oct-Dec).

Fig. 13. Heatmap of evolution of mobility in nightlife activity in Lisbon (2 AM x 4 AM).

degree of concentration of people which increases considerably on the days following
this period.

Fig. 14. Heatmap of evolution of mobility in nightlife activity in Lisbon.

Despite the conclusions drawn, it is undeniable that they are not enough to explain all
the impacts of the COVID-19 pandemic on the mobility of the inhabitants of the county
of Lisbon. For this reason, it was considered necessary to study with the same level of
detail the movements of the population, during the day, in an area concentrating on other



140 L. B. Elvas et al.

types of activities and infrastructures. In this way, it will be possible to complement the
results obtained previously.

Evolution of Mobility in Parque Das Nações
Taking into account the size of the county of Lisbon and the volume of data associated
with it, it would not be computationally feasible to study people’smovements throughout
the entire county, so the analysis will be much less in-depth according to the size of the
database used. After some deliberation, the possibility of delimiting the analysis of
mobility in an area of the city that concentrates a high volume of people daily was
considered. This creative process led to the selection of a representative area of the
parish of Parque das Nações which is illustrated in red on Fig. 15.

Fig. 15. Representative area – Parque das Nações (red zone). (Color figure online)

After the well-known International Exhibition - Expo in 1998, this area of themunic-
ipality of Lisbon, where various infrastructures associated with industrial activity used
to be concentrated, such as refineries and rubbish dumps, underwent intense urban
rehabilitation, gaining new prominence and becoming one of the busiest areas of the
municipality.

The construction of the Gare do Oriente and the Vasco da Gama bridge played a very
important role in the rehabilitation of this area since it started to connect this area of
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the municipality to the metro, train and bus networks, as well as making the connection
to the other side of the river. An extremely high-quality urban space was created, with
plenty of services and the integration of the latest technologies in the infrastructures. As
a result, the number of companies that have their offices in this area has been growing
over the last few years. On the other hand, the new residential buildings that have been
built are among the most coveted by the Portuguese due to their proximity to diversified
support services such as commerce and restaurants, schools and public and leisure spaces
of high quality, and also cultural spaces such as the Pavilhão do Conhecimento.

Within the parish of Parque dasNações, the cells corresponding to the coastal area and
the main streets from the Lisbon Oceanarium to the pavilions of the Lisbon International
Fair were selected. The criterion for the delimitation of the study area was made through
data analysis and explorations made presently by the group members in several weeks,
thus ensuring that only areas with relevant infrastructures and significant movements
were selected.

In this way, it was possible to make a very detailed mapping of the area that could
facilitate the subsequent analysis of the mobility of the population. As each cell corre-
sponds to an area of 200 by 200 m, resulting in an area large enough to cover several
infrastructures. During the analysis of the site, it was possible to see that some residen-
tial buildings concentrated commercial or catering activities on the ground floors, which
could alter our visualisation of the results.

Fig. 16. Parque das Nações divided by zones.

Taking these factors into consideration, a variable was created that classifies each
cell studied according to the type of activity that is predominant within the delimited
area. After a few days of work on site the area presented on Fig. 16 was mapped.

After completion of the data mapping and classification process, we proceeded to
analyse the data regarding the effects of themeasures taken by the government to combat
the COVID-19 pandemic on people’s mobility.
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In a first stage, it was studied how the different “zones” previously created could help
in the analysis of the mobility of the population. The number of devices was counted,
during the 5 months under study, according to the type of zone in order to understand
how each “zone” contributes to the concentration of people.

The impossibility of counting the devices in each “cell” only once meant that an
alternative method had to be used to reduce as much as possible the margin of error in
the visualizations that would be made. For this reason, the value recorded in each cell
during a day is equal to the sum of all devices counted in the 5-min periods in which data
collection occurred, divided by the 24 h that make up the day. In this way, an estimated
value of the number of devices that have been counted is obtained that is closer to reality.

This approach is not perfect, however after several meetings with the Municipality
of Lisbon, an agreement was reached. It was recognised that, with the limited resources
available to us, this would be the best option to obtain results that would meet their
expectations, assuming each device corresponds to one person.

Once all these treatment processes were completed, the data were analysed in greater
depth. First, the number of devices counted per month from September 2021 to January
2022 was analysed to understand how the number of devices varied as the pandemic
developed (Fig. 17).

Fig. 17. Number of Devices counted per month.

By analysing Fig. 18, it was possible to see that there is an uneven distribution in the
number of devices counted over the months. Although a lower value in the number of
devices was expected in January 2022 due to the teleworking and confinement measures
announced in that month by the government, the values for September and November
were subject to further analysis.

Taking into account the study variables present in the database, the variation in the
number of devices counted over each month was analysed, with special attention to
September and November (Fig. 17 and Fig. 18).
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Fig. 18. Number of devices counted by day, per month.

Using the visual elements created inMicrosoft PowerBI it was possible to verify that,
in September, devices were only accounted for from the second half of the month. This
reduction in the time window can be pointed out as the main cause of the discrepancy
between the values recorded in that month and the following one.

However, the reduced number of devices counted in November cannot be justified
by the previous reason as devices were counted during the whole month. Even so, the
values remained suspicious as during that time of the year several events were organised
at Parque das Nações, some of which were of an international nature, such as the Web
Summit, which attracts thousands of companies and start-ups to this part of the county
every year.

In order to ascertain the true cause of the November values, the concentration of
devices in each of the cells during that month was analysed to check the possibility of a
problem having occurred in some parts of the study area, Fig. 19.

Considering the results obtained in the previous heatmap it was verified that most of
the cells in Parque dasNações did not exist, which prevented the counting of devices. The
municipality of Lisbon is composed by 3999 cells and during the month of November
data was only collected in the first 3000 cells.

This situation was discussed with the Lisbon City Council who explained that the
data existed, however, at the time the project was carried out, the data was corrupted,
and it was not possible to present a deadline for it to be treated and delivered for study.
After some conversations, and taking into consideration the problems raised previously,
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Fig. 19. Heatmap of Parque das Nações in November.

it was agreed that the study of mobility in Parque das Nações would be more focused in
the months of October, December and January.

During the month of October, the only measure declared by the Directorate General
of Health that would have some impact on the mobility of the Portuguese was the
end of the limitations for people in closed spaces or events and the conclusion of the
mandatory status of telework (Resolution of the Council of Ministers no. 135-A/2021).
For this reason, more movements were recorded at Parque das Nações, given that several
companieswere able to choose between the permanent face-to-face regimeand the hybrid
regime, having more employees in their offices.

As a result of these measures, 3 055 047 people were counted during that month
(Fig. 20). Taking into consideration the previous graph, it is possible to verify that most
of the people that went to Parque das Nações during that month were employees from
the several companies that are based in that office zone.

The second highest number of people was recorded in the residential zone, since
in addition to residents, people passing through establishments located on the ground
floors of residential buildings were also counted. A practical example are the cafes and
small shops that during the day attract some people who are not exclusively residents in
that area.

With the lifting of restrictions on the limit of people in enclosed spaces and the
holding of fairs and exhibitions in spaces such as the Feira Internacional de Lisboa and
Pavilhão do Conhecimento, the cultural zones counted more people than the Vasco da
Gama shopping centre.
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Fig. 20. Total Devices counted divided by zone in October.

During the analysis of the number of devices counted throughout the month it was
verified if there was any pattern according to the type of zone a peculiar pattern was
detected. When isolating the area corresponding to the Parque das Nações Restaurant
Zone it is possible to verify the existence of a peak in the number of devices between
days 21 and 22, followed by a significant drop until day 26 where the value rises again
substantially (Fig. 21).

These fluctuations are the result of different days on which workers are paid, the civil
service generally receives their salary on the 20th of the month and private companies
usually pay their employees between the 24th and 26th. It is possible to conclude that
on the days before workers are paid, fewer people go out to eat in restaurants, but after
receiving their salary on the following days, they try to do so.

Fig. 21. Daily Count of devices.
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As a complement to the previous results, a heatmap of that month was created in
which it was possible to detect that the cells that registered more people were located in
Avenida D. João II, corresponding to the shopping center, the offices of Vodafone, Axi-
ans, Sony Portugal and the Justice Campus. It is important to note that the concentration
was quite high at the Justice Campus because only two cells included the courts and
the Registration and Notary Centre, which concentrate a high volume of people daily
(Fig. 22).

Fig. 22. Heatmap from October.

During the month of November to the beginning of December the number of cases of
COVID-19 suffered a very significant increase to the point that the Directorate General
of Health had to take more demanding measures. Among the various measures, it was
highlighted the obligation to present a negative test to enter some spaces, the need to
have the full vaccination certificate to visit restaurants and events and the obligation of
teleworking between 25 December and 9 January.

For these reasons an analysis was made that directly compares the values regis-
tered between the months of December and January as more restrictive measures were
implemented that may cause a more significant impact on the mobility of people in
Lisbon.

Considering the graphs above, it is possible to verify a significant difference in the
number of devices accounted for in December and January. In December, in addition
to a greater concentration of people, there is also a substantial drop in the number of
devices accounted for on the 25th (Fig. 23), which may be explained by the festive period
celebrated on this day. Like the October analysis, the highest concentration of people is
in the office zone, followed again by the residential zone.
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Fig. 23. Total Devices by zone Type between December and January.

After the 9th of January, there is a slight increase of devices accounted for until the
end of the month. This result can be explained by the sales period that started on the
10th and by the easing of measures that took place throughout the month.

After observing the December heatmap (Fig. 25) and considering the analysis of the
number of devices counted throughout the month (Fig. 24), there was a large affluence in
the Vasco da Gama Shopping Centre area. This result was expected, since in the weeks
before Christmas, the flow of people increases substantially in shopping areas for the
festive season.

In the meetings that took place with the Lisbon City Council to monitor the project,
the various results were presented through the Microsoft Power BI business analysis
service, since it allows the provision of interactive visualizations with a simple interface.
Throughout these meetings, this entity showed interest in this tool because it made it
possible to filter data quickly. The question was raised whether it would be possible to
implement this type of analysis on other types of data, using the same initial treatment. To
answer this problem, a visualization toolwith interactive dashboardswas developed. This
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Fig. 24. Number of devices counted daily between December and January.

Fig. 25. Heatmaps from December and January.

allows staff, even if they have no experience with this software, to navigate intuitively
and gain insights into large concentrations of people, as well as explore nightlife activity
in the city.

4 Conclusions

Smart city planners and destination managers need to comprehend how people travel
from one site to another. Possibilities for the development of relevant, evidence-based
insights for decision-makers have been provided by the abundance of data supplied
by social networking platforms. While prior research have offered observational data
analysis techniques for social media data, there is still a need for method development
- especially for capturing the movement patterns and behavioral aspects of individuals.

This research that outlines a novel way for analyzing people’s activities, behaviors,
and movements for monitoring and planning reasons. Our strategy employs information
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from mobile operators that establish a partnership with local municipality in Lisbon
providing anomized data and we create a process to work with these data towards big
pictures visualization process using Microsoft Power BI. This visualization allows city
municipality identify big persons concentration, explore night life activity that is always
a problem in a city and provide useful information how people move.

Funding. This work was supported by EEA Grants Blue Growth Programme (Call #5). Project
PT-INNOVATION-0069–Fish2Fork. This research also received funding fromERAMUS+project
NEMM with grant 101083048.
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Abstract. Blockchain is being actively discussed for business applications to
digitalise supply chains. The still nascent level of blockchain adoption creates a
difficulty to see the potential value that it may add to products and final consumers.
Through a quantitative method, this study explores the impact of the traceability
feature of products on the trust in the seller supermarket chain from the perspective
of final consumers.Data from417questionnaires applied to buyers of fishwas used
to analyse such relation. Findings reveal the interest of final consumers towards
traceable products and a positive relationship between the traceable information
availability and the trust towards product.

Keywords: Blockchain · Fish Industry · Final Consumers

1 Introduction

Increasing competition in the market of food retail creates pressure on retailers and
decreases their ability in providing more sustainable and healthy options [1]. Today
consumers are paying attention not only to the availability of a product but also to its
quality, where the provenance of products’ origins can impact the final consumption
decision [2]. To meet the expectations and needs of final consumers, supply chain (SC)
stakeholders need to work together towards a mutual goal, which creates a need for
close collaboration to reach their common objective. Here, another challenge of supply
chainmanagement (SCM) arises: entities are seeking a higher dedication and openness to
designate mutual dependency, as the trust level between parties impacts their willingness
to collaborate with each other [3].

As technological solutions are arising, one of the most promising technologies that
is being actively discussed in a business context is the blockchain technology (BCT).
Blockchain can be defined as a “digital, decentralized and distributed ledger in which
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transactions are logged and added in chronological order with the goal of creating per-
manent and tamper-proof records” [4]. When applied in the business context, BCT can
reshape current processes with its native immutable nature–all transactions and informa-
tion that goes through a blockchain ledger cannot be compromised, changed, or removed
later due to the nature of technology, that links the blocks together in a decentralized
manner [5]. Accordingly, BCT is claimed to bring provenance of products’ origins [6],
ensure traceability and transparency of records [7], enable trust with final consumers,
as they could easily scan and verify the product origins [8], as well as promote mutual
trust between SC parties by protecting shared data [9].

Blockchain applications to SCM practices for consumer goods were studied for vari-
ous categories of products, such as food and drinks [10–13], electronics [14, 15], clothing
[16, 17], and others. Most of the articles in the field are conceptual model propositions
and state-of-the-art, mostly focusing on the players in the SC that share information and
want/need immutable information. Still poorly explored is the perspective of the final
customers on the value of the traceability information and its impact on the purchase
behavior of such customers, which can be potentially powered by the BCT.

Aiming at filling this gap, the purpose of this study is to explore the impact of
the traceability feature of perishable products on the trust towards the product, from the
perspective of final consumers. This study is based on the data collected from Portuguese
consumers of fish products. Thus, the goal of this study is to reveal the potential of BCT
solutions for creating value proposals by retail chains offering fish products to final
consumers.

To address the purpose of this study, quantitative research was conducted and the
views of final consumers on the traceability feature for fish products was investigated
through an online survey. This paper contributes to the current knowledge in the area
by showing that, under the scope of the analyzed sample, final consumers are interested
in the traceability of products and that there is a significant and positive relationship
between the availability of traceable information and the trust in the product. Such
a relation may further lead to increased sales. The remaining of the paper is built as
follows: a section with the review of the extant literature about BCT features and SC
challenges that need to be addressed, a methodology description section, findings and
data analysis, and, finally, the discussion of results and main conclusions of the study.

2 Literature Review

Supply chain players are constantly battling to understand the nature of trust and the
dynamics of trust building [18]. Both the trust component of SCs and the technology
component were found to have a considerable impact on collaboration between partners
and operational performances of businesses. With the launching of new technologies,
the trust component of SCM is also addressed. Like this, BCT is being hyped to bring
to SC players “trust-free transactions” [19] by its decentralized and immutable nature.

Blockchain is a part of Distributed Ledger Technologies (DLT), that operates as
an immutable ledger, keeping and recording every transaction that is instantly shared
across the whole network of participants [20]. Through its decentralized nature, BCT
brings transparency to the SC network, and provides reliance on products’ provenance,
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decreasing at the same time the counterfeit possibilities, as products’ origins can always
be consulted in real-time [6]. BCT use was explored in many different fields, not only for
consumer goods but also for industries such as medication distribution [21], chemical
industry [22, 23], oil and gas industry [24], electricity trading [25, 26], and many others.
This shows a universal ability of BCT to bring potential improvements to SCs in various
fields.

However, various technical and regulatory issues still need to be addressed for BCT-
based solutions to reach the maturity stage [27]. Some challenges, that were detected in
previous studies include constraints like organizational readiness for change and a lack
of technical knowledge [28], high cost of the technology and its complexity [29], com-
prehensive management procedures and adoption strategies for BCT-based networks
when used by multi-actor SCs [30], and many others. Moreover, from the perspective
of final consumers, providing them with a BCT-based tool to explore products’ ori-
gin is not enough, as it needs to first create an environment of trust [31]. To move
towards large-scale adoptions, final consumers need to first become active players of
BCT-based networks [32], and for this technological awareness still needs to be raised
among consumers [33].

3 Methodology

The data for this study was collected via an online questionnaire among fish consumers
in Portugal. The questionnaire consisted of four broad sections: general information, fish
consumption behavior, traceability of fish products, and trust towards traceable infor-
mation. In the three last sections scales of 7 points were used. For consumer inclusion
purposes, this questionnaire was made available in two languages: Portuguese (Euro-
pean) and English. Eligible respondents were considered as individuals with 18 years old
or above, who had bought fish products in the previous year in Portugal. The question-
naire was built on Qualtrics online platform for surveys and pre-tested with 6 potential
respondents of various age and education level groups. The feedback from the pre-test
led to adjustments in terms of technical wording in the questionnaire.

The questionnairewas firstmade available online inMay 2022 and the data collection
took place between May 2022 and July 2022. The data collection used the snowball
technique for spreading the questionnaire. The final data collected consisted of 417
filled-in questionnaires is important to note, that BCT was not mentioned anywhere
in the questionnaire as a potential technology of choice, allowing a more unbiased
consumer viewon traceability importance for fish products, asBCT is just one of possible
technologies that might bring traceability, but not an exclusive one.
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Table 1. Study sample characteristics and frequencies.

Sample size = 417 responses Frequency Percentage (%)

Gender

Female

Male 

Prefer not to say

254                                                          

161

2

60,9%

38,6%

0,5%

Age

18-19

30-39

40-49

50-59

60 and above

108

105

84

70

50

25,9%

25,2%

20,1%

16,8%

12%

Education

General secondary school

Technological specialization school

Bachelor’s degree

Master’s degree

Doctoral degree

86

18

144

114

55

20,6%

4,3%

34,5%

27,3%

13,3%

Fish consumption 

habits

100% fresh fish

About 75% fresh fish and 25% frozen fish 

About 50% fresh fish and 50% frozen fish

About 25% fresh fish and 75% frozen fish 

100% frozen fish

71

133

95

84

34

17%

31,9%

22,8%

20,1%

8,2%

Family size

1-2 persons

3-4 persons

5-6 persons

199

189

29

47,7%

45,3%

7%

Monthly spending on                       

fish products 

0-19.99 euros

20-39.99 euros

40-59.99 euros

60-79.99 euros

78

138

108

18,7%

33,1%

25,9%

80-99.99 euros

100 euros and above

45

21

27

10,8%

5%

6,5%

4 Findings and Data Analysis

Table 1 shows the characterization of the respondents. The sample is quite evenly
spread among age groups, resulting into 51,1% of individuals between 18 and 39
and 48,9% of individuals of 40 years and above. However, in terms of the highest
education level obtained, this sample can be considered as an ‘educated’ one, where
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75,1% of respondents have at least a Bachelor’s degree. This can be explained by the
snowballing technique that was applied–respondents were spreading the survey among
colleagues/friends/family members with similar education background.

Regarding the fish consumption habits, the sample shows a tendency towards the
consumption of more fresh fish rather than frozen. However, this can also be explained
by the targeted country of the data collection–the access of Portuguese consumers to
fresh fish from the ocean is an important factor that influences the habits of fish products’
purchasing and consumption. Nevertheless, it is important to note, that pure frozen fish
consumption, despite being low (only 8,2% of respondents), still exists, therefore fish
products’ consumption varies across the sample, where predominantly a mix of both
fresh and frozen fish products leads.

The sample shows mostly families of up to 4 persons, which is quite natural for the
current demographic situation in Portugal. Regarding the proportion of money spent per
month on fish products, we can see that 77,7% spend up to 60 euros per month on fish
products, which is not very high, but the overall low wages in Portugal does not allow
considering this value insignificant. However, when read along with the fact that the
sample is of more educated persons, i.e., persons with more income, it also signifies
that, overall, the weight of expenditure in fish products in the overall income among the
sample is not very high.

The interest in traceable information about fish products (Q1) and the impact of
traceable information availability on purchasing decision (Q2) were evaluated using
a Likert-like scale, with ‘1 = no interest at all/negative purchasing impact’ and ‘7 =
high interest/positive purchasing impact’. As can be seen in Table 2, on average, the
respondents are moderately interested in traceability information for fish products, and
it potentially brings an effect of a higher purchase intention for such traceable prod-
ucts. Nonetheless, the standard deviation shows that there are strong discrepancies in
respondents’ replies.

Table 2. Means and standard deviations of items in traceability for fish products.

Item Mean (standard deviation)

1. Interest in having information about the origin and the
processing stages of fish product(s) that are bought and the
path they follow until being available at the point of sales

4.96 (1.95)

2. Impact of the availability of information about the origin and
processing stages of fish product(s) on the purchasing decision

5.12 (1.73)

The Trust construct that was used for this survey consisted of three items regarding
consumers’ towards the correctness and authenticity of potentially traceable informa-
tion (adapted from [34]) (Table 3). The items about trust were measured on a 7-point
Likert-like scale, with ‘1 = Strongly disagree’ and ‘7 = Strongly agree’. Prior to the
questions regarding trust, respondents needed to identify the retailing chain of choice,
thus keeping in mind the selected supermarket chain in the questions about trust (sig-
nified as ‘supermarket X’). Figure 1 shows the histograms of the three questions: (a)



156 U. Tokkozhina et al.

Table 3. Means, standard deviations and Cronbach’s Alpha for trust construct questions.

Trust Mean (standard deviation) Cronbach’s Alpha

I trust that if supermarket X provides
information about the fish product(s), it can
be traced back to the actually captured
region/fish farm

4,87 (1.60) 0,90

I trust that if supermarket X provides
information about the fish product(s)
processing and origin, that information will
be correct

4,99 (1.47)

I trust that if supermarket X provides
information about the fish product(s), it is
authentic, which means it has not been
falsified in any way

4,92 (1.48)

trust that information can be traced back to the origins of the fish product; (b) trust that
information provided is correct; (c) trust that information was not falsified.

Fig. 1. Histograms of trust construct questions: (a) trust that information can be tracked back to the
origins of the fish product; (b) trust that information provided is correct; (c) trust that information
was not falsified.
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Table 4. Regression of trust variables with the availability of traceable information as a predictor.

Trust variables R2 F Significance

I trust that if the supermarket X
provides information about the fish
product(s), it can be tracked back to
the actual captured region/fish farm

0,082 35,327 < 0, 001

I trust that if the supermarket X
provides information about the fish
product(s) processing and origin, that
information will be correct

0,067 28,311 < 0, 001

I trust that if the supermarket X
provides information about the fish
product(s), it is authentic, which
means it has not been falsified in any
way

0,086 38,152 < 0, 001

To pursue the purpose of the study and explore the impact of the traceability feature
of fish products towards trust, a regression was run. Item 2 from Table 2 was used as
an independent variable and each of the three trust questions from Table 3 were used
as dependent variables to check if there is any significance between the variables. The
results are shown in Table 4. Keeping inmind that p-value (p< 0.05) was considered as a
significant value, we can see that there is a positive and significant relationship between
the availability of traceable information about fish products and the trust towards the
information provided, therefore a higher trust towards such products. The graphical
representation between the purchasing decision based on the availability of traceable
information and the trust relationship can be found in Fig. 2. Here, Fig. 2 shows the
following relationships: (a) the availability of traceable information and the trust that
information can be traced back to the origin; (b) the availability of traceable information
and trust in information correctness; (c) the availability of traceable information and
trust that this information was not falsified. As can be seen in Fig. 2, the tendency of the
availability of traceable information is associated with higher trust in the information
that was provided, therefore, under the scope of the sample used, we can conclude that
the level of trust rises with the availability of traceable information provided about the
selected product.
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Fig. 2. Relationship between the purchasing decision based on the availability of traceable infor-
mation and the trust: (a) the availability of traceable information and the trust that information can
be traced back to the origin; (b) the availability of traceable information and trust into information
correctness; (c) the availability of traceable information and trust that this information was not
falsified

5 Discussion and Conclusions

Findings revealed real views of downstream SC players, final consumers, towards the
role of traceable information about products and its potential value creation in terms of
trust. At the early stages of considering the use of BCT it is crucial to see the value that
this technology may bring to final consumers and understand if it is the most adequate
solution.

Thefirst important finding disclosed is the fish consumption behaviors of consumers–
even in Portugal, where fresh fish is widely available, consumers still show habits of
purchasing a mix of both fresh and frozen fish. This might also be explained by the
type of fish that they buy, e.g. fish from the Northern seas that are not captured around
Portugal might be cheaper to buy in a frozen package. [35] conducted a survey with
simulations of various packages of frozen fish with BCT-based traceability option and
found that only in the less familiar brand condition BCT label increases product quality
perceptions to final consumers, whereas for familiar brands it does not directly influence
the purchasingdecision. In our study, the brandof thefishpackagewas notmentioned, but
rather respondents needed to choose one supermarket chain where they shopmore often,
thus here the case is more towards the trust and purchase intention for the supermarket
of choice and not for a specific food brand.
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Second, it is important to remember that participants of our survey were not clarified
about the technology that would provide traceability information. It was done on purpose
to reduce bias among those consumers that are familiar with BCT concept, for them not
to be ‘triggered’ by the BCT application and show a higher interest in purchasing just
based on the technology of choice. It was more important to understand the real value
that consumers give to the traceable information–does it interest them and does it provide
them added-value, if compared to those products that do not possess such option. As
we saw in the previous section, the interest in traceable information for fish products in
moderately high with the mean of 4,96 (SD 1.95) on the scale of 7 points maximum.
This signifies that there is interest, but perhaps not all consumers realize how exactly
the traceable information would be provided, thus might still be skeptical about having
interest in such an option. The availability of traceable information and its consequent
intention to purchase such a product shows a bit higher score with a mean of 5,12 (SD
1.73), which shows that the traceability option on a product will likely result in higher
sales for supermarkets. In the case study conducted by [36], results showed that one of
the main conditions for SCs to adopt BCT is related to the traceability awareness of the
final consumers because the adoption is translated into higher costs for SC parties. Our
study also highlights the importance to clarify how traceable information could be gained
and which technologies are able to support it. We once again emphasize the fact that
BCT is just a possible tool for providing traceable information, but the real importance
is the value that consumers would potentially give to the traceable information provided,
which was addressed in this study.

One of the key findings of this study is related to the fact that a positive and significant
relationship was found between the availability of traceable information on fish products
and the trust in the information provided. Thismeans that the value that consumers give to
traceability information comes out as an extra layer of trust that consumers associatewith
products, and consequently with the habitual supermarket chain. In Fig. 2 we can see that
the high purchase intention based on the available traceable information results in higher
trust towards the (1) confidence that information can be traced back; (2) correctness of
provided information; and (3) reliance that the information is authentic and was not
falsified. On a larger scale, [37] believes that BCT suits fisheries and the fishing industry
because it motivates participating entities to demonstrate their compliance with laws
and health regulations, resulting in increasing consumer demand based on trust in the
product. Moreover, in our study, we assume that the trust in the information provided by
the supermarketmight positively affect the loyalty of consumers towards the supermarket
chain, therefore brand loyalty increases. [38] believe that new technologies are reshaping
not only the operational part, but also the dynamics of brand marketing, aiming at
increasing brand trust and enhancing customer loyalty. Therefore, our study shows the
potential that traceable information on a specific type of goods that are purchased in a
habitual supermarket is adding value to final consumers and it may possibly result in
increased loyalty to the supermarket chain.

This study explored the impact of the traceability feature of perishable products on the
trust towards the product from the perspective of final consumers. It showed a significant
and positive relationship between traceable information availability and trust towards
such products. Therefore, this study provides a practical contribution for those SCs and
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food retailing chains that consider BCT pilots–here they can find scientifically analyzed
perspectives of final consumers towards the potential availability of transparent traceable
information. One of the limitations of this study is related to the sample used for the data
collection–with the snowballing technique application, respondents were spreading the
survey among their convenience circle, therefore in some characteristics (e.g. education)
it resulted in being non-equally spread. Nonetheless, as using the information available
at the points of sales is more likely to happen in younger (and therefore more educated
in the Portuguese population) and the fact that more educated respondents have the
tendency to have more income available to spend on these products, the sample is likely
to have more adherence to the overall profile of costumers buying fish. Moreover, as the
survey touched on the topic of the supermarket that consumers choose for their habitual
food shopping, it would be interesting for future studies to add a brand loyalty construct
and see if the traceable information actually results in increased brand loyalty. We hope
that this study will serve as an impulse for future explorations of novel technology
implementation for business practices and consumer experiences.
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Abstract. Ensuring driver readiness poses challenges, yet driver moni-
toring systems can assist in determining the driver’s state. By observing
visual cues, such systems recognize various behaviors and associate them
with specific conditions. For instance, yawning or eye blinking can indi-
cate driver drowsiness. Consequently, an abundance of distributed data is
generated for driver monitoring. Employing machine learning techniques,
such as driver drowsiness detection, presents a potential solution. How-
ever, transmitting the data to a central machine for model training is
impractical due to the large data size and privacy concerns. Conversely,
training on a single vehicle would limit the available data and likely
result in inferior performance. To address these issues, we propose a
federated learning framework for drowsiness detection within a vehicu-
lar network, leveraging the YawDD dataset. Our approach achieves an
accuracy of 99.2%, demonstrating its promise and comparability to con-
ventional deep learning techniques. Lastly, we show how our model scales
using various number of federated clients.

Keywords: Federated Learning · Driver Drowsiness · Connected
Vehicles

1 Introduction

Road accidents are predominantly caused by human errors, accounting for 90%
of incidents in the United States in 2015 [7]. While drivers and passengers ben-
efit from the safety features of vehicles, vulnerable road users such as cyclists
and pedestrians remain at greater risk. Drowsy driving is a prevalent issue, with
a significant number of accidents attributed to this cause. The vision of fully
automated vehicles offers potential solutions to address the problem of driver
drowsiness. However, achieving fully automated driving remains a future aspira-
tion, and the current trajectory suggests the adoption of shared driver-machine
models [9]. For complex driving scenarios, the driver is required to assume control
of the vehicle, necessitating a state of readiness.

Driver readiness is contingent upon various factors and influenced by the
driver’s state [18]. Automotive companies have developed different types of
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Driver Monitoring Systems (DMS) to enhance road safety [11,23]. These systems
analyze driver behavior and appearance to detect signs of hazardous conditions,
such as distraction or drowsiness, indicating when the driver may not be pre-
pared to assume control [5]. However, interpreting these signs can be challenging
and subject to multiple interpretations. Consequently, Driver Monitoring encom-
passes several domains, with Driver Drowsiness Detection being one of them.

Various approaches have been employed to detect driver fatigue. Direct phys-
iological measurements, involving the use of body sensors to track metrics like
heart rate, have yielded promising results. Another approach utilizes vehicle
sensors to monitor parameters like steering wheel angle, detecting anomalous
patterns [21]. A third approach combines direct assessment of driver behav-
ior with non-intrusive sensors. Optical algorithms, coupled with Deep Learn-
ing techniques, extract the driver’s state from camera recordings, demonstrating
improved success rates [10]. However, in-vehicle Driver Monitoring presents chal-
lenges due to the large video data size and privacy constraints.

Federated Learning (FL), a Deep Learning methodology, offers a privacy-
aware solution to train Machine Learning models on distributed data. By only
transmitting the model parameters through the federated network, rather than
raw data, FL reduces message sizes and minimizes the potential attack surface
for adversarial attacks. FL has started to see real-world implementations, mainly
in medicine [20], but is being applied in other industries such as automotive [17].

In order to tackle these challenges, our study introduces an FL framework
tailored for drowsiness detection in a vehicular network, employing the YawDD
dataset. Remarkably, our approach attains a remarkable accuracy rate of 99.2%,
showcasing its potential and comparability to conventional deep learning meth-
ods. Our main contributions are:

– Federated Learning framework for driver drowsiness detection using YawDD
dataset for processing single frames and sequences.

– With our evaluation, we show how model performance scales when increasing
the number of federated clients.

– We achieve great results of 99.2% when classifying normal driving, talking
and yawning driver.

2 Related Work

Driver Drowsiness Detection is an actively researched area, and numerous studies
have been conducted to address this critical issue. [1] developed a benchmark
implementation using the YawDD dataset, focusing on in-vehicle applications.
However, the accuracy of their model is limited. It is evident that there is room
for improvement in achieving higher detection accuracies for driver drowsiness.

In recent works, [22] proposed a Convolutional Neural Network (CNN) archi-
tecture on the YawDD dataset, utilizing ensemble learning to achieve an impres-
sive accuracy of approximately 99%. [19] employed a simple CNN with dropout
technique, obtaining an average accuracy of 96% on YawDD by focusing on the
eyes and mouth and using labels of open or closed states for these facial features.
[12] introduced the PERCLOSE formulation, utilizing the eye area to determine
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drowsiness on the YawDD dataset. However, this approach encounters challenges
when the driver’s face or eyes are not detectable. [2] explored the application
of Recurrent Neural Networks (RNNs) on the YawDD dataset, achieving an
accuracy of 96%.

The aforementioned studies predominantly employ conventional deep learn-
ing techniques, such as ensemble learning, CNNs, and RNNs, to attain high
accuracies in driver drowsiness detection. However, the integration of federated
learning in the driver monitoring field remains underrepresented. [26] presented
one of the few works focusing on drowsiness detection using FL. They proposed
a two-stage approach, utilizing the PERCLOSE method and another drowsi-
ness metric called FOM, to identify fatigue. The application of the federated
learning strategy called Dynamic Averaging yielded promising results, and the
performance evaluation was conducted on the NTHU dataset. [27] also used the
NTHU dataset and the YawDD dataset. They present a privacy-preserving fed-
erated transfer learning method called PFTL-DDD for detecting driver drowsi-
ness. The proposed method uses fine-tuning transfer learning on the FL sys-
tem’s initial model and a CKKS-based security protocol to encrypt exchanged
parameters, protecting driver privacy. The results show that the method is more
accurate and efficient compared to conventional FL methods and reduces com-
munication costs. Nevertheless, they do not include how many clients the eval-
uate their models with. [16] also proposed a federated transfer learning model,
but applied it to construction workers and fatigue monitoring. Lastly, [25] pro-
posed an asynchronous federated scheme in internet of vehicles. They evaluate
their model EHAFL on YawDD dataset and show how their model can reduce
communication costs with 98% with a slight decrease in accuracy.

While conventional deep learning techniques have demonstrated success in
driver drowsiness detection, the potential of FL in this domain remains largely
untapped. Moreover, the studies that have investigated FL for DMS do not show
how performance scales when number of participating clients is increased.

3 YawDD Dataset

The YawDD dataset, as documented by [1], comprises video recordings of drivers
exhibiting various behaviors, with particular emphasis on yawning as a key indi-
cator of drowsiness. To establish a baseline, normal driving videos were included
to depict drivers in an alert state, free from drowsiness. Another category of
videos captured drivers engaged in conversation. In a binary classification task
involving yawning and normal driving, the act of mouth opening serves as an
indication of yawning behavior. However, the introduction of talking data poses
a challenge as this behavior can no longer be solely relied upon. The YawDD
dataset consists of two subsets: one containing 322 videos and the other with 29
videos. The larger subset captures drivers from a rear mirror perspective, while
the smaller subset features a camera placed in front of the driver on the dash-
board, see Fig. 1. A total of 107 drivers (57 male and 50 female) were recorded,
with each driver providing at least three videos for each behavior category.
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Additionally, the YawDD dataset includes recordings with occlusions such as
sunglasses or scarves.

Fig. 1. Samples from the YawDD dataset in two perspectives. Top: Rear mirror. Bot-
tom: Dash [1]

3.1 Data Preprocessing

Given that the provided labels in the YawDD dataset were different, encom-
passing a few seconds before and after the actual yawning event in a yawning
video, we performed frame-level labeling of the entire dataset to ensure pre-
cise classification for this study. Analyzing the dataset is crucial to identify its
properties. The dataset is divided into two subsets based on camera perspec-
tives: rear mirror (320 items) and dash (29 items). Despite both perspectives
being realistic, the larger rear mirror set is selected for further analysis. The
file names reveal a potential issue: some videos have dual labels. For instance,
a sample video includes footage of talking and yawning. Upon reviewing sample
videos, labeling appears more problematic as a video labeled “Yawning” contains
a yawning event within normal driving. The drivers are throughout the videos
driving normally, talking or yawning; thus we tackle a 3-class classification task
(Fig. 2).

Fig. 2. Sample includes two categories.

Resizing is the subsequent step for data reduction while preserving crucial
information. The camera used in [1] captures YawDD data at a resolution of
640× 480 pixels, resulting in 307,200 pixel values per color layer. In the RGB
format, this equates to 921,600 values per frame. Deep learning memory con-
sumption scales with input data size, so minimizing input sample size is prefer-
able. Lowering resolution causes image structures to blur. At 80× 80 pixels,



Federated Learning for Drowsiness Detection in Connected Vehicles 169

objects become indistinct, such as glasses merging with the eye structure. Reso-
lutions above 160× 160 pixels are recommended, with 320× 320 already offering
improvement compared to the original. The last step in frame pre-processing
involves color representation. Since the driver drowsiness detection approach
relies on behavioral measures, driver actions play a vital role. Yawning and
eye blinking, identified as indicators, are not influenced by color representation.
Grayscaling converts RGB to grayscale, significantly reducing data size.

4 Method for Driver Drowsiness

In this section, deep learning for spatial-temporal data and the tools applied in
our study.

4.1 Deep Learning and Spatial-Temporal Data

Sequential data as input for the neural network includes the concept of spatial-
temporal data. Images can be considered spatial data, where pixels correspond to
locations, areas, and distances. When single frames act as input, the neural net-
work relies on spatial information, and the task is typically image classification
using CNNs. However, in YawDD, the original data is in video form, introduc-
ing temporal information. The order of frames in a video is not arbitrary, and
the relation between consecutive frames is temporal. With sequences of frames,
we have spatial-temporal information, and the task becomes sequence or video
classification. Utilizing spatial-temporal information is desirable as it preserves
an additional dimension of information. For sequential data, RNNs are a special-
ized variation of deep learning. [8] used an RNN extension of CNNs known as
3D CNNs, which extend CNNs to the third dimension, representing time. They
achieved promising results, outperforming other methods like LSTMs. There is
still nevertheless a discussion whether to use 2D or 3D CNNs for video process-
ing [6]. Using single frames instead of sequences can help overcome hardware
constraints and reduce the number of parameters to consider. Processing single
frames could however result in a loss of information. Thus, we evaluate both 2D
and 3D CNN on YawDD dataset.

4.2 Federated Learning Tools

Our FL architecture was implemented using the Flower framework [4] in con-
junction with PyTorch. The Flower framework provides three key scripts: the
server or main script, responsible for managing the federated training process;
the client script, which handles local training and client-side evaluation; and
the utils script, which incorporates essential functionalities such as data load-
ing. Figure 3 depicts the Flower core framework architecture, how server and
clients communicate and the possibility to simulate clients using a built-in vir-
tual engine.
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Fig. 3. Flower core framework architecture [4].

PyTorch offers a straightforward approach to load an image dataset from a
folder. The ImageFolder function facilitates the loading and transformation of
image samples along with their corresponding labels. Transformations are com-
posed within the transform object, which includes operations such as grayscale
conversion, conversion to Tensor format, normalization, and standardization.
The label information is inferred from the folder structure, as the dataset folder
comprises three subfolders for each class.

After loading the entire dataset into a variable, the next step involves split-
ting and assigning the subsets. We utilize the random split function, which ran-
domly permutes the dataset and splits it according to the specified length array.
To ensure reproducibility, the random permutation is generated using a seeded
number. Importantly, the randomization process respects the proportions of the
label collections, guaranteeing that both splits maintain the same class distribu-
tion.
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5 Evaluation and Results

The experiments were conducted on the Ubuntu distribution, which is built
on the Linux operating system. Specifically, Ubuntu version 22.04 was utilized
for this study. The hardware setup consisted of an AMD seventh-generation
processor and a NVIDIA GeForce RTX 3070 graphics card.

At first, the loaded dataset size is controlled and the size 127.887 matches the
number of files in the dataset folder. The 90:10 split is validated with a training
set, containing 90% of the data, and a test set, which possesses 10% of the
data. We also specify relevant hyperparameters before training. We search for
optimal values for these and illustrate our results using the best choices found.
The hyperparameter search space can be found in Table 1. Moreover, we use
FedAvg [14] as a federated strategy when aggregating the client updates at the
server. Adam [13] is set as an optimizer.

Table 1. Hyperparameter search space. sequence length and frame skipping param-
eters are only relevant for 3D-CNNs.

Hyperparameter Search Space Values

learning rate {0.0001, 0.001, 0.002, 0.005, 0.01, 0.1}
momentum {0.01, 0.02, 0.05, 0.1, 0.2, 0.5, 0.9}
batch size {2, 8, 16, 32, 64, 128}
weight decay {0.0001, 0.001, 0.002, 0.005, 0.01, 0.1}
nbr clients {2, 4, 8, 16, 20, 40}
sequence length {8, 10, 12, 14, 26, 18, 20}
frame skipping {2, 3, 4, 5, 6, 8, 10, 12}

5.1 3D-CNN and Video Sequence Processing

Based on [8] work, the hyperparameter values were adopted and a model was
constructed as in Fig. 4. The sequence length was found to influence the results
and an initial sequence length of 16 was used, but other initializations did not

Fig. 4. 3D-CNN architecture as in [8]
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improve performance. Frame skipping, introduced to enhance temporal informa-
tion, showed no effect, with a commonly used frame skipping value of five. The
batch size, limited by memory, was set to 2 due to the sequence length. The
learning rate was the only parameter that showed some change, with smaller
rates resulting in slower convergence but reduced fluctuations. The best values
for frame skipping and sequence length were used after hyperparameter tuning.
Highest accuracy achieved was 90.1% and processing was slow. To improve the
approach and achieve better results, the process can be streamlined and sim-
plified. Using single frames instead of sequences can help overcome hardware
constraints and reduce the number of parameters to consider (Fig. 4).

5.2 2D-CNN and Image Processing

The adopted model is a 2D-Convolutional Neural Network (CNN) for image clas-
sification, in which we process the videos frame-by-frame. We draw inspiration
from the work of [8] when constructing the 2D-CNN and the architecture can
be found in Fig. 5.

Fig. 5. PyTorch code for convolutional neural network we use. The parameter values
for the optimizer are initial values.

We thereafter evaluate our model using the mentioned pre-processing steps on
a frame-by-frame basis. The task is a 3-class classification task in which we seek
to correctly classify drivers driving normally with closed mouth, drivers talking,
and drivers yawning. We illustrate our results using test accuracy and categorical
cross-entropy loss. The values illustrated in Fig. 6 and 7 are averaged scores over
5 runs. We also show respective significance interval for both illustrations.

The test accuracy in Fig. 6 shows that highest accuracy is achieved using 2
clients. Maximum accuracy achieved is 99.2% and prediction outcomes can be
seen in Fig. 8. We notice a slight decrease in performance when increasing the
number of participating federated clients. This is clearly shown when increasing
the number of clients from 16 → 20 and 20 → 40. However, the performance
is fairly stable between 2 → 16 clients. The optimal choice of hyperparameters
seems to be a low learning rate, weight decay, number of participating federated
clients and batch size. A larger momentum gives better results.
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Fig. 6. Test accuracy for various number of clients. Accuracy is shown with significant
intervals, averaged over 5 runs.

Fig. 7. Test categorical cross-entropy loss for various number of clients. Accuracy is
shown with significant intervals, averaged over 5 runs.
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In Fig. 8, we show the predictions of our best run for driver drowsiness using
2 clients. Similar pattern is seen when increasing the number of participating
clients. From the results, we read that our model can easily distinguish the
classes yawning and normal driving and that talking is sometimes mistaken for
yawning or normal driving, almost in same proportion.

Fig. 8. Confusion matrix with predictions for driver drowsiness.

6 Discussion

Firstly, we controlled the loaded dataset size, which contained 127,887 files,
ensuring that the dataset folder was accurately represented. We split the dataset
into a training set, comprising 90% of the data, and a test set, containing the
remaining 10%. This splitting strategy is commonly employed in machine learn-
ing to evaluate the generalization performance of models. By using this approach,
we can assess how well our model performs on unseen data. To ensure optimal
performance, we conducted a hyperparameter search to identify the best values
for the relevant parameters.
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In our experiments, we employed the FedAvg FL strategy, as proposed by
[14]. This strategy enables efficient aggregation of client updates at the server
while preserving data privacy. In other studies, researchers can come to evaluate
other federated strategies such as FedProx [15] which could serve the area of
personalized FL [24] better in case one seeks to split unique user data to indi-
vidual clients. We first evaluate our 3D-CNN on YawDD data and achieve 90.1%
accuracy. This is not as good as results in other studies. As mentioned, using
single frames for processing can help overcome hardware limitations and reduce
the number of parameters considered.

For evaluation purposes, we applied the specified pre-processing steps on a
frame-by-frame basis. Our task involved a 3-class classification, where the objec-
tive was to accurately classify drivers engaged in normal driving with a closed
mouth, drivers who were talking, and drivers who were yawning. To assess the
performance of our model, we measured the test accuracy and the categorical
cross-entropy loss. The results, shown in Fig. 6 and Fig. 7, respectively, were aver-
aged over 5 runs to account for potential variations. Analyzing the test accuracy
results presented in Fig. 6, we observe that the highest accuracy of 99.2% was
achieved when using 2 clients. This finding indicates that a smaller number of
participating federated clients yielded superior performance. However, we notice
a slight decrease in accuracy when the number of clients increased from 16 to
20 and from 20 to 40. This decline in performance suggests that as more clients
participate, the aggregation process becomes more challenging, potentially due
to increased heterogeneity or more likely, size of local datasets becoming too
small. With smaller local datasets, the likelihood of it including sufficient and
representative data decreases and thus we may experience an increase in het-
erogeneity. Heterogeneous datasets or non-identical and independent (non-IID)
datasets are prevalent in FL and researchers have studied this extensively [28].

Interestingly, the performance remained relatively stable when the number
of clients ranged from 2 to 16. This observation implies that a moderate number
of participating clients is optimal for the task at hand. To further improve the
model’s performance, we identified several key hyperparameters that played a
crucial role. These include a low learning rate, weight decay, number of partic-
ipating federated clients, and batch size. Additionally, we found that a larger
momentum value yielded better results, indicating the importance of effectively
leveraging momentum during the optimization process.

To gain more insights into the classification results, we analyzed the con-
fusion matrix shown in Fig. 8. This matrix represents the predictions obtained
from our best run using 2 clients. Notably, similar patterns were observed when
increasing the number of participating clients. From the confusion matrix, we
deduce that our model can effectively distinguish between yawning and normal
driving classes. However, there is a notable confusion between the talking class
and the yawning class, as well as between the talking class and the normal driv-
ing class. These misclassifications suggest that drivers who are talking exhibit
certain facial movements or patterns that resemble both yawning and normal
driving. Since we are operating on a frame-per-frame level, there will be certain
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cases where the decision boundary is “blurry”, i.e., cases which look alike but
belong to different classes. Further investigation into the distinguishing features
between these classes could potentially lead to improvements in the model’s per-
formance. To extend this study, future research could focus on exploring addi-
tional feature engineering techniques or investigating more advanced models to
further enhance the classification accuracy. Additionally, collecting more diverse
and extensive datasets could provide a more comprehensive evaluation of the
model’s performance in real-world scenarios.

One interesting area of research is the field of Personalized FL [24]. We see
that researchers can apply learnings from this field onto the problem of accurate
DMS. This includes investigating different model architectures and aggregating
algorithms e.g. FL with personalization layers [3].

7 Conclusion

While most of the vehicle control is handled by machines, drivers still need to be
prepared to handle complex situations. Overcoming the challenges of ensuring
driver readiness is crucial, and driver monitoring systems play a significant role
in assessing the driver’s state. These systems utilize visual cues to recognize
various behaviors and associate them with specific conditions, such as drowsiness
indicated by yawning or eye blinking. Consequently, an abundance of distributed
data is generated for driver monitoring.

To address the task of driver drowsiness detection, machine learning tech-
niques, such as the one employed in this study, offer a potential solution. How-
ever, transmitting the vast amount of data to a central machine for model train-
ing is impractical due to privacy concerns and the sheer size of the data. On
the other hand, training the model solely on a single vehicle would limit the
available data and likely result in inferior performance.

To overcome these challenges, we propose an FL framework within a vehicu-
lar network for drowsiness detection, utilizing the YawDD dataset. Our approach
demonstrates impressive accuracy, achieving a rate of 99.2%. This result high-
lights the promise and comparability of our method to conventional deep learning
techniques. Our main contributions are:

– Federated Learning framework for driver drowsiness detection using YawDD
dataset for processing single frames and sequences.

– With our evaluation, we show how model performance scales when increasing
the number of federated clients.

– We achieve great results of 99.2% when classifying normal driving, talking
and yawning driver.
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Abstract. Many transportation networks have complex infrastructures
(road, rail, airspace, etc.). The quality of service in air transportation
depends on weather conditions. Technical failures of the aircraft, bad
weather conditions, strike of the company’s staff cause delays and disrupt
traffic. How can the robustness of such networks be improved? Improving
the robustness of air transportation would reduce the cascading delays
between airports and improve the passenger journey. Many studies have
been done to find critical links and nodes, but not so many analyze
the paths. In this paper, we propose a new method to measure network
robustness based on alternative paths. Besides improving the robustness
of the French (respectively Turkish Airlines and European) low-cost flight
network by 19% (respectively 16% and 6.6%), the method attempts to
show the relevance of analyzing the network vulnerability from a path-
based approach.

Keywords: Robust network · Topology · Passenger-centric model ·
Floyd-Warshall algorithm · Simulated annealing · Transport

1 Introduction

The European high-level vision aims for a 4-h door-to-door complete journey
for 90% of travelers within Europe by 2050. It also forecasts that the number of
commercial flights will reach 25 million. The topology of the airspace network
should change to accommodate these new flights. As the number of flights on
the network increases, the number of disruptions and delays will also increase if
the current network structure remains unchanged. In 2022, the number of flight
cancellations in the U.S. has reached 2.69% [1]. This is the highest cancella-
tion rate in a decade, according to the Bureau of Transportation Statistics, not
including 2020. These disruptions cause an economic loss every year. By making
the airspace more robust, it will be possible to absorb some of the delays and
reduce the recovery time. Although robustness comes at a price, taking it into
account will improve the quality of service provided by airlines.
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Every year, the world’s population grows, and with it the size of our trans-
portation networks (road, rail, airspace, etc.) to meet the increasing demand. At
the beginning of air transportation, the Benoist Airboat Model XIV, no. 43 [2]
could accommodate two people: the pilot and a passenger. Now, the Airbus A380
has a capacity of more than 500 travelers [3]. The transportation network is not
only growing according to a horizontal axis but also to a vertical one. Horizontal
growth is related to the increase in the size of the network associated with a
transportation mode (number of vehicles and their capacities) whereas vertical
growth refers to the number of transportation means. For instance, based on
the European forecast air transportation is mainly concerned with horizontal
growth. The bigger the network, the more complex it is.

This complexity brings a lot of new challenges to deal with. The quality of
service should remain at least the same, no matter the size of the network. People
expect to spend the same amount of time doing what they used to do before the
network gets bigger. One of the most important challenges is the load, especially
during peak hours. The network is supposed to offer an acceptable service even
when capacity is reached. In a society where competition between services is a
norm, it can be a reason to shift from one service to another. Finally, the network
must be robust to disruptions. At a time like ours, time is a precious resource.
Therefore, it is inconceivable to spend a lot of time in a traffic jam because of a
disruption nor to wait for hours for the airline operators to set up a solution to
make the passengers reach their final destinations.

A branch of the research in transportation theory has been devoted to the
study of robustness. Researchers in this community have developed several mod-
els for analyzing networks. These models try to quantify the extent to which
infrastructure elements are vulnerable to failures, congestion, attacks, etc. The
methods to address this problem are numerous, but can be divided into two
groups: topological vulnerability analysis and system-based vulnerability anal-
ysis. The metrics based on the former come from complex network theory and
usually use graph properties without considering the dynamics of the trans-
portation networks. The models from the latter method overcome this aspect by
integrating notions from transportation theory. Vulnerability is usually quanti-
fied by the difference in cost between a nominal state and a disrupted state.

Robustness is not limited to the identification of critical elements, but also
defines methods to improve the robustness of the network. The strategies to
improve the robustness are numerous. The rewiring strategy gets a lot of atten-
tion lately thanks to its network properties conservation aspect, in particular,
the node degree conservation. Sometimes the choice of a rewiring strategy seems
to be justified by economic benefits however this kind of argument is not as evi-
dent as one may think. Firstly, it depends on the characterization of the network.
On transportation networks, rewiring between non-directly connected elements
involves adding a new connection. Secondly, establishing new connections at the
strategic level may be a possible and interesting option. By strategic level, we
mean that the flight schedule for a day is known several months in advance so
the airspace topology of this day can be analyzed and improved.
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The following paper presents a new topological method to improve network
robustness based on alternative paths. The strategy chosen here is the addition
of new links in a static state of the air network. It is well known that robustness
is correlated with the number of links in a network and hence with the num-
ber of paths. However, enumerating path is a time-consuming task. Instead of
using classical k shortest path algorithms, the authors propose a modified Floyd-
Warshall algorithm to quantify this property and use a simulated annealing algo-
rithm to find the set of links whose addition improves the network robustness.
Knowing the future flight schedule, we search for flights to add to an air network
in order to increase the number of alternative routes and make it more robust
to potential disruptions or major delays. By doing so, we expect the operators
to use fewer resources to deal with disruptions when they occur.

The next section presents state-of-the-art methods for improving robustness.
Section 3 details the model and an algorithm for adding links that maximizes
robustness. Section 4 describes the methodology. Section 5 presents the results
obtained with such a method and discusses the advantages and shortcomings of
our approach and the last section highlights future work.

2 Related Work

Robustness analysis is a large domain that gathers research topics such as analyz-
ing the impact of random and targeted attacks on networks, identifying impor-
tant nodes and links, defining robustness measures [4]. All these topics lead
to different definitions of robustness and resilience in air traffic management
(ATM). [5] define the robustness as the ability of a system to experience no
stress during a time horizon. Stress refers to the deviation of a system from its
reference state. For [6], robustness is the capacity of a system maintain its con-
nectivity following random node isolation. According to [7], a system is robust
if it can maintain its performance when facing a disruption.

In transportation networks and specifically in ATM, robustness is related to
network connectivity and passenger delays.

In [8], it is the difference between schedule and execution efficiency over an
observation period. For [9], it is difference in the global traffic travel time before
and after a link disruption. [10] use graph signal processing methods to identify
and quantify the abnormal distribution of delays across US airports. As [11]
remark, ATM politics want to improve passenger mobility but lack passengers-
oriented metrics. The paper proposes a set of passengers-centric measures to
complement the already flight-centric measures to better evaluate air transporta-
tion network performance.

A lot of robustness measures in the literature model focus on network connec-
tivity. Some models characterize robustness by the size of the largest connected
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component after the removal of the graph’s elements (nodes or links) [12–14].
There are other robustness models based on complex network theory [15], and
among them are the centrality indices [16,17]. Degree, betweenness, closeness,
and eigenvector centrality are the most famous. Another attempt uses the net-
work spectrum especially the algebraic connectivity [18,19]. This measure is a
well-known qualitative index to compare OD pair’s connectivity but lacks preci-
sion. The previous enumerated approaches are purely topological and therefore
do not capture transportation features.

Some robustness models are based on the shortest path between OD pairs.
The network efficiency [7] is a measure of the proximity of nodes in the network.
Betweenness centrality [16] measures the number of shortest paths through a
node. This metric can identify important nodes in a network. Both previous
models consider only the shortest path. However, passengers do not necessarily
choose this path for their trips. In [20], robustness is defined as the number of
rerouted passengers in a disrupted network. The shortest path may not be suffi-
cient to reroute passengers, and this alternative path may not have an acceptable
travel time, which can lead to trip cancellation.

Improving network robustness is a complex task because of the size of the
state of space. Different approaches were developed to address the problem, they
are based on a random approach. Several papers have shown that a topological
change of a network structure can significantly improve its robustness [12,14,21].
The most acknowledged strategies consist of adding and/or removing elements
from a network [22–24] or rewiring existing connections to form new connections
[12,25].

Floyd-Warshall’s algorithm has received a lot of attention from the research
community. Several studies were done to improve the computation time by dif-
ferent means such as GPUs and parallelism [26], cache optimization [27], matrix
multiplication optimization [28]. The algorithm was also generalized to compute
the k shortest paths [29]. However, it seems that nothing has been done on
attempting to assess the number of paths connecting all node pairs.

The main contribution of this paper is a new passenger-centric robustness
model based on alternative paths. The model differs from the literature in that
it does not consider only the shortest path. From the passenger’s perspective,
there are several options where they can be rerouted if something unexpected
happens on their original trip. These potential alternatives have a travel time
that does not deviate too much from the shortest path travel time. Even if the
passenger is rerouted, his total travel time (time spent in the aircraft) remains
acceptable.
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3 Model

Path-based models are extremely rare. Those that take this approach only focus
on one path: the least-cost path. From the passenger’s perspective, the cost is
significant, but so are the alternatives in case of disruptions. If they are few, the
re-routing solution can be stressful and tiring.

In this paper, we consider a static transportation network (Table 1) so there
is no waiting time between connections. By connection, we mean a generalization
of the flight leg. We focus only on passenger travel times. We are looking for a
set of connections to add to this network to improve the number of alternatives,
and thus, the passenger travel time in case of a disruption. We assume that the
connections are not full and that there are always seats available to reassign
passengers to all alternatives.

Table 1. Main variables used to describe the robustness model

Variables Description

T Transportation network

G Strongly connected digraph

N , A Set of nodes and links

P, Q Set of origins, destinations

L Set of non existing links

GL G where L was added to A
RL

pq Routes connecting node p to node q in GL

d = (dpq) Fixed demand

t = (ta) Link cost

c = (cpqr) Route cost

3.1 Problem Formulation

Let us consider a transportation network T = (G, t,d) [30,31] where:

– G = (N ,A) is a strongly connected digraph with N being the set of nodes
and A the set of links.

– t is the vector of the costs of the different links of the transportation network.
– d represents the demand between two nodes of the network. It is the number

of passengers that want to travel from an origin node p to a destination node
q. Moreover, P ⊆ N and Q ⊆ N are respectively the sets of origin nodes and
destination nodes.

In this paper, the transportation network robustness is related to the richness
of alternatives. The more paths connect OD pairs, the more there are alternatives
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for rerouting the passengers when a disruption happens. The diversity of paths
helps to maintain network connection, which is one of the most fundamental
criteria when it comes to analyzing robustness because it ensures the existence
of a path between all pairs of nodes.

Fig. 1. Yen algorithm 3-shortest-paths (green paths) computation process between OD
pair PQ based on the disconnection (red-dashed links) of each of the links forming the
shortest path (green-lined path) (Color figure online)

We are interested in a robust transportation network model based on alterna-
tive paths between an OD pair. Let us consider a path r = (p, c, a, q) connecting
an OD pair pq and vpqc, vpqa being the respective robustness of the nodes c and
a. These robustness values are characterized by their number of alternative paths
between an internal node i ∈ (c, a) and the destination node q. We are looking
for a path model that combines these vpqi values. The goal behind this definition
is to capture the alternatives at each node i along the path r. A robust path
always possesses an alternative to the destination in case of a disruption on the
nominal path r. The model is applicable to large transportation networks, but
it requires efficient computation of alternative paths for all paths connecting
all OD pairs, and this operation is very time-consuming and requires a lot of
memory resources.

To fully analyze the robustness of a transportation network based on the
previous model, one needs a loaded network and the paths on which passengers
are assigned. However, these data are not easily accessible, so instead of the
model described above, we focus on a less restrictive model. In general, the
shortest paths connecting two nodes are quite similar. They slightly differ from
the shortest path by very few different nodes. It is based on this principle that
the Yen algorithm [32] computes the k shortest paths between two nodes. As
illustrated by Fig. 1, the shortest path (green-line path) between P and Q is (P,
C, Q) with a cost of 4. To compute the two other paths (green-dashed paths), the
algorithm is going to iteratively remove (red-dashed links) the links (C, Q) and
(P, C) from the network to respectively find the paths (P, C, A, Q) and (P, A, Q).
Both paths have a cost of 7. The main drawback of this algorithm is the network
modification at each iteration (disconnecting and reconnecting links). Unlike the
Yen algorithm, the Floyd-Warshall algorithm does not perform this operation on
the network at each iteration because the paths are built progressively. Moreover,
the latter algorithm is known to be efficient in computing all shortest paths
between all pairs.
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To make the running time acceptable, we limit the method to the computa-
tion of the paths connecting an OD pair. The main benefit of this approach is
to combine the computation of the distinct paths connecting the OD pairs and
the computation of the alternatives along them. The robustness of an OD pair
is quantified by the paths connecting its origin to its destination.

The model proposed by the authors can be defined by the following opti-
mization problem:

max
L∈P(N 2\A)

f(L) =
∑

p∈P

∑

q∈Q
|RL

pq| (1)

cpqr =
∑

a∈r

ta ∀r ∈ RL
pq (2)

μ < ta < η ∀a ∈ L (3)
|L| < κ (4)
cpqr < π ∀r ∈ RL

pq (5)

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

The strategy adopted here is to add elements. The model searches for the
set of links L that will increase the number of paths from all origin nodes to all
destination nodes. RL

pq is the set of paths connecting nodes p and q in the graph
GL where L has been added to the link set A. Constraint 2 is the definition of
the cost of a path r based on the cost of its links a. Constraint 3 imposes lower
and upper bounds on the travel time of the newly added links. We don’t want to
connect airports that are too close together or too far apart. Constraint 4 fixes
the maximum number of links to add to the network and finally constraint 5
fixes the maximum travel time spent by the passengers on the path r connecting
p to q.

3.2 Modified Floyd-Warshall Algorithm

The heuristic chosen to solve the problem is the simulated annealing [33]. This
metaheuristic is a well-known algorithm in the operations research community
to deal with optimization problems. This approach can reach the quasi-global
optimum solution in a reasonable computation time.

The main principle of the simulated annealing algorithm (Fig. 2) consists in
generating a neighbor M and comparing its objective evaluation fM with the
current decision evaluation f . If fM is better, f and L are updated. However,
these variables have a non-null probability to be updated even if fM is worst so
that the algorithm does not stay in a local maximum. In our implementation,
we used the well-known metropolis rule [33] to accept from time to time a bad
solution.

The core of the simulated annealing algorithm is the neighboring operator
because it is the process that is going to modify the taken decision (Fig. 3). The
neighboring operator implemented is threefold: twenty-five percent of the time,
the size of the decision is increased as illustrated in Fig. 3. The decision goes
from one link to two. Another twenty-five percent is used to reduce the size of



186 J.-C. Lebègue et al.

Fig. 2. Simulated annealing pseudo-code to solve the optimization problem (Eq. 1).

the decision by one element. The rest of the time is spent swapping the elements
in the decision with the same number of other random elements from the absent
links set.

Fig. 3. Simulated annealing neighboring operator functioning. The operator modifies
the current decision to a new decision according to three operations: adding, removing,
and swapping.
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Now that the method to solve the optimization problem has been presented,
the last thing to do is to find a way to evaluate the objective function (Eq. 1).
It is a tough task to do it fast, due to the number of possibilities. Here, the
authors propose a modified Floyd-Warshall [34] algorithm (Fig. 4) to tackle the
problem. The approach proposed here does not focus on computing the shortest
paths between all pairs of nodes instead it estimates the number of alternative
paths.

Fig. 4. Modified Floyd-Warshall algorithm to assess the number of alternative paths
between all pairs of nodes without looking for the shortest paths.

Like the classical Floyd-Warshall algorithm, the version proposed in this
paper builds the paths connecting OD pairs (i, j) by passing through a transit
node k. The paths Pij are the result of the concatenation of the paths P [i][k]
(connecting OD pair (i, k)) and the paths P [k][j] (connecting OD pair (k, j)).
Then, the set Pij is filtered to remove cycles and expensive paths. Finally, the
set Pij of paths going through k is added to P [i][j] which contains the other
paths connecting (i, j).

4 Numerical Examples

The robustness improvement method presented in the previous section was
tested on the French (Fig. 5a), Turkish Airlines (THY, Fig. 5b), and European
(Fig. 5c) low-cost flight networks on 01/06/2018. The network data come from
the Eurocontrol database. The main features and topologies of the studied net-
works are summarized in Fig. 5. Each node is an airport. Two nodes are con-
nected by a link if there is at least one flight between the two airports in the
data. The travel time of the leg is the difference between the departure airport’s
off-block time and the arrival airport’s in-block time.

No information about the actual demand was available, so both sets P and Q
were considered to be equal to N so it contains all possible pairs of the network
because it is the worst-case scenario. This means that there is always at least
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Fig. 5. The topology of the three strongly connected low-cost flights networks of June
1st, 2018: France, THY, Europe

one passenger who wants to go from any airport to any other airport in the air
transportation network. We assume that the newly added flight was performed
by an A320. We define a linear regression model to compute the new leg travel
time based on the distance between the two airports of the flight. The model was
fitted to the low-cost flights performed by an A320 (Fig. 6). The accuracy score
of the model is 0.98. In the simulated annealing run, if the travel time between
two airports was less than 20 min (roughly equivalent to a two-hour drive) or
greater than 7 h and 30 min (the maximum travel time performed in the data),
the travel time was set to infinity.

Fig. 6. A320 flight travel time model based on the distance between the two airports of
the flight by doing a linear regression of the low-cost flight data done the 01/06/2018

Furthermore, the number of iterations per temperature level was set to 100
and the decreasing cooling coefficient was set to 0.97 to allow a reasonable state
of space exploration. This means that from one temperature level to its lower
level, the temperature is decreased by 3%. This process is repeated until the
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temperature reaches 0.01% of its initial value. Finally, the maximum travel time
on the French (resp. THY and European) network was set to 7200 s (resp. 10800 s
and 12600 s), which is about two hours, and the number of legs to 4. These upper
bound were fixed based on the data. In fact, 75% of the French (resp. THY and
European) flights have a travel time less than 4916 s (resp. 7380 s and 8322 s).
The upper bound was determined by increasing the travel time values by 50%.

The raw data set contained internal and external flight data. In this study,
we focus only on internal flights. All the external flights were removed from the
data set.

5 Results

(a) French network (b) THY network (c) European network

Fig. 7. Improvement (percentage) of the number of alternative paths between all the
node pairs for different sizes of solution (ranging from one to nine) on the French, THY,
and European low-cost flight networks
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(c) European network

Fig. 8. Distribution of the paths (sorted in decreasing order) per OD pair after adding
the solution links (5% of the network links) to the low-cost flight networks
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5.1 Improving the Robustness of Air Transportation Networks

Firstly, we analyze the influence of the solution size on the robustness. For the
three networks, we compute the best solution for sizes ranging from one link to
nine links (Fig. 7).

On the french network (Fig. 7a), the improvement is linear with the size of
the solution and goes from 7.5% to 25%. This network is small (31 nodes) so
adding one link represents a 0.7% improvement in the number of links whereas
adding nine links represents a 6% change compared to the initial topology. The
results show this structure modification has a great impact on the number of
alternative paths. Unlike the two other transportation networks, the state of
space is smaller therefore it is less complex to find the best solution. As we can
see and expect, the larger the solution, the greater the improvement.

On the THY network, we notice a difference between the first three solutions
whose improvement is less than 12%, then it increases to 15.5%. It decreases
to 12.5% before increasing again to 13% (Fig. 7b). This time, the network is
larger, and the addition of nine links only represents a 1% increase in the total
number of links. However, this small change in structure is enough to improve
the robustness of the network. The decreasing behavior of the curve at size 7 is
unexpected, since the program is supposed to find at least the same set of links
as a smaller-size solution. This behavior is due to the state of space exploration.
In fact, it is so large that the program has not tested the links found for the size
6 solution.

Finally, we analyze the influence of the solution size on the European network.
The results vary very little around 1% improvement (Fig. 7c). However, we can
observe a slight increase from size one to nine.

5.2 Analysis of Flight Paths Distribution in Air Transportation
Networks

The results showed that the methodology we introduce in this article can glob-
ally improve the number of alternative paths between the OD pairs in an air
transportation network. We were curious about the shape of the distribution
of the newly added path for each OD pair. Figure 8 plots the number of added
paths per OD pair only for the OD pair that have been improved. We wanted
to compare the three networks when the same proportion of links have been
respectively added and analyze their new paths distribution according to their
OD pairs.

In the French network, we added 7 links which are (LFML, LFMT), (LFLL,
LFMP), (LFBO, LFBT), (LFBH, LFBP), (LFRB, LFBI), (LFSB, LFLL),
(LFST, LFSL). These links increasing the number of alternative path by 19%.
The improvement concerns 74 OD pairs over 930 (Fig. 8a). The paths are uni-
formly distributed among the improved OD pairs: they all received one new
path.

In the THY network, we added 31 links. In Fig. 8b, we can distinguish three
groups: OD pairs that receive one new path, two new paths and more than three.



Network Robustness Improvement Based on Alternative Paths Consideration 191

This latter group is a minority. Together, 837 over 46440 OD pairs have been
improved. It represents 16% new paths in the network. The OD pair (LTAC,
LTFJ) obtains the maximum number of alternatives with 18 new paths. This
link connects Esenboğa airport with Sabiha-Gökçen airport.

Finally, the distribution of European paths (Fig. 8c) looks similar to the THY
distribution. The number of paths is increased by 6.6%. 7833 over 108570 OD
pairs are improved when the solution links are integrated into the European
network: 68% get one new path, 14% get two paths, and the remaining 18%
get more than three paths. OD pair (EGCC, EGCN) receives the maximum
number of new paths for this transportation network with 16. This link connects
Manchester airport with Doncaster-Sheffield airport.

Flights on the French and European networks are operated by several differ-
ent airlines. Adding the set of solutions that can increase robustness is complex
for at least two reasons: firstly, how the airlines would be chosen to perform these
new flights and secondly, these new routes would entail a loss of customers for
other airlines. However, the process is much simpler for THY because the flights
on its network are only operated by its own aircraft. Improving their network
would only benefit them, with no loss of customers.

6 Conclusion

The paper has presented a new model of transportation network robustness
based on alternative paths between OD pairs. We also developed a method to
improve it. The method is the combination of a simulated annealing metaheuris-
tic and a modified Floyd-Warshall algorithm. The latter is used to assess the
number of paths connecting the OD pairs. The method has been tested on three
static study cases: the French, THY, and European low-cost flight networks.
The number of alternatives in the French (resp. THY and European) network
has been improved by 19% (resp. 16% and 6.6%), and these alternatives concern
8% (resp. 2% and 3%) of the OD pairs. The difference in results between these
studies is due to the size and the topology of the networks. By slightly chang-
ing the network topology (5% new links have been added in each network), the
studies have shown it is possible to greatly improve the number of alternatives
among the passenger OD pairs. In this study, the passenger can move from any
airport to any other airport. Having several alternatives is interesting during a
disruption because it reduces the costs generated and the resources to mobilize
to reassign the passengers. The most interesting benefit is that if a disruption
happens on an improved OD pair, there is at least one solution for the passen-
gers to reach their destination with little delays. For a company, robustness is a
guarantee of the quality of service and insurance to reroute the passengers if a
disturbance happens on its network.

Although we consider the OD pairs, we did not simulate disruptions nor
manage the potential stranded passengers. Our interest here was to globally
improve the robustness of a transportation network from a passenger perspective.
The next step to validate this work is to ensure that there are always enough
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seats on the alternative paths for all the passengers and to reassign the stranded
passengers to them.

The current version of the model only maximizes the global number of alter-
native paths in the network. However, it is not relevant to find more alternatives
than the number needed to reassign all passengers. By considering this con-
straint, we can maximize the number of improved OD pairs.

The model is also static. We did not take into account the waiting time and
focused only on the travel time of the passengers. However, the latter variable
should be considered so that all aspects of the disruption are captured in the
simulation. By extending the model to a dynamic version, we will take into
account all these important features and make the model more realistic. Con-
sidering schedules, load factors, and operational constraints on aircraft can help
analyze the quality of the solution. On the other hand, it can reduce the state
of the decision space and the number of alternatives to be computed.
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génétiques, Ph.D. dissertation, ENAC, Toulouse, France (1995)

31. Patriksson, M.: The Traffic Assignment Problem: Models and Methods. Dover
Books on Mathematics. Dover Publications (2015)

32. Yen, J.Y.: Finding the k shortest loopless paths in a network. Manage. Sci. 17(11),
712–716 (1971). https://doi.org/10.1287/mnsc.17.11.712

33. Delahaye, S.C.D., Mongeau, M.: Simulated annealing: from basics to applications.
In: Handbook of Metaheuristics (2018)

34. Floyd, R.W.: Algorithm 97: shortest path. Commun. ACM 5, 345 (1962)

https://doi.org/10.1287/mnsc.17.11.712


Machine Learning Methods to Forecast Public
Transport Demand Based on Smart Card

Validations

Brunella Caroleo1(B) , Silvia Chiusano2 , Elena Daraio2 , Andrea Avignone2 ,
Eleonora Gastaldi2, Mauro Paoletti3, and Maurizio Arnone1

1 LINKS Foundation, Via P.C. Boggio 61, 10135 Turin, Italy
{brunella.caroleo,maurizio.arnone}@linksfoundation.com

2 Politecnico di Torino, c.so Duca degli Abruzzi 24, 10129 Turin, Italy
{silvia.chiusano,elena.daraio,andrea.avignone}@polito.it,

eleonora.gastaldi@studenti.polito.it
3 Granda Bus, Via Circonvallazione 19, 12037 Saluzzo, Italy

mauro.paoletti@grandabus.it

Abstract. This paper explores the forecasting of public transport demand using
mobility data obtained from electronic tickets and smart cards. The research aims
to estimate the demand for a selected route at a specific bus stop on a given day and
time slot. The study utilizes a large dataset of historical demand data, including
approximately 10 million validations collected in 2019 by the Piedmont transport
operator Granda Bus, and combines it with additional information such as weather
conditions, anonymized user data, and temporal segmentation of the yearly calen-
dar. To identify the peculiarities in demand forecasting for each bus route and stop,
a clustering analysis is performed, resulting in the identification of six cohesive and
homogeneous clusters. Various machine learning models are tested and compared
to determine the most suitable model for forecasting public transport demand at
each stop within one-hour time slots. The results demonstrate that machine learn-
ing algorithms consistently outperform average-based techniques: the machine
learning algorithms exhibit a significant improvement (up to 50% compared to
the baseline) when demand uncertainty is greater. The proposed methodology
framework is replicable and transferable to other areas, providing a valuable tool
for optimizing resource allocation and network planning, while enhancing user
satisfaction by accurately forecasting passenger demand at each stop and desired
time slot.

Keywords: public transport demand · machine learning · clustering · forecasting

1 Introduction

Estimating the public transport demand has become a great concern for the public trans-
port agencies: it would allow to improve the service offered to the customer and to
optimize the physical resources and the operating costs to the service provider.
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This objective has many challenges to overcome: the number of passengers which
need to travel at specific place and time may depend on several factors, thus subject to a
great variability. The potential directions are toward a reliable forecasting method, able
to consider the specific features of the territory, of the service and of the demand, or
towards the design of an on-demand transport service.

Toestimate thedemand for a certain trip, travel documents analysis canprovideuseful
information to create suitable models [1]. Among the ticketing typologies, smart cards
generate large amounts of data revealing more insights in passengers’ travel behavior
[2], allowing the analysis of the current public transport usage and the prediction of the
future one.

This paper addresses the problem of forecasting public transport demand at a certain
bus stop for each route (denoted as bus stop-route couple) of a geographical zone at each
hour of the day of the following week.

Data examined in this paper come from the public transport operator Granda Bus of
the Piedmont Region (Italy). Smart cards of this operator allow to charge both subscrip-
tions and transport credit documents. The first case (subscriptions) refers to a fare which
gives the right to travel within a certain area and for a certain time of validity, which can
start with the purchase or with the first validation. In the latter case (transport credit),
a certain amount of money is charged on the card and, at each travel, the correspond-
ing cost is subtracted according to the departure and the arrival location. Smart cards
are usually validated only when on-boarding (tap-in/check-in), especially in the case
of subscriptions. If check-out is not validated, the final destination of the journey can
be inferred as stated in the reference literature [3, 4]. If properly exploited, information
coming from the smart cards can be extremely precious.

To forecast public transport demand at a certain bus stop-route couple of a geograph-
ical zone at a given 1h-timeslot, this paper proposes a novel approach that combines
already known techniques but in an innovative and customized way according to the
context of analysis. The proposed approach is based on the main concept of the bus
stop-route couple, meaning that each bus stop of the public transport infrastructure is
analyzed separately for each route that passes by it (details in Sect. 3). Starting from
this concept and to pursue the forecasting goal, the proposed approach is structured as
a two-level methodology designed in the following way. The first level is based on a
clustering analysis, whose objective is to identify similarities among the bus stop-route
couples. The second level is based on a regression analysis contextualized with respect
to each cluster, previously identified through the first level of the methodology, whose
objective is to evaluate the best suitable model and its configuration to forecast the
demand. Within the proposed methodology, the data about service demand and supply
are enriched with additional information about the meteorological conditions and other
temporal information (details in Subsect. 3.1).

This paper is organized as follows: after a review of the literature in Sect. 2, Sect. 3
contains a description of the proposed approach, while Sect. 4 reports the main obtained
results and their analysis. Finally, conclusions and recommendations for future research
are provided in Sect. 5.
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2 Related Works

The literature presents different issues that can be dealt using smart card data: segmenting
customers according to their personal data or to their mobility patterns [1, 2], forecasting
themost likely destination given the boarding stop [4–6], forecasting individual mobility
and trip chain [7, 8], estimating the time at which a vehicle will arrive a certain stop
[9, 10], predicting travel and dwell time [11, 12], predicting bunching and preventing
it [13], reorganizing the routes of the public transport basing on travel/dwell times and
on demand at each stop [14]. Similarly, clustering techniques are employed to reveal
insights about popular stations and group of passengers [15], as well as for the mining
of travels [16] and for characterizing the structure of cities [17].

The focus of this paper is the problem of forecasting mobility demand of public
transport at a certain stop to predict how many people will need a particular mobility
service, at a certain place, within a specific time slot. There are different approaches
in the literature, mainly differing in terms of type of model used for the prediction,
input variables, and time horizon of the prediction. Some previous studies focused on
predicting bus passenger demand with deep learning and machine learning techniques.
For example, [18] proposes the use of a SAE-DNN model (a hybrid deep network of
unsupervised SAE and supervised DNN) to predict the hourly passenger flow using a
three-stage deep learning architecture. [19] used Gradient Boosting Decision Trees to
forecast the number of alighting passengers up to 15–30min, using also the demand data
of the adjacent bus stops. The authors of [20] used a LSTM (Long short-term memory)
recurrent neural network (RNN) architecture to forecast the demand using also weather
features, with a 10-min time horizon. LSTM technique has also been used in [21] in
comparison with SVR (Support Vector Regression). Other approaches are presented in
[22] (ARIMA/SARIMA) and [23] (Random Forest).

However, none of these works has analyzed the entire supply network of a pub-
lic transport operator, crossing with the historical demand data, and detecting the
peculiarities in terms of prediction of each route/stop with respect to the other ones.

After a preliminary exploration conducted in [24, 25], this paper proposes a novel
data analysis approach to cover this gap. Specifically, it aims at identifying the most
proper model to predict public transport demand at each stop of the entire transit network
covered by a transport operator for each 1-h timeslot. The features characterizing each
bus stop are: time series of the demand at that bus stop, working/school holiday days,
weather conditions, type of users (students/retirees/others), segmentation of the yearly
calendar depending on the transport supply, the cluster to which the bus stop belongs.

3 Methodology

The proposed methodology is based on data coming from a public transport operator,
that consists in the public transport supply and demand of the whole year 2019. The
dataset is provided by Granda Bus, a consortium of 16 transport agencies founded in
2004, mostly operating in the area of Cuneo, in North-Western Italy. Data provided by
Granda Bus consortium are totally anonymous and comply with the specifications of the
privacy authority and the GDPR.
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From the supply side, the involved public transport operator collects and stores data in
the General Transit Feed Specification (GTFS) format. This is a standard representation
of the scheduled public transport services, including also geographical information. In
the selected year, the service includes 237 routes, 6,069 trips and 7,371 stops.

From the demand side, for the whole 2019, Granda Bus provided data of users’
validations, the typology of the tickets and the category of users. Inmore detail, fromeach
validation there are: (i) temporal information, i.e. date and time at which the validation
occurs, (ii) spatial information, i.e. the stop at which the validation occurs and the
corresponding bus route, (iii) ticketing information, i.e. its typology (e.g., single ticket,
carnet, weekly, annual subscriptions) and its type (if the validation refers to a check-in
or a check-out), and (iv) anonymized personal information, as age, sex, birthplace and
category (students/retirees/others) in case of smart cards (i.e. subscriptions).

Data retrieved from the public transport operator have been enriched in this study
with external data sources, as detailed in Subsect. 3.1. The proposed framework is made
of three main building blocks represented in Fig. 1, namely the Data acquisition, col-
lection and enrichment, the Clustering analysis, the Forecasting model: analysis and
assessment. Each block will be detailed in the next subsections.

Fig. 1. The proposed framework.

The current methodology is based on the core concept that each bus stop can be better
modelled if considered with respect to the route that goes by it. As an example, the route
that connects the two municipalities of Saluzzo and Cuneo is identified by route_id =
B91 (route_long_name = SALUZZO-CUNEO). This bus route has a stop at Saluzzo
railway station (stop_id= 1). The same bus stop also serves other bus routes in addition
to B91 (e.g., B95TO, B104, B105). Since each bus stop is characterised by different
validation trends according to the considered route, each possible bus stop-route couple
has been considered separately. For this reason, from now onwewill refer to this concept
as the bus stop-route couple, e.g., the couple (1, B91) refers to the stop_id = 1 (Saluzzo
railway station) of the route_id = B91 (SALUZZO-CUNEO).
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3.1 Data Acquisition, Collection and Enrichment

Thefirst blockof the framework refers to the acquisition and collection of public transport
data, in terms of both supply and demand and including the personal users’ data when
available (in case of subscriptions). The following additional information has been added
to enrich the information retrieved from the public transport operator:

• Weather conditions: meteorological information is retrieved from 3bMeteo [26] with
daily or hourly temporal granularity (one station for each municipality). Temperature
(minimum and maximum) and quantity of rain precipitation are hourly information,
while the categorical description of the weather condition (i.e., sunny, partly cloudy,
cloudy, variable, rainy, snowy, rainy-snowy, stormy, foggy) is daily;

• Temporal information: temporal information is computed from the validation times-
tamp to further characterise the data in terms of weekday (Monday - Sunday), day
type (working day, holiday day or pre-holiday day) and school holiday (boolean equal
to 1 for the days in which the schools are closed);

• Spatial information: type of zone in which the bus stop of the validation is located
(residential, working, or mix).

For the cleaning process of validation data, the following set of filters was designed:

• User’s information incoherent filter: it removes all validation related to users with
incoherent registry information and ticket typologies (e.g., middle-aged user with
student subscription);

• Frequency validation filter: it discards the validations related to the same user ID
whose count in the same day is greater than 10 (threshold value defined together with
the transport provider);

• Missing stop ID filter: it removes all the validations without any bus stop ID;
• Average speed filter: it removes the validations that implies a user average speed

greater than the average speed for the relative trip;
• Synchronisation filter: it evaluates the feasibility of two validations associated to

the same user/customer and at the same time instant. In particular, it checks if the
customer could cover the distance between the reported stops in less than 1 min,
which corresponds to the sensitivity of the recorded timestamp.

Due to the presence of categorical variables (i.e., the day of the week, the day type
and the meteorological conditions), the one-hot-encoding has been selected to exploit
the translation into numerical variables.

3.2 Clustering Analysis

The second building block of the proposed methodology exploits cluster analysis to
partition the bus stop-route couples and find the optimal forecasting model for each
stop. The model which best fits the data related to the most representative bus stop-route
couple of the cluster (i.e., the centroid) is used for forecasting the demand at the other
stops of the same cluster. It entails two main steps of the analysis: (i) the temporal
segmentation of analysed data, to properly analyse the mobility data by a temporal point
of view, and (ii) the first level of the proposed two-level methodology, which consists
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of the clustering method selection, together with its tuning and the evaluation of the
obtained clusters. Both these steps are here after described more in details.

Temporal Segmentation: according to the characteristics of the public transport
service supply, it is possible to identify different time periods that follow external condi-
tions variations, such as the school holiday periodwhich highly affects the daily routines.
Three temporal segments have been identified:

• Working segment: it refers to the period during which schools are open and days are
referred to as working days (from the second week of January to the first week of
June and from the second week of September until the third week of December);

• Holiday segment: it refers to the period during which schools are closed and days
are referred to as holiday days (from the second week of June to the first week of
September, plus the Christmas holidays);

• Hybrid segment: it refers to the weeks composed by both working and holiday days
(e.g. Carnival’s week, Easter’s week and the 25th April’s week).

Clusters Identification: the cluster identification step aims to select themost suitable
clustering algorithm to identify clusters of similar bus stop-route couples.

Tomodel the bus stop-route object, the currentmethodology is based on the following
concepts: given a time bin tb, each bus stop-route couple ismodelled in terms of demand d
at tb (i.e. dtb). For each bus stop-route couple, the corresponding demand dtb is computed
based on two features: (i) the sum of the validations occurred in each time bin dsum

tb ,
and (ii) the variance of demand at each time bin across the days in the dataset dvar

tb .
According to this model, each bus stop-route is characterized by time_bins · 2 features.
To evaluate the right cluster set and if it is possible to keep it as fixed across different
time periods, the clusters’ identification needs to be performed on temporal segments
while comparing the obtained results.

The proposed methodology explored the suitability of the algorithms available in
literature by evaluating different kinds of approaches: the k-means algorithm, the hier-
archical agglomerative algorithm and the DBSCAN density-based algorithm. Each of
them requires the fine-tuning of parameters configuration through a grid search.

To evaluate the quality of the identified cluster set, the following indices are chosen:

• the Sum of Squared Errors (SSE): it is defined as the sum of the squared dis-
tances between the centroid and each member of the cluster. It evaluates the cluster
compactness and the best number of clusters for k-means using the Elbow method;

• the Davies-Bouldin index (DB index): it is defined for each cluster as the maximal
ratio between the sum of the spatial dimensions among itself and another cluster and
the distance between the two clusters. Then, the values are averaged. It is a measure
of compactness and separation from other clusters.

• the Silhouette Score (SS): it is defined as the ratio between b-a and max(a, b), where
a is the mean distance from the other elements of the same cluster, while b is the
mean distance from the elements of the nearest cluster. It ranges between -1 (worst
case) and 1 (best case). It is also a measure of compactness and separation from other
clusters.
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3.3 Forecasting Model: Analysis and Assessment

The third building block entails the second level of the proposed two-level methodology,
which consists of the regression model selection and fine tuning. Within this research
activity, the authors selected some of themost known algorithms, such as RandomForest
(RF) and its version with most important features only (RF-MF), Gradient Boosted
Decision Tree (GBDT), Support Vector Regressor (SVR) and Seasonal Auto Regressive
Integrated Moving Average (SARIMA).

The performances of the abovementioned algorithms have been compared with two
wise-baselines: the Average Response (AR), which computes the average validation
among the corresponding hours of the same type of day (working/holiday), and the
Median Response (MR), which is the same as the AR but it computes the median value.
These wise-baselines are simple and they do not require parameters setting, so they are
useful to evaluate the benefits of the adoption of machine learning techniques.

For each predictivemodel, a grid search has been conducted to determine the optimal
configuration setting, both in terms of hyperparameters and in terms of training set length.
In particular, the proposed methodology evaluates the model goodness when trained on
multiples of a week, which means 7 days, 14 days, and so on.

Forecasting and temporal segmentation: the forecasting has been performed by
taking into consideration the temporal segmentation previously described in Subsect. 3.2.
To forecast the demandof theworking segment, themodel has been trained only onweeks
of the working segment and analogously for the holiday segment. The approach for the
hybrid segment is slightly different: these weeks have been evaluated combining the
usage of working and holiday models, according with the type of each day of the week
under analysis, as represented in Fig. 2.

Fig. 2. Forecasting approach in the hybrid segment.

Model assessment: the last part of the proposed methodology provides evidences
of the performance in the demand forecasting, obtained through the regression models
introduced above. In particular, the quality of forecasting is quantified through a set of
common quantitative metrics. Thus, as a result of this block, some useful guidelines to
support the service provider in the decision-making process could be provided.
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The contextualisedmodels are evaluated in terms of: (i)Mean Absolute Error (MAE),
measuring the difference between the predicted value and the real one; (ii)Mean Absolute
Scaled Error (MASE), a scale-free error metric that never deals with undefined or infinite
values, representing a good choice for intermittent-demand series, which can occur in
our analysis context due to the service interruption during some timeslots (like during
night); (iii) the coefficient of determination R squared (R2), evaluating the ratio between
the variance of the error and the variance of the measured data.

To evaluate the performance on each temporal segment, the authors propose to train
as many models as possible that can be then tested on the week right after the training
period, averaging the performance metrics computed for each model.

4 Results

The computing environment for the experimental evaluation was mainly based on
Python, using the most popular libraries (e.g., pandas, numpy, sklearn, geopy).

4.1 Data Acquisition, Collection and Enrichment

The dataset refers to all the bus tickets validations of the Granda Bus consortium for
the whole year 2019. The map in Fig. 3 shows an example of geographical distribution
of the bus stops in one month of the year under examination (October 2019, retrieved
from the GTFS provided by the transport operator), where the colour of the stop points
ranges from white to blue depending on the number of incoming validations (at least
one), while stops with no validations in October are in pink.

Data retrieved from each validation is: timestamp (date and time), stop_id (the bus
stop where the validation occurred), trip_id and route_id (the trip and the route corre-
sponding to the validation), ticket typology (single ticket/carnet/subscription/students’
subscriptions/over65 subscriptions), and if it is a check-in or a check-out. In case of smart
card, information of each user has been included. The recorded information includes
about 1,000 travel documents and 100,000 users. The dataset has been enriched with
weather, temporal and spatial information introduced in Subsect. 3.1.

Since the objective of the study is to forecast the demand at each hour of the day for
the following week, data were resampled in hourly time slot. The study takes as unit of
measure one week (24*7= 168 records): this means that the size of the training dataset
is a multiple of one week, and the size of the test dataset is fixed to one week, so that
each week can be separately forecasted.

As a result of the data cleaning described in Sect. 3.1, 89% of raw data for the whole
year have been considered for further analysis: this percentage can be interpreted as a
good quality of the dataset provided by the transport operator.

4.2 Clustering Analysis

A clustering of all the bus stop-route couples has been performed according to the
methodology described in Sect. 3.2, using validation data of one representative month
(October) in 6,714 stop-route couples.
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Fig. 3. Geographical distribution of stop points: example on the validations of October 2019.
(Color figure online)

Three clustering techniques have been compared: density-based DBSCAN, Ward
hierarchical agglomerative, and k-means. Density-based clustering provided the worst
results, while k-means resulted to be preferable with respect to Ward agglomerative
clustering, due to a slightly higher silhouette and lower DB index with the same number
of clusters. As regards the choice of the number of clusters, a slowdown in the decreasing
of SSE can be observed at 6 and 7 clusters. Since the second value showed a local
maximum of DB index and a local minimum of silhouette, the first option has been
preferred. Thus, the algorithm chosen for the creation of the clusters is the k-means,
with k = 6. The algorithm receives as input the data collected in October 2019 and
provides in output six clusters of bus stop-route couples. Such partitioning has been
obtained by the assessment of the number of validations and the relevance of each stop-
route couple in terms of supply (number of trips, terminal stop, number of interchanges
within the route and frequency provided) and the volume of the demand.

The distribution of themost significant variables characterizing each cluster is shown
in Fig. 4 and in Fig. 5, separately for each partition (from #1 to #6) and related to working
days. In Fig. 4, variables are related to the supply (dens_pop represents the density of
population in the census zone of each stop_id, num_trips is the total number of trips
passing by each stop, terminal is a binary variable denoting if the stop is the first or
the last one of the trip, averaged over days), while Fig. 5 refers to the demand (stud
is referred to validations coming from students’ subscriptions, ret refers to validations
coming from over65 subscriptions, while other to other ticket typologies).

Cluster #1 is the one with higher cardinality (6,303 samples), characterized by bus
stop-route couples located in isolated places, with very few validations from all ticket
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Fig. 4. Distribution of the most significant variables related to the supply across the clusters,
numbered from 1 to 6.

typologies, a very low number of trips’ interchanges; in addition, these stops are rarely
terminals. The opposite holds for Cluster #3 (5 samples): it contains few stop-route
couples, but corresponding to a very high demand, especially from students and others,
which are themost likely to commute at train stations. The train stations of Saluzzo, Alba
and another in the centre of Cuneo belong to this cluster. Also in Cluster #5, formed by 50
elements, there are stop points very relevant from the supply side (in terms of num_trips
and terminal), but with a lower demand if compared with cluster #3. Stop-route couples
belonging to Cluster #4 are located in high-density census zones, i.e., mainly in Cuneo
and Turin. Cluster #2 (including 264 elements) is also characterized by high relevance
in terms of supply and less in terms of demand, but stops belonging to this cluster are
located in sprawled areas. Finally, the demand and the supply relevance of the stops are
reduced for Cluster #6 (17 elements) and even more for Cluster #4 (75 elements, mainly
in rural areas).

Clusteringwas assessed in an examplemonth (October) characterised by the absence
of special holidays and a pattern that is the prevailing one during the calendar year (work-
ing days). The analysiswas then replicated inmonths characterised by: (i) public holidays



204 B. Caroleo et al.

(isolated holidays, such as 25 April and 1 May), (ii) holiday periods (Christmas, Carni-
val, Easter), and (iii) periods characterised by a different supply, as summer holidays.
The comparison reveals that: (i) the partitioning of stop-route couples in the different
clusters is stable, and that (ii) the cohesion within the clusters varies by a percentage
deemed negligible. Therefore, the clustering of stop-route couples in the sample month
of October was identified as the reference one for the subsequent analyses.

Apart from the characterization of each cluster, as reported in Subsect. 3.2, the
analysts’ choice was to detect the most representative bus stop-route couple of each
cluster (i.e. centroid), find the forecasting model that best fits data on this stop, and then
use the same model for the other stops belonging to the same cluster. This hypothesis
has been tested and validated through a quantitative evaluation of the clusters’ cohesion.
Thus, stop-route couples belonging to different clusters could be modelled differently
to best capture the mobility patterns and the features characterizing each stop. This part
of the analysis will be deepened in the next subsections.

Fig. 5. Distribution of the most significant variables related to the demand across the clusters,
numbered from 1 to 6.
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4.3 Forecasting Model: Analysis and Assessment

Regression analysis was performed for each centroid of the clusters identified in the
previous section. Table 1 reports the centroid information for each cluster, since it is
the representative bus stop-route couple element of the specific cluster. The centroid is
described by its stop-route name.

Table 1. Centroids of each cluster.

Cluster # Centroid - Stop name (City) Centroid - Route name

1 Corso Unione Sovietica (Torino) Torino (TO) – Saluzzo (CN)

2 Bus station (Saluzzo) Cuneo (CN) – Saluzzo (CN)

3 Piazza Caio Mario (Torino) Torino (TO) – Saluzzo (CN)

4 Corso Giolitti (Cuneo) Cuneo (CN) – Saluzzo (CN)

5 Bus station (Alba) Bivio Cast. (CN) – Alba (CN)

6 Railway station (Mondovì) Mondovì (CN) – Cuneo (CN)

As introduced in Subsect. 3.3, several Machine Learning (ML) techniques have
been tested for each centroid, comparing the performance with two wise-baselines: the
Average Response (AR baseline) and the Median Response (MR baseline).

By comparing the two wise-baselines, it has been observed that the AR baseline
performs better with respect to the MR one in the working and in the hybrid temporal
segments, while it is slightly worse in the holiday segment. The difference in this last
temporal segment is negligible, so the authors selected the AR baseline as reference to
evaluate the performance of themachine learning algorithms.With no need of parameters
setting, the baseline is useful to evaluate the benefits of the adoption ofMLwith respect to
simple average-based techniques that the Public Transport Operator can already perform
without any deep knowledge of ML. For each abovementioned predictive model, a grid
search has been conducted to determine the optimal size of the training dataset window
(N, number of training days) and the hyperparameters.

The demand forecasting has been performed taking into consideration the temporal
segmentation previously introduced (Fig. 2): working, holiday and hybrid segment. For
each ML technique investigated, Table 2 shows the best size of the training window (N)
obtained from the grid search in each temporal segmentation. The proper N size has been
obtained after a deep joint analysis of MAE, MASE and R2 (see Subsect. 3.3) for each
possible value of N (multiples of 7 days, to obtain a number of training weeks required
for forecasting).

Finally, eachmodel -fitted for the centroid of each detected cluster (Subsect. 4.2)- has
been applied to the given dataset. Table 3 reports, for each cluster and for each temporal
segment: (i) the best predictive model identified; (ii) the corresponding size of training
window (N); (iii) the corresponding MASE; (iv) the gain, i.e., the MASE error gain of
using the best identified forecasting model over using the AR baseline.

Thus, the gain provides a quantitative and comparable advantage of using forecasting
models with respect to average-based techniques.
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Table 2. Grid search results: size of the training window for each ML technique investigated.

ML
technique

Temporal
segmentation

N Hyperparameters tuned

RF Working
Holiday
Hybrid

21
21
14

Number of estimators (from 10 to 200, step 10)
Depth of Trees ([3, 5, 7, None])

RF-MF Working
Holiday
Hybrid

21
21
14

Number of estimators (from 10 to 200, step 10)
Depth of Trees ([3, 5, 7, None])

GBDT Working
Holiday
Hybrid

28
14
28

Number of estimators ([10, 20, 50, 100, 200, 500])
Maximum depth ([2, 3, 4, 5, 6, 7])
Learning rate ([0.0001, 0.001, 0.1, 1.0])

SVR Working
Holiday
Hybrid

21
21
21

Kernel ([linear, polynomial, radial basis function])
C ([1, 10, 100, 1000, 10000])
gamma ([0.001, 0.01, 0.2, 0.5, 0.6, 0.9])

SARIMA Working
Holiday
Hybrid

7
7
7

Autoregressive order, p (auto_arima function)
Moving average order, q (auto_arima function)
Differencing order, d (auto_arima function)

By comparing the wise-baseline with the ML algorithms results, the ML algorithms
always outperform the results obtained through the AR baseline. As a matter of fact, the
gain is always positive, and varies in the range [+2%,+ 50%] according to the temporal
segment. The best ML algorithm in most cases is the Support Vector Regression: across
all temporal segments, the gain of SVRapproach over the baseline improves performance
by 14% (on average).

If the model that best fits each cluster is chosen within the working segment, the
average gain of the MASE error is 10%, within the holiday segment it is 12% and within
the hybrid it raises up to 26%. The gain from using ML algorithms is especially positive
in the holiday and hybrid segments, where the centroid model is more effective than the
AR baseline. This is due to the fact that these are segments with little data (because they
are shorter periods during the year with respect to the working segment): in this case,
therefore, the use of ML techniques is particularly effective.
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Table 3. Best predictive techniques for each cluster in the three different temporal segments: gain
of each model with respect to the AR baseline.

Cluster# Centroid Temporal
segment

Best forecasting
model

N MASE Gain wrt baseline

1 Corso Unione
Sovietica
(Torino)

Working
Holiday
Hybrid

SVR
SARIMA
SVR

21
7
21

0.57
0.97
0.85

+38%
+28%
+7%

2 Bus station
(Saluzzo)

Working
Holiday
Hybrid

SVR
RF
SARIMA

21
21
7

0.23
0.77
0.37

+8%
+2%
+50%

3 Piazza Caio Mario
(Torino)

Working
Holiday
Hybrid

RF
SVR
SARIMA

28
35
7

0.56
0.96
0.76

+3%
+30%
+23%

4 Corso Giolitti
(Cuneo)

Working
Holiday
Hybrid

RF
SVR
RF

28
35
28

0.47
0.95
0.68

+2%
+2%
+7%

5 Bus station
(Alba)

Working
Holiday
Hybrid

SVR
SVR
RF

28
21
28

0.71
0.95
0.73

+7%
+6%
+31%

6 Railway station
(Mondovì)

Working
Holiday
Hybrid

RF
SVR
SVR

14
28
28

0.43
0.97
0.67

+4%
+5%
+38%

5 Discussion and Conclusions

This study is aimed at predicting public transport demand at each bus stop of the entire
transit network covered by a transport operator. This objective has been achieved by the
cross analysis of the supply network and the historical demand data (about 10 million
validations collected in 2019), and by the enrichment of such data with other sources:
weather conditions, users’ type, temporal segmentation of the yearly calendar depending
on the transport supply. In order to detect the peculiarities in terms of prediction of each
route/stop with respect to the other ones, a clustering of all the bus stop-route couples of
the transport network has been performed: six clusters were identified, being cohesive
and homogeneous in terms of demand prediction. Different machine learning models
have been tested and compared to identify the most proper model to forecast public
transport demand for each 1-h timeslot at each stop of the transport network.

The first result of this study is the importance of the segmentation of stops resulting
from the clustering: it allows to group together bus stop-route couples with similar
features in terms of supply and demand so that all the elements of each cluster can be
analysed using the same model within the same temporal segment, thus improving the
performance of the subsequent forecasting.
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As regards the forecasting, the results of the analysis show not only that machine
learning algorithms lead always to better results with respect to average-based tech-
niques, but also a quantitative assessment of such gain is provided. In more detail, the
advantage in using ML models is more evident within the hybrid temporal segment (up
to + 50% of gain with respect to the Average Response baseline), when the trend of
validations is more variable over the weeks. Also, regarding holiday periods, ML algo-
rithms lead to significant improvement in terms of forecasting performance (up to +
30% of gain) with respect to the baseline. So, the gain highly depends on the charac-
teristics of the temporal segment: the contribution of ML algorithms is higher when the
demand is more irregular (hybrid segment) and the wise-baseline is not able to catch its
behaviour, while estimating the demand is still valuable for transport operators. When
the demand is more regular (working period), a simpler model (e.g., average-based) is
an acceptable alternative to more complex ML models. This is reasonable, since -in the
working temporal segment- students and commuters are used to follow their own daily
routine, thus the demand variability is lower. However, these cases represent times with
more crowding, so even a slight increase in accuracy can lead to benefits in terms of
operational efficiency and more comfortable travel experience.

The proposed methodology, that is replicable and transferable in other zones, allows
to forecast the passengers’ demand at each stop in each desired timeslot. This is fun-
damental to optimize the allocation of resources (personnel and vehicles), the network
planning, and therefore to reduce operating costs and increase users’ satisfaction.
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Abstract. The integration of passenger and freight transport through
urban areas could be an effective way to reduce traffic in cities, and
its negative externalities, making transport activities more efficient and
respectful of the environment. This could be done by sharing infras-
tructure, such as roads and railways, or by sharing vehicles. This paper
proposes a novel taxonomy based on seven classification criteria: Type of
Study, Type of Analysis, Objective Focus, Solution Method, Geographic
Location, Type of Transportation, and Type of Integration, to better
understand the performance of integrated passenger and freight initia-
tives and identify trends in their development. The proposed taxonomy
identifies important research gaps. They include the need for intelligent
transportation system applications that enable data exchange between
passenger and freight systems, theoretical and practical studies, incorpo-
rating stakeholder desires through a multi-objective approach, and the
use of alternative fuel vehicles for the first and last mile of goods trans-
portation in combination with passenger transportation. If we close these
gaps, we can optimize the merger of passenger and cargo transport, lead-
ing to a more sustainable and efficient urban transportation system. In
addition, the integration will promote a high efficiency of the passenger
transport network and improve living conditions in metropolitan areas.
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1 Introduction

The rise of e-commerce and same-day delivery has led to a decline in the number
of people commuting to crowded city centers and shopping malls. This is because
people can now buy almost anything they need online and have it delivered to
their door, often within hours. This trend has had a number of implications
for cities, including reduced traffic congestion, lower air pollution, and increased
energy efficiency. Meanwhile, cargo boxes have been taking up the seats that
travelers and attendees of conferences in far-off destinations once occupied on
passenger airplanes. Alternatively, the COVID-19 pandemic activated significant
disruptions in the global supply chain, revealing inherent weaknesses within the
system. As a result, delays and unstocked shelves became commonplace. Hos-
pitals faced supply shortages of critical equipment and supplies, while grocery
stores encountered unprecedented scarcity of food and other essential items [1,2].

COVID-19 pandemic led to a significant decrease in demand for freight trans-
portation in the post-crisis economic landscape, giving place to a considerable
shift in the old balance between passenger and freight transportation. This situa-
tion presents an opportunity to transform the traditional mobility sector by cre-
ating a comprehensive transportation system that addresses both passenger and
freight needs and tackle the ongoing climate crisis. It is critical to prioritize inte-
grating passenger and freight transportation, thus increasing the resilience and
sustainability of the whole mobility system. While various terms describe pas-
senger and freight transportation, such as freight in transit, cargo hitching, and
passenger-and-package sharing, exploring additional options can further enhance
our transportation capabilities [3–6].

According to the WEF [7], the demand for last-mile deliveries in cities is
projected to increase by 78% by 2030, leading to a 35.9% growth in delivery
vehicles in the world’s top 100 cities. City planners must, therefore, prioritize
the planning of delivery and storage of goods to avoid potential damage to the
transportation system, with congestion, secondary parking, and the use of side-
walks as makeshift distribution centers. While certain cities have already estab-
lished specific plans for urban freight, more comprehensive planning is essential
to ensure efficient and sustainable last-mile deliveries [2].

Many large as well as small businesses rely on a daily collection and trans-
portation of goods in today economy. Consequently, several researchers have
already studied different ways of taking advantage of existing public systems,
such as inner-city subways or trams, for goods transportation in crowded urban
areas.

Some authors, such as Jansen et al. [8], Ghilas et al. [9], and Li et al. [10] show
how the freight transportation sector, including public transportation agencies,
manufacturers, shippers, carriers, and receivers, can derive economic benefits
from moving goods using their spare transportation capacity. Additionally, pub-
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lic agencies can financially benefit from increased sustainability of transit oper-
ations, resulting in less burdensome transit operations; thus, paving the way for
delivery and passenger services. These services are better located in shrinking
areas and improve their attractiveness to current and future populations, pro-
viding sustainable transportation to and from crucial transit hubs or corridors.

Given the steady evolution of urban logistics systems worldwide, examining
the similarities and differences in the elements that characterize the integration
is interesting. However, to our knowledge, no integrated passenger and cargo
transportation classification in the literature provides a systematic and complete
understanding of this topic. As a result, it is difficult to identify important
characterizing factors, filter out and understand success factors, and analyze
trends worldwide.

This paper aims to introduce a novel taxonomy of passenger and freight
transportation through an analysis of a wide range of works from around the
world. This taxonomy is divided into seven classification criteria: Type of Study,
Type of Analysis, Objective Focus, Solution Method, Geographic Location, Type
of Transportation, and Type of Integration. We will discuss these criteria in detail
in the following sections.

2 Related Work

Urban logistics (UL) is a critical aspect of urban mobility, as it encompasses the
delivery and collection of goods in urban areas. The customary under- takings
of transferring, manipulating, and preserving commodities, supervising stock,
waste, and remissions, along with home delivery conveniences, typically fall
under logistics. The proliferation of literature on this topic reflects a growing
preoccupation with this issue [11–14].

This paper uses two approaches: a theoretical view and an emphasis on prac-
tical implementations.

2.1 Theoretical Approach

Theoretically, the issue can be approached by extending existing transportation
and allocation models, such as the well-known pickup and delivery problem
with time windows and scheduled lines, as explained in Ghilas et al. [9]. Their
work addresses the challenge of scheduling vehicles to comply with requests,
considering the multimodality of modes of transportation that are designed for
the movement of passengers, such as taxis, buses, trains, or trams. They present
an arc-based mixed-integer programming formulation incorporating passenger
and parcel pickup and delivery orders.

Several other researchers have made noteworthy contributions to this field.
For instance, Massion et al. [20] and Li et al. [10] developed optimization algo-
rithms and techniques to help decision-makers optimize urban logistics (UL) sys-
tems that involve both passengers and goods. While Strale et al. [21] explored the
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potential use of light rail for freight transportation, using Brussels as an exam-
ple. They propose an effective transportation system that combines passenger
and freight rapid transit to improve the sustainability of urban logistics.

Li et al. [10] integrate passenger and parcel flows using taxis to support taxi
routing. The authors propose MIP formulations for both static and dynamic
planning situations. They conclude that computationally intensive algorithms
are necessary for solving realistic scenarios. Subsequently, Li et al. [15] later
developed a modified version of the algorithm described earlier. This version
accounts for uncertainty related to transportation times and delivery locations.
They present a two-stage mixed-integer stochastic programming model and an
adaptive algorithm for exploring large neighborhoods.

In a case study in the La Rochelle-France, Masson et al. [20] proposed a solu-
tion to optimize the daily distribution of urban goods in a business to business
context. They proposed integrating passenger and freight flows using a homoge-
neous fleet of buses and a homogeneous fleet of Environmentally friendly urban
freight vehicles that can carry one mobile container to the final destination.

Fatnassi et al. [22] consider that although passenger and freight transporta-
tion have different destinations and constraints, mixing their trips on the same
network aligns with the trend. They explores how passenger and freight rapid
transit can share a network and use the available transportation capacity within
a city more efficiently by linking them. Based on the common characteristics
of these two modes of transportation, this paper proposes a new and efficient
transportation solution to improve the sustainability of urban logistics.

Arvidsson and Browne [23] summarized the main issues related to the first
and last mile in freight and passenger transport. They explored passenger and
freight transportation synergies to enable resource sharing regarding time, space,
and vehicles. They presented several examples of resource sharing in passenger
and freight transportation. They found that combining passenger and freight
traffic in cities could be an effective way to address the last-mile challenge.

Zhao et al. [24] proposed a method for constructing an integrated logistics
system for the metro by locating distribution hubs. They first segmented the
urban metro network into subnetworks. Then, they used complex network the-
ory to select indicators or measures to rate the relevance of each metro station.
The weight of each evaluation index was calculated using the analytical hierarchy
process method. The relevance of each metro station was then assessed using the
TOPSISO model, which is an acronym for Technique for Order Preference by
Similarity to an Ideal Solution. This identified the metro distribution nodes eli-
gible for the location model. Finally, a locational decision model was formulated
to decide the final distribution hubs from the candidates. The Shanghai metro
system was used as a case study. The mathematical formulation of the location
model for metro distribution nodes is defined by the following objective func-
tion: Minimize the total distance between demand points and metro distribution
nodes for all deliveries. The relative relevance of each metro station was assessed
using the TOPSISO model, and the metro hubs nodes under consideration were
determined using the P-median model.
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Behiri et al. [25] studied urban freight transportation using the rail passen-
ger network. First, they identify the relevant problems at strategic, tactical, and
operational levels. Then, they looked at the Freight-Rail-Transport-Scheduling
Problem, proposing many heuristics to solve it. They have also developed a
framework for discrete-event simulation. The problem was first formulated as a
MIP problem. The authors then prove that the problem is NP-hard and equiva-
lent to the generalized assignment problem and proposed two heuristics to solve
the problem: a dispatch rule-based heuristic and a simple train-based decompo-
sition metaheuristic algorithm. The effectiveness of these heuristics is assessed
using a discrete-event simulation approach. This provides a general way for
decision-makers to simulate and analyze the performance of various solutions
for a given system in multiple situations.

Cieplinska et al. [26] developed a workable model for a company organizing
the movement of people and goods in urban areas. The proposed model could
be an effective tool for local authorities to improve passenger and freight trans-
portation in urban areas. The study analyzed practical solutions in the field
in European metropolitan areas. The paper presents a framework for organiz-
ing urban agglomerations with conceptual modeling. The theoretical part of the
paper is based on the existing materials from public sources and the authors’
research experience.

Cargo hitching was studies by Romano-Alho et al. [27] to consider the use of
spare capacity in passenger transportation. This contribution to the cargo hitch-
ing studies the following dimensions: a) Application of an agent-based simulation
framework to understand the impact of cargo hitching from different perspec-
tives: transportation companies, travel customers and regulators. The simulation
framework is used for modeling of mobility-on demand services on the supply as
well as the demand side, explicitly capturing the interactions between supply and
demand; b) Comprehensive simulations to understand different freight demand
allocation strategies using a 2030 model of Singapore to gain insights into the
potential impacts of cargo hitching. The platform SimMobility was used to get
a high-resolution agent-and activity-based simulation for flows of passenger and
freight.

Barán et al. [28] examined a collaborative passenger and freight transporta-
tion system in a multi-objective context, as a sustainable option for urban logis-
tics (UL). They proposed a model for parcel delivery services, considering the
metro of Quito-Ecuador as a typical case study with metro stations used for
parcel pickup and delivery. This study suggested a mixed-integer linear multi-
objective programming model to represent this problem of joint transportation
of passengers and parcels, including some criteria and constraints that represent
real operational and business rules. Finally, a well-known evolutionary multi-
objective algorithm called NSGA-II (Non-dominated Sorting Genetic Algorithm,
version 2) was implemented to solve the proposed model.
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2.2 Practical Approach

Real-world examples of successful integration between passenger and freight
transportation are needed to demonstrate the potential of this approach. This is
particularly important given the close link between UL, the urban mobility sys-
tem, and the main actors of urban management and economies including public
administrations, commercial actors, manufacturers, carriers, and residents. In
their study, Ghilas et al. [9] analyzed the UL system in detail, considering door-
to-door passenger transport, parcel transport, and fixed public services. They
developed different scenarios with different levels of integration. Establishing
profitable cooperation is necessary for the success of an integration process, but
it requires time and great political effort. For example, Fatnassi et al. [22] showed
that sharing goods and passengers across a network could lead to significant sus-
tainability gains, such as improved service times and reduced energy waste.

Traditionally, urban transportation planning has treated the movement of
people and goods as separate entities, even though they utilize the same road
infrastructure and exert mutual influence. By integrating both types of traffic
flow, we can optimize the utilization of available capacity, reduce the number
of vehicles and drivers required to meet transportation needs, and create new
business opportunities [32]. In their work, Boudoin et al. [33] discuss the advan-
tages of such integration. However, recent studies in urban logistics emphasize
the importance of integrated management of freight movements in urban areas,
which combines various actors and services and encourages the emergence of
new business models that promote agile distribution using smaller, less-polluting
vehicles, such as bicycles [34].

The concept of integrating passenger and freight transportation has been
explored not only theoretically, but also through initial pilot studies. These
studies have focused on shared-use approaches and have yielded some valuable
insights, which we briefly present below.

– India: In India, the Dabbawala organization is a lunchbox delivery and return
system that achieves high service performance with low cost and a simple
operating system based on color-coded and numbered lunchboxes [35]. Every
morning, a dabbawala collects lunchboxes from homes and offices in their area
on foot or by bicycle, goes to the local train station, and sorts the lunchboxes
by destination. The lunchboxes are then placed on the trains and delivered
to the appropriate dabbawalas at their destination. The dabbawalas then
deliver the lunchboxes to the owners by bicycle. The empty lunchboxes are
then collected by the dabbawalas and returned to the homes and offices.

– Sweden: In Sweden, Bussgods is a nationwide transportation system that
provides transportation for both businesses and individuals using existing bus
routes. This makes Bussgods one of the most environmentally friendly and
punctual transportation options as they carry both passengers and packages
at the same time [36]. Bussgods has a few agencies and service points in the
main cities in Sweden. Customers can find the nearest agents and track their
packages through the website.
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– Nederlands: In 2007, CityCargo Amsterdam launched the CargoTram project
to reduce the number of trucks circulating in the urban core by 50 (%) and
decrease pollution by 20 (%). A successful trial run was conducted during
which two empty CargoTrams were tested on the network for a month. How-
ever, CityCargo Amsterdam filed for bankruptcy in 2009 [23].

– Germany : Meanwhile, DVB Dresden’s CarGoTram transported car parts to
Volkswagen’s “Transparent Factory” in downtown Dresden between 2001 and
2020. Up to eight daily trips resulted in 25 avoided truck journeys [37]. Addi-
tionally, Hermes and the Frankfurt University of Applied Sciences carried out
a pilot “LastMileTram” project in Frankfurt in 2019. Specialized transport
containers were conveyed by tram from a depot outside the city to the urban
core. Subsequently, they were transported to their ultimate delivery destina-
tion by special e-bikes. Although the pilot study demonstrated the feasibility
of transporting goods by tram, the costs were somewhat higher than those
for delivery by road [38,39].

– Switzerland : The Cargo Tram has facilitated the disposal of electronic waste
and bulky items in Zurich since 2003. Eleven designated stops are made
according to a fixed schedule, where citizens can drop off their e-waste or
bulky waste free of charge. This approach has resulted in several hundred
tons of unmanageable waste being disposed of annually, corresponding to
reduced road traffic [40].

3 Taxonomy Dimensions

This section introduces our novel taxonomy and explains the main features we
considered in its construction. It is based on a comprehensive review of 36 papers
published between 2014 and 2023, representing very different approaches and
addressing various issues related to passenger and freight transportation inte-
gration. The seven classification criteria ensure coherence and parsimony with-
out compromising comprehensiveness. Each classification criterion has a specific
component, as follows.

1. Type of Study: The literature on integrated passenger and freight transport
models can be broadly divided into three focal points: theoretical investiga-
tions, practical applications, and survey-based studies.
Theoretical studies develop new models and methodologies to facilitate inte-
gration and explore underlying principles and mechanisms. Practical applica-
tions demonstrate the feasibility of implementing these models in urban logis-
tics systems. Finally, survey-based studies provide a comprehensive overview
of the current state of research and practice in the field, identifying key trends,
challenges, and opportunities. These three focal points offer a comprehensive
framework for understanding the diverse range of studies related to integrated
transport, providing valuable insights for researchers, practitioners, and pol-
icymakers alike.
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2. Type of Analysis: When examining the literature on integrated passenger and
freight transportation models, the type of analysis employed can be broadly
categorized into two main approaches: qualitative and quantitative perspec-
tives.
Qualitative analyses typically rely on non-numerical data, such as observa-
tions, interviews, and case studies, to develop insights into the complex social,
economic, and environmental factors that influence the integration of passen-
ger and freight transport. These studies often emphasize the importance of
context and seek to understand the subjective experiences and perceptions
of individuals and communities affected by transport systems. In contrast,
quantitative analyses focus on numerical data and employ statistical and
mathematical models to measure integrated transport systems’ effectiveness,
efficiency, and sustainability. In addition, these studies often prioritize objec-
tive measures and seek to quantify the impact of transport policies and inter-
ventions on key outcomes such as travel time, cost, and emissions.

3. Objective Focus: The literature on integrated passenger and freight transport
models can also be analyzed based on the number of objectives considered,
broadly categorized into two perspectives: single and multi-objective.
Single-objective perspectives focus on optimizing a single objective, such as
reducing travel time or minimizing emissions, while holding other factors con-
stant. These research often employ mathematical optimization techniques to
identify the best solution for a given objective. In contrast, multi-objective
perspectives consider multiple goals simultaneously, recognizing that optimiz-
ing one purpose may come at the cost of another. These studies often employ
decision-making frameworks that allow for trade-offs between objectives, such
as multi-criteria decision analysis or Pareto optimization.

4. Solution Method: We identified five primary perspectives: exact methods,
heuristics and metaheuristics, hybrid methods, simulation, and scenario anal-
ysis.
Exact methods utilize mathematical optimization techniques to find the opti-
mal solution to a given problem, often focusing on minimizing travel time,
cost or emissions. Heuristics and metaheuristics offer alternative approaches
to optimization that are often faster and more efficient than exact meth-
ods but may not guarantee the optimal solution. Hybrid methods combine
elements of both exact and heuristic methods to balance efficiency and accu-
racy. Simulation methods use computer models to simulate the behavior of
integrated transport systems and predict their performance under different
scenarios. Finally, scenario analysis involves developing and analyzing vari-
ous scenarios representing potential futures for integrated transport systems,
allowing for exploring different policy interventions and their possible out-
comes.

5. Geographic Location: According to the geography classification criteria, inte-
grated passenger and freight transport models can also be analyzed based on
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geographic location, which can provide insights into the regional differences
and similarities in research and practice. The literature can be broadly classi-
fied into six continents: Europe, North America, Asia, Latin America, Ocea-
nia and Africa. Studies from Europe and North America are relatively more
numerous and established, given these regions’ more comprehensive research
and development history. In contrast, studies from Asia, Latin America, and
Africa tend to focus on specific local contexts and often address the unique
challenges and opportunities of developing economies. Oceania is relatively
underrepresented in the literature, but a few notable studies are from Aus-
tralia and New Zealand.

6. Type of Transportation: Another way to categorize the literature on integrated
passenger and freight transport models is based on the kind of transportation
systems considered. The combination of passenger and freight transport can
be realized in various types of transport, including buses, metros and trains,
trams, and private vehicles (such as small cars).
Integrating passenger and freight transport in bus systems is relatively com-
mon, as buses are versatile and can accommodate passenger and freight needs.
Metro and train systems also offer opportunities for integration but are often
constrained by the need for specialized infrastructure and the potential for
safety concerns. Tram systems provide a more localized form of transport
that can be tailored to specific urban contexts and effectively reduce conges-
tion and improve air quality. Finally, integrating passenger and freight trans-
port in private vehicles, such as small cars, is an emerging area of research,
with potential applications in last-mile delivery and other localized transport
needs.

7. Type of Integration: In general, there are three types of integration: shared
track, shared vehicle, and shared wagon.

– Shared track: The shared track model involves transporting freight in
a separate vehicle that only shares infrastructure with public transport
vehicles. This approach is often used in metro and train systems, where
dedicated freight cars can be attached to passenger trains or transported
separately on the same tracks.

– Shared vehicle: The shared vehicle model involves transporting freight in
a separate carriage on light railways or a trailer affixed to vehicles, such
as buses. This approach is often used in bus rapid transit systems, where
freight can be transported in dedicated trailers attached to passenger
buses.

– Shared wagon: in the shared wagon model, freight is transported with
passengers in a shared wagon or compartment. This approach is often
used in trams and light rail systems, where cargo can be transported in
dedicated compartments integrated with passenger cars.

Table 1 presents a complete summary of the proposed taxonomy, where the
taxonomy and its content are sketched.
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Table 1. Summary of the classifications.

1. Type of Study

1.1 Theory [6,9,10,15,18–20,42–44]

1.2 Practical [2,4,8,22,24,25,27–30], [31,45,46], [47–51]

1.3 Survey, review [3,5,17,23,35,52]

2. Type of Analysis

2.1 Qualitative [2,3,5,17,23,28,35,44]

2.2 Quantitative [4,6,8–10,15], [18–20,22], [24,25,27,29–31,42,43,45], [46,47,51]

3. Objective Focus

3.1 Single Objective [4,6,9,10,15,18,20,22,24,25], [29,42,43,50]

3.2 Multi-Objective [28,31,48],

4. Solution Method

4.1. Exact methods [6,9,15,20,22,24,25,42,43]

4.2. Heuristics and Metaheuristics [15,20,25,28,29,31,48,50]

4.3. Hybrid methods [27,31,49,50]

4.4. Simulation [8,18,19,22,25,27,30,47,49,51]

4.5. Scenarios Analysis [9,18,19,30,44–46,49]

5. Geographic Location

5.1. Europa [2,3,5,8,17,20,22,23,25,30,42], [43–47,51,52]

5.2. Asia [4,18,19,24,27,29,31,35,48,49], [50]

5.3. Latin American [28]

5.4. North America [3,17]

5.5. Africa Not found

5.6. Oceania Not found

6. Type of Transportation

6.1. Bus [3–6,8,9,17,20,22,42,52]

6.2. Metro and Train [3,5,9,17–19,24,25,27,28], [29–31,35,43,45–49], [50–52]

6.3. Tram [2,3,5,17,22,23,44,46,52]

6.4. Particular [4,8–10,15,27]

7. Type of Integration

7.1. Shared track [2,17,22,23,45,46,52]

7.2. Shared vehicle [4–6,10,15,17,20,24,27,29], [30,31,42,43,47–50,52]

7.3. Shared Wagon [3,5,18,19,25,28,35,44,51,52]

3.1 Type of Study

There are a variety of approaches taken in the literature regarding integrated
passenger and freight transportation models, with differing levels of theoretical
and practical emphasis (Fig. 1). The literature surveyed includes ten theoretical
contributions that provide a conceptual framework for understanding integrated
transport, and 18 applied contributions that demonstrate the implementation of
these concepts in practical scenarios. In addition, six contributions that explore
the topic based on a survey and a literature review, without proposing a clear
taxonomy.
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Fig. 1. Type of Study

3.2 Type of Analysis

We found eight papers with a qualitative analysis of passanger and freight
integration. At the same time, we found 22 articles with quantitative analysis
(Fig. 2).

Fig. 2. Type of analysis

3.3 Objective Focus

In 14 papers, only a single objective function is considered, generally minimizing
total cost or distance. Only three papers consider a multi-objective perspec-
tive, such as transportation cost, level of service, used capacity, travel time, and
reduction of carbon emissions (Fig. 3).

3.4 Solution Method

First, nine papers, mainly with a single objective function, exact methods or
comparisons with heuristics were used as solution methods. Second, heuristics
and metaheuristics were presented in eight papers, mainly Greedy randomized
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Fig. 3. Objective focus

adaptive search procedure (GRASP), population-based algorithms such as genet-
ics methods, Tabu Search, ant colony, and particle swarm algorithms. Third,
for multi-objective models, most of the time, the non-dominated classification
genetic algorithm version 2 (NSGA-II) was used. Third, a hybrid scheme combin-
ing different solution methods or optimization with simulation approaches was
used in four papers. Fourth, ten papers used simulation as an analysis method
to evaluate different models for combining passenger and freight transportation.
Finally, the scenario analysis was used in eight papers to address the issue from
a statistical point of view (Fig. 4).

Fig. 4. Solution method
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3.5 Geographic Location

Most theoretical and practical applications were in Europe, with 18 papers,
followed by Asia with 11 articles. Only two of the applications were in North
America. There is only one publication studying implementation in Latin Amer-
ica. We found no publication from Africa or Oceania implementations (Fig. 5).

Fig. 5. Geographic location

3.6 Type of Transportation

First, in 11 applications, freight was combined with public transportation such
as buses. Second, long-distance trains and metros were the most used, with 22
contributions. Third, nine contributions used trams or light rail as a new busi-
ness model for urban logistics. Finally, in six contributions, a special means of
transportation such as a small car, is used to deliver goods, e.g., a system called
Uber Freight or similar schemes [41] (Fig. 6).

3.7 Type of Integration

The literature on urban freight transportation reveals three main approaches
concerning to the integration type. The first approach, identified in seven stud-
ies, involves using of common rail infrastructure where goods are conveyed in a
distinct/separate vehicle that shares the tracks with public transport vehicles.
The second approach, found in 19 papers, pertains to shared vehicles in which
freight is carried in a separate wagon attached to light rail or buses. Finally, ten
contributions focus on shared wagons, where passengers and cargo are trans-
ported together in the same compartment or wagon, sharing not only the travel
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Fig. 6. Type of transportation

route, time, and distance but also the physical space (Fig. 7). It is essential to
carefully evaluate the advantages and disadvantages of each approach in the
context of the specific urban environment and transportation system to ensure
efficient, safe, and sustainable urban freight transportation.

Fig. 7. Type of integration
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4 Conclusions

A passenger and freight integration taxonomy can be used to evaluate, analyze,
and compare different configurations in different contexts. It can also be used
to analyze the impact of these configurations and to study common aspects of
passenger and freight transportation integration. This taxonomy can be help-
ful for decision-makers who want to promote the economic, social, logistical, or
environmental development of cities through new urban logistics systems. The
taxonomy provides a comprehensive analysis and can be used to develop solu-
tions that meet the logistical requirements of each context while maintaining a
global view.

At this point, the main research gaps identified should be mentioned: Intel-
ligent Transport Systems applications for sharing and exchanging data between
passenger and freight transportation systems; both theoretical and practical
applications in Latin American cities with high levels of urbanization, which
require innovative systems to reduce the externalities of urban logistics; further
applications using a multi-objective approach that takes into account the dif-
ferent perspectives of stakeholders. Electric vehicles can also be used for freight
transportation, especially for the first and last mile, which can be combined
with the passenger transportation system. However, further research is needed
to identify potential gaps and opportunities in this area.

For all of these reasons, there is a general opportunity for studies in a variety
of practical and academic areas when it comes to integrating passenger and
freight transportation models.
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Abstract. To guarantee a smooth implementation of automated vehicles on the
common road, it is essential to have the public acceptance of this technology.
Looking to the literature, less is known about the acceptance of the other road
users (i.e., conventional drivers, cyclists, or pedestrians). Based on social psy-
chology models of acceptance, we study the determinants of the other road users’
acceptance for the implementation of an automated shuttle between Nantes and
Carquefou (France). With a sample of 229 participants and using Structural Equa-
tion Modeling, we identify the main determinants of the behavioral intention to
interact with the automated vehicle. Relying on the findings of the tested model,
we propose recommendations for industrials and policymakers to increase public
acceptance.

Keywords: automated vehicle · acceptance · SEM · other road users · shuttle
service

1 Introduction

With the numerous developments that the automotive industry is seeing, the emergence
of semi-automated to fully automated vehicles pledge travelers a new safer, accessible,
and more ecologically sustainable transportation alternative. Despite its attractiveness,
the public still have concerns about this technology and its adoption is limited [1, 2]. This
context justifies the increasing interest of industrials, policymakers, and researchers in
better understanding the determinants of the individual acceptance of automated vehi-
cles. Acceptance is defined as the “the attitude towards, or the willingness for use (or
non-use), that an individual has of an advanced system” [3].

The growing literature focuses on evaluating the end-user acceptance expressed
through their stated intentions to adopt an automated vehicle [4–7]. The recent meta-
analyses presenting the defining factors of these intentions, either for using private
or shared automated vehicles [3, 8, 9], recognize the significant effects of the socio-
demographic characteristics of the respondent (e.g., income, age) or the vehicle attributes

© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2024
Published by Springer Nature Switzerland AG 2024. All Rights Reserved
A. L. Martins et al. (Eds.): INTSYS 2023, LNICST 540, pp. 228–246, 2024.
https://doi.org/10.1007/978-3-031-49379-9_13

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-49379-9_13&domain=pdf
http://orcid.org/0000-0002-8842-2405
http://orcid.org/0000-0002-8254-5412
http://orcid.org/0000-0001-7784-0217
https://doi.org/10.1007/978-3-031-49379-9_13


Modeling Other Road Users’ Acceptance 229

(e.g., trip duration, cost). Most importantly, these studies emphasize the significant
effects of psychological factors (e.g., individual attitudes or perceptions). There is a con-
sensus that these latter should be further considered in the study of automated vehicles’
acceptance.

The study of these psychological factors is generally based on theoretical frame-
works such as the Technology Acceptance Model (TAM2) [10], the Unified Theory of
Acceptance and Use of Technology (UTAUT) [11] or the Theory of Planned Behavior
(TPB) [12]. With the increasing interest in the study of automated vehicles we also find
the Self-Driving Car Acceptance Scale (SCAS) [13] which is an extension of the fac-
tors included in the previously mentioned acceptance models but adapted to the case of
studying the technology of automated vehicles (e.g., compatibility, reliability, trust). All
these models agree on the idea that the potential user acceptance of the automated vehi-
cle could be expressed in terms of his stated intentions to adopt this mode of transport.
Thus, the stronger the stated intentions are, the more accepting the individual is.

We notice that the existing literature focuses mostly on modeling the acceptance
of the end-users of automated vehicles giving less interest to studying the acceptance
process of another category of individuals who may be impacted by the implementation
of an automated vehicle. We refer to the other road users (e.g., conventional drivers,
cyclists, or pedestrians) who are external to the automated vehicle but could interact with
it. We believe in the importance of considering this category of road users before the
introduction of the automated vehicle on the road since they need to accept to cohabitate
with it and share a common space. Indeed, the acceptance of this interaction by other
road users should facilitate the introduction of these increasingly automated vehicles
and therefore reduce the risk of incivility against them [14].

To the best of our knowledge, there are only three previous studies that focus on
the other road users sharing the road with an automated vehicle. First, Koustanaï and
co-authors [15] studied the influence of perceived safety of conventional drivers on their
acceptance of a Level 3 SAE automated vehicle on highways. Based on the SCAS,
they showed that perceived safety predicted perceived reliability, which influenced trust,
the direct determinant of intention to interact with the automated vehicle. Second, the
work of Deb and co-authors [16] focuses on modeling the pedestrian acceptance to
cross the road in the presence of an automated vehicle, a concept they call receptivity.
Results showed that both safety and interaction scores were themain two determinants of
pedestrian acceptance. Third, Pammer and co-authors [17] studied the motorcyclists and
cyclists’ perceptions of the automated vehicle. Using correlation and regression analyses
on Australian data, they found that motorcyclists and cyclists have low trust in both
human drivers and automated vehicles. However, the participants think that automated
vehicles are safer than human drivers, especially in respecting a safe distance.

These papers offer interesting insights for industrials and policymakers but only
consider the acceptance of a private (or individual) automated vehicle. We contribute to
this literature by answering the question:What are the psychological factors that define
the acceptance of the other road users toward a shared automated vehicle?

Answering this question, we identify two main originalities. First, we focus on a
shared automated shuttle which presents different challenges and opportunities than a
private automated vehicle. For instance, a shared automated vehicle is usually presented
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as a solution for congestion, a mode that reduces air pollution through the general use
of electric energy, and offering new use cases (e.g., first and last kilometer). These
elements could influence the perceptions and attitudes of the other road users which
need to be investigated. Second, there is no previous psychological model that studies
the acceptance of other road users including at the same time conventional drivers,
cyclists, and pedestrians. Using original data, collected on the experimental automated
shuttle service located between Nantes and Carquefou in France, we test a theoretical
model including factors from the TPB and the SCAS. We also take into consideration
technophilia and perceived safety as additional factors thatwere previously demonstrated
to be important in the study of new technologies’ acceptance [6, 18]. Using Structural
Equation Modeling (SEM), we were able to identify the most influencing factors of the
other road users’ intentions to interact with the automated vehicle.

The remaining of this article is organized as follows: Sect. 2 presents the theoretical
model and the tested hypotheses, Sect. 3 introduces the collected data and the used
analysis method, Sect. 4 displays the results and their discussion, and Sect. 5 is the
conclusion.

2 Theoretical Model and Hypotheses

Based on the literature review of automated driving and acceptance research, we con-
tribute to the understanding of the determining factors of the acceptance of the other
road users by testing the theoretical model illustrated in Fig. 1. The present model is an
extended version of the TPB assuming that stated intentions are the direct precedent of
the real behavior, expressed here as the acceptance of other users of the road to interact
with an automated vehicle. We extend this model by introducing influential factors from
the SCAS in addition to a couple of factors that have been demonstrated to be determin-
ing of the acceptance of new technology such as technophilia and perceived safety. The
tested relations in this model are summarized in Table 4.

We suppose that the intentions (i.e., acceptance) are mainly predicted by the level of
technophilia (H1d), the individual attitudes toward the automated vehicle (H7b) and the
level of perceived behavioral control (H8). These factors are assumed to be positively
related to the intentions and these assumptions are grounded in the existing literature.
First, previous research has emphasized that a higher degree of technophilia (also called,
personal innovativeness) influences positively the acceptance of end-users of the tech-
nology expressed as intentions of use, specifically automated vehicles [4, 5, 18]. In this
respect, we expect a similar positive relation between technophilia and intentions to
interact with the automated vehicle for other road users. Second, positive attitudes have
been demonstrated to be a significant determinant of positive intentions of using auto-
mated vehicles [4, 5]. Thus, we expect other road users who have positive attitudes to be
more willing to accept the circulation of automated vehicles. Third, perceived behavioral
control, usually related to concept of self-efficacy [19], has been previously identified as
an influential factor of the intentions to adopt new technologies [19–21]. Accordingly,
we think that other road users who believe that they have the required resources and
opportunities to manage an interaction with the automated vehicle would express higher
acceptance of it circulating on the same road.
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We also suppose that the intentions to interact with the automated vehicle are deter-
mined indirectly by the combination of a number of factors that interact within each
other. We specifically test the relationship between subjective norms, reliability, com-
patibility, trust, and perceived safety assuming that all the factors are positively related
between each other and in their prediction of intentions (see Table 4 for details). These
assumptions join the results of previous studies on user or non-user of the acceptance of
the automated vehicles [4–6, 15].

Lastly, we note that we control for the effects of age and gender1. We assume that all
the psychological factors included in the model could be influenced by these individual
characteristics [21].

Fig. 1. Proposed research model for investigating the acceptance of automated vehicles by other
road users.

3 Data and Methods

3.1 Participants and Procedure

We use original data collected through a twenty-minutes online survey conducted
between May and June 2022 as part of the SAM project (Safety and Acceptability
of Automated Driving and Mobility). The survey aimed to evaluate the acceptance of
inhabitants and users of the Nantes-Carquefou area (France) regarding the introduction
of automated vehicles (a shuttle service2) using part of the former Nantes-Carquefou
railway line (see the red line in themap in Fig. 3). The presented automated vehiclewould
allow accommodating 6 to 50 people to make 20 min connecting ride from Carquefou
to Nantes with an average speed of 20 km/h. The participants had no previous expe-
rience with the automated vehicle service deployed at the Nantes-Carquefou site. This
allowed us to study their preconceived opinions, attitudes and perceptions influencing
their acceptance of the automated shuttle.

1 We consider the participants regardless of their specific usual mobility practices (being a driver,
cyclist or pedestrian) since including this variable did not bring any improvement in the pre-
dictive power of intentions to interact with the vehicle. Thus, we opt for the most parsimonious
model.

2 Experimented by SNCF and the Stellantis Group (formerly PSA Peugeot-Citroën).
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Each participant received by e-mail an individualized participation link to answer the
questionnaire that is composed of three main parts: 1) a presentation of the automated
vehicle, 2) the acceptance questionnaire and 3) the socio-demographic questionnaire.
The final sample was composed of 445 participants divided into 216 potential users of
the automated vehicle and 229 potential other road users who could interact with it. As
previously mentioned, in the present paper, we only focus on studying the acceptance of
the potential other road users. These participants are equally distributed between males
and females. The whole sample’s mean age is 51 years old with the majority (60.26%)
stating being usual car users. Additionally, the sample is composed of a large share
of individuals who declare frequently traveling in the tested area of circulation of the
automated vehicle. Thus, these are individuals who are most likely going to be directly
impacted by the actual implementation of the connecting shuttle of Nantes-Carquefou.

Table 1. Summary of the socio-demographic characteristics of the sample

Variable Definition Proportion (%)

Male Gender 50.22

Female 49.78

Mode Mode of transport that is usually used
regardless of the trip purpose

Car (as a driver) 60.26

Public transport 14.85

Bicycle 9.61

Walk (or wheelchair) 3.93

Train 1.31

Motorcycle (or scooter) 0.87

Other 9.17

Potential interaction Travel frequency in the circulation area
of the automated vehicle

Every day or almost every day 40.17

3 or 4 times a week 16.59

1 or 2 times a week 16.16

2 or 3 times a month 9.61

About once a month 6.55

Less often 7.86

Never 3.06

Mean (SD)

Age In years 50.58 (0.99)

Notes: SD: Standard Deviation, Sample = 229 participants
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3.2 Measures

The studied psychological factors are defined and measured using modified versions
of existing instruments and items summarized in Table 2. The measuring items are
affirmations that the participant is asked to evaluate and declare on a 6-points Likert
scale whether they 1 “totally disagree” to 6 “totally agree”.

Table 2. Measuring items of the psychological factors included in the model

Psychological factor Theory Definition Measuring items Mean (SD)

Intentions TPB The individual
readiness to interact
with the automated
vehicle and accept its
circulation in the
same area

When I travel…
Whenever possible, I
intend to avoid
running into
automated vehicles
I will not avoid places
where automated
vehicles circulate
As far as possible, I
will stay away from
the automated vehicle

4.10 (1.48)

Attitudes TPB Personal favorable or
unfavorable
evaluation of the
automated vehicle

Sharing public space
with automated
vehicles would be a
good idea
I think that integrating
automated vehicles
into public space will
improve the quality of
life for the residents
I will not want to
share the street with
the automated vehicle
I think that the
presence of automated
vehicles will improve
traffic flow
I support the presence
of the automated
vehicle in public space
Sharing the public
space with the
automated vehicle
will be pleasant

4.39 (1.24)

(continued)
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Table 2. (continued)

Psychological factor Theory Definition Measuring items Mean (SD)

Perceived behavioral
control

TPB The individual’s
perception of his
capacity (ease or
difficulty) to manage
the situation when
interacting with the
automated vehicle

I will travel with ease
in places where the
automated vehicle is
present
I will not be afraid to
be around the
automated vehicle
I will not be sure what
to do if I run into the
automated vehicle

4.46 (1.26)

Subjective norms TPB The individual’s
beliefs about his
entourage’s attitudes
about the automated
vehicle

I don’t think my
relatives would mind
being in the same area
as the automated
vehicle
I think the people I
care about would
advise me to avoid
automated vehicles
My relatives would
not hesitate to go to a
place where the
automated vehicle is
present

4.38 (1.22)

Compatibility SCAS The individual’s
opinion about the
readiness of the
automated vehicle to
circulate without
supervision in public
spaces

It is essential that a
supervisor be on
board to retake
control of the
automated vehicle
I think that automated
vehicles are not yet
advanced enough to
drive on public roads
I don’t think the
automated vehicle
will be able to handle
all driving situations

3.70 (1.31)

(continued)
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Table 2. (continued)

Psychological factor Theory Definition Measuring items Mean (SD)

Reliability SCAS The individual’s
opinion about the
risks of failures of the
automated vehicle

I don’t think
automated vehicles
will have any failures
I think automated
vehicles will have
failures
I think the automated
vehicle will be reliable

3.33 (1.16)

Trust SCAS The individual’s
confidence in the
maturity of the
technology to be able
to function correctly

I will have confidence
that the automated
vehicle correctly
detects people and
objects around it
I will have confidence
in the automated
vehicle to handle
complex traffic
situations
I will trust the
automated vehicle to
look out for me

4.26 (1.38)

Perceived safety Extension The individual’s
opinion about the risk
of having/not having
an accident with the
automated vehicle
that could harm his
personal safety

I think the automated
vehicle will be able to
avoid me in all
circumstances
I will not feel safe in a
place with the
automated vehicle
I don’t think I will
have an accident with
the automated vehicle

4.14 (1.26)

Technophilia Extension The individual’s
attraction to testing
new technologies

If I hear about a new
technology, I try to
experiment with it
quickly
I like to discover new
technologies

4.23 (1.34)

Notes: The measuring items are translated from French; The scales of the negatively formulated
measuring items were reversed before calculating the means; SD = Standard Deviation
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3.3 Data Analyses

Confirmatory Factor Analysis (CFA)
The proposed model is based on the previously mentioned literature including psycho-
logical factors previously included in the TPBor SCAS.However, we verify the structure
of the questionnaire and the robustness of our model by running a CFA. It is a necessary
step before running a structural model to assess the relevance of the factors in the tested
model compared to the theory (known as the measurement model). This is done by con-
ducting several statistical tests, namely computing the model fit indices, to determine
the adequacy of model fit to the data such as the chi-square test, the Root Mean Square
Error of Approximation (RMSEA), the Comparative Fit Index (CFI), the Tucke-Lewis
index (TLI), the Standardized Root Mean Square Residual (SRMR), etc.

Structural Equation Modeling (SEM)
When studying relationships between psychological factors that are measured using sev-
eral declarative questions, the most appropriate and widely used method is SEM. The
objective of a SEM is to test hypotheses of relationships between several variables of
a theoretical model. Actually, it is a combination of a measurement model and several
regression models used to understand the paths between the psychological factors. In
the present paper we test the way the previously mentioned psychological factors inter-
act in predicting the individual intentions to interact with the automated vehicle as an
expression of the acceptance of this mode by the other road users (see the tested model
in Fig. 1).

All these analyses have been done on R-4.2.1 using the lavaan package [22].

4 Results and Discussions

4.1 Confirmatory Factor Analysis – Measurement Model

Carrying out the CFA to test the internal consistency of the theoretical model, we use
the diagonally Weighted Least Squares method with a Mean and Variance correction
(WLSMV) instead of the widely used Maximum Likelihood (ML) estimation method.
Our scale is ordinal and our data does not follow a normal distribution based on the
results of the Shapiro-Wilk test of normality of data [23]. Actually, WLSMV method
has been demonstrated to perform better with ordinal data than the ML method [24]
which justifies our choice of estimation method.

The results of the CFA suggest that the model has acceptable adjustment to the data
since the model fit indices respect the required thresholds: RMSEA = 0.070 (between
0.05 and 0.08 [25, 26]); SRMR = 0.048 (< 0.08 [27]); CFI = 0.970 and TLI = 0.964
(both > 0.95). The factor loading results are all above 0.6 except for two items of the
measure of reliability having factor loadings just above 0.5 (See Table 3). Based on
the results of the factor analyses, the underlying psychological constructs demonstrate,
both, satisfactory validity and reliability (Cronbach’s Alpha (CA) coefficients above 0.7
threshold and calculated Average Variance Extracted (AVE) all very close or above the
0.5 threshold). Thus, these factors can be used to calculate a structural equation model.



Modeling Other Road Users’ Acceptance 237

Table 3. Evaluation of the psychological factors

Psychological factor Number of used
items

Factor loadings range CA AVE

Intentions 3 0.653–0.880 0.692 0.543

Attitudes 6 0.643–0.927 0.888 0.658

Perceived behavioral
control

3 0.681–0.909 0.804 0.676

Subjective norms 3 0.749–0.840 0.771 0.637

Compatibility 3 0.613–0.769 0.710 0.476

Reliability 3 0.509–0.935 0.748 0.484

Trust 3 0.867–0.919 0.894 0.800

Perceived safety 3 0.688–0.888 0.740 0.593

Technophilia 2 0.861–0.899 0.829 0.774

Notes: CA = Cronbach’s Alpha, AVE = Average Variance Extracted

4.2 Structural Equation Model

Figure 2 presents the results of the estimated structural model with solid lines repre-
senting the significant relationships and the dotted lines representing the non-significant
ones. Table 4 summarizes the supported or rejected tested hypotheses. A total of 68.1%
of the variance in the intentions of the other road users to interact with the automated
vehicle was accounted for in the model. Besides, the model fit indices are acceptable:
RMSEA = 0.065; CFI = 0.970; TLI = 0.969 and SRMR = 0.048.

With a standardized coefficient equal to 1.536 (p< 0.001), the perceived behavioral
control seems to be the most important direct predictor of the intentions. The analyses
reveal a significant positive relationship between attitudes and perceived behavioral
control (0.949, p < 0.001), trust as a positive predictor of the individual perception of
safety of the automated vehicle (0.947, p < 0.001) and, in turn, this trust is positively
related to the reliability (0.519, p < 0.01) and compatibility (0.484, p < 0.01). Lastly,
positive subjective norms and thinking the automated vehicle is reliable and compatible
ismore likely for a technophile participant (respectively, 0.932; 1.067; 1.074, p< 0.001).

The decomposition of the effects testing the significance of the indirect and total
effects (see Table 5) of the psychological factors on intentions (and between each other)
identifies the significant indirect effect of the attitudes on intentions which is mediated
by the perceived behavioral control (1.458, p < 0.001). The results also show that trust
(1.403, p < 0.001) and technophilia (2.426, p < 0.001) indirectly predict the intentions
to interact with the automated vehicle.

Controlling for the effects of age and gender (see estimation results in Table 6), the
intentions of the participants (i.e., their acceptance) did not significantly vary in function
of these individual characteristics. However, we identify several significant effects on
other psychological factors in relation to these intentions. Regarding the age factor, we
find that younger participants are more likely to be technophile (−0.275, p < 0.05)
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and to perceive that they have the necessary capacities to handle a situation where the
automated vehicle is present (−0.088, p < 0.05). On the contrary, older participants
are more likely to perceive the automated vehicle as reliable (0.427, p < 0.001) and
compatible (0.293, p< 0.05) as well as being influenced by the attitudes of those around
them (0.282, p < 0.05). Age did not have significiant effects on perceived safety, trust
nor on attitudes. Concerning the gender effect, we find that men are more likely to be
technophile (0.414, p < 0.001), to be more trusting of the automated vehicle (0.100, p
< 0.05), and to perceive that they have the capabilities to handle a situation where the
automated vehicle is present in their traveling area (0.124, p < 0.01). Parallely, women
are more likely to perceive the automated vehicle as reliable (−0.516, p < 0.001) and
compatible (-0.405, p< 0.01) as well as being influenced by the attitudes of those around
them (−0.444, p < 0.001). We identifiy no significant gender effects on the perceived
safety nor on the attitudes.

Fig. 2. Standardized regression weights of the model of acceptance of other road users

4.3 Discussion

We contribute to the understanding of the acceptance of automated vehicles by the
other road users expressed as stated intentions to interact with it. Relying on the TPB
and SCAS, we identify through a SEM that perceived behavioral control is the main
predictor of these intentions. Meaning that an individual would be more accepting of
the automated vehicle if they believe in their capacity (having the necessary personal or
external factors) to handle a situation where they are confronted with this technology.
This finding is in line with previous research where perceived behavioral control was
found to be a significant predictor of intentions to adopt automated vehicles [7, 29].

The results of themodel also showed that the attitudeswere not a significant predictor
of the intentions which goes against expectations and the previous findings of various
acceptance studies of the automated vehicle [4, 5, 7]. This divergence could be explained
by the lack of consideration of the role of perceived behavioral control in these previous
studies. In our case, this factor has a strong relation with intentions, and it plays the role
of a full mediator in the attitudes-intentions relationship.
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Table 4. Results of the tested hypotheses

Tested hypothesis Standardized Estimate p-value Conclusion

H1a Technophilia → Subjective
norms

0.932 0.000 Supported

H1b Technophilia → Reliability 1.067 0.000 Supported

H1c Technophilia → Compatibility 1.074 0.000 Supported

H1d Technophilia → Intentions −0.243 0.301 Rejected

H2a Subjective norms → Perceived
safety

0.079 0.179 Rejected

H2b Subjective norms → Trust −0.026 0.726 Rejected

H3 Reliability → Trust 0.519 0.004 Supported

H4 Compatibility → Trust 0.484 0.005 Supported

H5a Trust → Perceived safety 0.947 0.000 Supported

H5b Trust → Attitudes −5.375 0.250 Rejected

H6 Perceived safety → Attitudes 6.251 0.177 Rejected

H7a Attitudes → Perceived
behavioral control

0.949 0.000 Supported

H7b Attitudes → Intentions −0.599 0.191 Rejected

H8 Perceived behavioral control →
Intentions

1.536 0.000 Supported

We additionally found that trust indirectly predicted intentions. This relation is
mainly mediated by perceived behavioral control. This means that the trust that an indi-
vidual has in this technology is internalized in his stated perceived behavioral control
which, then, would influence the individual acceptance. A number of previous studies
[4–6, 15] confirm the importance of considering the trust-acceptance relationship in the
context of the use of automated vehicle. Trust was found to be a direct positive predictor
of the use intentions or having an indirect effect on intentions when considering the
perceived safety as a mediator of this relation [30].

All these results raise for the industrials and the policymakers the importance of
finding ways to reinforce the perceived behavioral control if they want to guarantee a
better acceptance of other road users. Based on our model, this could be done either by
acting directly on the concerned psychological factor or by programming measures on
other influential factors (namely, trust and attitudes) related to the factor of interest.

In the present paper,we defined the perceived behavioral control as the perceived ease
of interaction with the automated vehicle. But, since this technology is not available to
the public yet, numerous question marks still surround it. To bring answers to the public,
and based on the results of the model, industrials and policymakers could increase
the individuals’ knowledge about automated vehicles through advertising and media
campaigns. This would establish a better awareness of the vehicle’s features. In turn, it
would improve the perceived ease of interactionwith the vehicle on the road.Discovering
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Table 5. Decomposition of the effects

Dependent variable Explanatory variable Direct effects Indirect effects Total effects

Subjective norms Technophilia 0.932*** N/A N/A

Reliability Technophilia 1.067*** N/A N/A

Compatibility Technophilia 1.074*** N/A N/A

Trust Subjective norms −0.026 N/A N/A

Reliability 0.519** N/A N/A

Compatibility 0.484** N/A N/A

Technophilia N/A 1.048*** 1.048***

Perceived safety Subjective norms 0.079 -0.025 0.054

Trust 0.947*** N/A N/A

Attitudes Trust −5.375 5.918 0.543***

Perceived safety 6.251 N/A N/A

Perceived behavioral
control

Attitudes 0.949*** N/A N/A

Perceived safety N/A 5.935 5.935

Intentions Attitudes −0.599 1.458*** 0.860***

Perceived behavioral
control

1.536*** N/A N/A

Trust N/A 1.403*** 1.403***

Technophilia −0.243 2.426*** 2.504***

Notes:N/A=Not Applicable, * p< 0.05; ** p< 0.01; *** p< 0.001, Significance of the indirect
and total effects tested using the Sobel test [28]

these facilitating features could also be done through controlled trials where the potential
concerned individuals would be put in a realistic setting to interact with the vehicle
before its actual introduction on the road and have a better sense of their capacities
to manage a situation with its presence. Additionally, individuals need to be reassured
about the existence of adequate infrastructures (e.g., a specific color of traffic light to
signal the presence of the automated vehicle) to easily accommodate the circulation of
the automated vehicle in the presence of the other modes of transport.

Concerning the possible measures to have positive individual attitudes, we recom-
mend industrials and policymakers to emphasize the benefits of introducing an automated
vehicle for other road users. This could take the form of communication campaigns high-
lighting the improved road safety, the better access to mobility (e.g., disabled individuals
or elderlies), optimization of traffic flow (e.g., an automated shuttlewould allow reaching
the destination faster and opting less for the private vehicle) and reducing the greenhouse
gas and other pollutant emissions thanks to reduced road traffic.
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Lastly, policymakers and industrials should consider programming measures to gain
the trust of the other road users by demonstrating the reliability and compatibility of the
automated vehicle. The other road users need to be convinced by the maturity of the
technology and its readiness to circulate safely in interaction with the random external
factors. We advise manufacturers to be transparent about the capabilities of the vehicle,
for example by communicating key statistics (e.g., impact of the introduction of the vehi-
cle to accidentology) or the quality control process (e.g., number of vehicle overhauls for
a defined period). Besides, policymakers should share the future improvement projects
of the infrastructure which would allow to increase the compatibility of the automated
vehicle with the existing traffic network.

It would therefore be relevant, for future work, to implement all or part of these
proposals in order to confirm their impact on acceptance.

5 Conclusion

We proposed and empirically tested an automated vehicle acceptance model for other
road users including psychological factors from the TPB, factors from the SCAS, per-
ceived security and technophilia. Our findings confirmed the important relationship
between the individual perceived behavioral control to easily handle a situation in the
presence of the vehicle and the intentions to interact with it. Thus, the present paper
contributed to clarifying the relationships between the determinants of acceptance and
giving new levers that industrials and policymakers should consider before introducing
automated vehicles on the common roads.

However, some limitations of this work should be mentioned. First, the used data
lacks age representativity of the populations ofNantes andCarquefou3.Wehave a sample
with a mean age of 51 years old. Still, most of the participants are directly concerned
with the implementation of the automated vehicle since they are frequent users of the
studied traffic area. About 57% of the sample declare going in this area at least three
times a week. Thus, the sample gives a good representation of the future people that may
interact with the automated vehicle.

Second, the proposed model highly depends on the way the psychological factors
have been defined and measured. Even though we based our choice of measures on
literature and tested their robustness, using other scales could give different results than
the ones found here. For instance, when considering the perceived safety, we mainly
relate the definition of this factor to the avoidance of collisions. But the safety related
to an automated vehicle could also include, for example, aspects of cyber security [33]
that were not defined here and should be considered in future studies.

3 Compared to the age distribution of the population of Nantes and Carquefou in 2019 [31, 32].
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Lastly, the proposed model is the first to consider the acceptance of other road users
with different mobility practices. Nonetheless, comparative studies should be conducted
using data from other experimental automated vehicles (private and shared) to further
validate this model. We also believe that this model should be extended by including
other potentially influential factors of acceptance. The automated vehicle is expected to
have social, environmental and health benefits. Accordingly, factors as the individual
environmental awareness [34], level of altruism [35] or health motivations [36] could be
included in the acceptance models of other road users.
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Appendices

A. Map of the Nantes-Carquefou Automated Vehicle Implementation
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Fig. 3. Map of the automated vehicle’s circuit

B. Model Estimation Results
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Table 6. Model estimation results

Dependent variable Explanatory variable Standardized Estimate p-value

Technophilia Male 0.414 0.000

Age −0.275 0.022

Subjective norms Technophilia 0.932 0.000

Male −0.444 0.000

Age 0.282 0.014

Reliability Technophilia 1.067 0.000

Male −0.516 0.000

Age 0.427 0.001

Compatibility Technophilia 1.074 0.000

Male −0.405 0.003

Age 0.293 0.024

Trust Subjective norms −0.026 0.726

Reliability 0.519 0.004

Compatibility 0.484 0.005

Male 0.100 0.052

Age 0.066 0.176

Perceived safety Subjective norms 0.079 0.179

Trust 0.947 0.000

Male 0.019 0.689

Age −0.054 0.220

Attitudes Perceived safety 6.251 0.177

Trust −5.375 0.250

Male −0.132 0.668

Age 0.294 0.479

Perceived behavioral control Attitudes 0.949 0.000

Male 0.124 0.004

Age −0.088 0.014

Intentions Technophilia −0.243 0.301

Perceived behavioral control 1.536 0.000

Attitudes −0.599 0.191

Male 0.010 0.943

Age −0.133 0.295

Notes: The estimated covariances are not included in this table for reasons of parsimony
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Abstract. The use of routing services has witnessed a notable surge in
recent years. While most of them provide users with the shortest and the
fastest routes, only a few of them provide information about the most
eco-friendly route or gather information about the vehicle or the user
preferences. Eco-routing has demonstrated its potential to significantly
reduce both fuel consumption and Greenhouse Gas Emissions (GGE).
However, most of the routing applications supporting this feature do not
consider the specific car features, the road slope or the traffic conditions,
providing only a rough estimation of the fuel consumption (mainly based
on travel distance and type of fuel). Integrating such additional infor-
mation would result in more flexible and powerful routing applications,
allowing end-users to prioritize different features (travel time, distance,
fuel consumption, etc.) according to their needs or preferences. In this
context, we propose an easy-to-configure smart-routing web framework,
providing end-users with alternative routes for their trips, including the
most common ones (minimum distance and minimum expected travel
time) together with an eco-friendly route, computed in a more precise
way than current routing services.

Keywords: Eco-Routing · Route Optimization · Smart Cities

1 Introduction

A few decades ago, the only way to plan travel routes was by using physical
road maps. Currently, navigation apps (installed in our mobile phones or even
integrated in our cars) help us plan and carry out our trips in a more user-friendly
and sustainable way, as maps are automatically updated (there is no need to
regularly buy new versions of printed maps) and include plenty of additional
useful information.

Currently, navigation apps increasingly integrate features related with smart
mobility, including eco-route planning, real-time traffic status, or information
about accidents or road works, among others. These features not only help indi-
vidual drivers to plan and carry out their trips, but also aim at contributing to
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global traffic management, one of the key aspects in Smart Cities. Some of these
smart features (e.g., traffic status) build on information automatically gathered
from users’ mobile devices. This is the case of Google Maps [1]: one of the leading
navigation apps today, and a precursor to many others. Google Maps provides
users with many valuable features: it is free, easy to configure and use, and is
available both as a web and a mobile application. However, some users report
limited offline functionality, excessive battery consumption, and many privacy
issues related with personal data collection, storage and exploitation. In this
sense, the use of Internet of Things (IoT) technologies could help implement-
ing more privacy-respectful navigation systems, as traffic information could be
collected in an aggregated and anonymous way from different sensors placed in
the cities’ infrastructure (rather than from the users’ devices). The use of this
information for intelligent decision-making related to traffic management would
contribute to achieve real Smart Cities. However, the integration of IoT devices
in cities is not being as fast or uniform as promised, resulting in unreliable per-
formance and lack of information for many places.

One of the most recent features included in Google Maps is eco-routing. This
concept, coined by Ericsson et al. [2] in 2006, aims at computing the route that
minimizes the energy required to complete a trip, taking into account several
factors such as the current status of the traffic, the road topology (e.g., slope,
road type, diversions, etc.) and the specific features of the vehicle (e.g., weight,
fuel type, etc.), among others. Reducing vehicles’ energy consumption implies
not only reducing the cost of the trip, but also the Greenhouse Gas Emissions
(GGE). Besides, specifically to Electric Vehicle (EV) drivers, eco-routing also
reduces “range anxiety”, i.e., drivers’ anxiety for not being able to complete their
trip before the vehicle runs out of battery. Despite these advantages, eco-routes
tend to be longer in terms of travel time since, e.g., they may consider roads
with less slope that may require traveling longer distances. In fact, the study
carried out in Japan by Kono et al. [3] concluded that eco-routes, compared to
shortest routes, reduce fuel consumption in about 9%, while they increase travel
time also in 9%. Despite the longer travel times, Zeng et al. highlight in [4,5]
the benefits of choosing eco-routes compared to shortest or fastest routes.

Eco-route calculation is a computation-intensive process involving big
amounts of input data. Although Google Maps supports this feature, it offers
just a rough estimation of eco-routes, namely based on fuel type and travel dis-
tance. In this context, the Smart-Routing Web App presented in this paper aims
at computing eco-routes in a more accurate way, while keeping the process effi-
cient and preserving users’ privacy. Apart from eco-routes, the application will
also provide drivers with the fastest and shortest routes, allowing them to choose
among the three of them according to their needs or preferences.

The rest of the paper is organized as follows. Firstly, Sect. 2 reviews related
research focused on eco-routing. Secondly, Sect. 3, outlines the architecture of
the proposed web application, describing its main components. Then, Sect. 4
describes how road topology information is obtained, processed and used to
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compute the eco-routes according to the workflow then detailed in Sect. 5.
Finally, Sect. 6 draws some conclusions and outlines future works.

2 Related Works

Eco-routing is a hot research topic today due to its relevance in smart mobility:
one of the pillars of Smart Cities. Smart mobility aims at reducing travel times
and congestion, improving network and traffic management, increase safety by
preventing accidents, and ensure environmental and economic sustainability.

Many research works focused on eco-routing can be found in the literature.
Zeng et al. [6] develop an eco-routing algorithm for navigation systems that
finds the route with the minimum fuel consumption satisfying on-time arrival
requirements. Aguiar et al. [7] define MobiWise, an eco-routing decision support
system that leverages Internet of Things (IoT) technologies, real traffic data
and a calibrated digital twin, being limited to a middle-sized European city as
Porto (Portugal). Some works focus on reducing emissions and air pollution.
For instance, Vamshi et al. [8] propose a dynamic route planning algorithm
that distributes traffic density in real-time to low-density traffic areas, trying
to minimize the number of congested junctions by uniformly distributing traffic
in order to reduce air pollution, available only with traffic information on the
Surat area in Gujarat (India). Similarly, Ghaffari et al. [9] introduce a novel
algorithm to find the shortest route based on traffic congestion and air quality,
not considering road topology or vehicle features.

Internet of Vehicles (IoV), an evolution of the Vehicular Ad-hoc Networks
(VANETs), is another active research field in which it is possible to find some
works focused on eco-routing. For instance, Xiaofeng [10] introduces a hybrid
genetic algorithm and social spider optimization algorithm for an energy-aware
routing schema to optimize traffic congestion. Also in this line, Alfaseeh et al. [11]
propose a multi-objective eco-routing system for Connected and Autonomous
Vehicles (CAVs). Both IoV and CAVs assume that vehicles are equipped with
sensors, software, and other technologies to collect and exchange information over
the Internet with other vehicles or smart devices. However, these technologies
are not expected to be available in most private vehicles until 2040 [12,13].

Finally, among the navigation systems currently supporting eco-route calcu-
lation it is worth highlighting Google Maps [14] and EmiLa App [15]. The former
was first introduced by Google in the United States in October 2021. Nowadays,
it is available in many other countries, more than 40 in Europe [16], including
Spain, France, Germany and the UK. Google Maps allows drivers to config-
ure the type of engine of their vehicles: diesel, gasoline, electric or hybrid and,
according to that, it displays the eco-route and a rough estimation of the fuel
savings. However, as previously mentioned, the eco-route proposed by Google
Maps seems not to consider, e.g., relevant changes in the route slope, which
may drastically affect energy consumption. On the other hand, EmiLa App inte-
grates life-cycle assessments of various means of transportation into classic route
planning algorithms by considering different sustainability factors in addition to
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typical metrics such as distance, travel times or cost. This application motivates
users to choose eco-routes through gamification. However, the criteria for eco-
route selection and emission calculation are not clearly defined and it seems to
be still a theoretical artifact rather than an actual product.

Despite the advances achieved in the eco-routing field, most of the reviewed
works have important limitations either in the geographical areas of applica-
tion, in the technologies required for their implementation or in the incomplete
information being used for the calculations. In response to these limitations,
our proposal aims to address worldwide eco-route calculation using currently
available technologies and accurate topology information.

3 Proposed Architecture

The software architecture of the Smart-Routing Web Application proposed in
this paper gathers several components. These components are deployed and con-
nected in a loosely coupled way, making it easier to replace any of them with
other services offering similar functionalities. The architecture of the proposed
framework is shown in Fig. 1, along with its components and their relationships.
Each of these components is described below, along with their core functionality
and the technologies involved.

Fig. 1. Smart Routing Web Application architecture.

– Routing Services (RS). This component currently gathers three third-
party routing services, although it could be easy extended to support new
(either third-party or self-made) ones. The three services currently supported
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build on OpenStreetMap, as a baseline for route calculation: (1) OpenRoute-
Service [17] (ORS), which provides global spatial services such as route cal-
culation or time-distance matrices calculated using only public open-source
data; (2) Open Source Routing Machine [18,19] (OSRM), a high-performance
routing engine for calculating shortest and fastest routes in road networks,
among other functionalities; and (3) GraphHopper [20,21], an open-source
fast and memory-efficient routing engine, which allows users to calculate the
distance, time, turn-by-turn instructions, and road features for any route
between two or more points. All these services calculate routes based on dif-
ferent metrics, allowing users to easily retrieve them using different program-
ming languages. Although all these services are third-party, some of them
have been deployed locally using Docker containers.

– Topology Elevation Service (TES). Since one of the main contributions
of this framework is to accurately calculate eco-routes, knowledge of the road
network topology is essential due to its direct impact on fuel consumption.
There are several services that allow us to determine the elevation (altitude)
of any GPS coordinate on Earth such as (1) Open-Elevation API [22], a free
and open-source API that allows retrieving elevation information for geo-
graphical coordinates; (2) Google Elevation API [23], a pay-per-request API
that returns elevation data for a given location or path; and (3) OpenTopo-
Data [24], a free REST API for elevation data that can be deployed both
locally or remotely. We chose the later as it allows users to easily select dif-
ferent data sources and load them in the API. The process for loading and
processing geospatial and topology data is later described in Sect. 4.

– Web-Based Map (WBM). This component serves as an interface between
the SRS component and the end-users, allowing them to select the source
and destination of their trip and view the different routes calculated between
them. The application is based on an interactive map, meaning that users can
select locations directly clicking on it and interact with the output routes to
retrieve additional information, such as the distance or the estimated travel
time or fuel consumption. Additionally, this application provides turn-by-turn
directions for the selected routes, offering specific road information at each
route segment. Figure 2 shows a mock-up of the web application with all its
detailed features. This component has been developed using the Flask micro-
framework, along with Python and Jinja to handle user interactions, and the
interactive and easy to customize maps provided by OpenStreetMap.

– Topology Graph Database (TGD). In order to store the different routes
and efficiently perform operations on them, we decided to use a graph-oriented
database. Among the different options considered (e.g., ArangoDB or Redis-
Graph), finally Neo4J was chosen because it supports both directed and undi-
rected graphs, and offers several libraries and predefined route optimization
algorithms such as A*, shortest path, and Yen’s k-shortest paths, among oth-
ers.

– Smart Routing Service (SRS). This component is the core of the frame-
work as it interconnects all other services. The SRS is responsible for retriev-
ing the different routes provided by the RS, processing and storing them in the
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TGD and plotting them graphically in the WBM. Route processing involves
several steps: (1) retrieving the full routes; (2) splitting them into different
route segments and nodes; and (3) retrieving and calculating the topology
information for these segments, including their slope, number of lanes or max-
imum speed, among other features. For the last step, the Overpass API [25],
an OpenStreetMap read-only service that allows users to retrieve OSM-map-
related information, is used. The SRS component has been developed using
Python and Flask, along with several additional libraries and packages.

Fig. 2. Smart Routing Web App mock-up

Some of the external services used in the framework can also be deployed
locally, which facilitates the development and testing processes. These local ser-
vices are deployed using Docker containers and the Docker-Compose orchestra-
tion tool, as shown in Fig. 3, where the architecture of the local components,
their properties and relations are described using the Containers Modeling Tool
(CML) [26]: a Docker-Compose modeling tool developed by the authors. Compo-
nents used remotely are not represented in the model, while all local containers
have a related volume, where their functionality information is stored.

Despite its benefits, local deployment has also some limitations. For instance,
some of the routing services do not provide all the features supported by their
online versions, e.g., the route step descriptions or the topology database may
be limited to the information stored on the local device, even when using a
worldwide dataset. These limitations have been considered and addressed in the
framework by obtaining any missing information from other external sources.
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Fig. 3. Docker-Compose schema of the Smart Routing Web App.

4 Topology Information

The topology information obtained by the TES component is very valuable as
it allows calculating optimal eco-routes in a more precise way. In the proposed
Smart-Routing Web Application, one the sources providing topology information
is the OpenTopoData API, which is deployed locally and allows loading almost
any kind of geospatial dataset (ASTER, ETOPO1, SRTM both 30m and 90m,
Mapzen, etc.). The framework loads and uses several datasets, including the one
provided by the NASA’s Shuttle Radar Topography Mission (SRTM) [27]. This
dataset covers almost all of the earth’s surface (from −60 to 60◦C latitude) with
a precision of 1 arc-second (30 m at the equator). As this dataset covers a huge
extension, it is divided into several chunks of information, each one covering
different areas, as shown in Fig. 4, which displays two adjacent SRTM30m files.

The full dataset is publicly available worldwide for testing purposes, consist-
ing of 14,297 files with an estimated total size of 345 GB. As the full dataset could
not be stored and managed efficiently on a local device, we restricted the data
downloaded (using the 30-meter SRTM Tile Downloader tool [28]) to Spain (88
files, totaling around 2 GB). This information is loaded into the OpenTopoData
API service and used to test the framework, however, it is easy to modify.

Several tests were performed to determine the accuracy of the information
provided by this dataset, resulting in a very low error of around a few meters.
These tests involved comparing the altitude obtained from different datasets
and APIs, as well as conducting empirical experiments in which the authors
physically visited several locations to verify the accuracy of the data.

The geospatial information retrieved by the system was subsequently used to
calculate metrics related to the different routes and their segments, such as dis-
tances and slopes. In order to calculate the slope of a given segment, information
about the distance between its two coordinates and their respective altitudes is
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Fig. 4. SRTM30m file examples

required (see Eq. 1). The resulting slope can be either positive (ascending) or
negative (descending) and is measured in percentage (%).

slope =
destination altitude − source altitude

distance
∗ 100 (1)

Regarding road topology, different metrics were considered such as road speed
limit, number of lanes or road types (e.g., highways, streets, secondary roads),
among others. This information was retrieved from the Overpass API provided
by OpenStreetMap, using the Overpass Query Language (Overpass QL).

Figure 5 shows an example in which different routes between a source and
a destination have been calculated. All routes are represented in the Topology
Graph Database (TGD) as a directed graph. Each colored bubble represents an
OSM node and each link between two nodes stores the properties of the road
connecting them. In this example four routes were obtained. The shortest one
is displayed in yellow, the fastest in blue and the eco-route in green. The fourth
one, displayed in black, is a valid but not optimal route according to the selected

Table 1. Calculated routes. Path and related metrics: Distance (D), Estimated Travel
Time (ETT), Estimated Fuel Consumption (EFC).

Route Id. Path D (meters) ETT (minutes) EFC (liters)

1 A, B, F, H 10525 (shortest) 21,05 0,75

2 A, C, D, G, H 11212 26,91 0.58 (eco-route)

3 A, B, E, H 10825 18.56 (fastest) 0.69

4 A, B, E, F, H 10913 21.83 0.71
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criteria, i.e., shortest distance, lower travel time and lower fuel consumption.
Table 1 displays these routes along with their paths and estimated metrics.

Fig. 5. Graph generated for the four routes retrieved by the SRS.

5 Workflow

The workflow of the proposed framework is illustrated in Fig. 6 and involves
all its components. The process begins when the user selects the source and
the destination of the trip using the WBM. Then, the SRS parses this input
and sends the corresponding requests to the routing services supported by the
RS component. Once they return the calculated routes, they are individually
processed according to the following steps:
1. All the OSM nodes of each route are retrieved.
2. The road segments connecting these nodes are obtained.
3. The geospatial information for each node is retrieved using the TES.
4. For each road segment, its length, speed limit, number of lanes and restrictions

are obtained.
5. The slope of each road segment is calculated using its length and the elevation

of the two nodes it connects.
6. All the route information is stored in the TGD.

Once all the routes have been successfully processed and stored in the
database, three different queries allow calculating which one is shorter (mini-
mum total distance), faster (minimum total travel time considering each segment
length and speed limit), and more eco-friendly (less fuel consumption considering
each segment length, speed limit and slope). Finally, the result of these queries
is graphically displayed on the web-based map, allowing users to select the route
that better fits their preferences or needs. Additionally, directions are provided
for the selected route.
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Fig. 6. Smart Routing Web App workflow.

6 Conclusions and Future Works

The work presented in this paper introduces a Smart-Routing Web App aimed at
helping users plan their road trips considering not only the fastest or the short-
est routes (already provided by most navigation apps), but also the most eco-
friendly one, i.e., the less fuel consuming (and thus, less contaminating) route.
Although some of the existing route planning apps already provide users with
eco-routes, their estimations about fuel consumption/savings do not account for
important aspects such as the road slope. In order to cope with this limitation,
the proposed framework builds on different route planning and topological data
services to obtain more precise metrics on the different routes available for a
given trip, namely: estimated distance, travel time and fuel consumption. In the
paper, both the structure (loosely-coupled component-based architecture) and
the behavior (workflow) of the developed framework have been presented, along
with an illustrating example.

Building on this preliminary work we plan some future extensions, including:
(1) increasing the precision of the travel time and the fuel consumption esti-
mations by considering both the traffic conditions (e.g., using the information
provided by the MapBox API [29]) and the specific features of the vehicle used
for the trip (e.g., using FASTSim: the Future Automotive Systems Technology
Simulator [30]). Traffic conditions may significantly affect the speed profile in
some segments and, as a consequence the travel time and the fuel consumption,
e.g., under congestion. Similarly, the specific features of the vehicle (weight, idle
consumption, etc.) have a significant impact on fuel consumption and cannot be
neglected; (2) considering city-specific limitations such as zero-emission zones;
(3) replacing the graph database instance by an in-memory graph projection to
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enable route caching and shorten query execution times; and (4) integrating the
proposed tool into an API for easy remote access.
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