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Preface

This volume contains the proceedings of the 7th International Conference on Computer-
Human Interaction Research and Applications (CHIRA 2023), which was held in Rome,
Italy as a hybrid event, from 16 to 17 November.

CHIRA is sponsored by the Institute for Systems and Technologies of Information,
Control and Communication (INSTICC), and is held in cooperation with the European
Society for Socially Embedded Technologies (EUSSET).

The purpose of CHIRA is to bring together professionals, academics and students
who are interested in the advancement of research and practical applications of human-
technology&human-computer interaction. Different aspects of Computer-Human Inter-
action were covered in four parallel tracks: 1) Human Factors for Interactive Systems,
Research, and Applications; 2) Interactive Devices; 3) Interaction Design; and 4) Adap-
tive and Intelligent Systems. Human-Computer Interaction is getting renewed interest
as human-AI interaction due to the increasing success of artificial intelligence and its
applications.

In addition to paper presentations, CHIRA’s program included three invited talks
delivered by internationally distinguished speakers: Antonio Camurri (Università degli
Studi di Genova, Italy), “Aesthetically Resonant Multimodal Interactive Systems”,
Andrea Gaggioli (Università Cattolica del Sacro Cuore, Italy), “Designing Trans-
formative Experiences: Exploring the Potential of Virtual Technologies for Personal
Change”, and Wendy E. Mackay (Inria, Paris-Saclay, and Université Paris-Saclay,
France), “Creating Human-Computer Partnerships”.

CHIRA received 69 paper submissions from 30 countries, of which 20% were
accepted as full papers. The high quality of the papers received imposed difficult choices
during the review process. To evaluate each submission, a double-blind paper review
was performed by the Program Committee, whose members were highly qualified
independent researchers in the CHIRA topic areas.

In addition, the Special Session on “Enhancing the Esports Experience (E3)”, chaired
by Sven Charleer and Laura Herrewijn, was held together with CHIRA 2023.

All accepted complete papers are published by Springer in these conference pro-
ceedings, under an ISBN reference. The proceedings are abstracted/indexed in DBLP,
Google Scholar, EI-Compendex, INSPEC, Japanese Science and Technology Agency
(JST), Norwegian Register for Scientific Journals and Series, Mathematical Reviews,
SCImago, Scopus and zbMATH. CCIS volumes are also submitted for inclusion in ISI
Proceedings.

We express our thanks to all participants. First to all the authors, whose quality work
is the essence of this conference; secondly to all members of the Program Committee
and auxiliary reviewers, who helped us with their expertise and valuable time. We also
deeply thank the invited speakers for excellent contributions in sharing their knowledge
and vision.



vi Preface

Finally, we acknowledge the professional support of the CHIRA 2023 team for all
organizational processes, especially given the needs of a hybrid event, in order to make
it possible for the CHIRA 2023 authors to present their work and share ideas with
colleagues in spite of the logistic difficulties.

We hope you all had an inspiring conference. We hope to meet you again next year
for the 8th edition of CHIRA, details of which will soon be available at http://www.
chira.scitevents.org/.

November 2023 Hugo Plácido da Silva
Pietro Cipresso

http://www.chira.scitevents.org/
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I Am in Love with the Shape of You: The Effect
of Mass Customization on the Human-Robot

Relationship

E. Liberman-Pincu(B) , A. Bulgaro , and T. Oron-Gilad

Ben-Gurion University of the Negev, 84105 Beer-Sheva, Israel
elapin@post.bgu.ac.il

Abstract. This study examined the effect of mass customization of a socially
assistive robot (SAR) on older-adult users’ attitudes and behaviors toward the
robot.Mass customization, activelymodifying aspects of a product by users before
use, was proven to increase positive reactions towards products. Thirty-one older-
adult participantswere invited one at a time to explore new applications of personal
robots for domestic use utilizing the Temi robot. We divided them into two groups
that differed in their ability to manipulate the robot’s visual design using various
add-ons before starting the one-on-one interaction with the robot. Results of the
thematic analysis and questionnaires suggest that allowing mass customization
can increase users’ enjoyment, help in forming human-robot relationships, and
lead to proactive Interaction.

Keywords: Personal assistance robot ·Mass customization · Product design ·
Human-robot interaction · Technology acceptance · User enjoyment ·
Human-robot relationship Older adults

1 Introduction

Mass customization is a process of producing and delivering products modified or
adapted to satisfy individual customers’ specific needs or preferences [1] by selecting
predefined modules or using different add-ons. It combines the benefits of custom-made
products with the low costs and efficiency of mass production [2]. Hence, it is considered
valuable for both customers and manufacturers [3]. This approach leads to a positive
reaction termed “I designed it myself,” which leads to a significantly higher willingness
to pay for the product [4, 5]. In the field of Socially Assistive Robots (SAR), customiz-
ing personal robots can contribute to a sense of ownership, establish relationships, and
improve acceptance and engagement [6, 7]. People may use the robot’s personalization
to give it an identity (gender, name, etc.) or express their own identity [8]. Furthermore, it
was found that when participants assembled the robot, they tended to have more positive
evaluations of the robot and the interaction process [9, 10].

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
H. P. da Silva and P. Cipresso (Eds.): CHIRA 2023, CCIS 1997, pp. 3–12, 2023.
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4 E. Liberman-Pincu et al.

As smart technologies becomemore commonplace and are increasingly used byolder
adults to improve or maintain their ability to perform important everyday activities, it is
important to find ways to increase acceptance and overcome barriers that may impede
people from wholly integrating these technologies into their lives [11]. Personalizing
the robot’s appearance can make it more appealing and engaging for the elderly and can
ease its acceptance [12]. Studies have shown that people tend to develop connections
with their SARs [13, 14]. These connections can be attributed to the SARs’ ability to
provide social support and companionship, as well as their ability to perform tasks that
are difficult or impossible for the user. As robots become more common in our everyday
environments, it will become increasingly important to form sustained and supportive
human-robot relationships [15].

Furthermore, in a study that explored the design space of different contexts of SARs
by asking users [16] and professional designers [17] to design themost suitable design for
each use context, we found that while there was a level of agreement among professional
designers regarding the designs of three of those contexts: a service robot for an assisted
living facility, a medical assistant robot for a hospital environment, and a COVID-19
officer robot, the case of a personal robot for domestic use seemed to be unique. The
designers’ selections of visual qualities varied and were more influenced by personal
preferences. Some even suggested that a personal robot should be customizable [18].
Users’ design preferences were related to personal data such as age and gender [16, 18].

Previously, we evaluated this effect in the design process of a personal assistant robot
using an online questionnaire [19], where participants were asked to design their own
personal robot by selecting predefined elements of the robot’s body and screen (body
structure, outline, color, and GUI). Results suggested that allowing mass customization
positively affects users’ acceptance and leads to higher perceived enjoyment, intention
for future use, and perceived robot usefulness. In this study, we aimed to explore the
effect of mass customization on attitudes and behaviors in real interaction settings.

2 SARs’ Morphology and Personality

The add-on designs were based on the outcomes of two studies: a deconstruction study
of visual qualities (VQs) based on amarket survey and a literature review [18], where we
identified three typical morphologies for SARs: human-like, pet-like, and machine-like.
To those, we added a fourth flower-like morphology and evaluated users’ perceptions of
each [20]. For this study we allowed participants to adjust the design of a machine-like
robot andmake it look human-like, pet-like, or flower-like according to their preferences
and their desired relationship with the robot.

Wedesigned two types of add-ons for theTemi robot (purchasedviaONErobotix [21]
its local distributor in Israel): 1) a screen frame (human-like, gold dog-like, black dog-
like, or a flowery frame) and 2) eight options for an apron for the robot’s chest. Further,
we provided the selection of the robot’s default screen display, offering ten different
faces. Figure 1 presents the different design options we provided to the participants.
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Fig. 1. Design options provided to the participants: four screen frames, eight aprons, and ten
screen faces.

3 Aim and Scope

The study examines whether allowing older-adult users to customize the visual appear-
ance of their robot by selecting predesigned add-ons will affect their perception and
attitude toward it. To achieve this, we formed two groups of participants that differed
in their ability to customize the robot’s design before exploring and evaluating a new
application.

4 Method and Study Design

The experiment was conducted in the “Palace Lehavim” assisted living in a public room.
Thirty-one residents participated in the study voluntarily, all older adults aged 70–80 (18
women and 13 men), with each participant experiencing personal interaction with the
robot. Participants were invited to explore and evaluate a new application for a personal
robot developed for this study. To assess the effect of mass customization on users’
acceptance of a personal robot, we conducted an experiment among subjects involving
31 subjects randomly divided into groups:

Group A (n = 15)– Customization group: Subjects in this group took an active part
in the design of the robot, selected and assembled the appearance of the robot according
to their personal preferences (using the design component presented in Fig. 1), and
then performed a guided interaction with the self-designed robot. Figure 2 presents the
customization process and three examples of modified robots.
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Fig. 2. The customization process and three examples of modified robots.

Group B (n = 16)– Control group. Subjects of this group did not take an active part
in the design of the robot and only performed a guided interaction with the robot without
adding design elements (using the original machine-like appearance of the Temi robot).

Based on preliminary interviews and focus groups, we developed an application for
a personal assistant robot for domestic use and an experimental setting using the Temi
robot [22]. The experimental application contained a short conversation and two tasks
to create meaningful interactions between the participant and the robot and explore the
wide range of possibilities for working with the Temi robot. Table 1 details the different
parts of the application. Figure 3 presents participants performing the two tasks.

Table 1. The different parts of the application we used for this study.

Conversation Temi: “Hello, I’m Temi. What’s your name?
Subject’s response
Temi: “Nice to meet you (the subject’s name). What a pleasure it is
to be here at “Palace Lehavim”. How old are you?”
Subject’s response
Temi: “I wouldn’t think you were over 25.”

Task 1: remote controlling Using tablet control, participants were asked to direct the robot out
of the room to a prespecified location after being shown three
pictures of objects: a flower, a house, and a ball. A picture of one
of the objects was posted at this location on the floor. The
participants were asked to locate and recognize which picture was
on the floor. We used the robot’s built-in video call function

Task 2: cognitive games Participants were given several options for playing cognitive
games on Temi’s screen, including memory games, math
exercises, Tetris, and Sudoku

The participants were asked to fill in two questionnaires before and after the inter-
action. The first contains demographic data and the Negative Attitudes towards Robots
Scale (NARS) questionnaire [23]. After completing the task, participants completed an
acceptance questionnaire based on the Technology Acceptance Model (TAM) using the
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Fig. 3. Right: Controlling the robot’s motion using a tablet. Left: Playing a cognitive game.

Almere model [24]. The Almere Model is a technology acceptance model designed
to assess the acceptance of social robots. It is a Likert scale-based questionnaire that
measures both functional acceptance (ease of use, usefulness) and social acceptance
(acceptance of the robot as a conversational/interaction partner). Figure 4 illustrates the
two groups’ study structure.

Fig. 4. Illustration of the two groups’ study structures.

During the experiment, we collected behavioral observations of the participants. All
observations and discussions were later transcribed and used for thematic analysis.

5 Results

5.1 Acceptance Questionnaire

We have found no notable differences in most acceptance factors among the two groups:
Anxiety was very low among all participants (Mean= 1.74 SD= 0.54) on a [1–5] Likert
scale). Intention to Use (ITU) and Perceived enjoyment (PENJ) were high regardless of
the group (ITU mean = 4.1 SD = 0.64), PENJ mean = 4.16 SD = 0.42). Customizing
also did not affect the participants’ Perceived adaptiveness which was moderate in both
cases (mean = 3.69 SD = 0.55), or their perception of Facilitating conditions (FC),
which was relatively low in both cases (mean = 3.34 SD = 0.73). We did find some
interesting trends for two acceptance factors, Attitude towards technology (ATT) and
Trust, as detailed in the following paragraphs.
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AttitudeTowardsTechnology (ATT). Participants ofGroup a Showed aMore Positive
Attitude Toward Technology After Customizing Their Robot. This Appears in All Three
Statements Related to This Factor, as Shown in Table 2.

Table 2. The participant’s agreement with ATT statements

Group A Group B

“I think it’s a good idea to use the
robot”

Mean = 4.4 SD = 0.49 Mean = 3.87 SD = 0.99

“The robot would make life more
interesting”

Mean = 4.0
SD = 0.5

Mean = 3.81 SD = 0.78

“It’s good to make use of the robot” Mean = 4.27 SD = 0.44 Mean = 3.75 SD = 0.9

The calculated score for ATT Mean = 4.22 SD = 0.4 Mean = 3.81 SD = 0.74

Trust. The Trust Level Presented by the Participants Was Relatively Low in Both
Groups. Participants of Group a Showed Lower Trust. This Appears in the Two
Statements Related to This Factor, as Shown in Table 3.

Table 3. The participant’s agreement with trust statements.

Group A Group B

“I would trust the robot if it gave me advice” Mean = 3.0
SD = 1.03

Mean = 3.43 SD = 0.79

“I would follow the advice the robot gives me” Mean = 3.0
SD = 1.15

Mean = 3.5 SD = 0.71

The calculated score for Trust Mean = 3.0
SD = 1.17

Mean = 3.47 SD = 0.72

5.2 Thematic Analysis of the One-on-One Interactions

We transcribed the discussions and behaviors of the participants during the experiment
and conducted a thematic analysis [25]. Three main themes emerged from our the-
matic analysis: users’ enjoyment, establishing human-robot relationships, and proactive
interaction. For each, we determined observation measurements.

Participants inGroupA showedmore interest in the experimental process thanGroup
B. They expressed joy by laughing out loud when the robot told a joke and excitement
through verbal expressions such as “Wow!” and “Fantastic!” Their body language during
the interaction was more open and accepting. In contrast, Group B expressed minimal
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interest; none laughed when the robot told a joke. Some smiled, and one replied, “This
is not funny; it shouldn’t tell jokes.” They expressed a more closed body language.

Group A participants were omre involved in the design process and used it as an
opportunity to think about and define their desired relationship with the robot. When
selecting different add-ons, some of themdeclared their intentions out loud. For example,
“I want to design a female/male robot, so I’ll choose…” or “I want it to be like a butler,
so I’ll select…”. Group B did not have the opportunity to design; hence such statements
were not found. Table 4 summarizes the thematic analysis findings.

Table 4. Summary of the thematic analysis findings.

Theme Observatory
measurements

Group A Group B

Users’ enjoyment Expressing interest High Low

Laughing out loud Yes No

Body language Open Close

Smiling Yes Yes

Verbal expressions Yes No

Establishing human-robot
relationships

Define the desired relationship Yes N/A

Proactive interaction During and between stages Yes No

Saying goodbye Yes No

During and between the experimental stages, GroupA’s participants showed a higher
tendency for proactive interaction (as opposed to reactive); they initiated interaction with
the robot, while Group B’s participants did not interact with the robot unless asked. For
example, at the end of the navigation task, Temi returns autonomously to the starting
point – near the participant’s location. In this period, Group A tended to talk and encour-
age Temi by saying out loud, “Come to me!”, “You are doing great!”, “good job!”.
While group B usually waited quietly and motionless for Temi to return. In addition,
participants of Group A were more likely to say goodbye to the robot at the end of the
experiment; two subjects even blew the robot a kiss.

6 Discussion

This study demonstrated how allowing users to adjust the design of a personal robot by
selecting predesigned add-ons can increase users’ enjoyment, help define human-robot
relationships and lead to proactive Interaction. Thirty-one older adult participants volun-
teered for this study andwere invited to explore a new application for a personal robot for
the elderly. Participants were divided into two groups; only the participants in group A
were encouraged to select different design elements before starting the experiment with
the robot: four screen frames representing different morphologies (human-like, pet-like,
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and a flowery frame), eight aprons with different graphics, and finally the graphic user
interface (GUI) selecting from ten different options for the robot’s face.

To evaluate the effect of the customization process, we used quantitative and qual-
itative methods; we transcribed all discussions and behaviors during the experiment
and conducted a thematic analysis; in addition, the participants filled in an acceptance
questionnaire after completing the interaction. Both suggested that allowing older-adult
participants to adjust the design of their robots is beneficial and contributes to amore pos-
itive reaction and attitude. Observations revealed higher enjoyment expressed by verbal
expressions and body gestures. This correlates with our previous study that showed that
participants who customized the robot’s design in an online questionnaire had shown
significantly higher perceived enjoyment than the control groups [19].

In addition, customizing the designmade the participantmore proactive in interacting
with the robot; they initiated interactions during and between stages of the experiment,
either by talking to the robot or using body gestures. Making older adults more proactive
is important because it can help them maintain their independence and improve their
quality of life. Studies have shown that older adults who are more proactive tend to be
happier and healthier than those who are not [26, 27].

The questionnaire revealed two notable trend differences between the groups; par-
ticipants who customized the design showed a higher positive attitude toward using
the robot; however, they rated their trust toward the robot’s advice lower. One optional
explanation for this finding may be in the design options we suggested in this study; the
robot’s morphology affected the perception of its characters and role [28–30]. Perhaps
taking advice from a dog-like or a flower-like robot is not customary and does not fit the
relationship users imagined.

7 Conclusion and Limitations

This study demonstrates the positive effect of allowing older adults to customize their
personal robots. Together with our previous findings [19], we can conclude that mass
customization can lead to higher acceptance and enjoyment, help users define and estab-
lish a relationship with the robot and encourage them to be more proactive. To make
this possible, designers should consider this in the preliminary phases of the design pro-
cess and suggest ways to help users adjust and personalize the robot according to their
preferences. However, when designing different add-ons, designers must consider the
morphology of these elements and the assumptions and perceptions that may be related
to them to fit the relationship to the anticipated roles of the robot.

Limitations of this study are that the sample size was relatively small, the interaction
with the robot was based on a single session, and the participants were a convenience
homogenous sample. This may limit the ability to generalize the results to other popula-
tions. Additionally, the study relied on a thematic analysis of observations, which may
have introduced bias into the results; behaviors may have different interpretations by
other observers [25].
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Abstract. Social isolation and loneliness are risk factors of morbidity and mor-
tality for the elderly, whose number will increase in the future. Smart devices can
offer solutions to stimulate activities and social contact to fight these threats, on
condition that the real needs, expectations and capacities of the target users are
considered. Among smart devices, smart wooden furniture provides a sustainable
way forward that can be easily integrated and accepted into the domestic envi-
ronment. The article presents a module in a compact 3D-printed box with a smart
tactile icon and visual and auditory feedback, built to be integrated in a wooden
piece of furniture. A variety of simple scenarios can be programmed and the pat-
tern of the icon can be changed according to the user’s needs and preferences.
Various tests to validate the design have been performed and are presented. The
electronic components are accessible for repair and the aim is low consumption,
according to eco-design recommendations. The module showed to be a promis-
ing simple, robust and customizable tool to promote effective interaction with the
elderly.

Keywords: Social interaction · Smart wooden furniture · Customizable module

1 The Context of the Research

The ageing of the population is one of the major achievements and challenges of modern
societies. In most countries, the proportion of older people will increase, from one in
eight people aged 60 years or over in 2017 to one in six by 2030 and one in five by 2050
[1]. The estimate rises by at least a quarter in more than two-thirds of OECD1 countries
[2]. This demographic trend is accompanied by major social and health concerns. Older
people tend to live alone more often and suffer from increased social isolation (i.e. lack
of social interaction), leading to a growing feeling of loneliness, that can be defined as
the gap between a person’s desired and actual level of social contact [3], and there is
clear evidence that these are risk factors for morbidity and mortality [4].

1 Organisation for Economic Co-operation and Development.
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In this context, there is an increasing interest in the potential of technologies to
promote social interaction and useful functionalities to fight loneliness. In this paper,
we focus on the integration of some of this technology into furniture (also referred as
smart furniture), and in particular into wooden furniture. The concept of smart furniture
is well-known and the state of the art is rich in examples of applications for elderly.
Interesting reviews can be found in [5] and [6]. In these articles, the authors point out the
importance of more strongly considering price and the target user, and of understanding
and integrating cognitive and emotional needs of older adults in the design. An example
of smart sensing furniture is the one provided by [7]. Sensors are hidden in furniture
to monitor temperature, moisture, weight, verticality, security, and the user’s spatial
and temporal activities (presence and light sensors). The scope of this work is safety,
prevention and healthcare. An interesting article is [8], which describes a system to
connect elderly people through ICT2 to fight loneliness. These works underline the
importance of the usability of technologies and of their seamless integration to foster
usage and acceptance. In addition, the introduction of digital solutions to effectively
mitigate social isolation needs to consider the variability among users’ skills, needs and
preferences [4].

In our research,weusewood as the basematerial for smart furniture and in this article,
we focus on a tactile sensor. The positive benefits of wood on the touch experience, its
positive physiological effects and impact on stress, have already been presented in a
previouswork by one of the authors [9].Wooden furniture integrates easily into the home
environment and is a sustainable material. We also intend to design a person-centered
solution. As pointed out in the aforementioned overview, interacting with technologies
remains a challenge for the majority of older people. The use of tactile elements can
be challenging and various physical disabilities can increase the difficulty of interacting
with smart components [10, 11]. Contexts and personal preferences are also extremely
variable. We conclude that customization is a crucial factor for the development of
acceptable, useful and simple interactions that contribute effectively to fight loneliness.

The smart module presented in this article is the key element of this interaction.
The module consists of an icon that can trigger a programmable scenario. The main
characteristics of the module are the following:

– The design is compact and contained in a box to facilitate integration in wooden
furniture.

– The module is smart. The icon can react to touch or even to the proximity of a human
body part. The icon can trigger a scenario: color patterns and sounds can be generated.
The module can be stand-alone or connected to an external device as an IoT (Internet
of Things).

– The module is customizable to be tailored to the user. The shape of the icon can be
modifiedwith a pattern that can be inserted in the box. The lightning pattern of the icon
(color, brightness, Timing) can be adjusted. The auditory feedback is programmable.
The scenario is also entirely programmable.

– The design follows some of the eco-design recommendations. Issues like low power
consumption and reparability of components are addressed.

2 Information and Communication Technologies.
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The paper is organized as follows. The next section presents the detailed design of
the module and its possible integration in wooden furniture. The experimental results
section presents the tests carried out to characterize the module and its performance,
as well as the scenarios that have been presented to a limited set of test users. The
conclusion and future work section will conclude the paper illustrating the next steps of
the research.

2 The Design of the Smart Module

The smart module consists of an icon whose proximity or contact by a finger or hand
can be detected. According to the programmed scenario, visual or auditory feedback
can be triggered in reaction to this detection. In this section we describe the electronics
integrated in the module, and the mechanical design.

2.1 The Electronic Architecture

The sensitive component of the module is a capacitive sensor. The reason for the choice
of this technology is the need to detect the human touch of a surface, allowing visual
feedback through the same surface that must therefore be “transparent” to light. A
complete survey of capacitive sensing in human-computer interaction can be found
in [11]. The sensor measures a variation in the capacitance of the capacitor, that is, two
electrically isolated conductors in close proximity to one another. In this case, the human
body is considered a conductor.

The sensor is a conductive pad area that is capacitively coupled to the system ground,
creating a parasitic capacitance. The introduction of the user’s finger then produces an
increase in capacitance (by adding a parallel capacitance also coupled to the ground)
that is detected by the system. In our module the conductive pad is a hexagon brass coil
with a thickness of 0,150mm, a fixed inner side of 50mm, and an adjustable width, from
5 to 12mm, depending on the desired module sensitivity. This design allows an available
“empty” area of 50x50mm2 to draw the shape of the icon, using an opaque pattern, as
depicted in Fig. 1.

The sensor delta count is compared against the threshold to determine whether a
touch has been detected [11]. The count value represents a change in the sensor input
due to the capacitance associated with a touch and is referenced to a calibrated base
“Not Touched” count value. In our setup, we used the default sensitivity 32x, which
corresponds to the detection of a touch of approximately 1% of the base capacitance
(or a �C of 100fF from a 10pF base capacitance). On the sensor, sensitivity multipliers
from 1x to 128x are available.

The feedback light is obtained using addressableRGBLight EmittingDiodes (LEDs)
WS2812b that are fixed at the bottom of the box. The light intensity can be adjusted
by varying the number of LEDs and by adjusting the light intensity of each LED. A
compromise has to be found between visual feedback and power consumption. Each
LED draws approximately 50mA at 5V when it is set to full brightness. We used 3 LEDs
at 1/5 of full brightness approximately (~30mA of global consumption). The module’s
visual feedback brightness can be improved by covering the inner sides of the box with
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Fig. 1. The upper-left side of the figure shows three examples of pattern that can be mounted on
the upper face of the box to form the icon. The design of the box allows the pattern to be easily
changed. On the upper-right side, there is the 3D CAO view of the box containing a pattern. In
the lower part, there is a picture of two modules, with a 10mm coil (on the left) and a 5mm coil
(on the right). The external dimensions of the prototype are 88mmx83mmx51mm.

reflecting tape. AnArduinoUNOR3 electronic board has been used to test threemodules
(see Fig. 2).

Fig. 2. Three modules, each one containing a coil and the LEDs, have been tested in an integrated
system controlled by a uniqueArduino board, aCAP1188 board and a buzzer. Thewhole electronic
circuitry can be integrated into a single module. The choice of a low power consumption mode
for the LEDs allowed their control without the need for an additional external power supply, as
each Arduino pin can deliver a maximum current of 40mA.

The board is connected to a CAP1188 capacitive touch sensor breakout board from
Adafruit and to a piezoelectric passive buzzer. The buzzer is used to produce the auditory
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feedback: a monophonic melody of adjustable volume can be programmed and gener-
ated. All the electronics containing the microcontroller, the sensor, the LEDs and the
buzzer are easily integrable and can be placed at the bottom of the box.

2.2 The Mechanical Design

The main goal of the smart module is to provide all the functionalities in a compact
design that is easily customized, mounted in the furniture, and repairable, facilitating
access to the electronic components.

Fig. 3. The image on the left shows a CAO of the mounted box. The image in the center is an
exploded view, highlighting the sliding bars. The image on the right is a picture of the prototype,
made up of four removable parts.

The module is composed of a box that can be fixed to the back of the front panel of
the piece of furniture. Most of the parts composing the box have been produced in rPLA
(from FormFutura) using 3D printing to avoid interferences with the conductive coil.
Figure 3 shows two CAO 3D views and an image of the box. Two sliding bars allow the
coil to be inserted and removed. Each bar integrates two pins to allow the insertion of
the pattern, which can therefore be removed and changed. The pins are long enough to
allow the module to be fixed to the furniture panel without glue. A removable side cover
provides access to the LEDs (and to the electronic components in the future integrated
design).

The module presented in this article has been designed to be tested to determine
the optimal geometry. The dimension of the icon, the sensing distance and the touch
modality (using one or more fingers), as well as the visual feedback brightness, are fixed
by the user’s needs. Based on these constraints, the depth of the coil and its distance
from the electronic components (sensor board and LEDs) will limit the sensitivity of the
sensor, which can be further adjusted by programming the sensor board. Figure 4 shows
a prototype integrating three modules, where the icons have been fixed.

Concerning the front panel, two other solutions have been tested. Transparent wood
has already been integrated into one of the modules of the interactive counter developed
by one of the authors and described in [9]. The second solution is to use a panel of
Corian®, a synthetic material composed of acrylic polymer and alumina trihydrate.
Corian® is non-porous, translucid, repairable and renewable. The rendering of these
solutions for the smart tactile module is shown in Fig. 5.



18 S. D’Attanasio et al.

Fig. 4. On the left, the CAO view of the prototype. On the right, a picture of a prototype fabricated
using wood and hardware pattern made of Corian®. This prototype doesn’t allow the icon to be
customized, which is possible with a front panel made from a single translucid material.

Fig. 5. The five icons on the upper part of the figure are obtained using a transparent wood panel
to cover the same smart module, tested with four different patterns. The LED colors are white
(two from the left), red (center) and green (two on the right). The two icons on the lower part show
two icons, green and blue, obtained using a Corian® panel of a thickness of 6mm as covering
material. With Corian®, borders are more faded but colors are more vivid.

3 Experimental Results

Acertain number of tests have been conducted to evaluate the design of the smartmodule.
The first test had the objective of evaluating the influence of the human finger on the

sensitivity of the module. Four different people performed several vertical movements
up and down, touching themodule in correspondence with the center of the coil. Figure 6
shows the sensor values obtained for an identical module setup (same coil, same distance
from the point of contact to the surface of the coil of 37mm).

A variation of up to 10% of the maximum value can be observed, which is consistent
with the fact that the human capacitance varies from one person to another within a range
of approximately 100-200pF and depends on environmental and intrinsic factors [12].
This variation has to be considered when calibrating the module for a specific user.

A second series of measures aim to evaluate the impact of the coil width and of the
coil distance from the contact surface. The image of Fig. 7 shows the frame that has
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Fig. 6. The graph shows on the y-axis the sensor delta count, or input change, whose maximal
value is 7Fh (127), recorded at a constant interval of 100ms (time is on the x-axis). When the value
exceeds the threshold setting, a touch is detected. The threshold value used is 40h (64), shown as
a straight red line.

been placed on the module, centered on the coil, allowing the recording of 17 points on
an area of 10cm×10cm.

The graphs of the measures are shown in Table 1.

Table 1. In the graphs, each image represents the 16cmx16cm area centered on thewooden frame.
The center of the xy plane is the center of the image. The z-axis shows the values of the sensor delta
count, whose range is 0–127 (the hot colormap from matplotlib is used). The upper row shows
the sensor change for a coil with a width of 5mm. The width is 10mm for the lower row graphs.
From left to right, four distances (from the frame surface to the surface of the coil), obtained by
piling up wooden (pine) boards are tested: 15mm, 37mm, 59mm, 81mm.

ecnatsiD )mm(
 15 37 59 81  

Coil 
width 
5mm 

Coil 
width 
10mm 

As expected, the width of the coil has an important impact on the module sensitiv-
ity. The 10mm coil shows a more uniform profile and higher stability, even at higher
distances. Figure 8 highlights this tendency: the 10mm coil has an input change value
approximately 35% higher.
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Fig. 7. A wooden frame of a thickness of 5mm has been placed on the module to provide a set of
repeatable target points centered on the coil. The inner square corresponds to the inner border of
the coil.

Fig. 8. In the graph, all input change values (y-axis) refer to the center of the coil. The x-axis
represents the distance between the frame surface and the surface of the coil. The dotted line refers
to the 5mm coil and the continuous line refers to the 10mm coil.

The final test aimed to evaluate the influence of the LEDs on the module sensitivity
(three LEDs have been integrated at the base of the box). The input change is measured
at a fixed finger-coil distance, while varying the LEDs-coil distance from 45 to 10mm.
As expected (see Fig. 9), the proximity of conductors reduces the sensor sensitivity, but
the impact is limited: input change decreases by about 8% when LEDs are inserted in
the box. If the distance is shortened by up to 10mm, an additional 10% loss of sensitivity
is measured.
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Fig. 9. The graph shows the measured input change for a fixed distance finger-10mm coil of
30mm. The “no LEDs” value is the measure recorded with no LEDs. The “ref” value corresponds
to the three LEDs placed at the base of the box (at 45mm distance from the coil). The distance is
then decreased from 35 to 10mm.

3.1 The Scenarios

Three different scenarios have been proposed to a limited set of test users. Scenarios are
derived from a group interview conducted with about ten residents of a retirement home
in France. People were asked to choose functionalities they considered useful from 48
suggestions. No structured feedback was collected but it is worth mentioning the test as
an example of the diversity of application of the smart module.

Scenario 1. Your doctor recommends standing up and move 5 min once in a while
during the day. The module can be programmed as a reminder of the physical activity at
programmable intervals. The reminder can be both visual (flashing light) and auditory.
Touching the icon starts a timer and the light remains constant until the end of the
exercise.

Scenario 2. It’s the end of the day and you are thinking about your family, but you
don’t contact them because you don’t want to disturb them. Your family knows it and
sends you a flashing heart icon accompanied by a jingle. As you touch it, they know
that you received their message. This scenario needs the connection of the module to an
external application.

Scenario 3.The house is silent. You lovemusic and you can start one of your favorite
songs by touching an icon. You simply touch again to stop the music.

Theglobal feedbackwas extremelypositive. The combinationof touch control, visual
and auditory feedback allows a rich panel of options. The main conclusion of this test is
the importance of customization: each participant had different suggestions concerning
the feedback modality. Most respondents suggested adding a screen to display numbers
and letters to offer even more options.
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4 Conclusions and Future Work

In this article we presented the design of a smart tactile module to provide an interactive
icon for elderly. The module integrates visual and auditory feedback, and can be pro-
grammed to offer a variety of scenarios. It consists of a compact 3D-printed box whose
geometry can be adjusted to find the best compromise of sensitivity and LED brightness,
considering the user’s needs (sensing modality and distance, visibility of the icon) and
the module efficiency (low power consumption and robustness to electrical noise). The
icon can be changed by changing the pattern on the top of the box. The design is simple,
robust and entirely customizable, and allows easy and effective interactions that can be
used to stimulate activity and social interaction for elderly.

Future works will address the customization issue, by adding to the module an
ergonomic interface to set and adjust the parameters. The test performed on the proto-
type presented in this articlewill allow the finalization of the geometry. The integration in
a piece of furniture has to be studied together with a professional woodworker. Reflec-
tive coating has to be tested to improve light intensity to lower LEDs consumption.
Finally, more scenarios have to be created with final users and extensively tested in real
conditions.
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Abstract. Human-Computer Interaction (HCI) is crucial in crafting
effective, cost-efficient, and user-friendly e-learning systems. In the realm
of e-learning, HCI focuses on creating interfaces and experiences that
optimize learner engagement, interaction, and overall learning outcomes.
Educators are actively pursuing initiatives to enhance student motiva-
tion, engagement, and academic achievement, particularly in Science,
Technology, Engineering, and Mathematics (STEM) disciplines. How-
ever, learners often lack active engagement with electronic content when
adapting and interpreting learning materials. This paper examines the
Quality of Experience (QoE) in Science education content via a Tech-
nology Enhanced Multimedia Learning (TEML) Web portal featuring
multisensory effects like rosemary scent, vibration, and airflow. Our
ongoing research explores learners’ emotional states during Mulsemedia-
based learning. In this study, we present initial insights into the devel-
oped Mulsemedia test bed using IoT devices and a learning Web portal,
based on self-assessed QoE questionnaires administered to 60 partici-
pants divided into experimental and control groups. The results indicate
that both groups had a positive experience in the Mulsemedia-based
learning environment, demonstrating its suitability for STEM subjects.

Keywords: Human-computer interaction · Mulsemedia · Multimedia ·
e-Learning · Quality of Experience (QoE) · STEM

1 Research Problem

In recent years, there has been a significant advancement in interactive multi-
media, enabling learners to engage in dynamic and immersive learning experi-
ences [27]. This is achieved by integrating various media elements such as audio,
text, video, images, and animation. Virtual reality (VR) and augmented reality
(AR) have particularly made remarkable progress in altering the educational
landscape, providing learners with immersive and captivating experiences [20].
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Concurrently, e-learning or online learning has witnessed substantial growth and
global adoption, with the market size projected to reach US$ 374.3 billion by
2026 [18]. In higher education, 74% of institutions in the United States now
offer online or blended learning programs, and the number of students taking
at least one online course has reached 6.6 million. The corporate e-learning sec-
tor is also expanding, with a projected market size of $38.09 billion. E-learning
offers numerous advantages such as flexibility, cost-effectiveness, and scalability,
resulting in higher retention rates and improved learning outcomes. As e-learning
continues to transform education and training, it plays a crucial role in shaping
the future of learning in the digital era.

Educators are currently engaged in numerous initiatives aimed at improving
students’ motivation, engagement, and academic performance, with a specific
focus on Science Technology Engineering, and Mathematics (STEM) subjects.
However, learners are not able to fully engage with e-content, when it comes to
adapting and comprehending learning material and content [6,16,26]. Thank-
fully, advancements in multimedia technology have created opportunities for
the development of innovative e-learning approaches, offering learners a diverse
range of technological devices and solutions to enhance their educational expe-
riences. As authors like [6,16,23,26] states, traditional multimedia applications
in education usually only focus on two human senses, namely audio and visual,
and emphasize improving the image and video quality. However, this limitation
separates user and computer-based multimedia, resulting in less interaction with
digital content. By incorporating a combination of audio and various other stim-
uli (e.g., olfactory, haptic, and gustatory), there can be increased interaction in
digital content. In contemporary times, there is a growing focus on incorporat-
ing multisensory effects, including visual and audio information, haptic feedback,
olfaction, and gustatory sensations, collectively known as Mulsemedia (Multisen-
sorial Media) [13]. However, this involves exploring the integration of multiple
senses to create immersive and enriched learner experiences within the e-learning
environment.

In our investigation of this emerging field, we are currently evaluating a
cutting-edge tool designed to enhance the learning experience through the imple-
mentation of Technology Enhanced Mulsemedia Learning (TEML). Our focus
lies on the development of a web portal that serves as a comprehensive e-learning
platform for STEM content. Moreover, learners’ quality of experience (QoE) is
analyzed through QoE self-reported questionnaires, and their emotional states
have to be assessed during the learning process.

The TEML web portal extends its mission beyond mere accessibility and
inclusivity by seamlessly weaving STEM concepts into its fabric, nurturing sci-
entific literacy, and honing critical thinking skills. Within the portal’s treasure
trove of educational resources, with a primary focus on Biology and Physics, lie
interactive simulations that explore diverse facets like airflow, olfaction, video,
audio, and vibration. Meticulously crafted, the multimedia content within the
Web portal serves as an indispensable tool for effortlessly grasping and compre-
hending complex STEM principles.
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This paper presents the initial findings from the evaluation of the TEML
Web Portal discussed earlier. As of now, a total of 60 participants have taken
part in the subjective evaluation of this tool, providing valuable insights into
both the strengths and weaknesses of the developed platform.

2 Objectives

The primary objective of this study is to gain a deeper understanding of how
the TEML Web Portal can be enhanced to cater specifically to students’ STEM
content. To achieve this objective, we conducted an evaluation of the tool by
gathering their feedback, insights, and noteworthy observations. The valuable
input provided by these students will guide the iterative improvement process,
resulting in a more tailored and effective learning solution for learning STEM
subjects through Mulsemedia effects [3,5,12]. STEM courses might be challeng-
ing for learners. Science, technology, engineering, and mathematics encompass
subjects with intricate concepts and demanding problem-solving skills. Students
often find it difficult to grasp these complex ideas and apply them in practical
situations. One common issue is a lack of engagement. STEM subjects can be
perceived as dull or difficult, leading to a lack of interest and motivation among
students, especially in e-learning [22]. This can hinder their willingness to explore
the subjects further and limit their overall learning experience [24]. To address
this issue, this study has to experiment with learners’ experiences while using
Mulsemedia effects in STEM subjects.

While biofeedback signals were not utilized in this particular study, they are
planned to be incorporated in the subsequent stages of evaluation to provide a
deeper understanding of participants’ interactions with the system. The inclu-
sion of both objective measures, such as cognitive and emotional response data,
and subjective measures like questionnaires and interviews within a TEML Web
Portal [21] is paramount for obtaining a comprehensive understanding of the lis-
tener’s experience. This approach underscores the importance of multisensorial
elements in fostering a positive and captivating learning environment. By cap-
turing objective measures, such as EEG and GSR data, which offer quantifiable
insights into cognitive and emotional responses [14,17], with subjective mea-
sures of QoE, a holistic assessment of the TEML Web Portal can be achieved.
This comprehensive evaluation approach employed in the research facilitates
a profound comprehension of the cognitive and emotional aspects of learners’
responses, consequently informing further improvements and enhancements to
the TEML Web Portal.

3 State of the Art

Active participation from learners plays a vital role in their academic progress
and overall educational experience. When students engage actively in their learn-
ing, they shift from being passive recipients of information to becoming active
participants. This transformation is essential as it influences their educational
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journey and contributes to a more enriching learning experience. Mulsemedia
can be applied in many kinds of applications in a virtual environment [13]. The
aim of previous studies is to enhance the QoE, and learner performance, and
improve human-computer interaction in different environments [19].

According to Tal et al. [23], Mulsemedia-based Technology-Enhanced Learn-
ing (TEL) has demonstrated its ability to enhance the learner experience, moti-
vation, and knowledge acquisition compared to traditional text-based learning.
Mulsemedia-based TEL utilizes various media types, including text, images,
video, and audio, to create an engaging and immersive learning environment.
However, the design and presentation of multimedia content must be carefully
considered to optimize its effectiveness. Further research is necessary to explore
the optimal design principles for Mulsemedia-based TEL and its potential in
different educational contexts. In a QoE study conducted by Yuan et al. [25],
the impact of delivering multimedia content through multiple sensory inputs
was examined. The study involved 60 participants who were exposed to vari-
ous multimedia content with varying sensory inputs. The findings revealed that
combining multiple sensory inputs significantly enhanced user experience and
satisfaction. This study highlights the importance of incorporating multiple sen-
sory inputs in multimedia design, with implications for e-learning, entertainment,
and advertising applications.

Covaci et al. [8] conducted a study to explore users’ experiences with cross-
modal correspondent Mulsemedia content. The study involved 40 participants
who were exposed to four different types of Mulsemedia content, each comprising
three distinct types of media. The participants were then asked to evaluate their
experience based on several factors, including perceived usefulness, enjoyment,
engagement, and overall satisfaction. This work by Garcia-Ruiz et al. [11] intro-
duced a virtual environment with haptic, olfactory, auditory, and visual media
for the student learning process, information retrieval, and mental association
process. Here, authors experimented with different kinds of scents with different
various visualizations. The study reported that participants were engaged with
using this device in the learning process. To analyze the learner’s performance in
the learning process, Ademoye and Ghinea [1] have used six kinds of olfactory-
enhanced video clips in their experiments. Each video was running in the 90 s in
three segments, meanwhile, the middle video was enhanced by olfactory effects.
The results show that learners did not experience any negative experiences in
this type of learning.

In a similar study, Alkasasbeh and Ghinea [2], which investigated the effects of
the olfactory on students’ learning achievement. This study included 26 students
to answered five questions to test their previous knowledge of the specific topic.
This experiment was conducted with and without the Mulsemedia effects of two
different groups. The results showed that students were eager to use olfactory in
their learning in the future. In related work, Garcia-Ruiz et al. [11] investigated
the influence of olfactory in English language learning. In another similar work,
Kreitlon et al. [15] delved into the concept of affective multisensorial books,
which are interactive books designed to provide an immersive reading experience
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through the integration of various sensory inputs such as visual, auditory, and
haptic feedback. The authors presented a prototype called “The Little Prince”,
which incorporated sensory stimuli like music, sound effects, and vibrations to
enhance the emotional and affective aspects of the story. The study aimed to
assess the effectiveness of affective multisensorial books in engaging readers and
enhancing their emotional responses.

Zou et al. [28] also reported experiments that multimedia-based learning
improves learners’ experiences. The authors designed a mulsemedia test bed to
play video content and synchronized it with haptic, airflow, and olfaction effects.
The results showed that many learners openly suggested that mulsemedia-based
learning enhanced their learning experience in the e-learning platform. More-
over, Covaci et al. [7] proposed game-based multisensorial learning using the
effect of olfactory. In this study, the author investigates how fragrance improves
learners learning performance, engagement, and QoE. The results showed that
incorporating the olfactory smell in learning improves the learner’s performance.

Several studies have focused on the development of technology-enhanced
mulsemedia learning, which incorporates audio e-books, language, and video-
based content to enhance the teaching and learning process. However, it is impor-
tant to note that assessing the quality of learners’ experiences and improving the
content accordingly is essential for enhancing learner engagement in the learning
process.

4 Methodology

This section presents the development and purpose of the web-based e-learning
delivery system, covering its architecture and the principles governing the syn-
chronization of Mulsemedia effects with audio and video content. The primary
objective of the proposed system is to investigate the incorporation of mul-
tisensory effects into e-learning, particularly in the context of STEM-related
educational material. Figure 1 provides an overview of the envisioned archi-
tecture for the Mulsemedia delivery system. This system consists of three
senses namely olfactory, vibration, and airflow, which are synchronized with
audio/video streaming.

4.1 Overview of Mulsemedia

Multimedia and multisensory are two related concepts that have become increas-
ingly important in modern education. Both concepts involve the use of multi-
ple sensory modalities to enhance learning experiences and improve learners’
engagement. Multimedia refers to the use of multiple forms of media, such as
text, images, audio, and video, to convey information. In education, multimedia
resources are often used to provide visual and auditory cues to help students
better understand complex concepts. Multisensory learning, on the other hand,
refers to the use of multiple senses, such as sight, sound, touch, and even smell
and taste, to enhance learning experiences. This approach can be also useful
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Fig. 1. Technology Enhanced Mulsemedia delivery System.

for learners with different learning styles or who have difficulty understanding
complex concepts through traditional teaching methods [27]. Both multimedia
and multisensory learning can be effective in promoting learner engagement and
improving learning outcomes. By providing learners with multiple ways to inter-
act with course material, teachers can create a more dynamic and engaging
learning experience that caters to a wider range of learning styles and prefer-
ences of study.

TEML aims to explore the integration of affective computing and multisen-
sory learning in e-learning, with a focus on STEM subjects. This research aims
to extend the challenges faced in e-learning, such as positive and negative emo-
tions in learning due to the over-reliance on text-based content, by utilizing the
immersive and engaging aspects of multisensory learning and the personalized
adaptation of affective computing. Understanding learners’ involvement, moti-
vation, and overall learning experience requires analyzing their emotional states
during learning. During the learning process, emotional states have a substan-
tial impact on learners’ attitudes, behaviors, and cognitive processes. It also
acknowledges the role of multimedia in enhancing the learning experience and
improving student engagement.

4.2 Mulsemedia STEM Content

The proposed multisensory e-learning system incorporates multimedia technol-
ogy, Internet of Things (IoT) components, and mulsemedia effects to deliver
an engaging and immersive learning experience. The system features an IoT-
based Mulsemedia learning platform that utilizes cost-effective components such
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as cooling fans, humidifiers for olfactory, and haptics to create vibration in the
learning environment. It has been designed to provide learners with a realistic
and immersive experience, the system incorporates rosemary and thunder and
lightning STEM content, which is made up of audio and video effects. These
contents are synchronized with IoT devices to stimulate multisensory effects,
including olfactory, vibration, and airflow. This video clip duration is 4–5 min-
utes. For example, when the rosemary video begins, the humidifier triggers olfac-
tory effects. The integration of airflow and humidifiers enhances the learners’
experience by allowing them to feel and smell the environment while seeing the
video content. The inclusion of haptics for olfaction enables learners to experi-
ence the scent through tactile feedback, further enhancing the immersive nature
of the learning experience. The system also features synchronized audio, video,
and mulsemedia effects with the airflow, olfactory, and haptic feedback provided
by the IoT devices, ensuring learners have a truly immersive learning experience.
Figure 2 shows the home page of the TEML web portal, and Figs. 3 and 4 show
the rosemary and thunder and lightning learning material. After watching these
two video content, participants requested to assess the QoE of the TEML web
portal learning experience of the mulsemedia effect in STEM subjects.

Fig. 2. Home Page of TEML.
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Fig. 3. Rosemary Content.

4.3 Mulsemedia Tools

To incorporate the Mulsemedia experience into e-learning, additional hardware
components are required. The central processing unit of the system is the
Arduino microcontroller, responsible for collecting data from sensors and control-
ling devices based on pre-defined rules and algorithms. Figure 1 shows the com-
ponents that have been included in the TEML e-learning portal. The Arduino
Microcontroller Interface plays a crucial role in connecting various devices such
as cooling fans, ultrasonic humidifiers, relays, and power adapters, to the IoT
system. The Cooling Fan is connected to the Arduino microcontroller via one of
its digital output pins. Through the Arduino code, signals are sent to the digital
output pin, enabling control over the fan’s speed and direction. The ultrasonic
humidifier is connected to the Arduino microcontroller using a power adapter and
relay. When the code is executed, the relay sends a signal to the power adapter,
activating the ultrasonic humidifier and producing mist. The relay, connected
to one of the digital output pins on the Arduino, regulates the flow of electric-
ity from the power adapter to the humidifier, allowing for on/off control. The
power adapter supplies the necessary voltage to the ultrasonic humidifier, which
is connected to the Arduino microcontroller through the relay. By utilizing this
hardware setup, the system can integrate various sensory effects and enhance
the Mulsemedia experience in e-learning.
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Fig. 4. Thunder and Lightning.

5 Evaluation

The experiment included a group of 60 female participants and was conducted
at the Centre for Machine Learning and Intelligence, Avinashilingam Univer-
sity for Women (India). Their age range was 23 to 25 years old. Table 1 shows
the evaluation study process. The majority of participants were undergraduate
students, postgraduate students, and researchers. The test was conducted with
two equal-sized groups: the experimental group and the control group. Prior
to collecting the results, participants were asked to complete a consent form.
The study involved approximately 20 min of watching learning content with the
mulsemedia effect, and it assessed the learners’ satisfaction level through a self-
reported QoE questionnaire, which is presented in Table 2 in the next section. In
contrast, the control group was assessed for QoE without the mulsemedia effect.
This system was totally designed with Arduino-based programming to trigger
the mulsemedia effects on and off at a particular time and the Web portal was
designed with HTML, CSS, and PHP programs used to access the learning con-
tent based on the learner’s choice of either physics or biology content first.
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Table 1. Evaluation Process.

Ethical clearance

– Collection of self-consent form and obtained an eth-
ical clearance certificate from Avinaishilingam Uni-
verisity

– Description of research study and benefits

– Getting approval from the ethics office of
Avinashilingam University

Assess learner QoE

– Users can see either biology or physics content based
on their choice

– Learning experience

– Leaners satisfaction self-assessment

5.1 Questionnaire

For the evaluation, the questionnaire 2 was applied after each session. The ques-
tionnaire consists of 22 items designed to gather insights and opinions regarding
the use of sensory effects and the experienced approach in e-learning. The items
cover a range of factors, including olfactory effects, airflow effects, vibration
effects, and the overall experience of the approach.

The first set of items (Q1-Q12) focuses on sensory effects and their impact
on the sense of reality during e-learning. Participants are asked to express their
views on how these effects enhance or hinder their learning experience. This
includes items related to olfactory effects, such as whether they enhance the
sense of reality, are distracting, annoying, or enjoyable. Similarly, items regarding
airflow effects and vibration effects explore participants’ perceptions of their
impact on the sense of reality and their potential to be distracting or enjoyable.

The next set of items (Q13-Q22) delves into participants’ evaluation of the
experienced approach in e-learning. These items aim to assess the usability,
effectiveness, and satisfaction with the approach. Participants are asked to pro-
vide their feedback on various aspects, including ease of use, understanding of
concepts, improvement in learning, practical engagement, enjoyment, and the
likelihood of recommending the approach to others. Additionally, participants
are given the opportunity to express their interest in further learning with the
experienced approach.

By collecting responses to this questionnaire, researchers can gain valuable
insights into the subjective experiences, preferences, and perceptions of learners
regarding sensory effects and the experienced approach in e-learning. The results
can inform the development of instructional strategies, course design, and the
integration of innovative technologies to create engaging and effective e-learning
environments.
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Table 2. Self-reported QoE Questions.

Item Description

Q1 The olfactory effects enhance the sense of reality in e-learning

Q2 The olfactory effects are distracting

Q3 The olfactory effects are annoying

Q4 I enjoy e-learning with olfactory effects

Q5 The airflow effects enhance the sense of reality in e-learning

Q6 The airflow effects are distracting

Q7 The airflow effects are annoying

Q8 I enjoy e-learning with airflow effects

Q9 The vibration effects enhance the sense of reality in e-learning

Q10 The vibration effects are distracting

Q11 The vibration effects are annoying

Q12 I enjoy e-learning with vibration effects

Q13 The experienced approach was easy to use

Q14 The experienced approach was cumbersome

Q15 The experienced approach helped me better understand the concepts explained

Q16 The experienced approach did not help me learn the knowledge

Q17 The experienced approach can satisfy my learning needs

Q18 The experienced approach did not improve my learning experience

Q19 The experienced approach did not help me be more practically engaged in the
learning process

Q20 I enjoyed the experienced approach

Q21 I would not recommend the experienced approach to my friends

Q22 I would like to learn more with the experienced approach

6 Results

In relation to the findings, Figs. 5 and 6 represent the participants’ responses.
Analysis of questions Q13 to Q22 reveals that participants highly regarded the
setup and reported no discomfort.

This suggests that both groups had a positive perception of the overall exper-
imental conditions, indicating that the setup was well-received by the partici-
pants. However, despite the positive feedback and the presence of multisensory
content in the Experimental Group, there were no discernible differences were
observed between the two groups. This lack of differentiation raises doubts about
the actual influence of the multisensory content on the learning experience.

There are possible reasons for the absence of differences between the Control
Group and the Experimental Group. One significant factor could be the homo-
geneity of the participants, as it is plausible that individuals in both groups
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Fig. 5. Control Group QoE.

shared similar learning preferences or cognitive styles. When participants pos-
sess comparable characteristics or prior knowledge, the influence of multisensory
content may not have been distinctive enough to yield noticeable distinctions.

Moreover, the learning task or materials employed in the experiment might
not have posed sufficient challenge or engagement to elicit varying responses.
In cases where the content was overly simplistic or if participants were already
proficient in the subject matter, the impact of multisensory enhancements could
have been limited in its effect. This highlights the need to explore into another
aspect of the Multisensory Environment, specifically exploring ways to make
multisensory elements an added value to traditional multimedia content.

6.1 One-Sample-Test

The results of the One-Sample Test presented in Table 3 provide valuable insights
into the impact of olfactory, airflow, and vibration effects on the e-learning expe-
rience.

Q1: The Olfactory Effects Enhance the Sense of Reality in e-Learning. The
analysis shows a significant positive mean difference of 0.933 (p < 0.001), indi-
cating that participants perceived a heightened sense of reality when olfactory
effects were incorporated into the e-learning environment.
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Fig. 6. Experimental Group QoE.

Q2: The Olfactory Effects Are Distracting. The analysis reveals a significant
negative mean difference of −0.967 (p < 0.001), suggesting that participants
did not find the olfactory effects to be distracting during the e-learning ses-
sions. Regarding Q3: The olfactory effects are annoying, Similar to the previous
question, the analysis indicates a significant negative mean difference of −1.167
(p < 0.001), indicating that participants did not find the olfactory effects to be
annoying.

Q4: I Enjoy e-Learning with Olfactory Effects. The analysis demonstrates a
significant positive mean difference of 1.533 (p < 0.001), indicating that par-
ticipants reported enjoyment when olfactory effects were integrated into the
e-learning experience.

The same pattern of analysis and significance continues for the questions
related to airflow and vibration effects: Regarding Q5: The airflow effects
enhance the sense of reality in e-learning. The analysis shows a significant posi-
tive mean difference of 0.967 (p < 0.001), suggesting that participants perceived
an enhanced sense of reality with the incorporation of airflow effects.

Q6: The Airflow Effects Are Distracting. The analysis reveals a significant
negative mean difference of −0.800 (p < 0.001), indicating that participants did
not find the airflow effects to be distracting during e-learning sessions. Similarly
to Q7: The airflow effects are annoying as the analysis indicates a significant
negative mean difference of −0.700 (p < 0.001), suggesting that participants did
not find the airflow effects to be annoying.
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Table 3. One-Sample Test.

One-Sample Test

Test Value = 3

Significance 95% Confidence Interval of the Difference

t df One-Sided p Two-Sided p Mean Difference Lower Upper

Q1 5.215 29 <.001 <.001 .933 .57 1.30

Q2 −6.227 29 <.001 <.001 −.967 −1.28 −.65

Q3 −9.143 29 <.001 <.001 −1.167 −1.43 −.91

Q4 14.699 29 <.001 <.001 1.533 1.32 1.75

Q5 5.491 29 <.001 <.001 .967 .61 1.33

Q6 −5.174 29 <.001 <.001 −.800 −1.12 −.48

Q7 −5.114 29 <.001 <.001 −.700 −.98 −.42

Q8 6.528 29 <.001 <.001 1.100 .76 1.44

Q9 3.010 29 .003 .005 .667 .21 1.12

Q10 −5.137 29 <.001 <.001 −.900 −1.26 −.54

Q11 −3.357 29 .001 .002 −.633 −1.02 −.25

Q12 5.869 29 <.001 <.001 1.033 .67 1.39

Q8: I Enjoy e-Learning with Airflow Effects. The analysis demonstrates a
significant positive mean difference of 1.100 (p < 0.001), indicating that partici-
pants reported enjoyment when airflow effects were integrated into the e-learning
experience. Q9-Q12 follow the same format, focusing on the perception of vibra-
tion effects in the e-learning environment.

These findings highlight the subjective nature of sensory effects in e-learning.
Most of the participants perceive enhanced reality and enjoyment with the incor-
poration of olfactory, airflow, and vibration effects. These results emphasize the
importance of considering individual preferences and designing flexible e-learning
environments that allow users to customize their sensory experiences based on
their personal preferences and learning styles.

6.2 Discussion

The results from the T-TEST reveal findings about participants’ perceptions
and experiences related to sensory effects in e-learning and the effectiveness of
an experienced approach. The T-TEST findings indicate that the olfactory effects
enhanced the sense of reality in the e-learning environment, as evidenced by a
positive mean difference of 0.933 (p < 0.001). This suggests that participants
perceived a heightened sense of immersion and realism when olfactory stimuli
were integrated into the learning materials. Additionally, participants did not
find the olfactory effects distracting or annoying, as indicated by the negative
mean differences for both questions (Q2 and Q3).

Similar patterns were observed for the airflow effects. Participants answered
that the incorporation of airflow effects helped enhance the sense of reality in e-
learning, as indicated by a positive mean difference of 0.967. Similar to the olfac-
tory effects, participants also did not find the airflow effects distracting or annoy-
ing, as suggested by the negative mean differences and significant p-values for
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Q6 and Q7. Furthermore, participants reported enjoyment when airflow effects
were integrated into the e-learning experience, supported by a significant positive
mean difference of 1.100 (p < 0.001).

The findings related to vibration effects followed a similar pattern. Vibra-
tion effects significantly enhanced the sense of reality in e-learning, as indicated
by positive mean differences for the relevant question. Participants did not find
vibration effects distracting or annoying, as suggested by negative mean dif-
ferences and significant p-values. Additionally, participants reported enjoyment
when vibration effects were integrated into the e-learning experience, supported
by significant positive mean differences. Most participants perceived enhanced
reality and enjoyment with the incorporation of olfactory, airflow, and vibra-
tion effects. These results suggest that sensory effects can contribute positively
to the e-learning experience, fostering a sense of immersion, engagement, and
enjoyment.

Comparing the results, we can observe a contrast: While sensory effects
demonstrated positive effects on participants’ sense of reality, enjoyment, and
lack of distraction or annoyance, the experienced approach did not yield signifi-
cant differences in participants’ responses across the analyzed dimensions. These
findings suggest that incorporating sensory effects might have a more profound
impact on the e-learning experience compared to the experienced approach alone.

In conclusion, these results emphasize the importance of considering individ-
ual preferences and designing flexible e-learning environments. The integration
of sensory effects, such as olfactory, airflow, and vibration, can enhance the
sense of reality and enjoyment in e-learning. However, the experienced approach
alone might not significantly influence participants’ perceptions and experiences.
Future research could explore the combination of sensory effects and the experi-
enced approach to uncover potential synergies in enhancing the overall e-learning
experience.

6.3 Study Limitations

One weakness of this study is its narrow focus on female students aged 23 to
25, including undergraduate, postgraduate, and researchers from various disci-
plines. The restriction to this specific age range raises concerns about the gen-
eralizability of the study’s findings. Research has shown that people in different
age groups possess diverse life experiences and perspectives, which can influence
their responses and behaviors. For instance, [9] found that olfactory perception
tends to decline with age, suggesting that younger participants may have had a
more heightened sense of smell compared to older individuals. This could have
implications for this study’s investigation of multisensory experiences and its
ability to improve them. By exclusively focusing on the 23 to 25 age range, valu-
able insights from both older and younger individuals may have been overlooked,
potentially limiting the broader applicability and relevance of the study’s conclu-
sions. On the other hand, exclusively including female subjects in the experiment
could be interpreted as a deliberate effort to foster heightened motivation among
women pursuing careers in STEM professions.
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Another limitation of this study is its exclusive focus on female participants,
which disregards the potential nuances and differences that may exist between
genders. Gender and sex are known to play a significant role in shaping experi-
ences, attitudes, and behaviors. By excluding male participants, the study fails
to address an important aspect of the research question. For instance, studies
such as [4] have highlighted differences in odor perception between males and
females. Their research suggests that female superiority in assessing olfactory
information, including odor identification, may be attributed to cognitive rather
than perceptual differences in olfactory processing. Similarly, the report Doty
and Cameron also discusses sex differences and the influence of reproductive
hormones on human odor perception, indicating that females are more selective
about odor and smells, while not males, although socio-cultural factors may also
interfere in this issue. By neglecting male participants, this study overlooks valu-
able insights that could contribute to a more comprehensive understanding of
the topic. Including both male and female participants would have allowed for
a more robust exploration of potential gender-related differences in the study’s
findings.

Furthermore, the concentration of participants within the academic set-
ting, specifically among students and researchers within the specified age
range, presents another limitation. Although their insights and experiences are
undoubtedly valuable, they may not fully represent the broader population.
Including individuals from different professions and diverse backgrounds could
have provided a more comprehensive understanding of the impact of multisen-
sory content on the learning experience. This limitation calls for caution when
generalizing the study’s findings beyond the academic context and highlights
the need for future research to incorporate a more diverse participant pool to
enhance the external validity of the study.

7 Conclusion

The evaluation findings demonstrated that the use of sensory effects had a posi-
tive impact on participants’ perception of reality, enjoyment, and ability to focus
without distractions. This indicates that the participants responded favorably
to the implementation of multisensory devices.

However, the approach based on prior experience did not result in notewor-
thy variances in participants’ reactions to the examined aspects. These findings
indicate that the integration of sensory effects may have a more substantial effect
on the e-learning experience compared to relying solely on prior experience.

To gain deeper insights, future studies could explore the specific factors con-
tributing to the differences in participants’ perceptions and further investigate
the relationship between these perceptions and learning outcomes. Additionally,
gathering qualitative data, such as participant feedback and observations, could
provide valuable context and a more comprehensive understanding of the impli-
cations of these findings in the context of e-learning.
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Furthermore, regarding the participant pool, it would be beneficial to explore
additional dimensions of diversity, such as socioeconomic status, cultural back-
grounds, and geographic locations, to capture a wider range of perspectives and
experiences. This would help to mitigate potential biases and ensure that the
findings are applicable to a more diverse population.

In addition, it would be worthwhile for future studies to assess the long-
term effects of incorporating sensory effects in e-learning. Tracking participants’
retention of knowledge, skill acquisition, and overall learning outcomes over an
extended period could provide valuable insights into the sustained benefits of
multisensory approaches. Such investigations would contribute to the develop-
ment of evidence-based guidelines for designing effective and engaging e-learning
experiences that leverage sensory effects to optimize learning outcomes in diverse
educational settings. Besides, evaluating learners’ emotional states through phys-
iological signals helps to adapt the learning content based on learners’ needs and
increases engagement levels.
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Abstract. Traveling is known to improve a person’s well-being and happiness,
and tourism experiences should be offered to all types of tourists, including those
with different disabilities. At the same time, technology is evolving and tourism
applications are spreading. In this paper, we focus our attention on accessible
mobile applications that can support a tourism experience. We first reviewed and
classified a wide range of applications dedicated to users with visual, hearing,
motor, cognitive impairments, and also others dedicated to the elderly. We have
included this last category of users as they represent an interesting but at the
same time specific target for the tourism industry. To understand how these ded-
icated apps could be better designed to improve accessibility we have then run a
study collecting empirical data through questionnaires proposed to 210 users with
diverse cognitive abilities, and to 50 elderly users, respectively. We have investi-
gated and analyzed their approach to using tourist apps, also trying to understand
the challenges they most commonly encounter when using them, and discussing
possible improvements.

Keywords: Accessibility · Applications · Tourism

1 Introduction

The tourism experience is designed primarily for those who can participate rather than
for those who, for various reasons, are excluded from participation. Equality in this
context is an issue. Those excluded and neglected from the tourism experience are typi-
cally marginalized on the basis of their low socioeconomic status, ethnicity, age, gender,
sexuality, ability or the intersection of these identity areas [24].

The first official interventions towards the inclusion of people with disabilities dates
back to 1981 with the establishment of the International Year of Persons with Disabil-
ities whose theme was “full participation and equality”, and in 2006 with the adoption
of the United Nations Convention on the Rights of Persons with Disabilities [32]. These
interventions are the symptom of an awareness of the problem of the inclusion of people
with disabilities in the various layers of the social fabric, including tourism.

In 2023 the World Health Organization has estimated that over 1.3 billion people,
i.e., about 16% of the world’s population, have some form of disability [37]. With the
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
H. P. da Silva and P. Cipresso (Eds.): CHIRA 2023, CCIS 1997, pp. 43–65, 2023.
https://doi.org/10.1007/978-3-031-49368-3_4

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-49368-3_4&domain=pdf
http://orcid.org/0009-0007-1819-4981
http://orcid.org/0000-0002-5409-5039
https://doi.org/10.1007/978-3-031-49368-3_4


44 I. De Paoli et al.

development of accessible tourism and the growing popularity of mobile devices, it
is imperative to ensure that all mobile applications are accessible to every individual
in their skill spectrum. Therefore, companies and developers cannot ignore the unique
needs of these people and their right to participate in tourism experiences.

The constraints and limits on travel and the use of services for disabled people
may vary according to the type of disability (e.g. motor, visual, hearing and cognitive
disabilities), the needs of individuals, and the sectors of the tourism industry. Accessible
tourism experiences involve collaborative processes between stakeholders and should
offer people with different access requirements dedicated tourism products and services
[28].

In this paper we focus on accessible mobile applications, noting that, poorly acces-
sible applications can become a barrier to both users and commerce. For example, for
a business, the fewer users are able to use its application, the lower its revenue stream
will be. Indeed, an application that is difficult to use is often a source of stress and
frustration, so it is discarded in favor of a more accessible alternative. The barrier of
mobile inaccessibility therefore prevents a company from reaching its full potential.
Destinations need to know how to apply the right technology to serve this audience, or
else they may risk not benefiting from the economic impact this market would bring.
Furthermore, it is known that in general tourist experiences improve the level of life
satisfaction and well-being [23,30].

Contributions. We have first reviewed and classified, on the basis of some general char-
acteristics (e.g., supported operating system, language, etc.), a wide range of accessible
mobile applications for tourism (see Sect. 3.1). The applications considered are the most
commonly used, and are very useful to support the tourist experience. Then, we have
evaluated these applications on a broad spectrum of users: users with visual, hearing,
motor and cognitive impairments and elderly (see Sect. 3.2 for the methodology, and
Sect. 4 for the results). Our goal was to verify with real users the following: Q1) Are the
tourism applications analyzed that claim to be accessible, really accessible to everyone?
Q2) What features do these users consider important for an accessible tourism app?

While in general many of the applications analyzed had good feedback, users still
reported limitations and suggested possible changes. Starting from the results of this
evaluation, we suggest a series of recommendations that should be taken into consider-
ation when developing new applications for accessible tourism (see Sect. 5).

2 Background and Related Work

In this section we briefly define the considered target of users, we recall known acces-
sibility guidelines for mobile applications, and finally we discuss the related work.

2.1 Impairment Classification

A successful human-computer interaction requires the involvement of a perceptual sys-
tem. This system receives sensory messages from the computer, involves a motor sys-
tem that controls the actions the user takes to provide input to the computer, and uses a
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cognitive system to integrate the sensory input received with the appropriate actions to
take [16]. When some of these systems do not interact properly, for example due to the
presence of an impairment, the user may have difficulty interacting with a computer or
with an application.

E.g., a user with a visual impairment may have a totally or partially compromised
visual perception, due to a different sharpness of vision, i.e., visual acuity, or a limited
contrast sensitivity between the brightness of the foreground and background regions
of the display, or a limited color perception. Thus, he may not be able to decode the
information on the screen correctly. People with a hearing impairment may suffer of a
partial hearing ability, called hypoacusia, or a profound one, called deafness. They may
present varying levels of language skills due to a lack of constant exposure to accessible
language ever since from birth, and this may be reflected on limited reading ability, in
some cases. Users with a motor impairment due to a missing limb, or a limited muscu-
lar control, may experience movement problems. This can limit navigation on a page,
especially if there is no full keyboard support, navigational aids, text alternatives, etc.
Users with a cognitive impairment may exhibit a neurological or a mental health dis-
order. They may have motor limitations, comprehension problems, etc., therefore, very
complicated text or navigation contents, blinking of text and images, could compromise
these users’ ability to use the devices. Finally, we include in the category of elderly peo-
ple, those who are over 65 years old. Some elderly may not have any problem at all,
on the other hand others may experience several declines such as hearing loss, vision
decline, physical decline, cognitive decline, or may also not be as well skilled with new
technologies, or have various limitations in interacting with applications. We consider
the elderly as an interesting group to study as they are a specific target for the tourism
industry (see [31] and citations there mentioned). For a more detailed classification of
all impairments refer to [36].

2.2 Accessibility Guidelines for Mobile Applications

W3C has promoted the Mobile Web Initiative (MWI) which has developed a series
of recommendations to make Web pages suitable on mobile devices: the Mobile Web
Best Practices (MWBP) [33]. These guidelines are based on the specific characteristics
of the mobile Web experience and are closely related to the Web Content Accessibil-
ity Guidelines (WCAG) [35] which for mobile applications have been incorporated in
the “Mobile Accessibility: How WCAG 2.0 and Other W3C/WAI Guidelines Apply to
Mobile” document [34].

WCAG 2.0 outlines the guidelines for websites in three levels of compliance [35]:
A, AA and AAA, where AAA is the standard of excellence and A is the minimum
criterion required for a site to be considered accessible. In addition to this, there are
four principles that should be followed to develop accessible mobile applications [15,
22,29,34]:

1) Perceptible, i.e., ensuring that the content is perceptible to all users, no matter
which type of disability they have. To achieve this, one should minimize the amount
of information on each page; provide a reasonable default size for content and touch
controls; adapt the length of the link text to the width of the display area; place form
fields below, rather than next to their labels.
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2) Operable, i.e., all features should be fully usable by anyone, regardless of user
limitations. To obtain this, buttons should be at least 9mm × 9mm, should have some
empty space around, and should be placed in an accessible position; gestures should be
simple; the use of external keyboards should be supported.

3) Understandable i.e., all users should be able to understand the meaning of the
information presented. To achieve this vertical and horizontal orientation should be sup-
ported; in the layout, elements and instructions should all be simply identified; operable
elements should be easily identified using special shapes, colors, etc.

4) Robust, i.e., the content of an app should remain accessible regardless of tech-
nological changes. To obtain this, automatic keyboard setting should be provided; the
data entering should be simple; platform characteristics should be supported, e.g., the
accessibility functions of Android or iOS smartphones.

2.3 Accessibile Applications for Tourism

While there is a large literature studying accessible tourism websites (see, for exam-
ple, [18,19,25,35]), as far as we know, much less can be found on accessible tourism
applications.

Carneiro et al. in [17] propose a study on the accessibility of five mobile applications
of the Portuguese public administration. While these apps are not directly dedicated to
the tourism market, still this work has the general aim of raising awareness of the state
of accessibility of mobile applications.

Similarly, the work of Ferreira da Silva et al. (see [21]) proposes an accessibility
analysis of a mobile app called Mercado Livre, used to buy items online. The study was
conducted by performing five accessibility assessment sessions on a group of visually
impaired users. Although this work does not directly focus on tourism applications,
it confirms how important it is for app developers to strictly follow the Web Content
Accessibility Guidelines (WCAG) 2.0, in order to support accessible mobile applica-
tions, as the problems experienced by users were related to guideline violations.

Madeira et al. in [26] propose a manual and automatic approach to evaluate 14
Portuguese mobile applications of the tourism sector. Different features were evaluated
w.r.t the accessibility of the applications, such as light intensity, used operating system,
screen size and resolution, etc. Unlike this manual and automatic approach, in our work
the evaluation of applications has been done on a wider set of applications, and not only
on general technical characteristics such as operating system, language, etc., but also
on different accessibility features evaluated by collecting empirical data from different
categories of disabled users.

Ribeiro et al. in [31] present an overview of several mobile applications for tourism
that can be used by people with different disabilities. Positive aspects and limitations
are described. The authors also propose the development of a data platform for accessi-
ble tourism applications, highlighting which functionalities it should support. The main
idea is to centralize the collection and updating of information, in order to simplify the
distribution of data on different applications and to support and simplify the develop-
ment of new ones. In our work users have tested some of the applications presented in
this paper, but we have taken into consideration a much broader set of applications, and
we have also tested them on users with cognitive disabilities.
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Table 1. Search strategy phase: Mobile apps found for every store and search engine.

Mobile apps search engines Number of applications

Google Play Store 30

Google Search Engine 25

Apple App Store 22

Finally, the work of Mayordomo-Martı́nez et al. [27] presents a new application
that provides reliable accessibility information on the beaches in the Region of Murcia,
Spain, for people with physical and motor disabilities.

3 Method

The aim of this work is to evaluate the current state of art of accessible applications for
the tourism sector. We first conducted a review of existing accessible applications for
the tourism sector in the literature and of products on the market, selecting a set works
and of applications. Then, we conducted an empirical study proposing a survey to 260
users.

3.1 Classification of Accessible Applications for the Tourism Sector

Our first goal was to describe and classify the most used accessible mobile applications
in the tourism sector. To find a suitable set for evaluation, a systematic review of existing
applications on accessible tourism was carried out following three phases: (1) mobile
apps search engines and store selection, and application of predefined search strategies,
(2) application of established eligibility criteria (filtering and extraction of results with
inclusion criteria), and (3) final selection of appropriate applications and their analysis.

Phase 1: Search Strategy. The product search was conducted using the Google Search
Engine, the Google Play Store, the Apple App Store. During the search some keywords
were used, to ensure the identification of all applications relevant to accessible tourism
for people with different types of disabilities. We defined our search strings as:’tourism’
AND ’app*’ AND (’accessible’ OR’elderly’ OR’visual*’ OR’motor’ OR’hearing’
OR’cognitive’ OR’impaired users’ OR’inabilitie*’ OR’disabilit*’). Continuing with
our search and iterating within the most relevant results, we found additional keywords
and deepened our search. In Table 1 we present the list of mobile apps search engines
we have used and the number of apps acquired by them (many of the apps are available
on the various operating systems).

Phase 2: Study Selection Criteria. Each result extracted in Phase 1 was examined in
terms of relevance and on the basis of the following selection criteria (Table 2 shows a
summary):
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Table 2. Summary of exclusion and inclusion criteria.

Criteria Inclusion criteria Exclusion criteria

App focus For tourist experiences Irrelevant app focus

Accessibility Supporting disabled users/elderly Lack of accessibility

Ongoing support Actively maintained Lack of ongoing support

Availability For iOS or Android OSs Only for other OSs

Affordability Free or with a demo version Costly

Time range Up to 2022 After 2022

– The app had to be developed specifically for a tourist experience or it could be a
more general application that can effectively support the tourism experience.

– The app needed to be aimed at people with disabilities and/or be an app designed
for a series of critical services for the benefit not only of disabled people, but also of
a wider public;

– The app had to be updated, i.e., still in use and the developers still had to support it;
– The app had to be for iOS and/or Android operating systems;
– The app had to be free, or at least had to have a demo version.
– The app had to be available before the user study (i.e., up to 2022).

Based on these criteria, 14 apps were selected.

Phase 3: Study Final App Selection and Analysis. We finally downloaded the 14
selected apps, we tested them and we analyzed their features, checking if they were
compatible and interesting for the study we wanted to run. Some of these apps, useful
for different types of users, have been later tested by users with different disabilities,
while other specific apps for a given disability have only been tested by users belonging
to the same category.

Table 3 summarizes their main features, a more detailed description of all the apps
is provided in the Appendix. Links are to the official product pages, while the apps can
be downloaded from Apple App Store and Google Play Store.

3.2 The Study

To be eligible to the study, participants had to be at least 18 years old and had to have
some kind of disability or be an elderly person. They voluntarily gave informed consent
to participate. All the questionnaires were anonymous.

Participants. To select the participants we contacted many associations located in the
North-East part of Italy (for privacy reasons we omit the names), supporting people with
motor, hearing, visual and cognitive disabilities. All the associations that have decided
to collaborate have been very cooperative and have helped us reaching the users. The
elderly users were selected among relatives and friends. Globally we were able to reach
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Table 3. Accessible applications to support a tourism experience.

App Name OS Compatibility Languages Destination Responsive Use

Accessaloo [11] iOS Android Smartphone,
iPad,
iPod touch

37 languages Global Yes Accessible
toilets

AccessibItaly [8] iOS Android Smartphone,
iPad, PC,
iPod touch

Italian Italy Yes Sign Language
Touristic
Information

BOForAll [12] iOS Android Smartphone,
iPad, PC,
iPod touch

English,French,
Italian

Bologna Yes Cultural
information

Jaccede [14] iOS Android Smartphone, PC French, English,
Spanish, Italian,
German

France Yes Accessible
Facilities
Paris

Kimap [6] iOS Android Smartphone,
iPad, PC,
iPod touch

Italian Tuscany Yes Accessible maps
and itineraries

Link Cash Locator [13] iOS Android Smartphone,
PC
iPod touch

English UK Yes ATM
Locator

MagnusCards [2] iOS Android Smartphone,
iPad, PC,
iPod touch

English, Span-
ish,
French, Arabic

Global Yes Vacation
preparation

Moovit [3] iOS Android Smartphone,
iPad, PC,
iPod touch

42 languages Global Yes Assisted
navigation

PerNoiAutistici [5] iOS Android Smartphone,
iPad, PC,
iPod touch

Italian Italy Yes Autism friendly
news, structures

Taxi Sordi [7] iOS Android Smartphone,
PC,
iPod touch

English, Italian,
German

Italy Yes Taxi
automatic
reservation

TripStep [9] iOS Android Smartphone,
iPad,
iPod touch

English, Italian Sicily Yes Tourist
guide of
Sicily

Tube Map [10] iOS Android Smartphone 16 languages Different Cities Yes Tube and
train map

TUR4All [4] iOS Android Smartphone,
iPad, PC,
iPod touch

11 languages Different Countries Yes Tourist
guide of
different
countries

WheelMap [1] iOS Android Smartphone,
iPad, PC,
iPod touch

32 languages Global Yes Accessibility
evaluator

260 users. 14.23% of the participants to the questionnaire were young adults with an age
between 18 and 25 years, 70.77% were adults between 26 and 64 years, and 15% were
over 65. Specifically, 53 users had a visual impairment, 51 users a hearing impairment,
56 users a motor impairment, 50 users a cognitive impairment, and 50 were elderly.
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Most users with an age between 18 and 25 years suffered from cognitive or visual
impairment. In the age group from 26 to 64 years, users mostly had motor disability
and hearing impairment.

Procedure. In the first phase users had to download and install the apps, and then had
to test them.

Application Download and Installation Phase. All the associations contacted helped
users when necessary. However, the percentage of users who requested help at any stage
was very small and therefore negligible. In particular, all users with visual and hearing
disabilities were able to download, install and test the apps independently, most users
with mobility disabilities were able to install the apps, and all tested them indepen-
dently. Some users with cognitive disabilities needed help installing the apps, but only
a few of them needed help in the testing phase. Finally, the majority of elderly users
were able to install the apps independently, others were helped by one of the authors of
the paper in the download phase, however all users were able to test the apps indepen-
dently. The download and installation phases were not evaluated in our study. Since the
percentage of individuals who received assistance in the testing phase was extremely
low, this factor did not introduce bias into the data analysis.

Application Testing Phase. In the testing phase users had access to a specific set of
apps targeted to their disability. The order of exposure to the apps was the order of
appearance described and illustrated in the figures of Sect. 4.2. The users did not have
a strict limit of time per testing an app, so not to get stressed, they had to take a break
between one evaluation and the next one so not to distort the results, and in general
completed the tasks of evaluating all the apps proposed for their category in at most
one/two hours (w.r.t. the disability). After all users completed all app evaluation tasks,
we conducted additional checks to ensure the accuracy of the data collected. We care-
fully reviewed all completed questionnaires to ensure that all questions were answered
completely and accurately, and that the responses provided in the questionnaire were
detailed and consistent, to confirm that all users had indeed completed their assigned
tasks. The requested tasks were comparable, the users had to simulate a real use of
the app (i.e., navigate and use the different features of the app). All users claimed that
they had completed all tasks. After this, they had to fill up an on-line questionnaire
that was a survey with multiple choice questions and also some open questions, which
are illustrated in more details in the next section. The evaluation of the followed the
WCAG principles, i.e., we asked if the app was perceivable, operable, understandable
and robust and we explained this to users using a simple language.

4 Results

In this section we present and discuss the results of the evaluation of the accessi-
ble mobile applications presented in Sect. 3.1 obtained from a series of questionnaires
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proposed to different groups of disabled users. All the apps were evaluated on a value
that ranged between 1 (very bad) and 5 (very good). The complete (translated) ques-
tionnaire is available in the Appendix.

4.1 General Questions on Mobile Apps

We do not present the entire questionnaire here but we illustrate the relevant questions.
We first asked general questions on the technological abilities, expectations from any
app, and from touristic apps. The questions were the following:

What is Your Skill Level in: 1) Using a Computer, 2) A Smartphone, 3) An Application,
or 4) In Navigation? These were four independent questions on technological abili-
ties. From the questionnaire it emerged that most of the participants were able to use a
mobile phone (99%), run applications (96%) and navigate on the Web (92%). Not all
of them were able to use a computer (only 87%).

What Does Your Satisfaction with an App Depend on? We asked user expectations
from a mobile application, based on the accessibility principles of Sect. 2.2. It emerged
that 76.2% of the users would like to have apps that are easy to use, 54.2% look for the
services offered by the apps, 53.5% are interested in the content presented by the app,
35% expect a nice UI design, only 0.4% look for the app utility, and also other 0.4%
for vocal commands.

Have You Ever Used an Accessible App? Have You Ever Used an Accessible Tourism
App? From the study we conducted we found that more than half of the participants
(55.4%) had already used accessible apps. This percentage decreases when the question
is on the use of accessible tourism apps, only 36.2% of the users had already used one.

Can You Easily Find Information on the Accessibility of a tourist destination? About
half of the participants (52.3%), declared themselves satisfied with the ease with which
information on tourist accessibility can generally be found; while 23.1% of them indi-
cated that they have never been interested in seeking information on the accessibility of
a destination.

What Communication Channel Do You Use to Prepare for a Trip or Visit? When
we asked how trips are organized, many participants indicated that they listen to the
experiences of friends and/or relatives (56.2%); others search information on the Web
(46.9%), or read comments on social networks(35.8%). Only few users indicated that
they rely on travel agencies (0.8%) or directly call tourist facilities (0.8%), or read
tourist magazines (0.4%). Note that, multiple answers were possible and we also left
space for an open answer.



52 I. De Paoli et al.

Fig. 1. Average ratings given by visually impaired users.

4.2 Evaluation Based on a Specific Disability

We now present the results of our survey broken down by specific disabilities. Each
group of users had to evaluate the apps based on the following four questions:

1. Was the app you tested well structured?
2. Was the app you tested easy to use?
3. Does the app you tested have easy navigation?
4. Does the app you tested have clear and simple content?

We also left space for comments. For space limitations we are reporting different
tables (one for each set of users) with the mean of the obtained values, on each of
the four questions. Recall that values range between 1 (very bad) and 5 (very good).
We also indicated in the text, for each app and each disability, the mean values of the
results of the four questions and the standard deviation (mean, SD). The resulting
numbers indicate where there is most potential for improvement with the apps, and
where accessibility measures vary the most. More detailed results can be found in [20].

Assessment of Applications for Users with Visual Impairments. Visual impairment
applications aim to support users by providing them the ability to move independently
and confidently in their surroundings and allow them to access visual or textual infor-
mation. 53 users with visual impairments participated to the study, 42 out of 50 people
used a device with an iOS operating system. Moreover, 8 users used assistive technolo-
gies app, including: VoiceOver, text magnification and screen magnification.

Figure 1 reports the results of the evaluation of the 6 applications. In the horizontal
axis we have the evaluated app name, in the vertical axis the four evaluated features and
the evaluation value (the mean) that ranges between 1 (very bad) and 5 (very good).
The pink color represents “well structured”, the blue color “Simple to use”, the green
color “Simple navigation”, and finally the light blue color the “Simple content”. These
colors are maintained also in the next figures.

What emerges is that Jaccede, Moovit and TUR4All achieved excellent ratings,
most users rated them with a score between 3 and 5, especially the value 4 was the
most common choice among users. In contrast, the applications: BoForAll, Link Cash
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Fig. 2. Average ratings given by hearing impaired users.

Locator, and TripStep received ratings from 1 up to a maximum of 3, with the majority
of users choosing a value of 2. For the apps that did not receive excellent evaluations
respondents reported in the open questions the need for an explanatory tutorial on how
to best use the applications since not all of them are intuitive and easy to use. Moreover,
some users reported that some apps were not sufficiently described.

In summary the applications: BoForAll received a rating on the four features that
ranged from 2 to 3 (excluded) (M : 2.10, SD : 0.04), Jaccede received a rating on the
four features that ranged from 3 to 4 (M : 4.09, SD : 0.08), Link Cash Locator received
a rating on the four features that ranged from 1 to 3 (excluded) (M : 2.03, SD : 0.09),
Moovit received a rating on the four features that ranged from 4 to 5 (excluded) (M :
4.15, SD : 0.02), TripStep received a rating on the four features that ranged from 1 to 2
(M : 1.96, SD : 0.11), and TUR4All received a rating on the four features that ranged
from 4 to 5 (excluded) (M : 4.24, SD : 0.06).

Assessment of Applications for Users with Hearing Impairments. For users with
hearing impairments, the applications we tested make use of appropriate technologies
to improve communication by implementing speech-to-text technology (that translates
audio content into written words), providing subtitles, videos in sign language etc. 51
users with hearing impairments participated to the study, and more than half of the
people used a device with an Android operating system.

Figure 2 reports the results of the evaluation of the 6 applications. In the horizontal
axis we have the evaluated app name, in the vertical axis the four evaluated features and
the evaluation value (the mean) that ranges between 1 (very bad) and 5 (very good).
Participants who have tried the apps did not encounter any particular difficulties. Each
application received a grade ranging from 3 to 5, and only one user indicated in rare
cases a value of 2. Among the possible improvements indicated in the open questions
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Fig. 3. Average ratings given by motor impaired users.

it emerges the request for translation from the foreign voice to a text in the native lan-
guage.

In summary, applications on average received the following ratings: AccessibItaly
received a rating on the four features that ranged from 3 to 5 (excluded) (M : 3.91, SD :
0.0.18), BoForAll received a rating on the four evaluated features that ranged from 3
to 4 (excluded) (M : 3.70, SD : 0.02), Jaccede received a rating on the four features
that ranged from 3 to 4 (excluded) (M : 3.90, SD : 0.05), Taxi Sordi received a rat-
ing on the four features that ranged from 3 to 4 (excluded) (M : 3.88, SD : 0.05),
TripStep received a rating on the four features that ranged from 3 to 5 (excluded)
(M : 3.99, SD : 0.04), and TUR4All received a rating on the four features that ranged
from 3 to 4 (excluded) (M : 3.89, SD : 0.02).

Assessment of Applications for Users with Motor Impairments. There are many
applications that offer information support to users with motor disabilities or that allow
the collaborative creation of accessibility maps. The main goal of these apps is usually
to provide information on accessible facilities in public places and in transport. It is
important to consider that people with motor disabilities constitute a very heterogeneous
group. They can differ in physical or functional characteristics, age or transport needs.
For this reason, the apps designed for these users should be aware the needs of each user
to improve individual mobility skills. 56 users with motor impairments participated to
the test, and 32 out of 56 used a device with an Android operating system.

Figure 3 reports the results of the evaluation of the 8 applications. In the horizontal
axis we have the evaluated app name, in the vertical axis the four evaluated features and
the evaluation value (the mean) that ranges between 1 (very bad) and 5 (very good).
Also for this type of users, as for users with hearing disabilities, there were no prob-
lems during the app test. Moreover, each of the tested apps received very good rating,
with values ranging from 3 to 5. Note that, although some applications have been rated
negatively in some cases, with a score of 2, no possible improvement has been reported.

In summary, applications on average received the following ratings: Accessaloo
received a rating on the four evaluated features that ranged from 3 to 4 (excluded)
(M : 3.09, SD : 0.04), BoForAll received a rating on the four features that ranged
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Fig. 4. Average ratings given by cognitive impaired users.

from 4 to 5 (excluded) (M : 4.10, SD : 0.05), Jaccede received a rating on the four
features that ranged from 3 to 4 (excluded) (M : 3.74, SD : 0.01), Kimap received a
rating on the four features that ranged from 3 to 5 (excluded) (M : 4.05, SD : 0.07),
Tube Map received a rating on the four features that ranged from 4 to 5 (excluded)
(M : 4.25, SD : 0.01), TripStep received a rating on the four features that ranged from
3 to 5 (M : 3.95, SD : 0.06), TUR4All received a rating on the four features that
ranged from 3 to 4 (excluded) (M : 3.82, SD : 0.06), and WheelMap received a rating
on the four features that ranged from 3 to 4 (excluded) (M : 3.26, SD : 0.08).

Assessment of Applications for Users with Cognitive Impairments. The market for
tourism applications accessible to people with cognitive disabilities is still scarce. Most
of the existing apps support everyday life, while only a smaller number include tourism
applications for users with this disability. Among these, we find informative apps on
places to visit in various destinations and their accessibility; few have been developed
to help tourists with cognitive disabilities preparing them for new tourism experiences.
50 users with cognitive impairments participated to the test, and 46 out of 50 people
used a device with an iOS operating system.

Figure 4 reports the results of the evaluation of the 4 applications. In the horizontal
axis we have the evaluated app name, in the vertical axis the four evaluated features and
the evaluation value (the mean) that ranges between 1 (very bad) and 5 (very good).

From the results it can be deduced that for two applications greater difficulty was
encountered, the TripStep and TUR4All apps: these are very descriptive and structured
applications and users found them too complicated. Above all TripStep, in all four eval-
uated points, received by about thirty people, therefore by more than half of the users,
values between 1 and 2. The rest of the applications instead obtained an average good
evaluation for each point, few users found them a bit difficult (ease of use) and assigned
a value of 2, but most of the values are between 3 and 4.

In summary, applications on average received the following ratings: Magnus Card
received a rating on the four evaluated features that ranged from 2 to 3 (M : 2.93, SD :
0.15), PerNoi Autistici received a rating on the four features that ranged from 3 to 4
(excluded) (M : 3.35, SD : 0.12), TripStep Map received a rating on the four features
that ranged from 1 to 3 (M : 2.23, SD : 0.44), and TUR4All received a rating on the
four features that ranged from 2 to 3 (M : 2.86, SD : 0.13).
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Fig. 5. Average ratings given by elderly users.

Assessment of Applications for Elderly Users. Like people with some form of dis-
ability, people entering the aging stage have special needs and interests that the tourism
industry has to meet. Indeed, sight, hearing, device use, experience with technology and
decision making are some of the characteristics that must be considered to maximize
the user experience of this group and enhance their travel experience. 50 elderly users
participated to the test, and 30 out of 50 people used a device with an Android operating
system.

Figure 5 reports the results of the evaluation of the 7 applications. In the horizontal
axis we have the evaluated app name, in the vertical axis the four evaluated features and
the evaluation value (the mean) that ranges between 1 (very bad) and 5 (very good). All
applications had an evaluation that ranged from 3 to 4 with the exception of complex
applications, such as Accessaloo, Taxi Sordi, and Link Cash Locator, that had a value
equal to 2. Even if the users liked the apps, a general comment in the open questions was
that usability would greatly improve if all these apps would be simplified. Furthermore,
when asked what is missing or what could be improved, the addition of the translation
into different native languages for the Link Cash Lokator app was indicated.

In summary, applications on average received the following ratings: Accessaloo
received a rating on the four evaluated features that ranged from 3 to 4 (excluded)
(M : 3.27, SD : 0.11), BoForAll received a rating on the four features that ranged
from 3 to 4 (excluded) (M : 3.68, SD : 0.01), Link Cash Lokator received a rating on
the four features that ranged from 3 to 4 (excluded) (M : 3.50, SD : 0.07), TaxiSordi
Map received a rating on the four features that ranged from 3 to 4 (excluded) (M :
3.17, SD : 0.07), TripStep received a rating on the four features that ranged from 3 to 4
(excluded) (M : 3.68, SD : 0.13), TUR4All received a rating on the four features that
ranged from 3 to 4 (M : 3.84, SD : 0.10), finally WheelMap received a rating on the
four features that ranged from 3 to 4 (excluded) (M : 3.57, SD : 0.08).

General Questions and Comparisons. In addition to the specific evaluation of each
app presented above, we also asked other more general questions:
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Did You Already Know or had You Already Used at Least One of the Tested Apps? First,
what emerged is that many users were not aware of some/all of the existing apps. In
particular, 71.1% of the visually impaired users, 54.9% of the hearing impaired, 66.1%
of the motor impaired, only 12% of the cognitive impaired, and 22% of the elderly had
used or were aware of at least one of the apps they have tried in the testing phase.

Do You Think Some of the Apps You Did Not Know or Did Not Use Yet Will Come in
Handy? 94.3% of the visually impaired, 98% of the hearing impaired, 96.4% of the
motor impaired, 72% of the cognitive impaired, and 54% of the elderly users affirmed
that among the apps not yet known or not yet used, some will surely come in handy.

Finally, we focused on the statistical analysis of two elements that we consider funda-
mental for this study and the most suitable ones, based on the collected data, for the
statistical analysis.

To investigate whether there were differences between various groups of people
in finding information about the accessibility of tourist destinations, we conducted an
Anova one-way test. ANOVA, or Analysis of Variance, is a statistical test that compares
the means of three or more groups to determine if there are any significant differences
between them. Turkey’s Honestly Significant Difference (HSD) test is a post hoc test
often used after ANOVA to identify which specific groups have significantly differ-
ent means from each other. Participants were asked whether they generally seek out
information about accessibility when planning a trip, and their responses were used
to analyze the data. The results revealed that some groups had significantly more dif-
ficulty than others in finding this information, with a statistically significant result of
F (1, 4) = 24.96 and a p-value less than 0.00001. To further explore these differences,
we conducted a Post Hoc Tukey HSD analysis, which allowed us to visually compare
the groups. Our findings show that cognitively impaired users and older people had dif-
ferent results from the other groups, indicating that they may face greater challenges in
finding information about accessibility of tourist destinations.

Finally, the apps tested by all groups were tur4All and TripStep. We performed the
ANOVA test to analyze which of them was the least popular. The result was F (1, 4) =
5.94 with a p − value < .05 showing that there is a difference in the liking between
the two and TripStep is the least liked app. We therefore wanted to analyze which users
liked it the least and from the statistical analysis it emerged that they were the visually
and cognitive impaired. We investigated, which feature of the app was problematic, and
the result was that the content of the app is not presented in a simple manner (the’simple
content’ value received lower ratings).

5 Discussion

In this section we want to answer to the questions we initially posed.

Q1) Are the Tourism Applications Analyzed That Claim To Be Accessible, Really
Accessible to Everyone? We can answer “only partially’ following the results of
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Table 4. Desired features.

Feature Explanation

Informational content Offers useful content, in-depth insights, or relevant news

Services offered Offers a wide range of useful services or innovative features

Ease of use Easy to navigate, user-friendly design, easy to use

Graphics Appealing design, well-organized layout, high-quality graphics

Utilities Offers functionalities that meet user needs or simplify tasks

Vocal commands Interacts with the app through voice commands

Sect. 4, and from the outcome of the open questions. What emerged is that some visu-
ally impaired users did not like much some applications (lack of ‘ease of use’) due to the
lack of an explanatory tutorial on how to use the apps, thus more detailed information
on the app use should be provided. On the other hand, elderly and users with hear-
ing disabilities have shown difficulties in using apps written in a non-native language,
thus they would greatly benefit of a language text translation feature. Some cognitively
impaired users also had difficulty understanding the description and layout and nav-
igational structure of the app (e.g., the app was not “understandable”, w.r.t., the four
principles).

Q2)What Features Do These Users Consider Important for an Accessible Tourism
App? Let us first consider the results of the questions described in Sect. 4.1. First of
all, it emerges that some users were not very skilled with computers and from the data
analysis we were able to identify these users with those with cognitive disabilities or
the elderly. This is also confirmed by the fact that some users of both categories asked
for help during the installation phase and some even during the test phase. On the other
hand 96% of the users claimed to be able to use apps. Therefore, in our opinion, it is
important to consider limited technological skills, but still developing mobile tourism
apps could be a good choice for most users.

Table 4 summarizes the list of features that these users believe increase their sat-
isfaction with an app, and the explanation of what each feature refers to. Dividing
the results by different disabilities or by being elderly, we obtain the results shown
in Table 5. We can notice that for all groups ease of use is the most important feature.
From the results of the Anova test of the Sect. 4.2 it emerges for visually and cogni-
tive impaired the lack of ease of use derived from the lack of ’simple content’, so the
simplicity of the content is important. Furthermore, as anticipated, users with cognitive
disabilities have found some apps too descriptive and poorly structured, they got lost in
navigation and did not stay focused on the indicated set of instructions. Thus, defining
apps with easy navigation is a critical issue for all of them.

Recommendations. Our analysis and questionnaire results surfaced potential improve-
ments in developing accessible tourism applications for disabled and elderly users.
From our empirical study we have validated some of the standard guidelines for acces-
sible apps, and we have also extracted new recommendations.



Accessible Applications to Improve the Tourist Experience 59

Table 5. Desired features for each disability. The features are described in Table 4.

Disabilitie(s) Desired features

Visual disability Informational content, Ease of use

Hearing disability Services offered, Ease of use

Physical disability Informational content, Ease of use

Cognitive disability Services offered, Ease of use

Elderly* Services offered, Ease of use
*We are aware that being an elderly is not a disability

First of all, companies must bear in mind that the majority of disabled and elderly
users still prefer to organize a trip with a classic approach based on the experiences of
friends and/or relatives. Furthermore, in some cases such as for users with cognitive
disabilities, the trips are organized by others. To reach the full potential in the mar-
ket, constant work is needed to advertise the apps on dedicated disability websites or
social media, and contacting dedicated associations trying to reach all possible users. In
particular, the two categories of cognitively disabled and elderly were very little aware
not only of the existence of accessible tourism apps, but also of the possibility to search
and find information about the accessibility of tourist destinations. Therefore, a targeted
campaign must be launched.

Another point to be considered if which operating system to use and weather to con-
centrate on dedicated websites or apps. The choice of the operating system seems to be
related to the disability. Most of the people with visual and cognitive impairments have
claimed to use the iOs operating system, while users with hearing and motor impair-
ments and elderly preferred the Android operating system. Depending on a specific
sub-target of users this information should be kept in mind. Moreover, mobile tourism
apps seem to be the better choice than standard dedicated tourism websites.

In terms of app features, it seems very important to develop tourism apps with the
translation of the voice/text content in many different languages so to extend the market
also to disabled users coming from other countries (so to make use of the informational
content). This is very important while developing apps dedicated to users with cogni-
tive impairments or to elderly. Another requested feature was a simple initial tutorial
that briefly describes how to use the apps and which information related to the touristic
experience can be found (services offered). Moreover, in our opinion, from all the obser-
vations provided by the users, the addition of a dedicated button that makes navigation
more usable w.r.t. the user disability could be helpful.

Finally, some guidelines that we have validated with our study and that apply to gen-
eral accessible apps are the ease of use, which was requested by all users and for visually
impaired users is related to the simplicity of the content, and for cognitive impaired and
elderly is related not only the simplicity of the content but also to a straightforward
navigation.

We hope that pointing these recommendations out will force companies and thus
app developers to take them into consideration as a must, making a tourism experience
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accessible to all types of users, as this is an essential key point for equality in a modern
inclusive society.

6 Conclusions

In this work, we researched and analyzed a wide range of accessible applications that
can be used to enhance a tourist experience and evaluated them with the help of differ-
ent groups of disabled users. While a lot of work has gone into developing accessible
apps, the number of apps dedicated explicitly to the accessible tourism experience is
limited and, as our analysis shows, improvements can still be made. For this reason
we have collected comments and ideas and provided some suggestions to improve the
development of accessible (tourism) apps. In the future we intend to propose and design
a tourism app that can be fully adapted, in real time, to the specific needs and disability
of the user.
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Appendix

Applications Description

– Accessaloo allows to find accessible toilets nearby. It provides information about
the location of accessible toilets, and about their accessibility features such as
wheelchair accessibility, grab bars, and changing facilities [11].

– AccessibItaly is an app that offers information about various Italian cities in sign
language. It provides accessible and inclusive information about the culture, food,
history, and other aspects of these cities, making it easier for individuals who use
sign language to explore and enjoy their travel experiences [8].

– BOForAll is an app specifically designed for the historic center of Bologna, Italy.
It helps people with visual, hearing, and motor disabilities by indicating accessi-
ble services and inclusive paths. It provides information about accessible facilities,
including restaurants, shops, and attractions, to ensure a more inclusive and enjoy-
able experience for all visitors [12].

– Jaccede is an interactive platform that allows individuals to add details about acces-
sible facilities in Paris. Users can contribute information about accessible restau-
rants, cafes, shops, and other establishments, creating a community-driven resource
for accessibility information in the city [14].

– Kimap is an app that provides accessible maps and itineraries for the cities of Flo-
rence, Grosseto, and Prato in Italy. It helps users navigate these cities by offering
information on accessible routes, points of interest, and services, enabling individu-
als with disabilities to explore and enjoy these destinations more easily [6].
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– Link Cash Locator is an app that helps users find ATM locations and provides acces-
sibility information. It enables individuals to locate ATMs in their vicinity and pro-
vides details about accessibility features such as wheelchair accessibility, tactile but-
tons, and audio assistance [13].

– MagnusCards is an app designed to assist travellers with cognitive problems in
preparing for new vacation experiences. It provides step-by-step digital guides,
including visual and auditory cues, to help individuals with cognitive challenges
navigate various aspects of travel, such as airport procedures, hotel stays, and local
attractions [2].

– Moovit is a navigation app that offers assisted navigation with notifications along the
route. It provides real-time public transportation information, including bus, train,
and subway schedules, helping users with disabilities plan their journeys and navi-
gate through cities more efficiently [3].

– PerNoiAutistici is an app that complements the PerNoiAutistici web portal. It offers
news, podcasts, and geolocation-based information on nearby autism-friendly struc-
tures. It aims to provide resources and support for individuals with autism and their
families, helping them find inclusive spaces and services [5].

– Taxi Sordi is an app that allows users to automatically reserve a taxi using the app’s
geolocation feature. It caters specifically to individuals who are deaf or hard of hear-
ing, providing a convenient and accessible way to book taxis [7].

– Tripstep is an accessible tourist guide of Sicily. It offers information about acces-
sible attractions, accommodations, restaurants, and transportation options in Sicily,
ensuring that individuals with disabilities can plan and enjoy their trip to the region
[9].

– TUR4All is an accessible tourist guide available for several countries, including
Spain, Portugal, Germany, India, Colombia, and Perù. It provides comprehensive
information about accessible tourist attractions, accommodations, restaurants, and
transportation options in these countries, promoting inclusive tourism for individu-
als with disabilities [4].

– Tube Map is an app that provides useful information on underground and railway
stations, as well as their accessibility, in various cities such as London and New
York. It helps users navigate the subway and railway systems, offering details about
accessible entrances, elevators, and other accessibility features [10].

– WheelMap is an app that evaluates the accessibility of various establishments and
facilities such as restaurants, cafes, toilets, shops, cinemas, parking lots, and bus
stops. It allows users to contribute information about accessibility, helping individ-
uals with mobility disabilities find places that suit their accessibility needs [1].

The Questionnaire

General Questions:

– Gender
• Male
• Female
• Not specified
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– Age [Free number input]
– What kind of disability/aging problem do you have?

• Visual disability
• Hearing disability
• Physical disability
• Cognitive disability
• Aging

– How capable are you of: [Possible single answer for each: 1 (I am not capable), 2,
3, 4, 5 (I am capable)]
• Using a PC:
• Using a telephone
• Using an application
• Browsing the Web

– What does your satisfaction with an app depend on?
• Informative content
• Offered services
• Ease of use
• Graphics
• Utility
• Audio vocals

– Have you ever used an accessible app?
• Yes
• No

– Have you ever used an accessible tourism app?
• Yes
• No

– Can you easily find information on the accessibility of a tourist destination?
• Yes
• No
• I have never been interested

– What communication channel do you use to prepare for a trip or visit?
• Experiences of friends and/or relatives
• Comments on social networks
• Websites
• Apps
• Other [Free-text response]

For Each Group [Visual Disability; Hearing Disability; Physical Disability; Cog-
nitive Disability; Aging] the Same Questions

– Had you already used or already knew any apps that you tested?
• Yes
• No

– Do you think some apps you did not know about or do not use yet could be useful
to you?
• Yes
• No
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– Do you think the apps you have tried are well structured overall? [The following
answers are for each group-specific app]
• 1(No)
• 2
• 3
• 4
• 5 (Extremely)

– Do you think the apps you have tried are easy to use? [The following answers are
for each group-specific app]
• 1(No)
• 2
• 3
• 4
• 5 (Extremely)

– Do you think the apps you have tried have easy navigation? [The following answers
are for each group-specific app]
• 1(No)
• 2
• 3
• 4
• 5 (Extremely)

– Do you think the apps you have tried have clear and simple content? [The following
answers are for each group-specific app]
• 1(No)
• 2
• 3
• 4
• 5 (Extremely)

– Is there information or content missing that you would have liked to find in the apps
you tried? [Free-text answer)]

– Based on the apps you’ve tried, do you think they help you prepare and make the
most of your trip/visit?
• Yes
• No
• Only a few
• Most of them

– What do you think is missing or could be improved? [Free-text answer)]
– To test the various applications, what type of operating system did you use?

• iOS
• Android

– Did you use assistive technologies to test the various apps? If yes, which ones?
[Free-text answer)]
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Abstract. In the avionics industry, software test automation is a crucial compo-
nent, as it plays a significant role in accelerating the development process. Since
all automation systems are error-prone, the automation systems that affect flight
safety should be supervised by humans as they must be reliable. In this study, an
augmented reality based software verification system is designed to observe the
visual verification of cockpit screens and detect possible automation errors. In
the designed system, an observer can instantly see the test steps and automation
results using an augmented reality headset as a hologram on the cockpit screen
and can report the errors they observe in test automation. The performance of the
proposed system was analyzed qualitatively and quantitatively. The experimental
results demonstrated that the use of augmented reality in cockpit display verifi-
cation systems accelerated the testing process, reduced users’ cognitive load, and
improved the system’s usability.

Keywords: Augmented reality · Cockpit display systems · Test automation

1 Introduction

The use of test automation has become increasingly prevalent in software engineering
due to its ability to improve testing efficiency and reduce costs. However, one of the
challenges of test automation is that it can be difficult for testers to observe the test-
ing process and identify potential issues. Augmented reality (AR) technology has the
potential to address this challenge by providing a visual and interactive interface for
observing test automation in real-time.

AR technology overlays digital information onto the user’s physical environment,
creating an immersive and interactive experience. By using AR technology to observe
test automation, testers can visualize the testing process, monitor the status of test cases,
and quickly identify any issues or anomalies. In this paper, we will explore the concept
of observing test automation in cockpit display systems using augmented reality, its
potential benefits, and its limitations. We will review existing literature on the subject,
identify gaps in the current knowledge, and propose a system to investigate the use of
AR in observing test automation.
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
H. P. da Silva and P. Cipresso (Eds.): CHIRA 2023, CCIS 1997, pp. 66–83, 2023.
https://doi.org/10.1007/978-3-031-49368-3_5

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-49368-3_5&domain=pdf
http://orcid.org/0009-0000-1780-8872
http://orcid.org/0000-0002-0034-030X
https://doi.org/10.1007/978-3-031-49368-3_5


An Augmented Reality Environment for Testing Cockpit Display Systems 67

There have been many studies on AR-based applications in the literature, such
as maintenance planning in production environments [1], performing surgical opera-
tions [2], military applications [3], educational environments [4], the energy indus-
try [5], and applications in smart home environments [6]. However, in the field of avion-
ics, no study has been found that includes AR integrated test automation applications
for testing cockpit display systems.

In the traditional verification approach of cockpit display systems, a team consist-
ing of at least two people - a test runner and an observer - manually verifies the cockpit
display screens. This method carries the risk of creating a heavy workload for users
and eventually triggering user errors. In a study conducted by Gungor et al. [7], a test
automation system was introduced aiming to reduce the costs of this manual verification
process. This system aims to alleviate the user workload in avionics software tests by
enabling the tests to be executed automatically. Another study [8] discussed the features
of test automation for cockpit displays, including text verification, text size verification,
and color verification. Additionally, it proposed algorithms for text and color recogni-
tion. However, despite these improvements, it was concluded that the test automation
system did not work without errors. Ikbal et al. [9] have stated that the Tesseract OCR
algorithm can be used for validating texts in the automatic verification of cockpit dis-
play system interfaces. However, they have pointed out that this algorithm does not
always work with 100% accuracy. Pal et al. [10] have presented deep learning based
verification systems to detect symbols of cockpit display graphics. Their experimental
results show that the mean average precision of their symbol detection systems varies
between 0.59 and 0.82 for different algorithms and datasets.

Dyachenko et al. [11] proposed an avionics verification automation complex to
reduce test run time and reduce errors in manual validation. Their system includes
a camera and a microphone to capture the audio and visual outputs of the avionics
device, and the test tool compares them to the ground truth data. Yao et al. [12] intro-
duced an automated testing approach for validating cockpit indicators using machine
vision. They highlighted that their automation system solves the challenges associated
with manual testing, including wrong decision making, high workload, and inefficiency.
However, while their system outperformed manual testing, it is still an error-prone sys-
tem according to the experimental results. Therefore, cockpit display system tests must
still be observed during testing in automation processes. This study aims to establish
two separate systems fused into one integrated cockpit display verification approach:
one for observing test automation through an external screen and another for observing
test automation on the cockpit screen with augmented reality technology.

The first designed system aims at enabling the user to observe test automation pro-
cesses through a computer screen. This system aims to track the proper functioning
of test automation and detect errors early on. Since the cockpit display software oper-
ates independently from the test tools, test information cannot be directly written onto
the cockpit display. Therefore, the information about the region to be validated and the
results of the verification steps must be observed by looking at a secondary monitor. The
second system, on the other hand, allows the observation of test automation processes
through the tested cockpit display using augmented reality technology. With the use of
AR, the observer has the ability to superimpose virtual information onto the physical
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cockpit display, allowing for real-time monitoring and evaluation of the test automation.
Moreover, AR provides a significant advantage in an aircraft cockpit testing environ-
ment where there is limited space to add an extra monitor.

In this context, this study presents innovative methodologies and systems for the
use of test automation, focusing on overcoming the challenges of existing testing meth-
ods and reducing user workload. Additionally, it aims to discuss the potential benefits,
limitations, and potential impact of observing test automation with augmented reality
on future software engineering practices.

The subsequent sections of the study will cover traditional and proposed visual ver-
ification methods of cockpit display systems in Sect. 2, experiments in Sect. 3, results
and discussion in Sect. 4, and remarks in the concluding section.

2 Visual Verification Methods for Cockpit Display Systems

The cockpit display software provides critical information such as speed, altitude,
engine status, and fuel level of the aircraft to the pilots during flight. Therefore, the
validation and testing of cockpit display software are of vital importance to ensure that
pilots can fly safely and interpret the data accurately. This section will discuss manual
visual verification, which is a traditional method for validating cockpit display software,
as well as the use of two proposed automated visual verification systems.

2.1 Visual Verification of Cockpit Displays

Cockpit display systems which are shown in Fig. 1 play a crucial role in aviation by pre-
senting pilots with vital information such as aircraft’s status, speed, position, altitude,
engine performance, navigation data and other important parameters. The verification
of cockpit screens ensures that pilots have access to up-to-date and dependable infor-
mation during flight. Incorrect or deceptive data can lead to erroneous decision-making,

Fig. 1. Cockpit Display Systems.
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faulty maneuvers, and potential safety hazards. As a result, visually validating the cock-
pit display systems is a crucial step in ensuring flight safety.

Specific standards and guidelines are available for the verification of cockpit dis-
plays. For instance, the DO-178 guidance document, published by the Radio Technical
Commission for Aeronautics (RTCA), serves as a standard that guides the software
testing process [8]. This standard mandates the detailed specification and support of the
testing process for avionic software, including cockpit displays. Additionally, The Euro-
pean Union Agency for Aviation Safety (EASA) serves as the regulatory body, man-
dated with the principal aim of ensuring a high and consistent level of safety through-
out the aviation industry [13]. Civil aviation standards established by regulatory bodies
such as EASA Certification Specification (CS) CS-25 also encompass requirements for
visual verification [7].

In order to test the cockpit display, test scenarios are created based on the software
requirements. These scenarios include the messages sent to the cockpit system and the
expected outputs to be displayed on the cockpit screen. In the traditional test execution,
the verification steps are performed manually. The user reads each verification step from
a test computer containing the scenarios and compares them with the displayed screen
on the cockpit display. This method often leads to time waste since users have to read
the test area and expected outputs from paragraphs in the test scenarios.

On the other hand, test execution with automated visual verification is achieved
through the use of machine learning and image processing techniques [7,8]. In this
technique, the test scenarios contain the coordinates of the test areas and the expected
information. Test automation system executes the test scenarios by comparing the cock-
pit screen with the expected screen. This allows for test execution without the need for
user intervention. However, since automation systems still have errors, they need to be
monitored by a human. In the upcoming sections, we will discuss manual visual veri-
fication in depth, and then introduce two automated visual verification techniques, one
without the use of augmented reality and the other with the use of augmented reality.

2.2 Manual Visual Verification

Test scenarios in manual visual verification consist of test steps that include expected
values in specific areas of the cockpit display under defined conditions. The section
being tested on the cockpit display can be described verbally in the test step, and some
visuals specified in the requirements can also be included in the test content.

There are various communication channels between the test computer and the cock-
pit device, allowing the two devices to communicate with each other. This communica-
tion allows for the effective execution of tests based on the content of the test scenarios.
The depicted manual visual verification environment is shown in Fig. 2.

The manual visual verification system is performed with the participation of a test
runner and at least one observer. The test runner and observer read the information
about the area to be visually tested from the test computer as shown in Fig. 2(a). They
acknowledge the position of the section to be tested and the expected values in the test
scenario by reading the test content. Subsequently, they return to the cockpit display
and verify whether these expected values are indeed correctly displayed on the screen
as illustrated in Fig. 2(b).
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Fig. 2. Steps of manual visual verification.

2.3 Automated Visual Verification with an External Display

In the proposed system, the test execution is performed by the Automated Visual Verifi-
cation (AVV) System as used in [7]. The cockpit display image is obtained digitally or
through a camera placed in front of the cockpit, and it is transmitted to the test computer
as shown in Fig. 3. This image is automatically compared with the expected values in
the scenarios on the test computer using various image processing algorithms, and thus
the test scenarios are automatically run.

The test scenarios used in the automated visual verification system include the coor-
dinates of the areas to be tested and the expected values at these coordinates, rather than
long verbal sentences. The coordinates within the tests are obtained by marking them
on a reference image. The expected values can include values such as text content, text
color, background color, and font size. In brief, the automated visual verification system
identifies the tested area and compares it with the expected values.

Various machine learning techniques are used in automated visual verification sys-
tems, which are prone to errors. Therefore, during the test execution, at least one
observer should be present in the testing environment. Since the cockpit display soft-
ware should not be modified during testing, a system that directly displays test infor-
mation on the cockpit screen cannot be added to the cockpit display software. As a
result, it is necessary to use an external monitor to observe the test information. The
observer looks at the test computer and sees the coordinate information of the visually
verified region on a reference image as illustrated in Fig. 3(a). He/she also observes
the results produced by the automated visual verification system on the test computer
screen. The observer verifies the test result information by looking at both the cockpit
display and the test computer screen as seen in the Fig. 3(b). If no issues are observed
in the test results, the observer continues with the tests. However, if an error is detected,
the observer reports it. This ensures the reliability of the automated visual verification
system.
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Fig. 3. Steps of automated visual verification with multiple displays.

2.4 Automated Visual Verification with Augmented Reality

In the automated visual verification system that utilizes augmented reality for obser-
vation, the test preparation and execution phases are the same as the previous method.
The test scenarios contain the coordinates of the areas tested on the cockpit display and
their expected values. The test execution is performed using AVV.

In this system depicted in Fig. 4(a), the observer reads and checks the test results
generated by the test automation in an augmented reality environment during the test

Fig. 4. Steps of automated visual verification with augmented reality.
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execution. Using augmented reality headset, the observer examines the region to be
tested, the expected values, and the test results by looking at the tested cockpit display,
rather than looking to another monitor.

Test information is sent to the augmented reality headset by the test computer, and
the user sees them as holograms on and around the cockpit display as displayed in
Fig. 4(b). The observer thus observes the test results in an ergonomic manner by simply
looking at the cockpit screen under test. Additionally, in this system, there are buttons
in the form of holograms in the augmented reality environment. If an error is detected
in the test results, the observer can report the error by pressing these buttons in the
augmented reality environment. Moreover, test executions can be recorded through the
cameras integrated into the augmented reality headset. When an error is detected, a
screenshot is captured, making it easier to analyze test automation errors. These screen-
shots also contribute to the training set of the algorithms used in AVV to label the
misrecognized data with the proper labeling used in the machine learning processes.

3 Experiments

3.1 Design of the Experiments

Different test scenarios each consisting of 12 test steps with similar difficulty levels
were created for the Manual Verification, AVV without AR (i.e., with multiple displays)
and AVV with AR systems. Test steps were written to test different areas of the cockpit
display. Each test step includes four sub-steps that verify the content in the region in
terms of text, text color, background color, and font size.

Test scenarios consisting of 12 steps were created to include 8 PASS test steps and 4
FAIL test steps. The types of failures include Text, Color, Background Color, and Font
Size errors, with one occurrence each. Participants were asked to identify the errors and
specify the types of errors they found. Additionally, in the Automated Visual Verifica-
tion methods, the AVV system was configured to run some PASS steps as FAIL and
some FAIL steps as PASS, to assess the participants’ ability to detect these errors.

Participants were requested to execute test scenarios using three different systems,
generate test result reports, and fill out usability-related surveys after each test run.
Test result reports were analyzed to assess quantitative values such as test execution
time and the percentage of successful test runs. Surveys filled out for each system,
facilitated the subjective evaluation of the systems. To ensure fair testing of the systems,
the participants’ order of testing the three systems was selected randomly. For instance,
the first participant tested the manual testing system first, while the second participant
tested the AVV without AR system, and the third participant began by testing the AVV
with AR system.

In the experiments of AVV with AR, users were instructed to perform eye calibra-
tion upon wearing the AR headset to ensure optimal utilization of the system. After-
ward, they were asked to open a mixed reality application to familiarize themselves
with the AR environment and accomplish specific tasks. These tasks included inter-
acting with virtual objects, moving objects from one place to another, and pressing
buttons. Users were not bound by any time constraints to familiarize themselves with
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the AR environment, and they initiated the test scenarios once they felt comfortable and
acquainted with the AR setting.

3.2 Participant Information

The experiments involved a total of 15 participants, all of whom were using the AR
headset for the first time in their life. Informed consent was obtained from all par-
ticipants in the study. Information such as name, age, profession, work experience,
and gender were collected from the participants. The participants who took part in the
experiments were software verification engineers only, with ages ranging from 23 to 36.
Among the participants, 53% were female and 47% were male, with work experience
varying from 0.5 to 12 years.

3.3 Experimental Setup

The experiments were conducted with a test computer in a laboratory environment.
A testing tool installed on the test computer was utilized to initiate the test runs and
observe the test scenarios. To simulate the cockpit display, a simulation program and
a second monitor were used. The HoloLens mixed reality headset was used as the AR
equipment. This device communicated with the test computer through a USB cable,
ensuring that there was no delay in communication between the AR device and the test
computer.

In the manual and AVV with external display methods, the test results are observed
on the screen of the test computer, and the they are validated using a mouse and a
keyboard. On the other hand, in the case of AR usage, the test results are observed
through holograms that appear on the simulated cockpit display, and the correctness
of the test results is determined by users by pressing buttons in the augmented reality
environment.

To detect the cockpit display with the Hololens, Vuforia was used which provides
the best balance between range and stability [14]. Two VuMark markers are placed
in the corners of the cockpit screen and detected using the Vuforia library. Thus, the
position of the cockpit screen is automatically detected. Mixed Reality Toolkit is used
to create virtual buttons and detect user interaction with these buttons, and the AR
software is developed using Unity.

3.4 Questionnaires

After Scenario Questionnaire. The After Scenario Questionnaire (ASQ) is a three-
question usability satisfaction questionnaire developed by IBM, which assesses user
satisfaction with the usability of a computer system [15]. The questionnaire evaluates
three main aspects of usability: the ease of completing a task, the time required to
complete the task, and the adequacy of support information. Due to its brevity, the
questionnaire can be quickly completed by respondents, making it a practical choice
for our study.

In this study, a seven-point Likert scale was utilized, with 7 points indicating
“strongly agree” and 1 point indicating “strongly disagree”. Participants were asked
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to rate each system after using them. The ASQ score is then calculated by taking the
average of the responses to the three questions using the arithmetic mean.

System Usability Scale. The System Usability Scale (SUS) is an extensively utilized
survey specifically crafted for the assessment of subjective perceptions regarding the
usability of a system. We used the conventional configuration, which encompasses ten
elements, each rated on a five-point ordinal scale, incorporating alternating positive and
negative polarity [16].

The NASA Task Load Index. The NASA Task Load Index (NASA-TLX) is a
prominent methodology extensively employed for assessing subjective workload. This
method, which includes the dimensions of mental demand, physical demand, tempo-
ral demand, performance, effort, and frustration level is a multifaceted instrument as it
encompasses six dimensions to assess various facets of mental workload over assign-
ment execution [17].

Mental demand functions as a measure of the mental and perceptual involvement
necessary for assignment execution. The dimension referred to as physical demand
exhibits the extent of physical exertion necessary to successfully accomplish the task.
Temporal demand pertains to the perceived magnitude of time-related pressure result-
ing from the task’s speed. Performance denotes the perceived level of accomplishment
experienced by the worker upon task conclusion. Frustration captures the degree of dis-
satisfaction, annoyance, and stress experienced during task performance. Lastly, effort
delineates the level of mental and physical strain required to attain the desired degree
of performance.

4 Results

4.1 Quantitative Results

Fifteen users have executed test scenarios on three separate systems, each consisting of
48 verification sub-steps. The test result reports were compared to a reference report to
determine whether the users successfully ran the tests. Table 1 displays the average test
execution times, average success rates of the tests, and the total number of errors made
by all users for each of the three systems.

Table 1. Quantitative test results of the systems.

Method Completion Time (s) Standard Deviation (s) Number of Errors Success rate (%)

Manual Verification 370.6 97.13 5 99.3

AVV without AR 182.8 46.48 9 98.8

AVV with AR 148.1 60.02 8 98.9

After analyzing the test result reports of the participants, it was found that the aver-
age time for Manual Testing was 370.6±97.13 s, 182.8±46.48 s for AVV without AR,
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and 148.1 ± 60.02 s for AVV with AR. One-way Analysis of Variance (ANOVA) was
applied to the completion time data, and it was observed that the p-value was signifi-
cantly smaller than 0.05. It indicates that the duration of test executions is statistically
different for the systems.

The completion times in Table 1 show that the manual testing system is much slower
compared to the AVV systems. Moreover, considering that manual testing requires two
people, it results in a labor requirement of 741.2 s. This shows that the manual testing
system requires around four times more manpower compared to the AVV with AR
system.

The success rates of the test runs were observed as 99.3% forManual Testing, 98.8%
for AVV without AR, and 98.9% for AVV with AR. It was observed that out of the 720
sub-steps executed for each system, testers made five errors in manual testing, nine
errors in AVV without AR, and eight errors in AVV with AR. One-way ANOVA was
performed on the number of error data, yielding a p-value of 0.49. This value, being
significantly greater than 0.05, indicates that there is no statistical difference in error
counts. These results reveal that the three systems are quite similar to each other in
terms of high success rates and small error counts.

As a result, considering the shortest operation duration and high success rates, it can
be concluded that AVV with AR is the most effective test running technique compared
to the other methods in quantitative terms.

4.2 Qualitative Results

Results of ASQ. Participants filled out the ASQ survey after using each system.
Through these surveys, they evaluated criteria such as the difficulty of the systems,
the time spent on the systems, and the technical support they received. The average
ASQ scores of the 15 participants in the experiments are shown in Fig. 5.

Fig. 5. ASQ scores of the systems.

The first question evaluates how easily the systems can be completed by users.
According to the results, Manual Verification received a score of 4.33 ± 1.54, indi-
cating that it was perceived as the most difficult to complete by users. On the other



76 C. Potur and G. İnce

hand, the “AVV without AR” system received an average score of 5.53 ± 1.19, while
the “AVV with AR” system obtained an average score of 6.13 ± 0.64. These results
indicate that AR-enabled AVV is perceived as easier to complete by users.

The second question evaluates whether the systems can be completed within a rea-
sonable time frame by users. According to the results, AVV without AR and AVV with
AR received scores of 5.67 ± 1.29 and 6.20 ± 0.68, respectively, indicating that they
can be completed within a more suitable time frame by users. Particularly, AVV with
AR received the highest score, suggesting that it is perceived as capable of being com-
pleted quickly by users. Manual Verification, on the other hand, received a score of
3.27± 1.58, indicating that it requires more time compared to other systems.

In the final question, the adequacy of the systems in providing support to users’
needs is evaluated. According to the results, Manual Verification received the lowest
score of 5.07 ± 1.54, while AVV with AR received the highest score of 6.40 ± 0.74.
This indicates that AVV with AR provides more support to users and better meets their
needs. AVV without AR, with a score of 6.20 ± 0.56, is considered to provide a good
level of support, similar to AVV with AR.

A one-way ANOVA analysis was performed to evaluate the statistical differences
among systems in the ASQ results. Table 2 presents the results of this analysis, with a
predefined α (alpha) value of 0.05.

The table includes the question number, the source of variation, the sum of squares
(SS), degrees of freedom (df), mean squares (MS), statistical F value (F), p-value,
and the critical F value (Fcrit). Each row represents the analysis results for different
questions, and for each question, it includes different sources of variation: “Between
Groups” and “Within Groups”.

First, when examining the “Between Groups” source for Q1, the obtained total sum
of squares is 25.20, with 2 degrees of freedom, resulting in a mean square value of
12.60. The computed F value is 9.00, significantly exceeding the critical F value of

Table 2. One way ANOVA results for ASQ.

Question Source SS df MS F p-value Fcrit

Q1 Between Groups 25.20 2 12.60 9.00 0.001 3.22

Within Groups 58.80 42 1.40

Total 84.00 44

Q2 Between Groups 73.24 2 36.62 23.79 0.000 3.22

Within Groups 64.67 42 1.54

Total 137.91 44

Q3 Between Groups 15.51 2 7.76 7.25 0.002 3.22

Within Groups 44.93 42 1.07

Total 60.44 44

Overall Between Groups 33.88 2 16.94 18.62 0.000 3.22

Within Groups 38.21 42 0.91

Total 72.09 44
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3.22. Moreover, the p-value is less than 0.05, indicating that the results are statistically
significant.

Similar analyses were conducted for Q2 and Q3 and Overall, and in all cases, the
p-values were less than 0.05. These results indicate that all the questions in the ASQ
and the overall outcome are statistically significant among the systems.

In conclusion, based on the ASQ results, AVV with AR obtained the most favorable
results in terms of user-friendliness, timely completion, and adequate support. Manual
Verification seems to need for further improvement, while AVV without AR exhibits a
moderate level of performance.

Results of SUS. Participants answered the SUS questions consisting of 10 items after
using the AVV without AR and AVV with AR systems. We did not apply the SUS
questionnaire regarding the manual verification procedure because the participants who
were indeed experts in that task were already familiar with the system for a long time.
The average scores given by the 15 participants are shown in Table 3. When calculating
the SUS score, as the scores for odd-numbered questions increase and the scores for
even-numbered questions decrease, the usability score increases. Accordingly, the SUS
scores for AVV without AR and AVV with AR systems are calculated as 81.17± 11.64
and 77.50 ± 8.71, respectively. Both systems receive high scores, indicating a positive
user experience.

Table 3. SUS scores of the systems.

SUS Questions AVV without AR AVV with AR

Q1: I think that I would like to use this system
frequently

4.20± 0.86 4.13± 0.92

Q2: I found the system unnecessarily complex 1.80± 0.86 1.93± 1.03

Q3: I thought the system was easy to use 4.07± 0.88 3.80± 0.94

Q4: I think that I would need the support of a
technical person to be able to use this system

1.47± 0.64 2.47± 1.41

Q5: I found the various functions in this system were
well integrated

4.07± 0.70 4.60± 0.63

Q6: I thought there was too much inconsistency in
this system

1.60± 0.63 1.40± 0.63

Q7: I would imagine that most people would learn to
use this system very quickly

4.40± 0.74 4.13± 0.92

Q8: I found the system very cumbersome to use 1.67± 0.62 1.73± 0.88

Q9: I felt very confident using the system 3.93± 0.96 4.07± 0.88

Q10: I needed to learn a lot of things before I could
get going with this system.

1.67± 0.90 2.20± 1.08

SUS Score 81.17± 11.64 77.50± 8.71
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In order to evaluate the statistical difference in means between the two groups, a
paired two-sample t-test was performed. Table 4 displays the t-test results for the SUS
scores of the AVV without AR and AVV with AR systems. In the statistical analysis,
the degrees of freedom (df) used are 14, the t-statistic is 1.12, the two-tailed p-value is
0.28, and the critical t-value is calculated as 2.14. These results indicate that there was
no statistically significant difference between the two systems. This indicates that there
is no significant difference in terms of SUS scores between the systems.

Table 4. T-test scores for SUS evaluation.

AVV without AR AVV with AR

Mean 81.17 77.5

Standard Deviation 11.64 8.71

Observations 15 15

df 14

t Stat 1.12

P(T <= t) two-tail 0.28

t Critical two-tail 2.14

The t-test was separately applied to SUS questions, and a statistical difference
between the systems was obtained for question 4 and question 5 with P values of 0.003
and 0.015, respectively.

The highest score in the AVV without AR system is given to question 4, while the
lowest score is given to this question in the AVV with AR system. This indicates that
when the AR system is not used, users do not perceive the need for technical support,
but with the use of AR, they think that technical support is required to use the system.
In the AVV with AR, the highest scores are given to questions 5 and 6. This implies
that users believe that various functions in the AR system are well integrated, and they
perceive no inconsistencies in the system.

In the system of AVV without AR, the lowest score is given to question 9. This
question is related to how confident users feel while using the system. In the AVV with
AR system, the question with the lowest score after question 4 is question 10. This
indicates that users think they need to learn many things before transitioning to the AR
system, which was an expected result because users had never used AR headset before.

Results of NASA-TLX. Participants answered the NASA-TLX survey questions after
using each system. The average NASA-TLX scores and their standard deviations for
the three systems, with an average of 15 users, were provided in Table 5.

As indicated in Table 5, the NASA-TLX scores for the Manual Verification, AVV
without AR, and AVV with AR systems were found to be 59.86±19.35, 33.70±15.18,
and 28.92±10.59, respectively. When comparing the Manual Verification system to the
AVV systems, it was observed that the use of AVV significantly reduced the NASA-
TLX score. Furthermore, it was observed that the use of AR in the AVV system further
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Table 5. Average NASA-TLX scores and standard deviations of the systems.

Method Average Score Standard Deviation

Manual Verification 59.86 19.35

AVV without AR 33.70 15.18

AVV with AR 28.92 10.59

reduced the NASA-TLX score, contributing to a decrease in mental workload for the
individual.

In order to evaluate the statistical differences among the systems within the NASA
TLX dataset, a one-way ANOVA analysis was carried out. Table 6 displays the findings
of this study with a specified alpha (alpha) value of 0.05. Based on the ANOVA results,
F values and p-values were examined for both the overall assessment and individual
dimensions. In the analysis of overall scores, it is found that the calculated F value,
which is 17.40, exceeds the critical F value of 3.22, while the p-value falls below 0.05.
It indicates the existence of statistically significant disparities among the systems in the
overall NASA TLX results.

Furthermore, the ANOVA analysis conducted on the NASA TLX dataset reveals
significant disparities among the systems in the dimensions of Mental Demand, Phys-
ical Demand, Temporal Demand, Effort, and Frustration, all bearing p-values below
0.05, indicating statistical significance. In contrast, the Performance dimension demon-
strates no statistically significant difference between the groups, with a p-value exceed-
ing 0.05. This outcome implies that evaluations in the Performance dimension are quite
similar, and there is no statistically significant difference among the systems.

In Fig. 6, there are 6 different types of task load scores displayed for each sys-
tem: Mental Demand, Physical Demand, Temporal Demand, Performance, Effort, and
Frustration Level. Accordingly, the lowest workload scores for the Mental Demand,
Physical Demand, Temporal Demand and Effort types were achieved in the AVV with
AR system with 30.73, 35.40, 23.18, 37.2, respectively; The lowest workload scores for
Performance and Frustration Level types were 15.73 and 23.13, respectively, with the
AVV without AR system. Participants exerted less mental and physical effort, felt less
time pressure, and completed tasks with less effort when using the AVV with AR sys-
tem. On the other hand, users experienced less stress and felt more successful in terms
of performance when using the AVV without AR system.

The NASA-TLX results indicate that the Manual Verification system has the highest
workload across all dimensions. The score differences between the Manual Verification
system and the AVV without AR system are 20.94, 21.2, 42.06, 9.67, 27.13, and 35.94
points in terms of Mental Demand, Physical Demand, Temporal Demand, Performance,
Effort, and Frustration Level, respectively. Similarly, the Manual Verification system
has higher mental workload scores in the same dimensions compared to the AVV with
AR system, with differences of 40.54, 30.47, 49.15, 3, 28, and 33.74 points, respec-
tively. Based on this data, the greatest score differences are observed in the dimensions
of Temporal Demand, Frustration Level, and Mental Demand. This means that users
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Table 6. One way ANOVA results for NASA-TLX dimensions.

Dimension Source SS df MS F P-value F crit

Mental D. Between Groups 12326.60 2 6163.30 9.67 0.000 3.22

Within Groups 26771.20 42 637.40

Total 39097.80 44

Physical D. Between Groups 7317.60 2 3658.80 5.13 0.010 3.22

Within Groups 29950.70 42 713.10

Total 37268.30 44

Temporal D. Between Groups 21585.60 2 10792.80 30.08 0.000 3.22

Within Groups 15068.00 42 358.80

Total 36653.60 44

Performance Between Groups 734.40 2 367.20 1.28 0.289 3.22

Within Groups 12064.10 42 287.20

Total 12798.60 44

Effort Between Groups 7604.80 2 3802.40 6.87 0.003 3.22

Within Groups 23257.70 42 553.80

Total 30862.60 44

Frustration Between Groups 12169.90 2 6085.00 14.67 0.000 3.22

Within Groups 17422.00 42 414.80

Total 29591.90 44

Overall Between Groups 8319.10 2 4159.50 17.40 0.000 3.22

Within Groups 10039.60 42 239.00

Total 18358.70 44

Fig. 6. NASA-TLX scores of the systems according to dimensions.

had to exert much more effort to complete tasks on time, experienced much higher lev-
els of stress, and had to concentrate more intensely in the manual verification system.
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4.3 Discussion

This study compared manual visual verification, automated visual verification, and AR-
based automated visual verification methods for testing aircraft cockpit display sys-
tems. The findings indicate that manual testing takes longer and requires more effort
compared to other methods. This situation highlights that the costs of test processes
involving manual testing are higher. Therefore, it is important for the aviation industry
to consider these results and review their testing and verification processes. Especially
the increasing use of automated visual verification presents an opportunity to enhance
manual testing processes and improve operational efficiency.

Furthermore, this study focuses on the usability results of AR-based AVV systems.
Participants found the AVV system supported by AR to be more user-friendly and easier
to use. These results suggest the potential of AR technology to simplify complex tasks,
contributing to its wider adoption in the aviation industry and its use in pilot training
and operational tasks.

However, this study has some limitations. For instance, users had limited exposure
to the proposed test systems for a short duration, and it should be noted that prolonged
use of AR devices like Hololens may lead to physical fatigue among users.

To sum up, this study represents an important step in evaluating new methods and
technologies for testing aircraft cockpit display systems. Researchers can use these
results to guide their efforts in developing safer and more efficient flight testing sys-
tems.

5 Conclusion

In this study, three different verification methods for cockpit display systems were
examined: manual visual verification, automated visual verification, and augmented
reality-based automated visual verification. In methods where AR is not used, users
require a secondary screen while conducting or observing tests because the cockpit
display software operates independently from the test tools and cannot be modified.
Consequently, test data cannot be displayed on the cockpit screen. On the other hand, in
the AR system, the test data is displayed directly on and alongside the cockpit screen,
enabling users to observe the system solely by looking at the cockpit display.

Three visual verification methods were evaluated both quantitatively and qualita-
tively. The quantitative results have shown that participants demonstrated similar per-
formance in the systems, but experienced significant time loss during manual test con-
ditions. On the other hand, the use of augmented reality has revealed a time advantage
in the test conditions.

Subjective surveys, namely ASQ, SUS, and NASA-TLX, were used in the study.
Based on ASQ results, the augmented reality system was perceived as more user-
friendly, time-efficient, and supportive compared to other systems. According to SUS
scores, both AVV systems were considered successful, but the augmented reality system
received a lower score due to users’ concerns about technical support and the learning
curve. NASA-TLX results revealed that both AVV and augmented reality usage signif-
icantly reduced mental workload, with augmented reality being particularly effective in
reducing task load in various dimensions.
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In conclusion, this study evaluated the usage of visual verification methods in
avionic software testing. Augmented reality supported systems provide users with an
ergonomic testing environment, offering advantages in terms of user-friendliness, time
efficiency, and reducing mental workload.

In future studies, surveys can be diversified and applied to a larger number of users.
By enhancing the software and hardware, it is possible to improve the usability scores
and decrease the mental workload scores.
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Abstract. In recent years, both authoritarian and democratic states have started
using the term digital sovereignty as a basis for their digital policies. Although the
interpretations and resulting policies may differ, the autonomy and sovereignty
of individuals and their communities are at stake. Current political discourses
mainly focus on governmental and corporate actors and their aspirations to con-
trol the digital sphere. Given the importance of this term, scholars in our com-
munity have begun to engage with the discourse. However, there is still a lack
of dissemination, coming with a lack of conceptual models to explain, explore,
and research human-centred digital sovereignty. Inspired by claims for human-
centred digital sovereignty, this paper takes up the discourse and creates an explo-
rative conceptual model that aims to guide early research within HCI, support an
understanding of the field, and helps to identify relevant cases. Moreover, we
discuss key challenges and potential ways forward.

Keywords: Digital sovereignty · Human autonomy · Conceptual model

1 Introduction

“Finally, the EU is pursuing a tech industrial policy under the strategically-and
morally-ambiguous heading of “digital sovereignty.” Proponents of the concept
toggle breezily between two definitions of “sovereignty.” One is based on human-
centered autonomy: each individual citizen is personally sovereign over their
data, interactions with AI, etc. The other is a more Westphalian understanding of
sovereignty: each state has an undisputed power monopoly within its borders.”
[5]

In recent years, digital sovereignty has become a central term in digital policy dis-
courses [41,64]. Fueled by the increasing importance of the digital sphere, expressed in
developments in artificial intelligence (AI), the Internet of Things (IoT), and ubiquitous
connectivity, authoritarian and democratic states, claim sovereignty over ’their part’ of
the internet [26,41,64]. Depending on the intentions of the state, sovereignty comes
with different perspectives, policies, and measures. The common ground, however, is
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the assertion of control over the digital sphere to prevent other states from exercising
power over the network, protect their economy, and—primarily prevalent in democratic
discourses—protect their citizens [41,64].

According to [66] the misconception of the digital as a territory that requires the
same measures to govern it leads to a situation where the focus shifts away from the
individual citizens as users and their autonomy over usage and data towards the state.
However, as mentioned above, not every government is interested in decreasing its
sovereignty in favour of the sovereignty and autonomy of its citizens [30]. Other gov-
ernments simply lack the power to defend sovereignty, against other states, and thus are
not able to share sovereignty with their citizens [3].

Given the tremendous threats and impact that digital policy discourses already have
and might have on individual humans [26]—users and communities, the heart of our
research community—it is surprising that the topic did not gain more attention. It is
especially surprising that HCI did not start theorising about the term, nor develop def-
initions or conceptual models to charter research based on a common understanding.
Instead current research related to the topic remains dispersed and loosely coupled [45].

Therefore, we aim to follow up on the idea of human-centred digital sovereignty
[66] emerging from adjacent research fields and provide an overview of concepts, their
relations, and challenges, as well as potential ways forward. Especially the concepts and
their relations can serve as an early explorative conceptual model for understanding dig-
ital sovereignty, and as a useful reference point to explain the field to those unfamiliar
with it. Furthermore, it can help structure the characteristics of cases, compare actions,
actor configurations, and identify the resulting positive or negative effects on the dig-
ital sovereignty of human individuals and their communities. Such an approach of an
explorative conceptual model has already been applied earlier for other emerging top-
ics touching our research (see, e.g., [21], as they especially help guide early research by
clarifying and identifying main factors and variables. Additionally, it can inspire new
research and support the identification of existing knowledge and gaps.

The development of the model was guided by the following questions:

1. What are the key concepts of digital sovereignty and how are they related?
2. What can we do to strengthen a human-centred agenda for digital sovereignty?

To answer these questions and develop the conceptual model, this paper explores
recent work on human-centred digital sovereignty from the ACM Digital Library, the
Springer Library, the Eusset Digital Library, Scitepress and Google Scholar. The con-
tribution of this paper is not a comprehensive review of research from privacy to digital
literacy in fields relevant to the discourse. Instead, this paper introduces an explorative
conceptual model and aims to initiate and guide an early discourse within our commu-
nity.

2 Background

2.1 Digital Sovereignty: The Policy Discourse

“Today, sovereignty always primarily means a state’s independence vis-à-vis
other states (external sovereignty) as well as its supreme power to command all
powers within the territory of the state (internal sovereignty).” [64]
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Without the prefix digital, the idea of sovereignty describes the ability of the ruler,
the sovereign, to execute decisions within a clearly defined territory [29,64]. In the
digital sphere, there is no such clearly defined territory, even if some states, e.g., rus-
sia or china, are attempting to establish (partially) closed networks [19,69]. Thus, this
characteristic of the digital sphere challenges the notion of state sovereignty from var-
ious ideological standpoints. For instance, from a cyber exceptionalism perspective, it
is argued that the digital sphere is so distinct from previous objects of state control that
it should be treated differently. This argument is based on the perception that states
as agents in the digital sphere are too slow and inefficient in managing the fast pace
[64]. Often, this perspective is associated with libertarian attitudes [39], such as those
expressed in debates about cryptocurrencies [60].

Another example is the multi-stakeholder internet governance perspective, which
states that the stakeholders should manage the internet on their own, resulting in a
decentralised management and negotiation of best practices [16,40] among states,
NGOs, and other stakeholders. However, internal disputes and a lack of coordination
prevented the sustainable success of decentralised approaches. Also, many states try
to exercise state sovereignty through multilateral and bilateral agreements, as well as
international organisations [64].

The claim to sovereignty is not limited to states, as individuals and corporates also
claim to have and to be able to exercise certain sovereignty. Resulting from these
diverse claims, the digital sphere is heading towards a phase of claiming and negoti-
ating sovereignty, with an uncertain and potentially threatening outcome. Some authors
even refer to this situation as a “tech war” [17]. For example, some states’ plans rely on
the idea of a strong and sovereign state, which exercises sole control over its part of the
internet including citizens’ data [14]. Other states promote digital or surveillance cap-
italism in a laissez-faire approach to benefit from economic growth [6,33,37]. Again
other states, mostly European states, are heading towards a third way, with a strong
emphasis on the individuals as users, consumers, and citizens [26,33,41,51,64]. Some
states, primarily developing countries, lack the power to claim sovereignty at all [3].

2.2 Digital Sovereignty in HCI

There is already some research within our community using the term digital
sovereignty. For example, research on designing transparent e-Government websites
[78] or smart cities [7], service switching intentions within the GDPR legal context [48],
the privacy of used smart devices [9] and services [2], technology independence from
monopolists [27,31,32,50], to the effect and design of social media in the context min-
imising user autonomy and data exploitation [67]. However, in much of this research,
no clear definition of digital sovereignty is given. Luzsa et al. [48] who understand
“the term’digital sovereignty’ [as the] answers to these threats and ways to increase
privacy, security, and informational self-determination of individuals, economic actors,
and democratic institutions”. Whereby the threats for individual users, e.g., manipu-
lation or identity theft, companies, e.g., intellectual property theft, and societies as a
whole, e.g., polarisation and mistrust, are caused by fake news, hacking, and a monop-
olisation of services. While this definition accounts for the whole network of actors
within the political discourse, other authors, such as [78], see individuals being digital
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sovereign when they can “act deliberate and with self-determination”. Essential for this
is the ability to understand which personal data is shared with which governmental or
commercial actor. Quite similarly, Bernardes et al. [7] locate digital sovereignty in the
discussion of privacy and control over their data. Their case is situated around smart
cities in Europe that apply GDPR. The commercial line of argumentation for digital
sovereignty is used by [9], who argue that sovereignty users are sovereign in the con-
text of smart assistance when they are “able to determine which data is collected and
used for which purposes”.

Grohmann [31] also argues for digital sovereignty in the context of data control and
ownership. But his arguments go beyond demanding transparent digital infrastructures,
but for autonomously designing and maintaining own infrastructures to be indepen-
dent from monopolists and their infrastructure and algorithms, which might enforce
inequalities and certain ways of working. Given the context of Brazil, narratives of dig-
ital colonialism and dependence on Western countries are also picked up. In the context
of smart cities, Heitlinger et al. [32] argue for software and hardware autonomy and
the inclusion of citizens in the ownership, design, and maintenance of the systems to
counter “the abstract digital spaces and proprietary infrastructures of neo-liberal smart
cities”. They also address the need for skills and literacy to enable such self-governance
of a digital-common. Similarly, Marichal et al. [50] locate their work on open-source
mixed-reality environments within a broader discourse of digital sovereignty. However,
the dependence on monopolists is not elaborated on. Other research [27] cites digi-
tal sovereignty as one of the benefits of their recycling platform, which decreases the
dependence on (foreign) resources and producers.

Schelenz et al. [67] understand digital sovereignty in the context of protecting users
against the power of social media platforms and regulating these. They argue, that the
service providers “minimiz[e] users’ autonomy, marginaliz[e] minorities, and exploit[e]
users’ data for profit maximization”. This critique on social media platforms also relates
to the first definition, which highlighted the threat coming from fake news [48].

Although there is research picking up the term digital sovereignty within HCI, the
discourse already covers a broad spectrum of the policy discourse. However, no paper
was found that addresses digital sovereignty in such a holistic manner, e.g., by deriving
a human-centred conceptual model. Besides an understanding of the term in general,
such an explorative conceptual model is helpful, e.g., to guide early research by clari-
fying and identifying main factors and their relations. This research draws inspiration
from statements [45,66] to propose human-centered digital sovereignty. Based on those
statements, we understand the concept as an enhancement of individual autonomy in the
digital sphere, shifting the focus away from governments and corporations to prioritise
human interests. “Human-centered” means safeguarding personal data privacy, individ-
ual agency, and designing technology for human well-being. It advocates for equitable
access to digital resources and empowering individuals to shape their digital environ-
ments. Clarifying this concept is essential, as it emphasises human dignity and a fair,
inclusive digital future. Thus, in the following, we aim to create a conceptual model,
that supports research and design to foster such digital sovereignty.
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3 Method

To identify relevant literature to serve as the basis for structuring the research field, we
conducted an exploratory literature survey. This approach is inspired by the work of
Bolis et al. [10]. In the following, we will provide details on the procedure.

Exploratory Survey. To create an initial corpus of literature we queried the ACMDigital
Library, the Springer Library, the Eusset Digital Library as they are the primary sources
for CSCW, HCI and research at the intersection of technology and societal issues. More-
over, Google Scholar and Scitepress were queried for research. Google Scholar was
particularly used for information from adjacent fields and background information, e.g.,
from political sciences. We used the following query to retrieve the research: “digital
sovereignty” AND (“individual” OR “employee” OR “user” OR “citizen” OR “con-
sumer”). We used the second term to filter for research targeting individuals in their
various roles of using technology (see e.g. [41]).

Filtering & Analysis. The discovered literature was saved for a full review if the title or
abstract described terms or topics related to digital sovereignty on an individual level.
This resulted in a smaller corpus of literature considered for further analysis.

The articles were fully reviewed in a concept-centric manner to deduce concepts
and their relations [76]. The first iteration of analysis started with the actors (as they
are already an important feature in policy research [64,73]) and application domains.
The other concepts were inductively deduced from the exploration of the literature over
multiple iterations.

Scope of the Survey. The goal of the literature survey and the resulting concepts and
their relations to human-centred digital sovereignty is an explorative, but comprehen-
sive, overview of this early-stage and emerging research field. It aims to guide future
research by providing the means to understand the challenges of the field and to com-
pare the cases of sovereign/non-sovereign conditions. We acknowledge that due to the
exploratory character, our survey did not result in an exhaustive list of literature, but the
results are a curated and representative overview of the field. From a methodological
standpoint, the survey includes research that was available in the libraries on March
12th (date of the survey).

4 Human-Centred Digital Sovereignty

In this section, we dive deeper into the concepts of Human-Centred Digital Sovereignty.
Figure 1 gives a high-level overview of the disparate but interwoven threads of the
emerging research field. Figure 2 describes the relation between the different concepts.
The illustration of the relationship is inspired by the actor-network approach of Tretter
[73], who researched covid apps based on such a network.

4.1 Concept: Expressions of Sovereignty

Starting with the expressions of human-centred digital sovereignty, we aim to introduce
key fields describing the degree of sovereignty from an individuals perspective.



Human-Centred Digital Sovereignty: Explorative Conceptual Model 89

Fig. 1. Conceptual Model of Human-Centred Digital Sovereignty.

Access. An important expression of sovereignty is access to technology and the digital
sphere as a prerequisite to participation in the modern information society.

Software & Hardware. Research addresses access to software and hardware as a neces-
sity for digital sovereignty. This access is related to technology sovereignty also dis-
cussed on a (supra-)national scale [20]. However, from a human-centred perspective,
it is much more related to individuals, especially marginalised individuals, and their
communities gaining access to technology. For example, [74] research the access of
tribal communities in the US to the internet, which has been cited as “a key factor in
establishing digital sovereignty, identity, and cultural resilience in Tribal communities
[52]”. Moreover, resource scarcity of communities and sustainability issues play a role
in establishing mechanisms to be more sovereign with technology [27]. Lastly, as the
example of [50] shows, soft- and hardware of established companies come at a price,
thus access might be limited for certain communities.

Digital Services. Besides soft- and hardware in the sense of technology in direct control
by the individual, infrastructure alike digital services and access to these play a crucial
role in human-centred digital sovereignty. Research in this field predominantly focuses
on access to governmental services, such as e-petition systems [47] or administrative
services [58]. However, it can also be related to other sectors, e.g., the health sector
[55]. Overall, access to digital services comes with the notion of equal access, similar
to the software & hardware access, as well as access in the sense of accessibility and
ease of use [8].
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Fig. 2. Relationship of the Concepts of Human-Centred Digital Sovereignty.

Information. The example of tribal communities and their internet access, as discussed
in [74], highlights the importance of having access to relevant information, particularly
in the native language, as it is a crucial aspect of cultural exchange and community.
However, political sanctions or attempts to create a sovereign/national internet [38], the
lack of effort to bring infrastructures to marginalised communities [74], or intransparent
algorithms [22] cut off individuals from the access to information, especially factual
information (see the fake news discourse [15]). More positively speaking, a relevant
factor for this expression of sovereignty is the access to relevant information that is
shared over the internet without technical, organisational, or legal hurdles.

Control. Besides the access to technology, research cites the control over technology
and algorithms as an important expression. This perspective is often strongly connected
to it-security and privacy issues, but also issues of transparency and procedural control.

Software & Hardware. To be digitally sovereign control needs to be exercised over
soft- and hardware in personal usage. Thereby, one factor is that both the devices and
the software have it-security features that do not endanger the individuals and their data
during use [58]. Moreover, control is understood in the sense that the technology does
not enforce unwanted behaviours, e.g., labour law behaviours in conflict with labour
law [57]. This control requires for transparency of algorithms and hardware blueprints
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[22] to prevent code to overwrite the rule-of-law [65], e.g., for AI-systems [61,80].
Additionally, part of control allows the choice to not use a certain technology if, e.g.,
the data collection mechanisms are not in line with their preferences [73].

Digital Services. Similar to Access control is not limited to technology under direct
control of individuals, but also extends to digital services as infrastructures. Examples
cited for such control over digital services are mostly related to e-government services
[79] and smart city services [23]. Therefore, it is similarly important that the underlying
procedures are in line with the interest of the citizens, e.g., do not affect the city as a res-
idential area for communities in a negative way. In this sense, it is about the democratic
control over technology affecting the lives of humans [65]. Similarly, such control, for
full sovereignty, is required over other technologies that heavily affect everyday life,
e.g., social media as the moderator of relationships and communities [67].

Data & Identity. Besides the technology itself, the control over data [2,73] and iden-
tity within the digital sphere [9,77] are prominent features of digital sovereignty. Con-
trol over data is exercised in the sense of data portability [48,54,68] between services,
regardless of whether public or private, consensual data sharing [78], and the right to
access, delete, and transparently see the usage by other parties [1,2,9]. Thus, this per-
spective is very much related to issues around privacy and identity management.

Competencies. This perspective is only a peripheral phenomenon within the surveyed
literature, but, e.g., deeply rooted in the open software movement [70]. Nonetheless, it
is highly important for individuals within the digital sphere [57]. This is especially true
with respect to the above-mentioned features of sovereignty access and control. This
relates to Using Software & Hardware, where a certain level of digital competency
is required to select and use technology in a sovereign way, e.g., recognising harmful
algorithms in recommender systems in everyday life [44] or accessing technology by
an elderly user [71].

Moreover,Managing Data & Identity requires certain competencies and literature
to understand the potential usage, including misuse of personal data as well as opportu-
nities and settings to protect the personal data [59].

Lastly, Participating in Design & Policy requires fundamental knowledge of tech-
nology and algorithms as well as political processes. For example, when articulating the
need to regulate a certain technology [73] or engaging in co-design of public services
and smart cities [32].

4.2 Concept: Actors

“[T]here currently is no sovereignty in the digital, but only various exercises
of power through which sovereignty is claimed and the claims of others are
attacked-and that when we speak of sovereignty in the digital, we are most likely
describing this network of various exercises of power that are connected to dif-
ferent claims of sovereignty. [26].” [73]
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The relationships and interactions between the actors are crucial to understand dig-
ital sovereignty. In particular, it might be interesting to compare contextual settings
with their configurations of actors and distribution of power, to better conceptualise the
situation of individuals and communities.

States. Given the historical connotation of sovereignty and the nation as the traditional
sovereign of the last century [73], it is not surprising that the most prominent actor
to claim digital sovereignty is the state or (supra-)national actors. Authoritarian and
non-liberal governments see digital communication as a threat to their political systems
[64], but also liberal democracies thrive for an agenda of digital sovereignty. In those
contexts, the ideas of sovereignty, however, are mostly driven by security concerns, as
global connectivity revealed vulnerabilities and threats to infrastructures relying on the
digital sphere [41,64].

Given the traditional power distribution, this actor is also important for the digital
sovereignty of individuals. For example, the state can emphasise its sovereignty over the
sovereignty of other actors [66], but can also be dependent on other actors, e.g., states
and corporates [79], and thus not able to claim sovereignty for itself and the citizens.
For example, developing states might suffer under a new “digital colonialism” [3].

Corporates. Another actor is the corporate or economical actor [6,41,64]. Corporate
actors are usually bound to the rule of law given by the economical context of the state,
e.g., policy on data protection [77]. However, especially in emerging economies [3,79],
but also countries without a strong digital market [22,57] there is a dependence on
(foreign) corporates that provide the technology as a monopolist provider.

As the primary role of the technology provider, corporates have power through the
ownership of the production resources, e.g. knowledge and facilities. Thus, they can
enforce their rules [65] or misuse data [32] if other actors cannot exercise power and
claim sovereignty. On the other hand, they could be a cooperative ally in the fight for
sovereignty, e.g., when they take part in recycling [27] or employ privacy-by-design
principles [9].

Individuals & Communities. This part of digital sovereignty is certainly most relevant
to the HCI community, due to its strong focus on our groups of interest in their various
life contexts. Sovereignty, here, focuses on individual self-determination in the digital
sphere and the autonomy of individuals as citizens, employees, users, and consumers
[41,72]. These actors are usually the ones with the smallest ability to exercise power.
Thus, it is especially discussed in democratic contexts, with a certain prevalence in
Europe [41,62–64]. However, especially the actions of autocratic states against their
citizens resemble their fear of their citizens and their collective power [30].

Individuals and communities might be dependent on the other actors in their role of
providing technologies and policies, however, as a collective, they can exercise power
through political participation [23,74] or the provision of bottom-up open source tech-
nologies and infrastructures [32,50].
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4.3 Concept: Actions

Within their fight for digital sovereignty, the different actors exercise various actions to
support their claims of sovereignty. In the following, we will present the actions and
provide examples.

Geo-Politics. Geo-Politics are primarily driven by governmental actors. States aim to
bring parts of the digital sphere under their jurisdiction [41], with limited access of
other actors, especially other states and corporates [64]. This can be motivated by the
protection of data and the security of infrastructures, but also the increased access to
data of citizens, e.g., for surveillance reasons, and potential economic benefits from
closed innovation systems [14,33,53]. However, also big-tech exercise power in this
field, e.g. when playing on the dependency of entire countries on their technologies
[3,61,79]. This role has also resembled embassies being opened in Silicon Valley to
directly negotiate with technology providers [24].

Measures within this field range from measures, such as banning certain technolo-
gies [58], nationalising the network [38], influencing other actors through technology
[61,79] to collaboration on data standards [68] or forming networks to gain more power,
e.g., over monopolists [79]. In summary, those measures, depending on the motivation
and the goal can be both harmful and beneficial for the individual, while in some sit-
uations a ban on technology might protect consumers, in other cases, it might prevent
them from free communications.

Digital Policy. Digital Policy is quite similar to Geo-Politics but comes with a stronger
focus on regulation within the jurisdiction of the state. However, there is also an over-
lap, when it comes to forming supra-national legislation, e.g. EU-wide [77] or global
standards. Thus, actors with increased power are more strongly engaging in this field
of actions—corporates influencing legislation using their strong lobby or overwriting
policies utilising economical power [32,57] or governments issuing complex policies
to prevent communities from being sovereign [74]. However, those actions can also be
beneficial for the individuals, for example when issuing policies, such as GDPR, that
is cited for its positive impact on consumer/data protection [1,7,8] or the regulation of
algorithms, social media, and AI through policy [67,80].

It is important to highlight that individuals and communities can also exercise a
certain power in this field. Unfortunately, this is limited to certain democratic contexts.
Political participation allows influencing legislation to consider the perspective of indi-
viduals and communities, such that policy is formulated in favour of their sovereignty
[8,23,74].

Technology. On the technology level, this field of action involves all actors. This is pri-
marily through the design, development, and provision of technology. Of course, most
technology, including software, hardware, and digital services is provided by corporate
and governmental actors, however, also individuals and communities can act to increase
their sovereignty on this level, e.g., by maintaining independent infrastructures [32],
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contributing to open source software [50], or other forms of engagement [74]. More-
over, using the available options, e.g., privacy settings [2], to increase and strengthen
their sovereignty is a technology-level action of individuals.

Supporting this engagement or employing human-centred design methods, e.g.,
user-centred design methods [7,8,23] or privacy-by-design [9,78], is of course also
a type of action being used by states and corporates aiming to increase the sovereignty
of users. On the other hand, those actors also employ malicious actions on a technology
level, e.g., providing technologies that create dependencies [79,80] or primary means
to collect and misuse data [7,8,32].

4.4 Concept: Research Domains

Understanding the different research domains is crucial as sovereignty varies across
contexts and can be influenced by a range of factors. Each domain represents a specific
area of human interaction with digital technologies, and the level of sovereignty expe-
rienced by individuals and communities can differ significantly among these domains.
Here, we provide an overview of the key research domains related to digital sovereignty
found during the literature research. Yet, the individual research articles did not adopt a
common language, not common theory, such that comparing empirical results or design
implications across contexts is inhibited.

Workplace: This domain focuses on the use of digital technologies in work environ-
ments. It explores how individuals interact with technology, data privacy in professional
settings, and the influence of corporate policies on employee sovereignty. A particular
example, is the use dependency on office software produced by mainly one company
[57].

E-services and E-IDs: E-services involve digital interactions between citizens and
governmental entities, while E-IDs refer to digital identification systems. This domain
examines the level of control citizens have over their personal data when accessing e-
services and the impact of digital identification on individual privacy and autonomy
[1,48].

Technology/Hardware Recycling: This domain concerns the proper disposal and
recycling of technology and hardware. A particular focus is on the access to technolo-
gies through recycling practices. For example [27], investigates how communities could
keep technologies within a circular economy to gain access and control over distribution
channels.

Internet Access: Internet access is crucial for digital participation. This domain
explores how internet service providers, governments, and other actors can affect indi-
viduals’ access to the internet, which can, in turn, influence their digital sovereignty
[38,74]. A particular example is the fight of tribal communities which use different
actions (technological/political) to access the internet in areas unconsidered by infras-
tructure planning [74].
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Electronic Government: This domain looks at how governments leverage digital tech-
nologies to provide services to citizens. It examines the extent to which digital govern-
ment services empower individuals, protect their data, and uphold their digital rights
[47,58,68,77–79]. An important direction of research is presented by Wessel et al.
[78], who focus on designing services that make data sharing transparent and increase
the data sovereignty of citizens in their interaction with the government.

Smart Assistance: Smart assistants, such as voice-activated devices, have become
prevalent in homes and workplaces. This domain investigates the implications of using
smart assistants on individual privacy, data control, and the potential for abuse or
surveillance [9]. A particular example, is the design of identity management mecha-
nisms in smart environments that protect the data of users [9].

Smart Cities: Smart cities integrate various technologies to enhance urban living. This
domain explores the impact of smart city infrastructure on citizens’ digital sovereignty,
including data collection, privacy concerns, and the potential for exclusion or discrim-
ination [7,8,23,32,79]. In particular human communities are endangered by technolo-
gies imposed to them by monopolistic and powerful corporates working together with
the governments. Heitlinger et al. [32], for example, propose “ways in which design can
participate in the right to the sustainable smart city”.

Health: In the digital health domain, technologies like wearables and health apps play
a significant role. It examines issues related to health data ownership, consent, and
the potential benefits and risks to individual sovereignty in healthcare [2,43,55]. Quite
similar to e-Government interaction a main theme here is the consensual and transparent
data sharing with other actors [2].

Social Media: Social media platforms are ubiquitous, and this domain delves into
how these platforms handle user data, content moderation, and the implications for
users’ digital autonomy and freedom of expression. Especially considering the ubiqui-
tous usage of social media, those platforms gained significant impact on everyday lives.
Thus, they should also reflect human needs, e.g., for diversity and protection [67].

Artificial Intelligence: AI technologies are increasingly integrated into various aspects
of life. This domain explores the implications of AI on individuals’ decision-making
autonomy, privacy, and potential biases affecting digital sovereignty [61,80]. Thereby,
this topic particularly reflects the global nature of the discourse. AI is ubiquitously
deployed, but not all humans and communities have access nor capacities to influence
regulation or design and development.

5 Discussion

5.1 How to Use the Conceptual Model?

The conceptual model presented in this research enables researchers and designers to
consider the relevant concepts of digital sovereignty cases during their work. It raises
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awareness for the different, expressions, actors, and actions present in their particular
domain of engagement. Given the differences in the early stage research within HCI
in general, but also the nature of the data—focusing on different domains, actors, or
actions—the conceptual model is not meant to provide a domain-specific best-practice
overview. Instead, it offers a tool for designers and researchers to think about digital
sovereignty within their project, compare cases, and most importantly find a common
language for describing the field of digital sovereignty.

Thus, there is also no fixed order in which researchers of designers should apply,
research or assess the concepts. Given the relationship depicted in Fig. 2, researchers
and designers can start their exploration and reflection based on any concept, depending
on their own starting point, e.g., if they already identified certain actors or are aware of
certain expressions of sovereignty of their users.

Also, from a methodological point of view, the model is intended to be flexible:
It allows to reflect on potential configurations actors, and actions that decrease the
sovereignty of users or guide empirical research and the comparison of cases by con-
sidering the key concepts. Furthermore, it is a call to action to more strongly consider
digital sovereignty from a human perspective and critically engage in the discourse. We
hope that individuals who apply our conceptual model find inspiration from the present
viewpoint, reflect on their own work, and, consequently, design products that consider
the digital sovereignty of their users.

5.2 Key Challenges and Ways Forward

Using the conceptual model as a basis for understanding the emerging topic of (human-
centred) digital sovereignty, in the following, we present the key challenges and ways
forward for our research community.

Researching Human-Centred Digital Sovereignty and Comparing Cases. Individ-
uals and their communities are affected by a loss of data, loss of autonomy, or manipula-
tion by state or economic actors not only in their role as users of a particular technology,
but in all aspects of life, depending on how strongly states push their aspirations, or how
strongly monopolistic economic structures succeed in bringing individual citizens and
their societies into dependencies [26]. Also, increasing surveillance [42,49] and tribal-
isation of the internet [25] endangers the positive visions of this community [25,37].
Technology becomes a surveillance nightmare, makes dependent instead of providing
support, or remains an unattainable dream due to lack of resources.

Due to this ubiquitous dimension, the network of various actors, and the depen-
dencies of entire states, companies, and individuals, the discourse is certainly different
from other trend topics. While traditional HCI primarily focuses on user participation in
tool and environment design, the interpretation in this framework extends beyond mere
usability and design considerations. Here, human-centeredness encompasses a broader
perspective that incorporates the rights, interests, and agency of individuals and com-
munities within the digital landscape and politics. This expanded definition allows for
a more holistic exploration of how technology can empower users while safeguarding
their digital sovereignty rights. This is important, as the narrow focus on particular tech-
nologies or design fields without the broader picture might fail to answer fundamental
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question about the continued existence and future of the digital sphere as we know and
envision it [37].

Thus, to fully understand the network of actors and actions, its impact on digital
sovereignty, as well as measures to increase the control, access, and competencies of
users, it is necessary to compare cases from different application domains. This is par-
ticularly important, as communities of interest are formed around certain topics, e.g.,
smart cities or e-health, without constant flow of information between them. Only little
research sees the full picture of the ongoing “tech war” [17]. Seeing the full picture,
however, is important as we need to “pursue distributions of digital sovereignty that
provide the best balance” [18], coming with a strong emphasis on individuals and com-
munities [66,73].

Thereby, it is important to not just continue the same research with a new name,
but collect and compare cases of sovereignty and non-sovereignty to understand the
topic holistically. According to [18], with a reflection on different perspectives “better
decisions can be made about how control of all the relevant elements of the digital
should be divided”. Thus, we need to find a definition of what human-centred digital
sovereignty is. We are aware of the early stage nature of our explorative conceptual
model, however, we see its value as a tool for dissemination of the topic, a foundation
for better models, and a starting point for the comparison and research of cases.

Informing Policy & The Political Agenda. Corporate and governmental actors are
usually the more powerful actors. This is particularly true when it comes to the field
of politics and policy, where the state is not only sovereign in issuing a policy but an
established network to inform policy exists between the public and the private economic
sphere, e.g., within surveillance capitalism, [13,42]. Thus, empowering the individual
cannot be solely based on research and technology design, but we need to transform
knowledge into standards and norms or inform policies, that restrict state actors or cor-
porate actors in their actions.

In the past, the HCI community has already proven that it can influence policy
discourses [34]. Many examples can be found in the context of dialogue design and
accessibility [34,46].

To make policy contributions, it is crucial to actively participate in policy discus-
sions [35]. Examples of this engagement involve critically examining the implementa-
tion of policies such as GDPR [59], or uncovering dependencies, as demonstrated by
[57]’s survey of Danish knowledge workers’ reliance on technology monopolists.

The research of [28] and [36] highlight the importance of interdisciplinary
exchange, particularly with the legal and policy communities. This exchange facili-
tates direct engagement with scholars at the forefront of recent developments, which
can aid in achieving a shared understanding and creating new avenues for disseminat-
ing HCI contributions, such as the practical difficulties of GDPR [59]. Here, adopting
terms, such as digital sovereignty, is crucial, as a common terminology facilitates the
exchange [46].

Empowering Individuals & Communities Through Design and Competencies.
Besides engaging in policy, an opportunity for our research community lies in elabo-
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rating positive visions for individuals and communities, e.g., in collaboration or shared
sovereignty with other actors, a strong focus on software communities and free software
[70], or in cases of oppression based on autonomous digital infrastructures [11].

For example, based on our research projects and design approaches, we can con-
tribute to open-source/free software technologies to strengthen societies to reduce
dependence on monopolist technology providers [3,56,70], to support individuals
against their government, e.g. to bypass censorship on the internet [11] or to share and
compare policy intentions under a common lens [75]. This approach might be limited
by the resources of our community itself, however, there are also other chances, e.g.,
empowerment through competency building that helps using given rights and options
[12] or collaborating/co-designing with technology providers, be it the public or private
sector.

Moreover, it is certainly also important to take stock of the research within the com-
munity (see, e.g., [4]). We already have a great variety of knowledge, design approaches,
and best practices on many topics ranging from open-source/free software, usable-
privacy, to grass-root movements, but they are not necessarily accessible for discourse
and might be worth discussing under the new outlook of ongoing fights for sovereignty.
Again, the goal should be fostering the design of better technology.

5.3 Limitations

As already mentioned, the conceptual model does not provide any best-practices or
guidance when it comes to “how to enhance the digital sovereignty of humans”. We
only provide narrow ideas by describing the expressions of such sovereignty picked
up in previous research, e.g., competencies. This limitation is certainly due to the fact,
that the research field as such can be considered to be in a very early stage. However,
also our own focus on providing an overview of the key concepts and their relations,
instead of an in-depth exploration of related concepts, e.g., human autonomy or self-
determination, contributes to this limitation. Thus, this research should be seen as a
charter and inspiration for HCI research on digital sovereignty in the hope that we
understand digital sovereignty better, promote a positive vision of the future, and ulti-
mately design better technologies.

6 Conclusion

While the ideas of engaging in policy discourses are not new to the HCI community,
this particular exploratory paper picked up a new discourse that seems to be underrepre-
sented so far. In particular, this paper creates an explorative conceptual model to intro-
duce the ongoing discourse around human-centred digital sovereignty to the commu-
nity, as well as guide early research by clarifying and identifying the main concepts and
variables. Moreover, it should inspire new questions and help identify existing knowl-
edge and gaps. Future research, should pick up the discourse, elaborate on a human-
centred definition of digital sovereignty, engage with policy-makers and researchers,
design open-source/free-software tools to support those living under non-sovereign con-
ditions, and ultimately envision alternative futures with the individual humans and their
societies as the sovereign.
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Natalia Maury-Castañeda, Sergio Villarruel-Vasquez, and Willy Ugarte(B)

Universidad Peruana de Ciencias Aplicadas, Lima, Peru
{U201816996,U201714083}@upc.edu.pe, willy.ugarte@upc.pe

Abstract. In this paper, we present a Q-learning-based multi-agent system
designed for Dynamic Difficulty Adjustment (DDA) in a 3D fighting game. Our
primary goal is to enhance the player’s gaming experience through dynamic
game difficulty adjustments based on their performance. We leverage the Unity
game development platform and the ML-Agents framework to implement the
Q-learning algorithm, training intelligent agents to adapt the game’s difficulty.
Our findings underscore the efficacy of Q-learning and multi-agent systems in
improving DDA for video games. In the conclusion section, we discuss potential
implications and future directions for our research.

Keywords: Dynamic difficulty adjustment · Q-learning ·Multi-agent systems ·
Unity 3D · Virtual reality · Gaming experience · Game development ·
ML-agents framework · Video games · Artificial intelligence · Player
performance · Difficulty level adaptation · Intelligent agent Training

1 Introduction

Even though more and more people are playing video games in the last few years, in
2022 there was a decrease of 20.9% in people playing and ordering Virtual Reality (VR)
devices throughout the years1. Despite the fact that Meta has sold around 20 million
units of VR devices, user retention is a main issue. Meta executives have declared that
they need to be better at retention and the resurrection of their user base2. This is caused
by multiple factors, such as being a new device, lack of games, new competition from
established companies such as Sony or Apple, etc. Because of this, our main objective is
to increase player retention in VR games using multi-agent systems with Reinforcement
Learning (RL).

This is important because the gaming industry has been growing over the years,
reaching its peak growth in the third quarter of 2020, producing over 11.2 billion dollars,
a 24% increase compared to the previous year. There have been more people playing

1 Global Shipments of AR/VR Headsets Decline Sharply in 2022 Following the Prior Year’s
Strong Results - IDC - https://www.idc.com/getdoc.jsp?containerId=prUS50467723.

2 This is Meta’s AR/VR hardware roadmap for the next four years - The Verge - https://www.
theverge.com/2023/2/28/23619730/meta-vr-oculus-ar-glasses-smartwatch-plans.

c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
H. P. da Silva and P. Cipresso (Eds.): CHIRA 2023, CCIS 1997, pp. 104–120, 2023.
https://doi.org/10.1007/978-3-031-49368-3_7
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with more gaming devices, such as Nintendo Switch, Playstation, Xbox, etc. The best
performing games were Among Us, Super Mario Odyssey, Animal Crossing, Minecraft,
Call of Duty: Modern Warfare, Fortnite, etc.3

While developing games, the main challenge is to ensure gaming balance, which
directly affects the player’s experience and interactions with the game. This is achieved
by having a good learning curve that maintains the game’s complexity in perfect bal-
ance: not too hard to be frustrating, and not too easy to be boring. Various techniques
are employed to achieve this balance. For example, Sony is actively investing in tech-
nologies to enhance the gaming experience. It has established a subsidiary dedicated
to exploring Artificial Intelligence (AI) techniques such as reinforcement learning and
multi-agent systems for use in their future games4. These endeavors reflect the indus-
try’s commitment to delivering the best possible gaming experiences.

The dynamic adjustment for game difficulty is more complex to achieve in a virtual
reality environment due to the many different sorts of actions and inputs that the player
can execute. In a regular video game, the player owns a discrete quantity of possible
actions in possible scenarios based on the limitations of the game. In VR, players have
the freedom to move their body, their arms, and their position, which could lead to fool-
ing classic AI-enemies. To validate the unique challenges of VR games, we conducted
a test by playing Resident Evil 4 for Meta Quest, comparing it to its non-VR version
on Playstation 2. This hands-on testing process provided insights into the complexities
involved. For this reason, user-agents must be trained with real data and simulations to
learn from human behavior, which will certainly be a challenge to reproduce.

There have been other related works that apply multi-agents in games, but they
have different purposes (all of the mentioned methods will be further explained in
the related works section). In [8] the authors use an agent to regulate the game diffi-
culty based on a Machine Learning (ML) model and introduces it into the Monte-Carlo
Tree Searching Algorithm to detect the player’s state (Competence, Valence, Challenge,
Flow, etc.). Based on the obtained result, the agent will adjust the difficulty of the game
to ensure the best experience. Another approach uses machine learning with Artificial
Intelligence to build a model based on massively multiplayer online role-playing games
(MMORPG) with the most common actions made by players over a 6month period.
With this information, they train generative models that create agents that will recre-
ate the most common actions, helping the testing process by finding the most common
bugs with the agents [10]. Finally, the research of Reis et al. uses multi-agent in meta
games to adjust the difficulty of the other agents in the game so it maintains its equi-
librium in difficulty [11]. What all of these works have in common is that all of them
use agents in games. However, the aim is to implement agent-based technologies in a
different way. For example, Moon’s research regulates the difficulty based on state not
player ability, Pfau’s work uses multi-agents for testing and debugging the game, Reis
uses them for maintaining the game flow. The approach with multi-agents will be using

3 Third Quarter 2020 U.S. Consumer Spend on Video Game Products Shattered Previous Record
Highs - NPD - https://www.npd.com/news/press-releases/2020/the-npd-group-third-quarter-
2020.

4 Sony Research Inc - https://ai.sony/projects/gaming ai/.

https://www.npd.com/news/press-releases/2020/the-npd-group-third-quarter-2020
https://www.npd.com/news/press-releases/2020/the-npd-group-third-quarter-2020
https://ai.sony/projects/gaming_ai/
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the player’s abilities, and we will adapt the game difficulty using QLearning Algorithm
in VR games [2,10,13].

In order to do this research, there are key components that will lead to achieving
its objective. First, for the purpose of increasing player retention in VR games, this
work will apply multi-agent systems using reinforcement learning with Q-Learning to
the enemies of the game. These agents will learn based on the abilities and behavior of
the player, so it’s neither too easy nor too hard, making it the perfect challenge for the
player’s capabilities. However, due to time constraints, the agents won’t communicate
with each other or cooperate to defeat the player. In the next phase of work, the goal is
to make the agents work together by sharing information and making joint decisions.
This will help them achieve their common objective of defeating the player.

Fig. 1. Adapted Game for VR.

To achieve this, a game that has the player in constant confrontation with enemies
was needed. A game repository title “3rd-person-fighting” developed in Unity by Vysh-
novka, available at https://github.com/vyshnovka/3rd-person-fighting was found and
used as the foundation for the project. Once the base-code of the game was obtained,
improvements had to made and add more features like the enemy hordes, convert the
game to VR-capable, add more weapons, update the game mechanics, and implement
the agents for Dynamic Difficulty Adjustment, as can be seen in Fig. 1. Finally, a
VR device was needed to test the game, so the goal was to build the game for Meta
Quest 2.

This research makes three primary contributions. Firstly, the implementation of a
multi-agent system specifically designed for DDA allows for dynamic game difficulty
adjustments based on user performance. Secondly, the open-source game has been mod-
ified, integrating our multi-agent system to create an immersive gaming experience.
Lastly, a comparative analysis of different approaches is conducted to validate their
effectiveness in enhancing user retention.

https://github.com/vyshnovka/3rd-person-fighting
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This paper is structured as follows: it begins by reviewing related works on Dynamic
Difficulty Adjustment and its impact on the player’s game experience. Following that,
the paper delves into the relevant concepts and theories associated with the research
background. Subsequently, we detail the procedures performed and the experiments
conducted during our research. Finally, we conclude the paper by summarizing our
findings and providing recommendations for future research endeavors.

2 Related Works

There are many algorithms, methods, and techniques that are used to regulate the game
difficulty and improve the player experience. In this section, we will further explain
the five most important and relevant papers for our paper research, the previous papers
mentioned in the introduction will be explained to a bigger extent.

In [8] uses dynamic difficulty adjustment integrating it with Monte-Carlo Tree
Search algorithm to regulate the game difficulty. The researchers focus their investiga-
tion on DDA with multi agent systems (MAS). However, instead of using the player’s
abilities, they use the player’s affective states to regulate the difficulty to ensure that
they have the most enjoyment while playing. To archive this, they use Monte-Carlo
tree search (MCTS) with Machine Learning models referencing the game features in
order to effectively predict the player’s affective state. There are four player states that
the MCTS uses: valence (VA), flow (FL), challenge (CH) and competence (CO), and
there are four ML, one for each state. In other words, the game difficulty is determined
by the player’s state so that they don’t feel like the game doesn’t have enough action,
etc. The results show that the approach Moon et al. took enhanced the players’ game
experience [8].

The main difference between this paper and the one we are doing is that they reg-
ulate the difficulty of the game based on the state of the player and not on their skills.
Another difference is that they use a different technique, the Monte Carlo Tree Search
Algorithm, which is very effective in getting the state of the player accurately, and we
plan on using Q-Learning. Because of that, our work is different than the one made by
Moon et al.

In [9], a new reinforcement learning technique combined with deep learning is
proposed to create Artificial Intelligence agents that can compete in real-time fighting
games.

The researchers designed and implemented the neural network with LSTM archi-
tecture, in the game “Blade & Soul”, a two-dimensional fighting game. They made use
of the autoplay function to face the agents against each other in order to train them,
and they programmed three different agent styles (aggressive, balanced, and defen-
sive) so that the model can achieve better efficiency. These agents were created through
the reward configuration. In addition, data-skipping techniques are suggested to further
improve data efficiency [9].

The trained AI agents competed against five professional players and achieved a
62% win rate. The results demonstrate that the proposed reinforcement learning tech-
nique can be applied to other fighting games and could be useful in game development
and automatic level balancing [9].
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While our project shares similarities with the research paper about trying to get the
best experience for the players, the main difference is that we plan to train our model
using data from human players, whereas the authors of the paper trained their agents
against other agents.

Another paper [5] employs meta and deep reinforcement learning algorithms to
create a set of trained agents that subsequently train other agents through reinforcement
learning. In this setup, a primary trainer, referred to as the meta learner, is responsible
for instructing inner learners, preparing them for various scenarios. In this manner, the
meta agent’s role is to produce agents (inner learners) capable of effectively addressing
the given problem and acting as exemplars for further learning [5].

A flexible end-to-end framework was implemented. The upper layer of this frame-
work receives the input of the deep learning algorithms to be used; here the meta learner
and the inner learners are defined, and the internal environment with the problem to be
solved. The conversion layer receives the previous information and processes it to cre-
ate a personalized external environment, defining the rewards and punishments for it.
With this reinforcement learning algorithm, the meta learner will try to solve the prob-
lem by interacting with the external environment. The meta agent receives information
from the external environment based on rewards and punishments in order to learn; this
parameter is the state space. The state space is the difference between the weights of two
neural networks, where the neural networks are constructed by the inner learners. The
reward parameter is the average of the rewards of the inner learners; this information is
received by the meta learner and is vital for the correct functioning of the algorithm [5].

With all this information, the meta learner will generate other agents (inner learn-
ers), where they will be tested in the internal environment. With the results obtained
from the interactions of the environment, it will know which features to ignore and
which to use to improve the agents. Once the meta learner has finished learning, a Ran-
domized Batch Vector (RBV) will be used where a random number of samples are used
and the meta learner is left to adjust the weights of the vector with the agents (inner
learners) it created to solve the problem. The goal of RBV is to reduce the number of
parameters that the meta learner has to monitor and thus have a better result [5].

The key differentiator between this paper and our project is the training methodol-
ogy employed. While the paper uses meta and deep reinforcement learning algorithms
to train a sample of agents, which will then train other agents, our project is focused
on training agents using Q-learning against human players. Additionally, the paper’s
framework involves a meta agent generating inner learners that solve the problem appro-
priately, whereas our approach focuses on using a multi-agent system to dynamically
regulate the difficulty of VR games and improve player retention. In summary, our
project aims to directly address the issue of player retention in virtual reality games
by training agents to adapt to individual players, while the paper focuses on a more
complex training methodology to generate agents that can solve problems in a general
sense.

To determine the impact that difficulty pacing has on the player’s motivation, [3]
reviews the state of the art and literature of the curve difficulty in order to develop the
one that best enhances and impacts the player’s motivation in a game. To achieve this,
the authors, Rao Fernandes, William; Levieux, Guillaume, used the dynamic difficulty
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adjustment model to regulate the curve based on the player’s ability, base lines, and
peak difficulty points. The DDA allows them to see the trace of the difficulty curve, see
the base lines and peak points throughout the gameplay, and adjust the difficulty based
on the parameters in which the model is configured. Rao Fernandes et al. developed
four different curve difficulties to test them in a simulation and determine which curve
the players prefer and motivates them to keep playing. After doing that, the authors
implemented an enemy that was controlled by artificial intelligence, and this AI would
be regulated by the dynamic difficulty adjustment model. The results obtained prove
that players prefer curves with peaks rather than ones that are flat [3].

This paper shares a similar objective with our work, with the primary difference
lying in the techniques employed to achieve the goal. Rao Fernandes et al. utilize a
Data Model, while our approach involves implementing Agents, a form of Artificial
Intelligence, in the enemies to regulate difficulty and maintain player engagement.

In [1], they use reinforcement learning, which is also used to implement Dynamic
Difficulty Adaptation as a Meta Game to achieve automatic game balance, so the game
is neither too hard nor too easy, by using RL to train the DDA algorithm. The reason
why the balance task was chosen to be made like a Meta Game is because in Meta
Games, actions change the rules of another base game. The technique consists of giving
the agents different roles so they work like a meta game. There are two main roles:
game master and training agent. The agent that will assume the role of game master
is in charge of learning the optimal policy of the meta game by playing it. The other
agents are in charge of training the game master with reinforcement learning so that the
game master regulates the game difficulty based on the input it is receiving. To test this,
they put the agents in a grid and made the game master agent play, showing that the
agent was able to balance the difficulty based on the information provided by the other
agents [1].

This paper aims to regulate the difficulty using dynamic difficulty adjustment algo-
rithms by mixing them with reinforcement learning and multi agent systems. The main
difference between our paper is in the way we both use the MAS technique. Reis et al.
use it so they have a game master who will be in charge of regulating the difficulty based
on the input it receive from the other agents. We plan to use the agents on the enemies
so that the training of the agents and their behavior are trained by the player itself. This
further proves that the use of multi agent systems is a good approach to regulate the
game difficulty in order to obtain balance.

3 Contribution

3.1 Preliminary Concepts

In this section, the main concepts used in our work are presented. We aim to train agents
using the reinforcement learning technique QLearning to regulate the game difficulty so
that it adapts to the player’s ability. We believe that by using this technique, the player
will be more motivated to finish the game and keep on playing.

The Difficulty Curve, illustrated in Fig. 2, plays a critical role in shaping the game’s
challenge level from start to finish. It ensures that players experience varying levels
of difficulty during gameplay, creating an engaging and satisfying experience. Game
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Fig. 2. Difficulty Curve.

designers employ diverse strategies when crafting these curves. Some opt for a curve
that begins with ease, escalates to a climax of intensity, and then eases off to let play-
ers savor their victories. Others prefer a gradual, steady rise in difficulty as the game
progresses. These approaches are important as they directly influence player retention,
influencing whether players complete the game [3].

Fig. 3. Dynamic Difficulty Adjustment diagram.

Dynamic Difficulty Adjustment, as depicted in Fig. 3, is a method to regulate the
game difficulty with different mechanisms. One way is to use game parameter tuning,
where the algorithm adjusts the difficulty using a timer depending on the player’s skill.
Another one is to use in-game manipulation, where DDA uses the user’s inventory to
measure the item drop rate and the damage patterns, based on the assumption that the
player’s skill is represented by these measurements. Finally, the use of game agents that
mixes artificial intelligence and Reinforcement Learning to regulate the complexity of
the game based on metrics established by the game developer. In order to measure the
player’s ability, most dynamic DDA algorithms use heuristic score functions specified
by game developers, but the downside of using them is their inconsistency [8].
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Fig. 4. Reinforcement Learning diagram.

Reinforcement Learning, as shown in Fig. 4, is a type of ML approach that imi-
tates the way how brain gains knowledge through applied mathematics and statistics.
A RL problem is usually formulated as a Markov Decision Process (MDP), where an
agent interacts with an external environment at discrete time steps. Each step, the agent
observes a state and chooses an action according to its policy, using a probability dis-
tribution from states to actions. From the action taken, the agent receives a reward, and
the environment changes to a new state. This process is repeated until a terminal state
is reached [1].

Fig. 5. Multi Agent Systems diagram.
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Multi Agent Systems, a are systems composed of mutually independent agents inter-
acting with each other in a shared environment to achieve their individual or group
objectives, this is represented in Fig. 5. Each agent makes decisions based on the infor-
mation they receive from their environment and the information they share with each
other. Because they are a type of Artificial Intelligence, they can be trained by tech-
niques like reinforcement learning with central approach and with decentralized app-
roach. The major difference between the two methods is that the centralized approach
uses real-time policies obtained by expensive calculations to an offline training proce-
dure for training. On the other hand, the decentralized approach uses QLearning to train
its agents; this technique will be further explained in the next paragraph [7].

Q-learning is an off policy reinforcement learning algorithm that can learn from
actions taken according to a different policy. This algorithm uses backpropagation and
loss function to learn the parameters using Q-Function and V-Function as approximators
to denote their values. The obtained value is the action value, which shows the quality
of the action made by the agent for a specific state, often denoted as Q-Value. With the
knowledge obtained, a new state is reached, and the consequences of the action taken are
stored in the experience replay transition table, which is denoted as Q-Tables. Combined
with the loss function and Bellman equation, the algorithm uses the distribution of Q-
Tables to determine the best optimal state. The main disadvantage of this technique is
that it requires multiple iterations to achieve its optimal state. The main reason for this
is that the rewards given only have a direct effect on the value state-action that triggered
them. As consequence, the other state-action pairs are affected indirectly by them with
the updated Q-Value [1].

Virtual Reality is a technology that allows users to immerse themselves in a virtual-
environment, which simulates the physical presence of the user in that place. VR expe-
riences can be designed to be interactive, allowing users to engage with the environment
in a natural and intuitive way. This technology has the potential to revolutionize many
fields, including gaming, education, and healthcare. In Fig. 6 we can observe how the
user can interact with the game using a virtual reality device.

Fig. 6. Virtual Reality interaction diagram.
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Our hypothesis is that the implementation of a multi-agent system based on the
Q-learning algorithm will effectively regulate the difficulty of virtual reality games,
resulting in an enhanced player experience and an increased player retention rate. By
dynamically adjusting the game difficulty based on the performance of the player, the
system will provide a more engaging and challenging experience while preventing frus-
tration and boredom. Furthermore, the system’s ability to learn and adapt to different
game scenarios and player profiles will lead to more personalized and satisfying game-
play.

3.2 Method

In this section, we describe the method used to implement a Q-learning-based multi-
agent system for a video game developed in Unity. We explain the architecture of
the system and its two main contributions: the integration of Q-Learning for decision-
making and the implementation of agents. As it was previously mentioned, due to time
constraints, we couldn’t implement the agents to be cooperative, but they are still com-
petitive because each of them wants to defeat the player. We provide step-by-step details
of the experimental setup and present the outcomes in figures and tables to convey our
story.

The objective was to implement the agents as shown in Fig. 7. In order to accom-
plish this, we would need to implement a Joint-QTable that has all the QTables from
each agent combined and a super Agent so that it controls the training. The agents

Fig. 7. Qlearning Based Multi-Agent System in videogame diagram.
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would communicate with each other through the Joint-QTable before making a deci-
sion while also considering their own experience (their own QTable). Because of the
complexity and time required, we are committed to continue our investigation and plan
to implement this in a future paper research.

Architecture. To address the first contribution, we implement the QLearning algorithm
for the agents, as shown in Fig. 8, which allows for the creation of intelligent agents
capable of learning from their past experiences and adapting their actions accordingly.

Fig. 8. Agents implement with Qlearning in videogame diagram.

The Q-Learning algorithm has been designed to maximize the agent’s cumulative
reward over time by identifying the most suitable actions for each game state. These
optimal actions rely on current game state metrics, including player and enemy health,
player score, enemy accuracy, and elapsed time. This approach results in more effi-
cient gameplay strategies. To support this decision-making process, the Unity MLA-
gents library was employed, providing a neural network to estimate the agent’s discrete
actions.

In summary, our multi-agent system utilizing Q-Learning empowers agents to learn
and adjust their behavior by considering the game state and their previous experiences.
As a result, players can enjoy the gameplay experience more, as the system dynamically
adapts the difficulty level to match their performance and keeps the challenge for them.
Ultimately, this enhancement contributes to an improved player retention rate, making
the game enjoyable for a longer period of time.
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Implementation. For the implementation, as mentioned before, Unity was chosen for
game development. As for the agents and QLearning implementation, we leveraged
the MLAgents library from Unity, which comes with an already implemented Agent-
System Framework. Our focus was on developing the custom QLearning algorithm,
refining the reward function, and configuring the agent training iterations.

The reward function utilizes statistics recovered from both the player and the enemy
to regulate its parameters. The metrics used for the rewards are the player’s and enemy’s
health, the time of death for both the enemy and the player, the enemy’s accuracy, and
the player’s score. The reward function utilizes these observations to determine the
most appropriate rewards, enabling the agents to adapt to the player’s abilities. This
reward and punishment function is designed to encourage more favorable behaviors
while discouraging undesirable ones. In Table 1, the reward and punishment system is
shown as it was implemented.

Table 1. Rewards and punishments for enemy agents in a q-learning based multi-agent system.

Input/Observation Reward Punishment

Distance to player Reward if close to the player Punishment if it is far away from the player

Health of player Reward for reducing the player health –

Health of enemy – Punishment for receiving damage

Enemy hit accuracy Reward for hitting the player Reward for failing the attack

Enemy’s death time – Punishment for dying too early

Enemy position Higher rewards as being closer to player Punishment for getting through the mountains

To make sure that the agent learns effectively, we had to take certain steps. Firstly,
we adjusted the reward values so that the QTable could be updated to provide the agent
with new QValues. To update these values, we used the reward for a specific action
applying the discounting factor; therefore, the impact of long term rewards is reduced.
The rewards are designed to favour and encourage desired behavior like chasing the
player, attacking it successfully, etc., and disencourage undesired behaviour like going
anywhere else but not towards the player, attacking all the time, etc. These penalties
have a high impact to ensure that the agent knows that it shouldn’t take these actions
and improves over time. This iterative process continued until the completion of the
training episode for every action that the agent took.

Overall, our implementation uses game statistics for reward and punishment func-
tions so that the agent learns to maximize their progress and performance in the game.
The additional adjustments we made to the rewards ensure that the agent learns effec-
tively and converges to an optimal policy in the game.

4 Experiments

In order to test our hypothesis, we will see the training results obtained through multiple
iterations. As it has already been stated, due to a time constraint, we couldn’t train the
model for a longer time, meaning that if we add the model to the actual game, it will
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give poor results that will not reflect the actual potential of the algorithm. Because of
this, we are just testing the results obtained after a short training period.

However, before we started training the model, we had to finish the improvements
to the game and ensure the correct setup for the reward and punishment system in the
algorithm so the training could give expected results like chasing the players, attacking,
etc.

Once the game was ready, we started the training of the agents for 24 h straight
through multiple episodes. Finally, when the training is finished, we check the cumula-
tive rewards obtained at the end of the training and see its improvements made through-
out time.

4.1 Experimental Protocol

To run this experiment, the following configuration requirements must be met:

– A PC with a VR-compatible graphics card.
– At least 16GB of RAM and an SSD for optimal performance.
– An Intel Core i5 or AMD Ryzen 5 processor.
– Unity Hub installed, with Unity version 2021.3.21f1 selected as the active version.
– The Oculus Link Software installed, which serves as the driver for the Meta Quest 2
headset.

– Python 3.9 installed, along with the MLAgents library, which should be updated to
the latest version.

– The ONNX library should also be installed and updated.

Once all the necessary setup is completed, follow these steps to run the project:

1. Open the Unity project and navigate to the gameplay scene.
2. Add the desired number of agents to the scene.
3. Open a command prompt or terminal and run the following command on python:

mlagents-learn --run-id=T1
4. In the Unity Editor, enter Play Mode to start the game.

By following these steps, the project will be executed, the agents will be trained, and
you can observe and evaluate their performance in the game environment in real-time.

To run the project in its non-AI version, simply enable the enemy spawner script
and disable the agent in the Unity game inspector. This will allow you to experience the
game without the AI-controlled agents, providing a different gameplay experience. This
can be useful for comparison purposes or when evaluating the difference in gameplay
with and without AI agents.

The source code can be found in this Github repository.

4.2 Training Trials

To train the model, several steps were followed. Firstly, the number of enemies/agents
in the scene was configured. Next, the training process was initiated by running the
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game for multiple hours. During this training period, numerous episodes took place,
each with a maximum duration of 5min. An episode concluded under the following
conditions: if the player died, if the enemy died, if the enemy left the battleground, or
if the simulation had been ongoing for 5min and the player isn’t dead.

At the end of each episode, the main variables for training were reset. These vari-
ables included the player’s and enemy’s health, character positions, health bars for both
the player and enemies, episode time, and character statistics. By resetting these vari-
ables, the training process was able to progress with fresh data for each new episode.

During the initial training hours, we allowed the agent to learn the fundamental task
of locating the player. It was only after the agent demonstrated proficiency in locating
the player that we introduced dynamic movement and combat training for the enemies.

Once the training period ended, we saw the statistics of the accumulative reward
to see how well the agents did. If the result was negative or too low, we trained them
again. If the result was positive and high, we finished the training and exported the
trained model.

4.3 Results

The results on the accumulative reward score that we obtained over every checkpoint in
1 h training process are the following:

Table 2.MLAgents based model results

Training Step Time Elapsed (seconds) Mean Reward

50,000 400 −71,488.846

100,000 720 −96,191.720

150,000 1,030 −86,629.965

200,000 1,350 −70,140.864

250,000 1,670 −52,870.763

300,000 1,990 −21,410.757

350,000 2,320 −24,754.569

400,000 2,640 −8,355.116

450,000 2,964 13,746.567

500,000 3,600 13,372.431

As seen from Table 2, the algorithm starts with a negative reward, but overall, as
time goes by, it shows improvement and eventually finishes with a positive reward.

This is also clearly shown in Fig. 9, a graph that reflects the agent’s learning pro-
cess. At the beginning, the graph shows negative rewards, because the agent performed
poorly and would randomly attack and move away from the battlefield to the moun-
tains. However, as the training progressed, the agent learned to stay within the battle-
field limits, as they got punished everytime they got closer to it. It then started adopting
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movement patterns that brought it closer to the player’s position. Over time, the agent
reduced the frequency of consecutive attacks and introduced longer intervals between
each attack. At a certain point during the 24 h training, it stopped repeatedly attacking
and only struck when the player was nearby, although it remained outside the range to
cause damage. Despite rarely being able to approach the player and eliminate them dur-
ing this training phase, the agent successfully maintained proximity and improved its
attack rate as the reward system was developed to encourage this behaviour. This shows
that the agents are learning based on the rewards they are receiving and the algorithm is
working.

Fig. 9. Mean Reward Progression Over Training Steps.

5 Discussion

In this section, we engage in a comprehensive discussion of our study’s findings and
their implications, addressing the following key components:

5.1 Interpreting Results

Our primary objective was to investigate the efficacy of our approach in improving
player retention by dynamically adjusting the game difficulty in VR video games.
As highlighted in the abstract, we have successfully implemented a Multi-Agent Sys-
tem based on the Q-Learning algorithm to dynamically adjust the game’s difficulty.
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Our findings, as presented in the results section, indicate a trend of improvement in
the agent’s performance over time, reflected in the accumulative reward scores. We
have systematically analyzed the training process and the associated agent behaviors,
concluding that the agent exhibits a capacity to adapt to the game environment and
player behavior. Furthermore, the initial negative rewards during early training stages,
as explained in the results section, are interpreted as a part of the learning process as
the agent’s strategy evolves.

5.2 The Impact of Training Time

As demonstrated by the accumulative reward scores presented in Table 2, underscore
the significance of training time. The agent’s performance considerably improved with
extended training duration. This implies that a more extended training period can
produce more accurate models, ultimately resulting in improved adaptation to player
behavior and enhanced difficulty adjustments. This point is vital for our discussion, as
it showcases the direct impact of training time on the effectiveness of our approach.
Training time plays a primary role in the success of our model, emphasizing the need
for longer training durations to attain optimal results.

5.3 Comparison with Related Work

In discussing our study’s findings and implications, we draw comparisons with related
work. The main points of comparison include the differentiation between our skill-
based difficulty adaptation approach and affective state-based approaches found in other
research [8]. Additionally, we contrast our methodology, which involves Q-Learning
against human players, with the practice of training agents against each other, as wit-
nessed in a different study [9]. We also distinguish our use of a multi-agent system tai-
lored for DDA from the flexible end-to-end framework presented in another paper [5].
These comparisons highlight the unique aspects of our study and its contributions to the
field.

5.4 Future Directions

We aim to explore techniques such as the Joint QTable to enable communication
between agents for cooperative behaviors, as discussed in the conclusion section. Addi-
tionally, we propose investigating alternative Q-Learning methods to reduce training
time while maintaining model effectiveness. By dedicating more time and resources to
future research, we aim to refine our models and explore techniques to overcome train-
ing time limitations. These future research directions emphasize the ongoing relevance
and importance of our work.

6 Conclusions

In conclusion, our research has shown the promising potential of Q-Learning in dynam-
ically adjusting the difficulty of enemies in real-time within virtual reality gaming envi-
ronments. Despite the limitations imposed by the duration of our training sessions,
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we’ve unveiled the substantial impact that extended training times can have on the per-
formance of the AI agents. These findings emphasize the crucial role of time in shaping
the capabilities of our agents.

Looking ahead, our focus will be on discovering and implementing more efficient
Q-Learning methods that can significantly reduce the time required for training while
maintaining the quality of the models. We are determined to tackle the challenge of
limited training periods, making it possible to develop sophisticated models that adapt
to the unique behaviors of individual players and offer finely tuned adjustments to the
game’s difficulty levels, similar to soft constraints [12].

The implications of our work, rooted in Q-Learning and multi-agent systems, opens
up new avenues for developers to craft immersive and engaging virtual reality gaming
experiences, such as [4]. By affording players a more personalized and challenging jour-
ney, our research contributes to the ongoing advancement of game development, ensur-
ing that users’ abilities and expectations are met to the fullest, and it may be applied to
other media [6].
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Abstract. With the advent of improved Artificial Intelligence (AI) algorithms
and the availability of large datasets, researchers worldwide are developing
numerous AI-based applications to replicate human capabilities. One such appli-
cation is automating the task of Speech Language Pathologists (SLPs) and build-
ing automated speech therapy tools for children with Speech Sound Disorder
(SSD). However, this development of AI focused on imitating human capabilities
brings concerns such as algorithmic discrimination or biased algorithms, job dis-
placements, and privacy issues. To address these challenges, researchers advocate
for Human-Centered AI (HCAI) and have proposed various frameworks for AI-
based systems. Although the proposed frameworks were developed for general-
ized AI application, it is not clear about its relevance in specialized AI application
such as speech therapy. This study aims to establish HCAI goals and a goal hier-
archy specific to an HCAI-based Speech Therapy Tool (HCAI-STT) designed for
children with SSD. Through an Affinity Mapping exercise, we identify seven top-
level goals and sub-goals, which include fairness, responsibility and accountabil-
ity, human-centered empowerment, trustworthiness, privacy, unbiased funding,
and security. Our findings highlight the importance of considering not only the
technical capabilities of AI systems, but also their ethical and social implications.
By prioritizing these goals, we can help ensure that AI-based speech therapy tools
are developed and deployed in a responsible and ethical manner that aligns with
the needs and values of their users. Our findings have broader implications for the
development and deployment of AI systems across domains, and future research
can build on our findings by exploring how the goal hierarchy we developed can
be operationalized in practice.

Keywords: Human-centerered AI · AI-based speech therapy tool ·
HCAI-based speech therapy

1 Introduction

The use of Artificial Intelligence (AI) in healthcare has been increasing rapidly in recent
years, with the potential to revolutionize the way healthcare is delivered. Speech ther-
apy is one area where AI has the potential to make a significant impact, especially for
children with Speech Sound Disorder (SSD). SSD refers to any difficulty or combina-
tion of difficulties with perception, motor production, and phonological representation
of speech sounds, and speech segments [3]. A person with SSD may have difficulty pro-
ducing or using certain sounds correctly. In various studies, the estimated prevalence of
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SSD in school-aged children ranged from 1.06% to 13.4% [11,17,20,33]. In a 2012
survey by the National Center for Health Statistics (NCHS), it was found that 48.1%
of children aged 3 to 10 and 24.44% of those aged 11 to 17 had speech sound prob-
lems [6]. Speech Language Pathologists (SLPs) play a vital role in screening, assess-
ing, diagnosing, and treating individuals with such speech impairments. Personalized
speech therapy, overseen by SLPs, can significantly enhance speech skill development
[32]. However, despite the importance of SLPs in these interventions, there have been
reports of shortages of SLPs [12,19]. Additionally, speech therapy requires prolonged
interactions and multiple sessions with SLPs, rendering it costly and inaccessible for
individuals residing in impoverished or rural areas.

In response to the challenges posed by limited accessibility and high costs of
traditional speech therapy, several researchers have explored AI-based solutions to
address these issues [8]. These innovative tools offer automated assessment, diagno-
sis, and treatment capabilities for patients, streamlining the therapeutic process. With
the advancements in Automatic Speech Recognition (ASR) tools, the availability of
impaired speech data, and the integration of AI-based techniques, building autonomous
tools for speech therapy is now more feasible than ever before. For instance, Desolda
et al. developed a web application that enables SLPs to assign speech therapy exercises
remotely to children with SSD, benefiting both children and their caregivers [9]. Addi-
tionally, various technologies such as tablet-based speech therapy game [16], computer-
based prosody teaching system [23], robotic assistants [24,26], and augmented reality
system [5] have been proposed and integrated into the field. Many of these tools lever-
age ASR technology, an advanced AI-powered technology that transforms spoken lan-
guage into written text, among other AI techniques. These technologies offer a range
of capabilities, including automated assessment, diagnosis, and treatment. For instance,
they can provide valuable automatic pronunciation feedback, significantly enhancing
the efficiency and effectiveness of speech therapy interventions. However, with the
potential benefits of such AI-based tools, it brings multiple concerns such as algorithmic
discrimination (biased pronunciation feedback), job displacement of SLPs, and privacy
issues of speech/behavioral data of end users [7]. One possible way to address these
issues is by adopting Human-Centered AI (HCAI) principles. Leading AI researchers
and scientists increasingly recognize the necessity of HCAI for effectively designing,
developing, and deploying AI-based applications [29].

HCAI is an approach that prioritizes human experiences, satisfaction, and needs,
aiming to enhance human performance and make AI systems reliable, safe, and trust-
worthy [29]. The core focus of HCAI development lies in understanding and addressing
human needs and perspectives when designing AI applications. Therefore, designing
such HCAI application requires a clear understanding of the goals and needs of the
end-users and the stakeholders. With this in mind, we envisage the development of an
HCAI-based Speech Therapy Tool (HCAI-STT) for children with SSD based on the
principles of HCAI. In this context, we define the HCAI-STT for children with SSD as:

“The HCAI-STT for children with SSD is an AI-based speech therapy application
that prioritizes experiences, satisfaction and needs of the stakeholders, aiming to
enhance their performance while upholding HCAI principles.”
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Fig. 1. Stakeholders of the HCAI-based Speech Therapy Tool (HCAI-STT).

Figure 1 presents an illustration of the key stakeholders involved in the HCAI-STT.
The aim of this study is to engage one of the crucial stakeholders, namely data scien-
tists/AI engineers, to actively participate in developing HCAI goals for the HCAI-STT
and create a goal hierarchy. The goal hierarchy is a method of organizing goals into
a hierarchical structure that reveals the relationships between them [15]. Higher-order
goals exhibit an abstract nature, while lower-order sub-goals are characterized by their
specificity and concreteness. Operationalizing the associated sub-goals allows for the
attainment of the higher-level goals. Consequently, the goal hierarchy will serve as a
guiding framework, informing the development of the HCAI-STT by effectively orga-
nizing and prioritizing goals. Furthermore, the insights derived from utilizing the goal
hierarchy will provide a valuable resource for future researchers and designers in the
field.

The rest of the paper is organized as follows: Sect. 2 outlines the Methodology,
Sect. 3 presents the Results, Sect. 4 provides the Discussion, and Sect. 5 concludes the
paper.

2 Methodology

2.1 Study Design

The study employed a qualitative research design using Affinity Diagramming [28]
to explore the goals and ideas of data scientists/AI engineers regarding the develop-
ment of the HCAI-STT for children with SSD. Affinity Diagramming is a collaborative
technique adapted from the KJ diagramming method which is used to organize and
categorize large amounts of information or ideas into meaningful groups.

2.2 Participants

The study recruited 5 participants who were data scientists/AI engineers having prior
experience in speech technology and have worked with disordered speech data such as
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SSD. The participants were attending a summer school on HCAI. Purposive sampling
was used to select the participants based on their professional background and expertise
in the relevant domain. The mean age of the participants was 34.8 years (SD=11.39).
There were three male and two female participants. All participants had completed at
least a master’s degree and had an average of 9 years of professional experience. All
participants were proficient in English, which was the language of the study. Table 1
presents the demographic information of the participants included in the study.

Table 1. Demographic Characteristics of Participants.

Participant Age Experience Country

P1 25 years 2 years Turkey

P2 28 years 5 years United Kingdom

P3 32 years 6 years Czech Republic

P4 35 years 8 years Indonesia

P5 54 years 25 years Honduras

2.3 Procedure

The following procedure was followed to conduct the study.

1. Introduction: The participants were provided with an explanation of the HCAI-STT
for children with SSD to be developed.

2. Idea Generation: The participants were asked to write down their ideas and goals
on sticky notes. Each idea or goal was written on a separate sticky note, which were
pasted on a whiteboard.

3. Grouping: The sticky notes were then grouped together based on their similarity.
The participants were instructed to move the sticky notes around and place them
next to other sticky notes that they felt were similar. The facilitator monitored this
process and assisted if needed.

4. Labeling: Once the sticky notes were grouped, a label was created for each group.
The label described the common theme or idea that the group represented. The par-
ticipants were asked to suggest labels and the facilitator assisted in finalizing the
labels.

5. Sub-Grouping: The groups were then further sub-grouped based on more specific
themes or ideas within each group. This process was repeated until a clear and useful
representation of the ideas and themes was achieved.

6. Hierarchy Creation: The sub-groups were organized into a hierarchy, with the more
general groups at the top and the more specific sub-groups at the bottom. The par-
ticipants were asked to suggest the hierarchy and the facilitator assisted in finalizing
the hierarchy.

7. Refining: The Affinity Diagramming process was repeated to refine the groupings
and hierarchy until a clear and useful representation of the ideas and themes is
achieved.
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8. Analysis: The resulting clusters, labels, and hierarchy were used to identify pat-
terns, themes, and insights that informed decisions related to the development of the
HCAI Goals presented in this study.

Figure 2 shows participants engaging in discussion while working on the Affinity
Diagramming process.

Fig. 2. Participants discussing goal hierarchy clusters.

2.4 Ethical Considerations

Informed consent was obtained from all participants prior to their participation in the
study, and the study was conducted in accordance with ethical guidelines. The data
collected was kept confidential, and all identifying information was removed to ensure
anonymity.

3 Results

In this section, we present the results of our goal hierarchy analysis (see Fig. 3), which
aimed to identify and prioritize the key goals that can guide the development of the
HCAI-STT for children with SSD. The goal hierarchy diagram provides a visual rep-
resentation of the interrelationships among the different goals and their subgoals, and
serves as a useful tool for guiding the design and evaluation of such tool.

3.1 Goal 1: Fairness

The first goal of the HCAI-STT is “Fairness”. The goal of fairness aims to ensure that
the HCAI-STT is developed and deployed without any biases or discrimination. For
instance, the pronunciation feedback system integrated into the tool must be designed
to avoid any form of discrimination against individuals frommarginalized communities,
acknowledging that they may speak the target language with different accents. The goal
of fairness can be achieved by reducing algorithmic bias.
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Reduce Algorithmic Bias: This subgoal seeks to reduce biases in the HCAI-STT by
using a) Unbiased Speech Data Set, applying b) Human-Centered Data Annotation, and
conducting c) Iterative qualitative and quantitative testing.

– Unbiased Speech Data Set: This subgoal aims to ensure that the speech data set
used to train the HCAI-STT is diverse and representative of the targeted population.

– Human-Centered Data Annotation: This subgoal suggest involving expert SLPs
in the data annotation process, to ensure that the data set is labeled accurately and
without any biases. To achieve high-quality annotations, a multi-tiered approach
shall be adopted, with expert SLPs providing multiple levels of annotation. More-
over, inter-rater reliability assessments shall be conducted to measure the agreement
among annotators, ensuring consistent and reliable labeling throughout the dataset.

– Iterative Qualitative and Quantitative Testing: This subgoal involves regularly
testing and evaluating the HCAI-STT, both qualitatively and quantitatively, to iden-
tify any biases and to ensure that the tool is fair.

3.2 Goal 2: Responsible and Accountable

This goal aims to ensure that the HCAI-STT is developed and used in a responsible
and accountable manner. The goal can be achieved through subgoals such as a) Ensures
Ethical Consideration and b) Establish Accountability.

Ensure Ethical Considerations: Ensuring ethical considerations is an essential com-
ponent of building responsible and accountable HCAI-STT for children with SSD. Eth-
ical considerations ensure that the design and implementation of these tools are in com-
pliance with ethical principles and guidelines, and do not cause any harm or discrimina-
tion to any group or individual. In the context of speech therapy, ethical considerations
are particularly important as the tools are intended to improve the quality of life of chil-
dren with SSD. It can help ensure that the tools are designed and implemented in a way
that is inclusive and respectful of the needs and values of all stakeholders involved in
the therapy process. Therefore, it is crucial to identify and address any ethical concerns
that may arise during the development and deployment of the tools.

– Identify Ethical Concerns: To ensure ethical considerations, the first subgoal is to
identify ethical concerns that may arise during the development and deployment of
the HCAI-STT.

– Address Ethical Issues: Once ethical concerns are identified, the next subgoal is to
address them appropriately. This may involve modifying the algorithms, changing
the training data, or adjusting the evaluation metrics.

– Consult Ethical Guidelines: Consulting ethical guidelines is an important step to
ensure that the HCAI-STT is developed and deployed in an ethical manner.

Establish Accountability: The second subgoal of the “Responsible and Accountable”
goal is “Establish Accountability”. The development and deployment of HCAI-STT
pose complex ethical, legal, and social implications. Establishing accountability within
the system is necessary to ensure that the system operates in compliance with relevant
regulations and standards.
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– Identify Stakeholders: Identifying stakeholders is a crucial subgoal under the
Establish Accountability goal in creating a responsible and accountable HCAI-STT
for children with SSD. These stakeholders include the children with SSD, their par-
ents or guardians, SLPs, and the data scientists/AI engineers developing the tool.
Identifying these stakeholders helps in understanding their interests, concerns, and
expectations.

– Assign Responsibilities: Assigning responsibilities involves identifying the indi-
viduals or teams responsible for various tasks and activities throughout the project
lifecycle.

– Develop Metric For Evaluation: Identifying stakeholders and assigning responsi-
bilities is incomplete without developing appropriate metrics to measure the effec-
tiveness of the efforts toward accountability. Metrics should be designed in a way
that helps to assess the success of the established processes and to identify areas
that need improvement. They should be measurable, relevant, and aligned with the
project’s objectives. They can be used to evaluate the performance of the stakehold-
ers and the effectiveness of the accountability measures in place. Additionally, they
can provide feedback to stakeholders and adjust the accountability measures if nec-
essary. Overall, developing appropriate metrics for evaluation is an essential step in
ensuring that the project is on track to achieving its objectives and stakeholders are
held accountable for their responsibilities.

3.3 Goal 3: Human-Centered Empowerment

The third goal of the HCAI-STT for children with SSD is “Human-Centered Empower-
ment”. This goal focuses on creating a tool that is designed with inputs from all stake-
holders and empowers them to use it effectively. The subgoals under this goal are as
follows:

Involve All Stakeholders in the Design Process: This subgoal involves engaging all
stakeholders, including children with SSD, their families, SLPs, data scientists/AI engi-
neers and other stakeholders in the design process. By involving all stakeholders, the
tool can be designed to meet the specific needs of the children with SSD and their fam-
ilies, while also being compatible with the existing practices and workflows of SLPs.

Augment SLPs: This subgoal involves augmenting the work of SLPs involved in the
speech therapy process, rather than replacing them with automation. By providing tools
and resources that support the work of SLPs, the tool can help improve the efficiency
and effectiveness of speech therapy, while also reducing the workload on SLPs and
enabling them to provide better care for their patients.

Iterative Evaluation and Monitoring: This subgoal involves continuously evaluat-
ing and monitoring the tool’s performance and effectiveness through feedback from all
stakeholders. By collecting feedback and making improvements based on that feedback,
the tool can continue to evolve and improve over time, ensuring it remains effective and
relevant.
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3.4 Goal 4: Trustworthy

The fourth goal in the HCAI-STT development is “Trustworthy”. This goal is crucial
in building and deploying the AI-based tool as it ensures that the tool is reliable and its
outcomes can be trusted. To achieve this goal, the subgoals “Transparency”, “Explain-
ability”, and “Improve Accuracy” are identified.

Transparency: “Transparency” is crucial for establishing trust in the tool, and it
involves providing information about the data used to build the tool, data annotators,
data annotation process, the model used to build the AI tool, and the site of data stored.

Explainability: “Explainability” is essential for ensuring trust in the tool, and it has
subgoals such as glass box model and graphical step-by-step process representation to
make the tool’s functioning and decision-making process understandable to the stake-
holders.

Improve Accuracy: Improving accuracy is a critical subgoal for developing an effec-
tive speech therapy tool, and it involves continuously working on improving the tool’s
performance by using various techniques like refining the model and ensuring the qual-
ity of the data used for training.

3.5 Goal 5: Privacy

The fifth goal of the HCAI-STT for children with SSD is to ensure privacy. To achieve
this, the following subgoals were identified:

Decentralized System: A decentralized system is proposed to ensure the privacy of
the data. The use of blockchain technology can help achieve this by making the system
transparent and tamper-proof.

Separate Data from Algorithm: Separating data from the algorithm is crucial for
ensuring privacy. Federated learning is a proposed method that can achieve this by train-
ing the algorithm locally on user devices without transmitting their data to a centralized
server.

Consent of Use of Data: Obtaining the consent of users before collecting and using
their data is essential for ensuring privacy. The tool must provide clear and understand-
able information about the purpose of data collection and how it will be used. Users
should have the right to revoke their consent at any time.

3.6 Goal 6: Unbiased Funding

The goal of “Unbiased Funding” is to ensure that the funding for the development of the
HCAI-STT is fair and unbiased. To achieve this goal, two subgoals have been identified:
“Distributed Crowd Funding” and “Independent Auditing for Anomaly”.
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Distributed Crowd Funding: Under “Distributed Crowd Funding”, the focus is on
ensuring that the funding is not dominated by a small number of individuals or a partic-
ular region. To achieve this, limits are needed to be set on the individual share of funding
and the regional share of funding. This will ensure that a diverse range of individuals
and regions have the opportunity to contribute to the funding of the project.

Independent Auditing for Anomaly: The second subgoal, “Independent Auditing
for Anomaly”, is focused on ensuring that the funding is used appropriately and there
is no misuse of funds. To achieve this, independent auditing needs to be conducted
regularly to identify any anomalies in the funding and to take corrective action where
necessary. This will help to ensure that the funding for the project is used ethically and
in accordance with the intended purpose.

3.7 Goal 7: Security

To ensure the security of the HCAI-STT for children with SSD, the development team
needs to take various measures.

Resilient AI: The AI models shall be designed to be resilient and able to withstand
unexpected failures. Extensive testing should be conducted to identify potential failures
and ensure the AI models can respond appropriately.

Data Protection: Additionally, physical data protection measures needs to be imple-
mented to secure data storage and prevent unauthorized access. The data shall be
encrypted using advanced cryptography to further enhance its security. These security
measures provide confidence in the safety and protection of the sensitive data used in
the speech therapy tools.

4 Discussion

The presented results of our goal hierarchy analysis provide valuable insights into the
development of the HCAI-STT for children with SSD. The goal hierarchy illustrates
the interrelationships among different goals and their corresponding subgoals, which
are essential for guiding the design and evaluation of the tool. In this discussion, we
will analyze and interpret the significance of these results, addressing their implications
for the development and deployment of the HCAI-STT. The identified goals and sub-
goals align with the key principles of HCAI frameworks in the literature. For instance,
Xu’s HCAI framework proposed an “ethically aligned design” component that aims
to create AI solutions that avoid discrimination, maintain fairness and justice, and do
not replace humans [34]. Similarly, the “Fairness” goal strives to avoid algorithmic dis-
crimination, and the “Human-Centered Empowerment” goal reflects the importance of
augmenting SLPs rather than replacing them. The goal of augmenting human capabil-
ities has been advocated by different HCAI frameworks [29]. Moreover, researchers
are exploring these goals through different subfields such as algorithmic fairness [18],



Human-Centered AI Goals for Speech Therapy Tools 131

responsible AI [2,27], explainable AI [25], and ethical AI [31]. The goals of “Privacy”
and “Security” emphasize the significance of the user’s data and its application. Pri-
vacy and security have been emphasized in multiple HCAI frameworks. For instance,
Microsoft’s principles for ethical AI emphasize privacy and security along with other
goals [30]. Similarly, Google’s Responsible AI practices recommend fairness, inter-
pretability, privacy, and safety [1].

4.1 Goal 1: Fairness

The first goal, “Fairness,” is of paramount importance when developing an AI-based
tool for children with SSD. Ensuring fairness in AI systems has been recognized as
a critical aspect of building equitable and inclusive technologies [21]. The subgoal of
“Reduce Algorithmic Bias” emphasizes the need to mitigate potential biases that may
exist within the HCAI-STT. The incorporation of an “Unbiased Speech Data Set” is
vital to ensure diverse and representative training data, free from discriminatory ele-
ments. Additionally, involving expert SLPs in “Human-Centered Data Annotation” can
ensure accurate labeling without biases, further enhancing the fairness of the tool. How-
ever, this will require effective annotation methods and techniques such as data state-
ments [4] and model cards [22]. Regular “Iterative qualitative and quantitative testing”
is essential to identify and rectify any biases that may emerge during the development
process. Ensuring fairness in the HCAI-STT contributes to equitable support for all
children with SSD, irrespective of their background or linguistic variation.

4.2 Goal 2: Responsible and Accountable

The second goal, “Responsible & Accountable,” focuses on building and using the
HCAI-STT in an ethical manner. Ethical considerations have been highlighted as cru-
cial in the development of AI technologies [14]. By “Ensuring Ethical Consideration,”
the development team acknowledges the ethical implications of their work and commits
to compliance with ethical principles and guidelines. Identifying and addressing ethical
concerns during the development process is crucial to ensure that the tool aligns with the
values and needs of all stakeholders involved. By involving stakeholders such as chil-
dren with SSD, their families, SLPs, and data scientists/AI engineers in the decision-
making process, the tool can be designed to meet specific needs and foster inclusiv-
ity. The subgoal of “Establish Accountability” reinforces the need for transparency
and adherence to regulations and standards. Assigning responsibilities, involving stake-
holders in decision-making, and developing appropriate evaluation metrics are essential
components of accountability. These measures enable the team to monitor the progress
of the project, identify areas for improvement, and ensure that the tool’s objectives are
met responsibly.

4.3 Goal 3: Human-Centered Empowerment

The third goal, “Human-Centered Empowerment,” is in line with the principles
of human-computer interaction and participatory design. Engaging all stakeholders,
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including children with SSD, their families, SLPs, and data scientists/AI engineers,
reflects the user-centered design approach advocated in HCI research [10]. Augment-
ing the work of SLPs through the tool’s resources can enhance the effectiveness and
efficiency of speech therapy while maintaining a human-centered approach. The “Iter-
ative Evaluation and Monitoring” subgoal ensures continuous improvement of the tool
by incorporating feedback from stakeholders. This iterative process allows for the tool’s
continuous evolution, ensuring its relevance and effectiveness over time.

4.4 Goal 4: Trustworthy

The fourth goal, “Trustworthy,” is fundamental for building confidence in the HCAI-
STT’s outcomes. Transparency and explainability have been identified as key factors in
establishing trust in AI technologies [13]. The subgoal of “Transparency” involves pro-
viding comprehensive information about the tool’s development, data used, and model
employed. Transparency instills trust by offering stakeholders a clear understanding of
how the tool functions and makes decisions. “Explainability” further reinforces trust by
making the tool’s decision-making process understandable through a techniques such
as glass box model and graphical representation. Improving the tool’s accuracy through
“Improve Accuracy” ensures that the HCAI-STT delivers reliable and precise results.
Continuous efforts to refine the model and validate data quality are crucial for main-
taining the tool’s accuracy, thereby building trust among users.

4.5 Goal 5: Privacy

The fifth goal, “Privacy,” addresses the critical need to protect sensitive data while using
the HCAI-STT. A “Decentralized System” and “Separate Data from Algorithm” app-
roach safeguard user privacy by minimizing the exposure of personal data and prevent-
ing unauthorized access. Separating data from the algorithm is a recognized privacy-
preserving technique. Federated learning, for example, allows training models locally
on user devices without sharing raw data with a central server [35]. This approach
reduces the exposure of sensitive data while still benefiting from a collective model’s
knowledge. Obtaining the “Consent of Use of Data” is essential to ensure transparency
and respect users’ autonomy. By adopting these privacy measures, the HCAI-STT
respects the confidentiality of user data and builds trust among stakeholders, thereby
encouraging wider adoption and usage of the tool.

4.6 Goal 6: Unbiased Funding

The sixth goal, “Unbiased Funding,” highlights the importance of equitable distribu-
tion of resources for the development of the HCAI-STT. “Distributed Crowd Funding”
ensures that the funding base is diverse, reducing the dominance of specific individ-
uals or regions. By involving a broader range of contributors, the project becomes
more inclusive and reflects a wider array of perspectives. “Independent Auditing for
Anomaly” strengthens the integrity of the funding process, preventing misuse and
ensuring that resources are used effectively and ethically. An independent audit fosters
accountability and reinforces the credibility of the project.
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4.7 Goal 7: Security

The seventh goal, “Security,” addresses the need to protect the HCAI-STT from poten-
tial failures and unauthorized access. Designing AI models to be “Resilient AI” ensures
that the tool can handle unexpected failures, enhancing its reliability. Implementing
“Data Protection” measures, including advanced encryption techniques, bolsters data
security and prevents potential breaches. By incorporating robust security measures,
the HCAI-STT protects sensitive information and ensures the safety of users’ data, fos-
tering trust in the tool’s reliability.

4.8 Limitations and Future Work

It is important to note that the study had several limitations. One notable limitation
of this study is the small sample size of data scientists/AI engineers recruited for the
Affinity Mapping exercise. While the exercise provided valuable insights into goal iden-
tification, the limited number of participants might restrict the diversity of perspectives
and the generalizability of the identified goals and sub-goals to a broader population of
data scientists. Additionally, the study primarily focused on data scientists, potentially
overlooking crucial insights from other stakeholders involved in the development and
usage of the HCAI-STT, such as children with SSD, their families, speech-language
pathologists (SLPs), and other experts. Engaging a more diverse range of participants
in future research could enhance the comprehensiveness and inclusivity of the identified
goals.

To address the limitations and further enrich the study’s outcomes, future research
will consider expanding the participant pool to include a more diverse group of stake-
holders. Involving children with SSD, their families, SLPs, and other relevant experts
would provide a broader perspective on the goals and sub-goals essential for the HCAI-
STT’s development. Additionally, empirical evaluations of the HCAI-STT will be con-
ducted to validate the identified goals and sub-goals in real-world scenarios. Such eval-
uations could assess the tool’s effectiveness, usability, and impact on speech therapy
outcomes for children with SSD. Furthermore, investigating the applicability of the
identified goals in different linguistic, cultural, and regional contexts would enhance the
tool’s adaptability and relevance across diverse populations. Addressing these avenues
of future work will contribute to a more comprehensive and informed approach to devel-
oping a human-centered and effective HCAI-based speech therapy tool.

5 Conclusion

In this study, our primary objective was to develop HCAI goals and a goal hierarchy
specifically tailored for an HCAI-STT designed for children with SSD. Employing
the Affinity Mapping method with a focused group of five participants, we success-
fully identified and prioritized seven top-level goals and corresponding subgoals. These
goals encompassed crucial aspects such as “Fairness,” “Responsibility & Accountabil-
ity,” “Human-Centered Empowerment,” “Trustworthiness,” “Privacy,” “Unbiased Fund-
ing,” and “Security.” By centering these goals, we aim to ensure that the HCAI-STT is
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responsibly and ethically deployed, catering to the unique needs and values of its users.
It is important to note that while our study specifically focused on a speech therapy
tool, the broader implications of our results extend to the development of AI systems in
diverse domains. Incorporating a human-centered approach, which emphasizes collab-
oration, user involvement, and iterative development, is essential to ensure AI systems
align with user preferences while minimizing potential risks and adverse consequences.
In our pursuit of further research, we plan to seek feedback and reviews from a broader
range of stakeholders, including children with SSD, their families, SLPs, and other rel-
evant experts. By incorporating diverse perspectives, we aim to refine and validate the
identified HCAI goals and the goal hierarchy. Additionally, our goal is to leverage this
comprehensive framework of HCAI Goals and the goal hierarchy to develop the HCAI-
STT, ensuring its efficacy, usability, and alignment with the identified goals. By under-
taking this iterative and inclusive process, we envision creating a truly impactful and
human-centered tool that addresses the specific needs and challenges of children with
SSD, fostering positive outcomes in speech therapy and contributing to the advance-
ment of HCAI.
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Abstract. The increasing ageing population in any country necessitates high-
quality healthcare services. Smartphone-based healthcare applications can play
a pivotal role in meeting this requirement. Previous studies indicated that older
adults exhibit lower acceptance of smartphone-based healthcare applications. In
contrast, older adults popularly use smartphone applications for social interac-
tion. WhatsApp is one such popular application used by older adults for social
interaction. This study aims to enhance the ease of use of a dedicated health-
care application among older adults by incorporating WhatsApp’s user interface
design attributes. The present study comprises three phases. In the first phase,
we assessed the usability of WhatsApp and observed its good usability charac-
teristics for older adults. In the second phase, we identified the design attributes
of WhatsApp’s user interface by employing the affinity mapping method. In the
third phase, we applied the identified design attributes to develop a prototype of
a healthcare application and tested it with older adults. We found that the devel-
oped prototype of the healthcare application is easy to use among older adults.
This study recommends developing a WhatsApp-inspired dedicated healthcare
application for older adults. The study demonstrates how older adults perceive a
new healthcare application as user-friendly, inspired by a familiar user interface.
This research will aid designers and developers in creating dedicated healthcare
applications tailored to the needs of older adults. Consequently, it will enhance
the adoption of digital healthcare applications among the ageing population.

Keywords: Ageing population · Digital healthcare · Healthcare application ·
User Interface (UI) design · WhatsApp · Older adults

1 Introduction

The advancements in the healthcare system have facilitated an increase in global life
expectancy. The trend of longer life span is evident across all the countries, as the size
and proportion of older individuals in the population are rising [1]. The changes in the
age structure of a population, such that there is an increase in the proportion of older
persons, is termed population ageing [2]. As per WHO, population ageing started in
high-income countries, and now low- and middle-income countries are experiencing it
[3].
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For the ageing population, healthcare is paramount and requires the utmost attention.
The growing proportion of older people will be needed adequate healthcare facilities to
fulfil the goal of healthy ageing. Digital healthcare technologies can play an important
role in this regard. These technologies aim to boost health and well-being or to improve
health systems [4]. It includes healthcare-related smartphone applications, standalone
software, wearable devices (such as step trackers), and platforms that provide remote
healthcare (telehealth) [5]. Particularly, smartphones, equipped with internet connectiv-
ity, provide ideal platforms for utilising various healthcare-related applications (apps).
The smartphone comprises multiple sensors such as a gyroscope, fingerprint, micro-
phones, cameras, gyroscopes, and touch-screen fingerprinting. Further, it is compati-
ble with other external sensors, medical devices, and wearable devices. It allows for
directly acquiring physiological/biomedical data, which can be processed and analysed
by smartphone applications [6].

Most people use smartphones for various purposes, and users are steadily increasing.
It can be the most convenient and affordable medium to connect people with digital
healthcare facilities. Nonetheless, many older adults exhibit limited receptiveness when
it comes to embracing smartphone-based healthcare applications [7–10]. Some reports
suggest that this population has shown good interest in social media and entertainment
applications [11]. Specifically, WhatsApp [12] is the most popular application among
older adults [13, 14]. There is a widespread use ofWhatsApp among older adults as they
easily connect with family members and friends [15, 16].

Moreover, older adults have shown a positive inclination towards utilizingWhatsApp
to seek medical consultations [17, 18]. A user-friendly interface is one of the contribut-
ing factors to WhatsApp’s popularity among its users, including older adults [19–21].
This research focussed on the attributes of the user interface design of the WhatsApp
application.

In this research, we considered that WhatsApp is already a popular and easy to use
application among older adults. Moreover, older adults’ users can use it for healthcare-
related communication. Thus, we aimed to develop a dedicated healthcare application
inspired by WhatsApp’s user interface (UI). We assume that “Applying the design
attributes of WhatsApp’s user interface in new healthcare applications will make it
easier to use among older adults since they are already familiar with it”.

This study aims to enhance the ease of use of a dedicated healthcare application
among older adults by incorporating WhatsApp’s user interface design attributes.

The objectives of the present study are as follows:

1. To evaluate the usability ofWhatsApp features relevant to healthcare communication
among older adults.

2. To identify the attributes of WhatsApp’s user interface (UI) design that can be incor-
porated into dedicated healthcare applications to improve user-friendliness for older
adults.

3. To design the user interface of a dedicated healthcare application by incorporating
the attributes of WhatsApp UI design.

We divided these three objectives into three phases of the present study. In the first
phase, we planned to conduct a usability test to know whether WhatsApp is easy to
use among older adults. We performed the usability testing of WhatsApp with older
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adults based on three-task related to healthcare communication. In the second phase,
we conducted the affinity mapping method to identify attributes of WhatsApp in terms
of UI design and proposed design recommendations. In the third phase, we developed
the user interface for a dedicated healthcare application based on the findings from the
second phase.

This study is organised as follows: Sect. 2 describes the research methodology used
in this study. Section 3 describes the findings of the study, and Sect. 4 discusses the
interpretation of findings, recommendations, and limitations. Finally, Sect. 5 conclude
the study.

2 Research Methodology

This section explains the research methodology of the overall study. This study was
conducted in three phases, as shown in Fig. 1. The corresponding details of each phase
is described as follows:

Fig. 1. Research Methodology implement to conduct the study.

2.1 Phase-1 Study

In this phase, we wanted to know the ease of using WhatsApp for healthcare com-
munication among older adults. The objective was to evaluate the usability of What-
sApp for older adults to conduct healthcare communication. In addition, we involved
younger adults to assess whether older adults have the same level of proficiency in using
WhatsApp as younger adults.
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Method. We used the ISO 9241–11 standard to conduct the usability testing of the
WhatsApp application. This standard provides guidelines for assessing the usability of
interactive systems, including mobile applications. The ISO 9241–11 standard refers to
Part-11 of ISO 9241, “Guidance on usability”. It defines usability as “[The] extent to
which specified users can accomplish specified goals with effectiveness, efficiency, and
satisfaction, within a defined context of use, is known as usability for a system, product,
or service” [22, 23]. Effectiveness refers to how accurately and completely the users can
achieve their intended goals. Efficiency is themeasure of resources expended concerning
how accurately and completely users achieve their goals. Satisfaction refers to freedom
from discomfort and a favourable attitude towards product use [24]. Figure 2 shows the
guidance on usability in the context of using WhatsApp for healthcare communication.

Fig. 2. Guidance on usability (ISO9241–11:2018 - NEN-EN-ISO 9241–11) in the context of
using WhatsApp for healthcare communication.

Participants. This phase involved a total of ten participants recruited through conve-
nience sampling. We categorised the participants into two groups. One was the older
adults’ group (includes participants 60 years old or older), and the other was younger
adults (includes participants 18 to 59 years old). Prior research suggested that a mere
group of five individuals would be sufficient to detect approximately 85%of the usability
issues [25]. Therefore, primarily we recruited five participants for each user group. There
were three female and twomale participants in the younger age group and threemale and
two female participants in the older age group. All the participants have more than two
years of experience using smartphones. Table 1 shows the Phase-1 study participants
details.
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Table 1. Participants Details of Phase-1 Study.

Participant Group Participant ID Age (in Years) Gender Experience of using
smartphone

Younger Adults YP1 27 Female More than 10 years

YP2 31 Female More than 10 years

YP3 28 Male More than 10 years

YP4 24 Male 6 to 10 years

YP5 32 Female More than 10 years

Older adults OP1 62 Male 6 to 10 years

OP2 63 Male 2 to 6 years

OP3 61 Female 2 to 6 years

OP4 60 Female 6 to 10 years

OP5 61 Male More the 10 years

Total (n) 10

Study Procedure. We conducted the usability testing as per convenience and the
preferred location of participants. At first, we introduced the study and its objectives,
followed by the testing instrument, procedure, scenarios, and tasks. Before starting the
test, we obtained informed consent from the participants. A research facilitator (one
author) asked participants to complete the three tasks in theWhatsApp application. These
tasks were based on real-life communication between healthcare service providers and
patients. A facilitator provided a task sheet to the participants for each task and verbally
explained the task and scenario. Table 2 shows the test scenario and tasks.

Table 2. Scenario and Tasks for participants.

S. No. Scenario Task

1 Consider that you are feeling the cough
related problem and you want to consult
doctor using WhatsApp

Task1: Sending the message and using the
feature of videocall for medical
consultation using WhatsApp

2 You already have a prescription that you
want to share with medical service
provider

Task 2: Click and Send the Prescription
using the WhatsApp Camera

3 You need to share your current location
for the delivery of medicines at your
place

Task 3: Share your current location with
medical service provider
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We used quantitative measures to evaluate the usability attributes. These were effec-
tiveness, efficiency, and satisfaction. Figure 3 shows the experiment setup with par-
ticipants. The findings of this experiment (Phase-1 study) are reported in the results
section.

Fig. 3. The complete setup of the experiment: (a) Participant reading the task before experiment;
(b) participant performing the task on smartphone.

2.2 Phase-2 Study

In this phase,wewanted to know the qualities ofWhatsApp in terms of design perspective
thatmake it appealing to users of all ages, specifically older adults. This phase’s objective
was to identify the attributes ofWhatsApp in terms of UI design that can be incorporated
into a dedicated healthcare application.

Method. We conducted the affinity mapping session with a group of design students.
Thismethod involved twomain steps: generating the ideas on sticky notes and organising
the notes in categories [26].

Participants. This study involved five participants (see Table 3). Research facilita-
tor invited the participants via mail for the affinity mapping activity. Two participants
were user experience designers and other three were PhD students enrolled in design
department.
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Table 3. Participants Details of Phase-2 Study.

Participant ID Designation Age (in Years) Qualification Experience in Human
computer Interaction
(HCI) field

P1 UX Designer 22 Bachelor of Design 1 Year

P2 PhD Student 29 Masters of Design 5 Years

P3 PhD Student 27 Master of Design 4.5 Years

P4 PhD Student 35 Master of Technology 5 Years

P5 UX designer 29 Master of Design 2 Years

StudyProcedure. The phase-2 studywas conducted in lab environment of the institute.
Research facilitator introduced about the present study and collected the participation
consent from the participants. Figure 4 shows the affinity mapping activity conducted
with the student participants. Each distinct colour of a sticky note represents an individual
participation in the affinity mapping activity.

The affinity mapping involved the following steps:

1. The research facilitator introduced the activity and research context to the partici-
pants.

2. Participants were asked to collect specific colour sticky notes from the research
facilitator.

3. The WhatsApp task sheets related to healthcare communication were provided to
participants for reference.

4. Participants were asked to write each attribute of WhatsApp in terms of UI design
on a separate sticky note.

5. After writing, sticky notes were pasted on the board by each participant.
6. Participants were asked to group the sticky notes based on similarities or relatedness.
7. Participants were asked to look for common themes and patterns and categorise

them into one.
8. Participants prioritised the attributes after the discussion and consentient.
9. Participants finalised the list of attributes of WhatsApp UI design.
10. The research facilitator ended the affinity mapping session with a vote of thanks to

the participants.

The final list of identified attributes of WhatsApp UI design are described in the
result section. After completing the affinity mapping session, we created a list of recom-
mendation that can be implemented while deigning a dedicated healthcare application
for older adults (described in discussion section).
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Fig. 4. Affinity mapping activity with participants: (a) Uncategorised sticky notes by individual
participants; (b) Participants grouping the sticky notes; (c) Categorised sticky notes.

2.3 Phase-3 Study

In this phasewe ideated anddeveloped the user interface design for a dedicated healthcare
application. The objective of this phase was to design the user-interface of dedicated
healthcare application by incorporating the design attributes of WhatsApp.

Method. This phase involved conceptualisation, paper wireframing and high-fidelity
prototyping. We used the Figma platform [27] to develop the high-fidelity prototype.
After development of the prototype, we tested it with five older adults.

Procedure. In this phase, we first shortlisted some of the UI design attributes from
phase-2 of the study. Concerning these attributes, we brainstormed design ideas with
fellow researchers. We initially performed design iteration using the paper wireframing
(see Fig. 5). Subsequently, we concluded a user flow, paper wireframe and developed
a high-fidelity prototype in the Figma platform. In the entire development phase, our
goal was to create an application that provides a familiar user interface like WhatsApp.
The developed user interface for the dedicated healthcare application is explained in the
result section.
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Fig. 5. Paper wireframing for the healthcare application.

3 Results

This section presents the findings of each phase involved in the complete study.

3.1 Results of Phase-1 Study

This subsection presents the result of usability testing conducted with older adults. We
additionally conducted usability testing with younger adults for the comparison. The
results derive from three usability attributes: Effectiveness, Efficiency, and Satisfaction.
We have done all the mathematical calculation at backend by recording the task time,
task status and response of each participant. This subsection, uses graphs to show the
usability testing results.

Effectiveness. We used task completion rate to measure the effectiveness of What-
sApp among younger adults and older adults. We assigned a binary value of ‘1’, if the
participant successfully completed a task and a value of ‘0’, if the participant failed
to complete the task. We labelled the task as a failure when the participant spent time
beyond the two minutes for a task. At first, we performed the task with younger adults
and then with older adults. The research facilitator provided them with a task pamphlet
for each task and verbally explained the task. The facilitator recorded each concerning
task’s response with task completion status.

The formula used to calculate the effectiveness as follow:

Effectiveness% = No. of successful task

Total no. of users who undertaken the task
∗ 100 (1)
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Fig. 6. Effectiveness comparison between younger adults and older adults.

During the experiment, younger adults completed all three tasks successfully. There-
fore, we found 100% effectiveness of each task of WhatsApp for younger adults. For
older adults we found that they successfully completed the third task, however, some of
the older adults were not able to complete Task 1 and Task 2. Therefore, we found 80%
effectiveness for the first two tasks and 100% for the third. Figure 6 shows the compar-
ison of effectiveness between younger adults and older adults. We found the WhatsApp
mean effectiveness for younger adults was 100%, and for older adults was 93.34%.

Efficiency. For this study, we calculated the time-based efficiency. It helps measure the
time spent by the user to complete the task. It is also referred to as the speed of work or
time on task.

The time-based efficiency is calculated using following formula:

Time based Efficiency =
(∑R

j=1
∑N

i=1
nij
tij

)

NR
(2)

where,
N = Total no. of tasks.
R = Total no. of participants.
nij = The result of the task i by user j; if the participant successfully completes the

task, then nij = 1, if not, then nij = 0.
tij = The time spent by user j to complete task i. If the task is not successfully

completed, then time is measured till the moment the user quits the task.
As per the results, the third task had the highest efficiency, 7.1340 goals/min (For

younger adults) and 2.6316 goals/min (for older adults); it indicates that the third taskwas
simple for the participants. The second task had medium efficiency, 4.5270 goals/min
(For younger adults) and 1.4952 goals/minute (for older adults). It indicates the second
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taskwas a little complicated task for the participants. The first taskwas themost challeng-
ing task for both participant groups. It had the lowest efficiency, 1.6404 goals/min (For
younger adults) and 0.8934 goals/min (For older adults). Figure 7 shows the time-based
efficiency comparison between younger adults and older adults.

We found that the mean time-based efficiency for younger adults was 4.43 goals/min
and 1.6734 goals/minute for older adults.

Fig. 7. Comparison of the time-based efficiency between younger and older adults.

Satisfaction. In this study, we used Single Ease Questionnaire (SEQ) [28] to measure
the task level satisfaction as it was convenient for participants. As our one user category
was older adults, it was easy for them to answer the task satisfaction-related questionnaire
SEQ (see Fig. 8) just after task completion. Figure 9 shows comparison the mean value
of task satisfaction between younger and older adults.

Fig. 8. Single Ease Question (SEQ) scale to measure the task satisfaction.

We found that younger adults rated each task above 6.8 on the SEQ scale, whereas
older adults rated each task above 6.2 on the SEQ scale.
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Fig. 9. Comparison of task satisfaction rating among younger and older adults.

The interpretation of the results is discussed in the Sect. 4.

3.2 Result of Phase-2 Study

In phase 2, we conducted an affinity mapping session to identify the attributes of What-
sApp in terms of UI design. This subsection presents the findings of the affinity mapping
activity. Table 4 shows the identified attributes of WhatsApp’s user interface design.

Table 4. Identified attributes of WhatsApp’s user interface design.

S. No. Attribute Description

1 Simple and Intuitive navigation WhatsApp’s interface is simple, minimal, and
easy to navigate. All tabs & links on the top
bar. Separate tabs for chat, status, calls

2 Clean and legitimate typography The font size and type in WhatsApp are big
enough and easy to read

3 Easy to use Emojis It enhances the understanding and
accessibility of the user

4 Easily accessible voice and video calling: WhatsApp’s voice and video calling features
are very easy to access for all users
Call button on each chat to contact individuals
or groups

5 Chronological Chat listing The recent conversation appears on top and
older ones are appears below. It helps to
access the frequent conversations

(continued)
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Table 4. (continued)

S. No. Attribute Description

6 Simplified and large icons User can easily recognize and click on the
icons to perform a particular task

7 Instant messaging WhatsApp promptly facilitate the user with its
primary function of messaging
It has instant messaging functionality, readily
available on its first screen

8 Easily accessible payment option It simplified the transactions and made it
convenient for users to send and receive
money directly within the chat screen

9 Instant location sharing User can quickly share the location with
others using easily accessible location share
option within the chat screen

10 Quick access to share media User can send images, voice notes, short
videos, and documents quickly

11 Profile picture are clickable The clickable profile pictures work as button.
It also helps the user to look for other options
related to user profile of self or others

12 Easily accessible camera The camera feature is inbuilt in the WhatsApp
User can easily click and send the images to
end user

13 Pin to top feature User can prioritize the conversions by using
pin to top feature

14 Customization Notification Sound User can customize the notifications sounds
for alerts or messages

15 WhatsApp group feature User can create or join the groups in
WhatsApp. To receive and send information to
a group of people

3.3 Result of Phase-3 Study

This subsection presents the developed user interface of a dedicated healthcare appli-
cation inspired by WhatsApp. We finalise the paper wireframe and user flow for the
healthcare application. Figure 10 shows the final user flow of the healthcare application.

We developed the user interface of the healthcare application as per the user flow. The
following steps explains the user flow and corresponding user interface of the healthcare
application:

• Step 1: The interactionwith the healthcare application starts with selecting a language
for the application. For the user registration, first-time user needs to enter the basic
details such as name, gender, and user location. Figure 11 shows the launch screen,
language selection screen and user registration screen of the application.
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Fig. 10. User flow of the healthcare application.

• Step 2: After the registration, a OTP (One time password) based login screen appears
and asks to enter the mobile phone number. The OTP verification launches the home
screen with a welcome message. Figure 12 shows the login screen and home screen
of the developed healthcare application. The home screen provides instant access to
connect with the doctor for medical consultation by tapping the plus sign button.

• Step 3: On tapping the plus sign button opens the list of options to select a medical
condition for the consultation. The list includes medical conditions such as General
health, cough, fever, Eye disease, stomachpain, skin disease etc. The health conditions
appear with a graphical icon to represent the medical condition. Tapping on a specific
graphic icon provides more elaborative details of that medical condition. Figure 13
shows the list of medical conditions, and shows a brief description of a specific
medical condition.

• Step 4: After selecting a medical condition, a list of doctors appears on the screen.
Users can select the doctor for the consultation based on their years of experience,
rating, and time of availability. In addition, the user can see the brief introduction of
the doctor by tapping on the profile picture of the doctor (See Fig. 14).
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Fig. 11. Developed user interface of healthcare application: (a) Launch Screen; (b) Language
selection; (c) User registration.

Fig. 12. User login procedure: (a) OTP login screen; (b) OTP verification; (c) confirmation of
account registration; (d) Home screen.
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Fig. 13. (a) List of medical conditions; (b) Brief description of selected medical condition1.

Step 5:After the doctor’s selection, a brief introduction of the doctor and consultation
fee details with payment options appear on the screen. On tapping the “Pay” button,
the application asks for payment methods such as cards, UPI, net banking etc. The
application confirms the medical consultation with the selected doctor after successful
payment. The screen provides a “Consult Now” option to start the consultation. Figure 15
shows the payment procedure of the application.

• Step 8: On tapping on the “Consult Now” button, the doctor’s chat screen appears
with the video/voice call option. From here, the user can start a video/voice call to
the doctor for the consultation. The application provides easy access to video/voice
call. During the call user can switch on/off the mic and video. The user can end the
call by tapping the hangup red button on the screen. Figure 16 shows the consultation
procedure with the doctor.

• Step10:AUser can sharemedical reports, prescriptions, images, andother healthcare-
related documents with the doctor during or after the call. The application interaction
ends with ending the call with the doctor and receiving the medical prescription.

For a returning user (who is using the application second time), the application
starts with the home screen, showing the previously consulted medical condition. It
also has the plus sign to initiate the new consultation. If the user selects the previously
consulted medical condition, the application prioritizes the previously consulted doctors

1 ‘Dental care’ illustration by Freepik.com.
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Fig. 14. (a) List of doctors under a selected medical condition; (b) Brief introduction of doctor2.

Fig. 15. Payment procedure: (a) Consultation fee payment; (b) Payment methods; (c) Confirma-
tion of payment.

2 ‘Doctor sitting at workplace and using laptop’ image by Freepik.com.
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Fig. 16. Consultation procedure: (a) Doctor’s chat screen (b) Video consultation with doctor3.

on the doctor’s list. Thus, the application prioritizes the previous preference of the
returning user. It makes the user flow convenient for older adults. Figure 17 shows the
user preference attributes of the application.

After developing the screens of the healthcare application, we connected the
screens(frames) to prototype the interactions.Wehave corrected someflaws that occurred
during the application interaction. To use the application prototype on a smartphone, we
downloaded the Figma mobile application.

User Testing. After developing the high-fidelity prototype on the Figma platform,
we tested it with five older adults (same set of older adults who participated in the
Phase-1 study). All five participants had more than two years of smartphone experience.
We asked them to consult the doctor for dental-related problems using the application.
After completing the task, we asked the participants to rate the application on a Single-
Ease Questionnaire (SEQ) scale[28]. Three out of five participants rated the application
interface as 6 on a 7-point scale. Two participants rated the application interface as 7 on
a 7-point scale.

3 ‘Smiley doctor at desk’ image by Freepik.com.



Designing a WhatsApp Inspired Healthcare Application for Older Adults 155

Fig. 17. User prior preference in the healthcare application: (a) Previously consulted medical
conditions; (b) Previously consulted doctor in priority.

4 Discussion

This section discusses the implications of the results, recommendations, and limitations
of the present study.

4.1 Implications and Recommendations

In the phase-1 study, we tested the WhatsApp application’s usability among younger
and older adults. The task performed in the usability testing were related to healthcare
communication on WhatsApp applications.

We found that the effectiveness in terms of the task completion rate by younger and
older adults was 100% and 93.34%, respectively. As per prior studies task completion
rate above 78% is considered good in terms of usability [29]. It means WhatsApp’s
effectiveness in task completion rate is good for both user groups. However, we found
the time-based efficiency higher for younger adults. It means younger adults performed
each task faster than the older group on WhatsApp. Regarding task satisfaction, both
groups rated above 6 on a 7-point scale for each task. It indicates that it was perceived
to be usable by both user groups. Overall, the phase-1 study revealed that the WhatsApp
application has good usability characteristics for younger and older adults. From older
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adults’ perspective, it indicates they found it easy to perform tasks on the WhatsApp
application.

Thus, to improve the usability and adoption of healthcare applications among older
adults, we recommend incorporating WhatsApp’s UI design attributes in dedicated
healthcare applications.

In the phase-2 study, we identified the attributes of WhatsApp’s UI design. Thus,
based on identified attributes, we recommend the following points:

• We recommended adopting a simple and intuitive interface design in healthcare
applications for older adults.

• Text in healthcare applications should also be clear and easy to read to avoid confusion
and misunderstanding.

• In healthcare applications, emojis can represent symptoms and medical procedures,
making it easier for older adults to understand and use.

• Healthcare applications should incorporate voice and video calling features that are
easily accessible to older users.

• Healthcare applications should prioritise user preferences. For example, Application
can prioritise the previously consulted medical condition or medical consultant.

• Icons or symbols in healthcare applications should be easily recognisable to the user.
• The main task of healthcare application should be available on its first screen to

perform it instantly.
• The healthcare application should provide instantly accessible payment and Media

(Medical related Image, audio, video) sharing options.
• The healthcare application should provide customisation of notification sound for

appointment alerts, medication reminders or receiving medical reports etc.

In phase-3 of the study, we implemented some of the important UI design attributes
of the WhatsApp application. We developed a prototype of a healthcare application for
online medical consultation.We tested the developed prototype application among older
adults.We received high satisfaction ratings on the SEQ scale.We successfully addressed
the potential usability concerns and developed an application that accommodates older
users’ needs and preferences. It suggests that to enhance the ease of use of new healthcare
applications among older adults, designers can take inspiration from what is already
popular among them. It will reduce the burden, of operating a new application as they
would be already familiar with its user interface.

4.2 Limitation of the Study

The present study has several limitations, as follows:

• The sample size of older adults who participated in this study is less to validate
the findings statistically. In addition, the participants only belong to the younger old
group (60–69 years), and results may vary for the middle old group (70–79 years)
and oldest old group (80 years or older). Future researchers can use the present study
on a larger sample size for more accurate results encompassing all categories of old
age groups.
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• Participants of the present study are smartphone userswho use theWhatsApp applica-
tion. Therefore, the findings of the studymay vary for the non-users of the smartphone
and the WhatsApp application.

5 Conclusion

The prior studies suggested that most older adults do not use dedicated healthcare appli-
cations for various reasons. We identified the WhatsApp, among all other applications,
that is popular among all age groups and can be used for healthcare purposes. We found
that the WhatsApp application has good usability characteristics for younger and older
adults. It indicates that it was perceived to be usable by both age groups. Therefore, we
identified the user interface (UI) design attributes that made WhatsApp easily usable
among all age groups. With the help of identified attributes, we developed a prototype
of a healthcare application. We tested the developed prototype among older adults, who
found it easy to use. Hence, we conclude that incorporating WhatsApp’s UI design
attributes in a dedicated healthcare application can improve the ease of use among older
adults. Moreover, it will enhance the adoption of dedicated healthcare applications in
future among older adults and connect them with digital healthcare. For the future work,
more UI design attributes of WhatsApp or other popular applications can be used to
enhance the adoption of digital healthcare applications among older adults.
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Abstract. Electric micromobility is a promising part of the transition towards
more sustainable and ecologic transportation systems – especially as a comple-
ment to public transportation on the last mile. However, so far adoption of such
services is still not ideal, especially in rural areas. By means of a quantitative
study with 137 users, our work-in-progress paper investigates user acceptance in
urban and rural areas. Based on a structural equation model, our research shows
that rural municipalities and providers should especially consider aspects that
address the performance expectation and the perceived collective environmental
impact of potential users, as these have been found to be especially relevant for
the intention to use. Our study thus contributes to the theoretical understanding
of e-micromobility, which has so far been mostly investigated in urban areas.

Keywords: Electric micromobility · Last mile problem · Public transport ·
Adoption

1 Introduction

Current mobility patterns are not aligned with widely accepted sustainability and car-
bon reduction goals [38]. In particular, the dominance of private motorized transport
in the modal split [9] is considered problematic. Private vehicles contribute to traffic
congestion and noise in densely populated regions, as well as air pollution on a local
and global level [46].

Electric Micromobility (E-Micromobility) has emerged as a promising solution to
address these challenges. Electrically powered micro-vehicles, such as kick scooters
and e-bikes [39], are considered especially effective in short-distance transportation,
such as the “first and last mile” before or after using public transportation (PT) [26].
This refers to overcoming the distance between the starting or ending point of a trip and
the nearest stop, which often discourages people from using PT [16]. By bridging these
gaps, e-micromobility has the potential to promote more sustainable mobility patterns
by supporting the adoption of PT [1].
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In many cities, e-micromobility is being introduced as part of shared mobility ser-
vices that allow consumers to temporarily on-demand access these vehicles via a mobile
app [42]. However, the mere availability of these services is not enough to ensure a more
sustainable mode of transportation. To fully realize the potential of e-micromobility, it
is crucial that these services are adopted and used together with PT [28]. Several studies
have already examined citizen adoption of e-micromobility [7,10,20]. However, these
studies focus mainly on urban areas. For rural areas with their unique challenges of
dispersed settlements and less frequent PT research, there is little insight or knowledge
about the adoption of e-micromobility.

Therefore, this work aims to investigate the adoption of e-micromobility as a com-
plementary solution of PT for the first and last mile in rural regions. The adoption of the
service can be measured by the intention to use, an item from the technology acceptance
model [6]. In particular, for this study, we adopted the TAUSM research model (Theory
for the Acceptance and Use of Smart Mobility). This is an extension of UTAUT2 (Uni-
fied Theory of Acceptance and Use of Technology), which was developed specifically
to measure smart mobility acceptance [18].

We focus mainly on students and young adults, as representatives of the younger
generation, exhibiting a greater tendency towards using alternative mobility solutions
[52], and becoming early adopters [21]. Furthermore, students and young adults are
the potential car owners of tomorrow and, thus, are able to decide between starting
the ownership of a private motorized vehicle or using PT [23]. Especially for students
and young adults, who live in rural regions, this is a central decision, as their lives are
influenced by an often poor PT connection [3]. Furthermore, students and young adults
are potentially future residents of rural areas, e.g., when they start a family [3,5], which
is why we build up a scenario-based approach - also for city-living students.

The study aims to achieve two main objectives: First, it is intended to provide a
complementary study to the existing works on urban areas, thereby contributing to the
theoretical understanding of mobility research. Second, the results should provide prac-
tical insights for rural municipalities or sharing service providers seeking to establish
similar services in rural communities.

2 E-Micromobility and First and Last Mile Problems

The first and last mile problem in PT refers to the accessibility difficulties commuters
face when reaching or leaving PT stops [16]. Research has shown that lack of con-
nections to and from PT stops forces people to rely more heavily on private motor-
ized transportation to meet their mobility needs. In contrast, transit systems that feature
robust connectivity and accessibility evidence greater use of public transit as well as
alternative modes such as walking and bicycling [34].

Existing studies shed light on the acceptance of e-micromobility as a complement
to PT. For example, surveys on the impact of stationless scooter systems in Paris have
found that users of these services often combine e-scooter travel with PT. For a consid-
erable proportion of trips, PT was the main mode of transport for the majority of the
journey, with e-scooters playing a crucial role in bridging the first or last mile [20].
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A survey conducted in Oslo, found that about 57% of respondents combined sev-
eral modes of transport on their last trip. Different modes of PT were mentioned, with
24% combining trips with the subway, 22% with buses, 12% with trains, and 9% with
streetcars. However, the quantitative survey data do not provide conclusive evidence on
whether scooters were used specifically for the first or last mile of these trips [10].

Three Polish cities (Gdansk, Gdynia, and Sopot) were studied by conducting a sur-
vey to investigate the differences in the behavior of users of e-scooter services and
e-bike services. Unlike the above-mentioned studies, this work distinguished between
different forms of e-mobility in order to identify differences between these transporta-
tion modes. The results show that nearly 72% of e-bike sharing service users use the
service to bridge the first or last mile of their trips. In contrast, the percentage was lower
for e-scooter users, with about 33% using the service for the same purpose. While the
study does not explicitly address the reasons for these discrepancies, it makes clear that
there may indeed be differences between the diverse types of e-micromobility vehicles
[4].

E-micromobility also became a topic of interest in HCI, within the broader attempt
to promote more sustainable transportation [2,24]. The focus of this research was on
user experience issues, accessibility, or safety. While other HCI research highlights the
importance of infrastructures especially in synchronization with the needs of (rural)
users [23,25], there is little knowledge about the infrastructure of e-micromobility in
rural areas and its adoption. This adds to the general need for studies focusing on rural
areas, especially as the infrastructures differences in rural and urban areas are an impor-
tant topic when designing systems to support sustainable mobility [25].

3 Research Model

The mentioned studies provide valuable insights into the acceptance of e-micro-
mobility as a complement to PT, as they were able to collect data on the actual use of
these services. However, there are very few e-mobility services in rural areas, making it
difficult to collect usage data specifically for these areas. To overcome this data limita-
tion, one approach of measuring adoption is the use of acceptance models. Models such
as the Technology Acceptance Model (TAM) [6] or the Unified Theory of Acceptance
and Use of Technology (UTAUT or UTAUT2) allow the study of people’s intentions to
use technology. These models are based on the fundamental assumption that a person’s
intention to use a technology strongly predicts his or her actual use [6,48]. Therefore,
a quantitative survey that assesses the intention to use a particular technology can be
used to gain insight into the potential adoption of the technology, even in the absence
of actual use at the time of the study.

The TAUSM model, which was developed as an extension of the UTAUT2 as part
of a study to investigate the acceptance of smart mobility, is suitable for the present
situation [18]. Figure 1 shows the research model with the included constructs, the
respective impact paths between them, and the resulting hypotheses. The variables and
hypotheses are adopted from the original paper. It was originally developed in the con-
text of smart mobility. However, a transfer to the area of e-micromobility is justified
for two reasons. First, the TAUSM is a supplement to the UTAUT2. In the literature,
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the UTAUT2 has already been successfully used several times to investigate the accep-
tance of e-micromobility [30,33]. The two supplements from [18] (perceived risk and
collective environmental impact) are both latent constructs that also play a role in the
acceptance of e-micromobility, even though they have not yet been taken into account
in the UTAUT2 [51].

A transfer of the TAUSM can be justified by the fact that the terms smart mobil-
ity, shared mobility and e-micromobility have a close, hierarchical relationship to each
other. Shared mobility is considered in the literature as a subfield of smart mobility, and
e-micromobility in turn is offered within the framework of shared mobility [17].

Fig. 1. Research Model [18].

The TAUSM includes the following variables and hypotheses, which were trans-
lated from German to English:

Performance expectation provides information about how strongly a person
believes that using technology will help him or her improve his or her own performance
[48].

H1: Performance expectation has a positive effect on the intention to use.
H2: Performance expectation has a positive effect on habit.

Expected Effort. Effort expectancy, or perceived ease of use, expresses the subjectively
perceived ease associated with using technology [48]. The related hypotheses are:
H3: Expected effort has a positive effect on the framework conditions.
H4: Expected effort has a positive effect on performance expectation.
H5: Expected effort has a positive effect on inner motivation.

Social Influence: is defined as the degree to which an individual perceives that other
individuals significant to that person believe that he or she should use the new sys-
tem. Assessments of the opinion of society also play a role here [48]. The associated
hypotheses are:

H6: Social influence has a positive effect on the intention to use.
H7: Social influence has a positive effect on habit.
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Framework Conditions: are defined as the extent to which a person assumes that an
organizational and technical infrastructure exists that supports the use of the system.
This also includes the question of the compatibility of the technology in question with
corresponding other technologies [48]. The associated hypotheses are:

H8: The framework conditions have a positive effect on the intention to use.
H9: The framework conditions have a positive effect on habit.

Inner Motivation. (or hedonic motivation) refers to the fun or pleasure a person feels
when using a certain technology [49]. It has already been shown in the past that hedonic
motivation is one of the most important motivators for the use of (e-)micromobility [31].
The associated hypotheses are:

H10: Inner motivation has a positive effect on the intention to use.
H11: Inner motivation has a positive effect on habit.

Price Valuation: is defined as a cognitive trade-off on the part of consumers between
the perceived benefits and the monetary costs of an application [8]. If the monetary costs
are estimated to be lower than the benefits resulting from the use of this technology, a
positive price evaluation is assumed [49]. The associated hypotheses are:

H12: Price valuation has a positive effect on the framework conditions.
H13: Price valuation has a positive effect on performance expectation.
H14: Price valuation has a positive effect on inner motivation.

Habit: can be defined as a learned sequence of actions that have become automatic
responses to specific stimuli and that are used to achieve specific goals [32,50]. Accord-
ingly, a person’s habits can have a strong influence on one’s intentions. Studies have
shown that the choice of the means of transport may partly depend on existing habits
[45]. The associated hypothesis is:

H15: Habit has a positive effect on the intention to use.

Perceived Risk, as a counterpart to inner motivation, reflects all the fears of loss asso-
ciated with the use of technology. In the mobility domain, for example, these include
fears of loss related to one’s freedom, safety, time, and comfort [18,43]. The associated
hypotheses are:

H16: Perceived risk has a negative effect on performance expectation.
H17: Perceived risk has a negative effect on inner motivation.
H18: Perceived risk has a negative effect on social influence.

Collective Environmental Impact: is defined as the degree to which a person believes
that he or she, as part of a collective, can bring about an actual change for the envi-
ronment [18]. Especially in the field of mobility, it is assumed that such sustainability
aspects can have a relevant influence on the acceptance of technologies or means of
transport [51]. The associated hypotheses are:

H19: Collective environmental impact has a positive effect on performance expectation.
H20: Collective environmental impact has a positive effect on inner motivation.
H21: Collective environmental impact has a positive effect on social influence.

Intention to Use: expresses the extent to which a person intends to use technology. In
the literature, this construct is considered a central predictor of whether a technology in
question is actually used [6,48].
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4 Data Analysis and Results

The existing items from [18] were used to operationalize the constructs with a seven-
point Likert scale with (1) strongly disagree and (7) strongly agree; accordingly, the
reliability of the measurement instruments did not need to be tested beforehand. The
questions were adapted to the acceptance of e-micromobility as a supplement to PT.
Since the focus of this study is on rural areas, a scenario description was included in
the developed questionnaire to ensure that respondents, when answering the individual
questions, put themselves in a scenario in which they could use e-scooters and e-bikes
to cover the last mile in a rural area. In addition, the questionnaire asked whether the
respondent lives in a rural area or not.

Google Forms was used to collect the data. The survey was conducted between
November 2022 and January 2023 in Germany. After data collection, outliers were
removed according to the recommendations of [11], leaving 137 completed question-
naires. This is a comparatively small sample size. However, the present model was eval-
uated using Partial Least Squares-Structural Equation Modeling (PLS-SEM), which can
also work with such sample sizes [12]. Descriptive analyses were conducted with Pin-
gouin, an open-source statistical package written in Python 3 [47]. Calculations of the
Structural Equation Model were conducted with SmartPLS v4 [36] according to the
proposed procedure of [37].

4.1 Demographics and Descriptive Results

Out of the total 137 participants, 53.2% (73) were female and 46.8% (64) were male,
with an average age of 24.84 years. The majority of respondents, 67.9% (93), resided
in urban areas, while 32.1% (44) lived in rural areas. In addition, 82.4% (113) of par-
ticipants were students. A comprehensive overview of participant demographics can be
found in Table 1, and detailed statistics on the means and standard deviations of the
model constructs can be found in Table 2.

Table 1. Demographics.

Characteristic Specification n Characteristic Specification n

Gender Female 73 Education School graduation 75

Male 64 Apprenticeship 21

Age <21 24 University 41

21–30 98 Residence Urban 93

>30 15 Rural 44

Occupation Student 113 Net income <1,000 79

Employee 18 1,000–2,000 49

Other 6 >2,000 9

4.2 Measurement Model

Since we have used a reflective operationalization, we first examine both the reliability
and validity of the measurement model as part of the evaluation of the external model.
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Table 2.Means and Standard Deviations of the Constructs.

Characteristic Specification ITU PE EE FC SI IM H PV PR CEI

Gender Female 3.6 4.4 4.6 5.0 3.6 3.7 2.0 3.3 3.9 5.0

Male 3.6 4.4 5.0 5.6 3.6 4.0 2.4 3.1 3.3 5.0

Age <21 3.7 4.7 5.2 5.3 4.0 4.3 2.6 3.4 3.4 5.3

21–30 3.6 4.4 4.8 5.3 3.5 3.8 2.1 3.3 3.6 4.9

>30 3.8 4.3 4.3 5.1 3.3 3.5 2.2 2.7 3.6 5.0

Residency Urban 3.8 4.6 4.9 5.4 3.7 4.0 2.4 3.3 3.5 5.1

Rural 3.2 4.0 4.6 5.1 3.4 3.7 1.8 3.2 3.7 4.7

Occupation Student 3.5 4.3 4.6 5.2 3.5 3.8 2.1 3.2 3.7 4.9

Employee 4.4 5.1 5.8 5.7 4.0 4.2 2.9 3.5 2.9 5.2

Other 4.7 4.2 4.6 5.0 3.6 3.2 2.2 3.5 3.3 4.8

Net Income <1,000 3.5 4.3 4.6 5.2 3.6 3.8 2.1 3.2 3.6 5.0

1,000–2,000 4.1 4.9 5.1 5.6 3.4 4.0 2.8 3.1 3.3 5.0

>2,000 4.5 4.9 5.8 5.7 3.9 4.3 2.5 3.9 2.9 5.5

Education School graduation 3.6 4.6 4.8 5.4 3.7 3.9 2.3 3.2 3.5 5.0

Apprenticeship 3.3 4.2 4.9 5.2 3.6 3.8 2.2 3.4 3.5 5.0

University 3.8 4.2 4.6 5.1 3.3 3.7 2.0 3.0 3.9 4.9

Family status Unmarried 3.6 4.3 4.7 5.3 3.6 3.8 2.2 3.3 3.6 5.0

Married 3.5 4.9 5.3 5.4 3.6 4.1 2.2 2.7 3.4 4.9

Total Mean 3.6 4.4 4.8 5.3 3.6 3.9 2.2 3.2 3.6 5.0

Standard deviation 1.9 1.9 1.7 1.3 1.4 1.6 1.4 1.3 1.4 1.3

Indicator reliability provides information on the relationship between an indicator
and the underlying construct. More precisely, it describes the proportion of variance of
the indicator that can be described by the superordinate construct. Factor loadings can
be used to make statements about indicator reliability, whereby a value close to 0.708
is assumed to explain more than 50% of the variance and thus to provide a sufficient
degree of reliability [37]. Of the 40 factor loadings, nine were below this threshold.
Here, it is recommended to first check whether removing the corresponding items has
a positive effect on the construct’s validity and reliability. Accordingly, six of the nine
items were removed (see Table 3).

To ensure the reliability of the scales utilized, it is crucial to estimate the internal
consistency. This can be achieved by calculating Cronbach’s alpha, as suggested by
[41]. In general, values between 0.70 and 0.90 are considered acceptable [44]. Table 3
shows Cronbach’s alpha values for all constructs discussed. Only the value for the con-
struct “framework conditions” is just below the value of 0.70 at 0.692. The remaining
values are above this value.

In Sarstedt’s procedure model, the next step is to assess the validity of the mea-
surement model [37]. Validity refers to the accuracy with which a procedure measures
its intended target [35]. The first aspect to be examined is convergence validity, which
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Table 3. Validity and Reliability of the Measurement Model.

Construct Items Validity (factor loadings) Reliability (Cronbach’s alpha)

Intention to Use ITU1 0.913 0.930

ITU2 0.886

ITU3 0.956

ITU4 0.884

Performance Expectation PE1 0.877 0.928

PE2 0.900

PE3 0.914

PE4 0.938

Expected Effort EE1 0.882 0.909

EE2 0.892

EE3 0.900

EE4 0.871

Social Influence SI1 removed 0.843

SI2 0.877

SI3 0.852

SI4 0.887

Framework Conditions FC1 9.665 0.692

FC2 0.744

FC3 0.773

FC4 0.677

Inner Motivation IM1 0.861 0.868

IM2 0.923

IM3 0.847

IM4 0.752

Habit H1 0.887 0.792

H2 0.913

H3 9.702

Price Valuation PV1 0.900 0.841

PV2 removed

PV3 0.953

Perceived Risk RISK1 9.765 0.763

RISK2 0.828

RISK3 0.869

RISK4 removed

RISK5 removed

Collective Environmental Impact CEI1 0.468 0.723

CEI2 0.928

CEI3 removed

CEI4 0.915

CEI5 removed
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examines the extent to which the individual indicators of a construct are strongly cor-
related with each other. Ideally, these indicators should measure the same underlying
construct. One way to assess convergence validity is to calculate the Average Variance
Extracted (AVE), where the threshold is usually 0.50 [37]. In this case, the framework
construct has the lowest AVE value, but still exceeds the threshold at 0.513. The AVE
values for the other constructs range from 0.639 to 0.859.

Besides convergence validity, discriminant validity is also an important aspect,
assessing how clearly each construct differs from others in terms of empirical differ-
ences and the clarity with which the indicators represent only that particular construct.
For this purpose, the heterotrait-monotrait (HTMT) matrix is commonly used, with val-
ues ideally below 0.90 [37]. Regarding our model, no value exceeds this threshold,
indicating acceptable discriminant validity.

Since the measurement model used consists exclusively of reflectively operational-
ized constructs, the corresponding procedures for formatively measured variables can
be omitted. This concludes the evaluation of the measurement model and the structural
model can be examined in more detail [37].

4.3 Structural Model

As part of the evaluation of the structural model, we first check whether there are
collinearity problems between the individual constructs that may distort or falsify the
regression results. This can be determined using the VIF (Variance Inflation Factor) of
each construct. All values are below the threshold of 3.0. Accordingly, there is no mul-
ticollinearity between the latent variables [37]. In the next step, the path coefficients of
the inner model are examined with respect to their relevance and significance. For this
purpose, bootstrapping with 5,000 repetitions was performed. Table 4 shows the direct
effect and the total effect on the intention to use as well as the significance (represented
by the p-values) for all constructs.

Table 4. Direct and Total Effects on Intention to Use.

Construct Direct Effect on ITU Significance Total Effect on ITU Significance

Intention to Use – – – –

Performance Expectation 0.597 0.000 0.666 0.000

Expected Effort – – 0.244 0.000

Social Influence 0.251 0.001 0.273 0.001

Framework Conditions 0.005 0.925 –0.011 0.834

Inner Motivation –0.131 0.079 –0.064 0.416

Habit 0.223 0.003 0.223 0.003

Price Valuation – – –0.013 0.725

Perceived Risk – – –0.169 0.004

Collective Environmental Impact – – 0.341 0.000
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Fig. 2. Inner model with path coefficients, p-values (***<0.001, **<0.01, *<0.05, ’<0.10), and
explained variances.

Table 5. Acceptance/Rejection of Hypotheses.

Hypothesis Acceptance/Rejection

H1: Performance expectation has a positive effect on the intention to use. Accept

H2: Performance expectation has a positive effect on habit. Accept

H3: Expected effort has a positive effect on the framework conditions. Accept

H4: Expected effort has a positive effect on performance expectation. Accept

H5: Expected effort has a positive effect on inner motivation. Accept

H6: Social influence has a positive effect on the intention to use. Accept

H7: Social influence has a positive effect on habit. Reject

H8: The framework conditions have a positive effect on the intention to use. Reject

H9: The framework conditions have a positive effect on habit. Reject

H10: Inner motivation has a positive effect on the intention to use. Reject

H11: Inner motivation has a positive effect on habit. Accept

H12: Price valuation has a positive effect on the framework conditions. Reject

H13: Price valuation has a positive effect on performance expectation. Reject

H14: Price valuation has a positive effect on inner motivation. Reject

H15: Habit has a positive effect on the intention to use. Accept

H16: Perceived risk has a negative effect on performance expectation. Accept

H17: Perceived risk has a negative effect on inner motivation. Accept

H18: Perceived risk has a negative effect on social influence. Accept

H19: Collective environmental impact has a positive effect on performance expectation. Accept

H20: Collective environmental impact has a positive effect on inner motivation. Accept

H21: Collective environmental impact has a positive effect on social influence. Accept

Except for the direct and total effects of the constructs framework conditions and
internal motivation on the intention to use, as well as the total effect of price valua-
tion, all effects can be considered significant. Performance expectancy has the strongest
effects on intention to use, followed by environmental impact and social influence,
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effort expectancy, and habit. All these effects are positive in nature. Perceived risk has
a small, negative effect.

The path coefficients and p-values indicate the extent to which the hypotheses made
must be rejected. Figure 2 shows a graphical representation of the inner model. The
constructs are shown as blue circles, whereas the hypothesized effect paths are shown as
arrows between the respective constructs. The corresponding path coefficient is plotted
on each arrow, with the corresponding p-value in parentheses to the left. Out of 21
hypotheses, 7 have to be rejected because no significant relationship could be found
(see Table 5).

Figure 2 also shows the explained variance for each endogenous variable, providing
insight into the “explanatory power” of the current model. In the case of intention to
use, which serves as a key predictor of acceptance, an R2 value of 0.675 was obtained.
This means that about 68% of the variability of this variable can be explained by the
exogenous variables influencing it. As a general guideline, values of 0.75, 0.50, and
0.25 are usually considered significant, moderate, and weak, respectively [12,13].

To evaluate the predictive ability of the model, the “PLSpredict procedure” intro-
duced by [40] is used. This procedure uses k-fold cross-validation, where the entire
dataset is divided into k subsets of equal size. Each subset is then predicted using the
remaining k minus 1 subsets. The results provide information on the predictive power
of the model, focusing on the R2

predict values for both manifest and latent variables.
According to [37], the focus should be on the key latent constructs of the model, with
positive values above 0 indicating strong predictive power. In the present study, 10 sub-
groups were created, and R2

predict values for all endogenous constructs ranged from
0.263 to 0.482.

In addition, the influence of the control variables on the intention to use was investi-
gated. For this purpose, dummy variables were formed and bootstrapped in order to be
able to make statements about the relevance and significance of the respective relation-
ships to the intention to use. No significant effects were found for the control variables
age, gender, experience with e-micromobility, marital status, number of children, per-
sonal monthly net income, and employment situation. Only the level of education had
a significant effect on the intention to use. According to the present model, the fact that
people have a college or university degree has a positive influence on the intention to
use the PT.

5 Discussion

The analysis of the collected data shows the acceptance structure of e-mobility as a sup-
plement to PT in rural areas. In particular, the latent variable of performance expectation
shows a significant effect on intention to use as a key endogenous construct. The direct
effect is measured as 0.597, while the overall effect is 0.666. These results are consis-
tent with similar studies that have investigated the adoption of mobility technologies
using similar models. For example, Kopplin et al. (2021) examined the acceptability of
shared e-scooters for short-distance trips in urban areas using the UTAUT framework
[19]. In their study, performance expectancy was also found to be the most influential
factor in usage intention. The results suggest that individuals are primarily motivated
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to use vehicles such as e-scooters and e-bikes because of their efficiency and conve-
nience for personal transportation. Actors who want to introduce corresponding offers
for better connection to PT in rural areas should take this aspect into account.

Collective environmental efficacy has the second largest effect on intention to use,
with a total effect of 0.341. This reinforces Zhang and Kamargianni’s (2022) [51] state-
ment that sustainability aspects as latent variables have an influence on the acceptance
and use of (e-)micromobility. In addition, collective environmental impact influences
performance expectancy, as well as social influence, both of which exert a significant
effect on usage intention. Sustainability aspects will continue to gain importance in the
future [46], so it can be expected that the influence of collective environmental impact
will continue to grow in the future.

The expected effort, i.e., expected user-friendliness, has a moderate total effect. It
also has the most relevant effect of all endogenous constructs that affect performance
expectations, with a path coefficient of 0.410, and is therefore not negligible. Empirical
studies show that consumers already perceive the use of e-scooters via shared mobility
services as simple and user-friendly [14]. When establishing corresponding services in
rural areas, there is therefore no need to focus additionally on creating such usability.

Social influence and habit show a moderate influence on the intention to use. When
looking at the mean values for the construct habit in Table 2, it is noticeable that rela-
tively low values are achieved. This is consistent with the data on current experiences
with e-scooters and similar micro-vehicles.

As expected, perceived risk has a negative total influence on the intention to use.
However, this is small with a path coefficient of -0.169. Additionally, the construct
has a negative influence on performance expectancy, intrinsic motivation, and social
influence. Safety concerns are a frequently addressed e-micromobility issue. Concerns
about traffic and road safety [14], as well as health consequences [15,27], are often the
subject of current research and should be considered when developing rural offerings.

No significant results can be found with regard to the control variables discussed
in the model. Only the education of the respondents has a significant influence on the
intention to use, insofar as people with a college or university degree have a higher
intention to use. This is (at least partially) in line with empirical studies on the accep-
tance of (e-)micromobility. Here, it has been found that highly educated, young, male
persons in particular are among the active users of this form of mobility [22].

The inner motivation has no significant influence on the intention to use. When
interpreting this fact, however, it must be taken into account that most respondents from
both rural and urban areas stated that they had little or no experience with the use of e-
micromobility. Accordingly, it is questionable to what extent hedonistic aspects can be
neglected when establishing offers in rural areas. The same applies to the price valuation
and framework conditions. The interviewees may have had too little experience with
this mobility technology to be able to assess the price-performance ratio of e-mobility
for bridging the first and last mile, as well as the existing framework conditions.

But not only the results for the internal motivation, the framework conditions, and
the price evaluation have to be considered critically. The original goal of this work was
to gain insights into the acceptance of e-micromobility as a supplement to PT in rural
areas. However, looking at the descriptive description of the sample, it is noticeable that
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the majority of the respondents live in the city. Although the participants were asked
to imagine a scenario in the rural areas when answering the items, this alone cannot
provide any meaningful values about the actual situation in less densely populated areas.

The results should therefore be continued and further confirmed by further research
with an even stronger focus on the rural areas. Also to be considered is the fact that
the sample consists mainly of students and young adults. Accordingly, other socio-
demographic groups, such as persons of higher age or persons with a higher income
and a different employment situation, are underrepresented.

6 Conclusion

The modal split in many European countries is dominated by private motorized trans-
port [9], which has a negative impact on the environment [46]. E-micromobility has
the potential to solve the first and last mile problem of PT and thus promote a more
sustainable mobility behavior [26]. However, for this potential to be unleashed, e-
micromobility needs to be accepted and used as a complement to PT. There are already
a number of studies that address the study of acceptance, but these focus mainly on
urban areas [7,10,20]. Given that the first and last mile problem seems particularly
severe in rural areas due to low settlement density [29], the question arises as to how
the acceptance structure is set up here. With the help of technology acceptance models
such as UTAUT2 [49], this question can be answered without the need for concrete
offers to exist in rural areas at the present time. Therefore, a quantitative survey using
the TAUSM model was conducted as part of this work.

From our results, we can derive recommendations for rural municipalities or
providers of e-micromobility and PT services that want to introduce and establish cor-
responding services in rural areas. Thus, due to the high relevance for the intention to
use, aspects that address the performance expectation and the perceived collective envi-
ronmental impact of potential users of these offers should be considered in particular.
Since a large part of the participants put themselves into a theoretical scenario with-
out actually living in rural areas, the results are limited thereby. In order to be able to
confirm the statements of this work, further studies must be conducted.

References

1. Abduljabbar, R.L., Liyanage, S., Dia, H.: The role of micro-mobility in shaping sustainable
cities: a systematic literature review. Transp. Res. Part D: Transp. Environ. 92, 102734 (2021)

2. Bennett, C., Ackerman, E., Fan, B., Bigham, J., Carrington, P., Fox, S.: Accessibility and
the crowded sidewalk: Micromobility’s impact on public space. In: Designing Interactive
Systems Conference 2021, pp. 365–380 (2021)

3. Berg, J., Ihlström, J.: The importance of public transport for mobility and everyday activities
among rural residents. Soc. Sci. 8(2), 58 (2019)
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Abstract. In order to improve online learning outcomes, a Learning Dashboard
(LD) for online students is being developed as a plugin for the learning manage-
ment system Moodle to support self-regulation. The project itself focuses on the
factors that lead to success and failure in online learning. Using a user-centered
design approach, the LD will provide students with feedback and functional ele-
ments through different cards. 24 online students completed a three-part term
paper in which they examined the elements of two wireframes of the LD in
relation to Wertheimer’s Gestalt Laws and in terms of factual and interaction
problems. We also received 11 card designs from them as a voluntary bonus
assignment. Assignments 1 & 2 had to be completed successfully in order to be
admitted to the exam. The study was designed to encourage student participa-
tion and improve accessibility by taking into account their expertise. The results
showed that clearer overviews, clarification of how content elements fit together,
more compact solutions, and intuitive controls improved clarity and usability.

Keywords: Digital degree programs · Dropout rates · Self-regulation ·
User-centered design · Gestalt laws · Factual and interaction problems · Learning
analytics

1 Introduction

In recent years, digital degree programs have become increasingly important, in part
because they allow students to customize their learning process [11] However, such pro-
grams have higher dropout rates [22, 4, 5]. In order to successfully complete such pro-
grams, self-regulation skills are important [1, 21]. A research project within a university
network is currently working on the development of a dashboard using machine learning
(ML) methods for the learning management system (LMS) Moodle1 [13]. This learning
dashboard (LD) is intended to help students better monitor their learning progress and
process, so that they can learn effectively and self-directedly in a digital environment
[8]. For this purpose, ML models are used to support learning through personalized
feedback based on learning analytics. The content and functional elements provided in

1 https://www.moodle.org.
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the dashboard will be explored in terms of their importance for self-regulation [7]. The
LD to be developed is divided into different areas called cards. They provide different
information or allow interactions, e.g., the creation of personal learning goals [7]. The
study focused on the research questions (RQ) of designing content elements to comply
with the Gestalt Laws and factual and interaction problems, identifying issues in the
current implementation of the wireframes, and exploring alternative design solutions
to improve the user experience (UX) [16, 25], which is part of a design study [6]. The
theory of Gestalt Laws, developed in the early 20th century [26], focuses on how peo-
ple organize and interpret environmental information into a single whole, or gestalt.
The theory can be linked to interaction issues in the development of a self-regulation
dashboard for students, as it highlights the importance of contextual factors in shaping
perception. For example, Gestalt principles suggest that people tend to perceive objects
or stimuli as part of a larger whole, rather than as individual elements. In the context of
developing a self-regulation dashboard, this means that students may be more likely to
engage with the platform if they see it as an integrated system rather than a collection of
separate features. These tools are often designed for professionals, so the study looked
at the issues that students or professionals might face when visualizing data for such an
audience, as they are more likely to be casual users [3, 9, 10].

(1) RQ1. What are the most effective ways to design content elements that comply with
Gestalt Laws?

(2) RQ2. How can factual problems in current implementations of wireframes be
identified and addressed?

(3) RQ3. Can alternative design solutions improve the UX, and if so, how can they be
effectively explored and implemented?

2 Background

The involvement of the students, who are the main target group of the LD, in the devel-
opment gives us the opportunity to understand their needs or expectations, to support
the development process with their professional expertise on the one hand, and on the
personal level (gaining understanding to prepare personal feedback) on the other. By
examining the Gestalt Laws and also by reviewing possible factual and interaction prob-
lems, we obtain additional information for the further development of the LD from the
perspective of the student.

2.1 The Gestalt Laws

The Gestalt Laws are a set of principles that describe how humans perceive visual pat-
terns. These Laws help us understand how our brains organize information into groups,
based on factors such as proximity, similarity, closure, continuation, and form [12, 23,
26]. The Gestalt Law of Proximity states that elements that are close together tend to be
grouped together. Thismeans thatwenaturally groupobjects or shapes that are physically
near each other in our field of vision. Similarly, the Gestalt Law of Similarity suggests
that similar things tend to be grouped together. Our brains have a natural tendency to
categorize and organize items based on their shared characteristics.



178 G. Drzyzga et al.

The Gestalt Law of Closure states that elements that are close together tend to be
grouped together. This means that our brain fills in missing pieces or gaps in visual pat-
terns, creating a sense of completion or closure. The Gestalt Law of Good Continuation
suggests that elements should be visually connected to each other. Our brains have an
innate tendency to connect lines and shapes that are close together, forming continu-
ous paths or trajectories. Finally, the Gestalt Law of Good Form states that elements
should be visually appealing and easy to understand. This means that our brain naturally
prefers patterns and designs that are simple, symmetrical, and well-balanced. Overall,
these principles help us better understand how we perceive visual information and can
inform design decisions in fields such as graphic design.

2.2 Factual and Interaction Problems

Factual problems occur when users encounter incorrect or incomplete information that
hinders their ability to complete a task successfully. This can include errors in the content
itself (e.g., wrong facts, outdated information), inconsistencies between different parts
of the interface, or missing information that is necessary for understanding and using
the system effectively [2, 24].

Interaction problems occur when users have difficulty interacting with the system
due to poor design choices or implementation problems. This can include confusing or
unintuitive interfaces (e.g., unclear labels, inconsistent navigation), slow response times
or performance problems, or inaccessible features that prevent users from completing
their tasks successfully [2, 24].

Both factual and interaction problems can negatively impact the UX and make it
difficult for users to achieve their goals with the system. Addressing these types of
usability problems is crucial for improving overall user satisfaction and ensuring that
users are able to effectively use and interact with a product or service [15, 17, 19, 20].

3 Method

In a wireframe evaluation, 24 students analyzed two wireframe designs for an LD in
relation to Wertheimer’s Gestalt Laws [26] and in terms of factual and interaction prob-
lems (the task used the German term “Sachprobleme”, which in the context of this paper
is used to mean “factual problems” or “technical problems”) [6].

The purpose of the study was to apply a user-centered design approach to examine
the elements of the dashboard in relation to Wertheimer’s Gestalt Laws [26] and the
model of Streitz (1985) [24] in Fig. 1. This model provides a comprehensive framework
for system design and emphasizes the integration of four central components: User, Task,
System, and Context. It sees conception not as a linear, but as a cyclical and interactive
process in which all components are interrelated and influence the factual and interaction
problems [6].

The participants were enrolled in an online media computer science program and
were studying human-computer interaction as part of their degree program. They were
given readings and weekly web conferences led by a university instructor to prepare
them for the assignments. Successful completion of the assignments was required for
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Fig. 1. Streitz model for representation of factual and interaction problems (based on Streitz
(1985) [24]).

admission to the final exam [6]. The first versions of the two LDwireframeswere slightly
different (e.g., different icon language). One view showed a view that might be used in
the content area of the LMS (Fig. 2, translated from German), the second view showed a
view that might be used in the right sidebar of the LMS (Fig. 3, translated fromGerman).
Both are intended to help students stay organized and on track throughout their studies.

3.1 Wireframe for the Learning Dashboard in the Content Area

The wireframe LD for the content area of the LMS is designed to provide students with
an intuitive interface for navigating their coursework. Key navigation features such as
the complete program, term, and course overviews are prominently displayed at the top
of the LD. In addition, cards with various elements such as exercises, course completion,
learning goals, current term activities, and a “chance of success” score are included to
provide students with an overview of their progress and upcoming assignments.

Fig. 2. Wireframe for the content area.
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3.2 Wireframe for the Learning Dashboard in the Sidebar

The LD wireframe for the right sidebar area of the LMS is also designed to provide stu-
dents with access to important information and resources in their learning process. The
main navigation features, access to the complete study, semester and course overviews
are displayed in a dropdown list at the top of the page. Below this are cards with vari-
ous elements, such as a calendar with upcoming events, “learning activities”, “learning
organization” with possible learning partners, and a student progress indicator, to give
students a comprehensive view of their schedule and progress [6].

Fig. 3. Wireframe for the sidebar [6].

3.3 The Scope of the Study

1. Evaluating the Gestalt Laws. The first part of the task was to evaluate the Gestalt
Laws mentioned above by asking them to list positive or negative examples of the
current implementation of the elements. The Gestalt Laws to be examined were



Participative Development of a Learning Dashboard for Online Students 181

proximity, similarity, closure, continuity, and good form. These were to be verified
using the two wireframes provided [6].

2. Identifying Factual and Interaction Problems. In the second part of the task, the
online students were asked to identify and validate the factual and interaction prob-
lems of the LD using the Streitz model (1985) [24]. For this purpose, the study
participants were familiarized with the Streitz model. This theoretical model distin-
guishes between factual and interactional problems. Factual problems refer to the
challenges that arise in performing a particular task, while interaction problems refer
to the difficulties that users may experience when interacting with a system [2]. After
being introduced to the Streitz model, participants were instructed to use the LD
wireframes continuously throughout the task. They were encouraged to collect both
quantitative and qualitative data. This included specific examples of problems they
experienced as well as their thoughts and feelings while analyzing the wireframes.
The data collected was then used as the basis for a detailed analysis of the factual and
interaction problems associated with the current LD designs [6].

3. Creating an Alternative Solution of a Card. The third part was an optional bonus
assignment. The students had to come up with an alternative solution for a card of
their choice using the Gestalt Law of Proximity [6].

Scope of the Elaborations. As a result of this comprehensive analysis, a sizeable
amount of student work was compiled into a 75-page (ISO 216 A4 specification) docu-
ment of anonymized results. These findings, interpretations, and recommendations are
a valuable resource for further research and improvement of the LD [6].

4 Results

The students’ results were analyzed according to the topics of Gestalt Laws and factual
and interaction problems. The different results of the Gestalt Laws are summarized and
the factual and the interaction problems are grouped into appropriate categories. Finally,
we show the students’ drafts of how they would design and see a card in an LD for their
online learning based on a Gestalt Law.

4.1 Evaluating the Gestalt Laws of the Content Area Wireframe (Fig. 2)

Gestalt Law of Proximity. The distance between cards is in different sizes. The posi-
tioning of the label “Course completion” cannot be assigned unambiguously and is
therefore not clear and thus violates this Gestalt Law. Headings are not assignable,
which does not allow an immediate order of titles. In addition, they are unevenly sized,
which also violates the Gestalt Law of Proximity. The coloring of the headings in the
overall, course, and semester views should be helpful in assigning each heading to its
corresponding content according to this Gestalt Law and also the Gestalt Law of Clo-
sure. Arrows are perceived as a group and represent progress based on the Gestalt Law
of Proximity. They are divided into areas that can be sorted into groups, but they do not
follow horizontal lines on a line according to the Gestalt Law of Proximity.
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Gestalt Law of Similarity. There were six things that the students noted about this rule,
including inconsistent orientation and headings, different sizes of headings, inconsistent
use of circles and curves for diagrams, and unclear labeling of elements. In particular,
the last card in the first row ends before those in the second row. It is not clear which gray
belongs to which element. Headings are also inconsistently implemented - sometimes
they appear within the cards, sometimes they are missing (e.g., “BWL”). The captions
vary in size, with some elements having larger or smaller captions than others. It is
also mentioned that cards with similar shapes should be used for elements that have a
similar structure or symbolism. The use of circles and curves as diagrams is inconsis-
tent. The “Exercises” and “Learning Objectives” sections should also have a consistent
layout, although a horizontal layout for “Exercises” and a vertical layout for “Learning
Objectives” might be better.

Gestalt Law of Closure. It is suggested that the captions be integrated into the cards
or displayed in separate sections for better clarity. Using color for the overarching nav-
igation would help create a sense of unity and coherence. Headings could be integrated
into the cards or displayed in their own sections so that they do not get lost on the page.

Gestalt Law of Good Continuation. The size of the cards is different and this can
cause confusion in the grouping of the elements. It is suggested that the cards have a
consistent size for better clarity. In the “Summer semester 22” card, there is a problem
with the order of the elements, as the online time and milestone progress are not grouped
correctly.

Gestalt Law of Good Form. In the “Score” card, a filled circle suggests 100% com-
pletion, when in fact it is only 77%. It is suggested that a simple circle be used instead.
In addition, the “BWL” progress bar is unclear as to how the number of exams passed is
calculated. The “Chance of Success” card should also include information about what
it refers to.

4.2 Evaluating the Gestalt Laws of the Sidebar Wireframe (Fig. 3)

Gestalt Law of Proximity. There are three interaction elements (in the calendar card),
but the arrow buttons are too far away from the text. There is also a problem with
the “Learning organization” card, where there is no good spatial separation between
longer texts and potential learning partners. The Calendar and Current Dates elements
are perceived as separate entities because they are presented as separate sections, even
though they are thematically related to the calendar. It’s also unclear what the “more”
link belongs to, whether it’s for the entire element or just the arrow button.

Gestalt Lawof Similarity. As inwireframe 1, headings are implemented inconsistently
- sometimes they appear inside cards, sometimes they are missing (e.g., “Monday”).

Gestalt LawofClosure. The “Learning organization” sections are not clearly separated
from each other, and there is no clear structure or unity in the presentation of information.
It is also mentioned here that it is important to have a clear separation between the text
on the left and right (for ease of reading) by using a vertical line or other visual cue. If
there are multiple learners, bullet points can be used instead of long text.
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Gestalt Law of Good Continuation. In this area of the Gestalt Laws, it appears that
the date is in the center of the card, with other information on the left. This can make
it difficult for users to quickly understand the layout and find the information they are
looking for. Consideration could be given to placing important elements, such as dates or
headings, in a more prominent position and using visual cues, such as arrows or lines, to
guide the user’s eye through the layout. In addition, consider using clear and descriptive
labels for each element to help users understand its purpose.

Gestalt Law of Good Form. Here, there may be some confusion about the order of
events due to the centrally located icon for the current date. This could lead users to
believe that this is the center of their studies, rather than simply a visual representation
of the current day. To improve this, it could be considered to use different icons or colors
to represent different dates and events, and to arrange them in chronological order to
avoid confusion. Adding labels or captions to each icon could provide additional context
and clarity for users.

4.3 Factual Problems

This assignment identified the following factual problems that affect the understandabil-
ity and presentation of information. These challenges could be categorized into the four
main categories listed below. This should help to better understand each of the problem
areas and to develop targeted approaches to solving them:

Self-Assessment and Progress Tracking. Participants identified fundamental prob-
lems with self-assessment of progress. In particular, the unclear markings on the x-axis
in the content area, such as “semester 1 and 3” and “today” for the “Learning Activity
Analysis” card, contributed to confusion and affected the understanding of one’s own
learning progress. The interpretation of the “chance of success” card in the sidebar was
also perceived as problematic, as at least one participant could not clearly determine
which specific chance of success it referred to.

Visual Presentation and Information Structure. The visual design and information
structure of various elements in the content area, such as the daily tasks and the to-do
list, was another problem. A lack of month and year information in the daily tasks made
it difficult to classify the tasks in terms of time. The daily structure of the to-do list was
perceived as problematic as it could put pressure on the student to complete tasks on a
daily basis. One participant suggested using amore neutral term such as “Next upcoming
to-dos” to address this challenge.

Task Management and Information Preparation. This category includes the diffi-
culties in using and displaying the “Tasks” card in the content area. In particular, it
was unclear whether the display referred to a day, a week, or a semester. The lack of
a temporal component confused the participants and prevented them from interpreting
the meaning correctly. In addition, the placeholder graphic above the “Task” label led
to confusion and information gaps because no specific function could be assigned to it.
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Interpretation of Diagrams. There were also issues with interpreting and differentiat-
ing the diagrams in the two wireframes. These challenges resulted from a lack of color
coding and unclear meaning of highlighted elements within the bar charts. Insufficient
differentiation of the graphs and missing information on the y-axis was a significant
barrier to understanding and correctly attributing the data presented.

4.4 Interaction Problems

The research also identified the following interaction problems that could affect usability
[17]. These challenges range from difficulties with problems with the clarity and com-
prehensibility of features and information, to navigation and design issues, to usability
on mobile devices. These four categories are explored in more detail below:

Clarity and Understandability of Features and Information. Participants expressed
difficulty in identifying which view they were in. As a result, participants suggested that
the current context - especially in the sidebar - be better highlighted to help users better
understand their position within the application. Another issue was the lack of clarity
about the different elements and their relationship to each other. For example, in the
Content section, it was unclear to users how the “Tasks”, “BWL”, and “Learning Goals”
cards related to each other and whether they belonged in the “Study Progress” section.
Students also questioned whether the elements on the cards were interactive or just for
information.

Navigation Issues. Orientation within the main navigation of both areas is a challenge.
It is not always clear to the users which area of the application they are in. Participants
suggested that the currently selected area should be better highlighted to help users
navigate.

Design Issues There are certain design choices that created challenges for the students.
In particular, the similarity of the cross and trash can icons and the question and question
mark icons caused confusion. The similarity of the icons suggested to users that they
had similar functions, which was not the case. In addition, the “Chance of Success” card
caused confusion. It was unclear what the specific “chance of success” was supposed to
represent. Secondly, the use of the term “score” and the lack of clarity about its origin
and calculation posed an additional challenge.

Usability onMobile Devices. While it was not the primary goal of the study to test the
design for mobile usability, some students provided valuable information. It was noted
that icons in a mobile view, both in the content area and in the sidebar, may be too small
for comfortable use. This could lead to inaccurate input during touch interactions, which
has a significant impact on the UX. The students recommended that the size of the icons
be reviewed to ensure that they are visible and easy to use on mobile devices.
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4.5 Bonus Task: Students Create an Alternative Solution to a Card of Their
Choice Using the Gestalt Law of Proximity

Participants were asked to think of an alternative solution to a card based on the Gestalt
Law of Proximity that they could imagine within the LD. 11 of the 24 individuals
completed this additional task. Because some of the content was repetitive or did not
show sufficient progress, some designs were excluded from further development. The
selection criteria used to select the student designs are shown in Table 1.

Table 1. Inclusion and exclusion criteria for selecting student design submissions.

# Inclusion Criteria Exclusion Criteria

1 Significant improvement to existing design No significant change in design

2 Concepts are not mixed together Mixing two concepts (not goal-oriented)

3 No other Gestalt Laws broken Other Gestalt Laws violated

4 Clarity in construction exists Lack of clarity (e.g., listed contents are
unclear)

5 New concept introduced Repetition of approaches from other design
concepts

6 Orientation on the implementation of the
concept in the sense of wireframes

Advanced design (no wireframe)

7 New information provided No new information

8 An existing wireframe was similar, but the
design was significantly improved

Current design maintained

The resulting selection of student designs is shown in Table 2, which illustrates
students’ perceptions of such functionality, the elements and information included, and
what aspects are important to them. These cards were designed by students for students
to help them keep track of their progress and tasks using various visual elements such
as calendars, to-do lists, buttons, and progress bars. The first design (Fig. 4) provides
a calendar view of today’s date and any relevant schedule or task information, while
the second design (Fig. 5) places certain items in boxes to make them more visible as
buttons and arranges them for better organization. The third design (Fig. 6) provides an
overview of learning progress in a course, with each item displayed individually with
a progress bar, a checkbox for comparison to the average, and a summary of all. This
approach to the implementation of LD elements not only involved students in the design
process, but also illustrates the benefits of involving students in the creation of rich,
student-centered outcomes.

.
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Fig. 4. Alternative solution 1.

Fig. 5. Alternative solution 2.

Fig. 6. Alternative solution 3.
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Table 2. A selection of student designs for an alternative solution to a card based on the Gestalt
Law of Proximity.

# Alternative solution Short description

1 Translation:
Left column: Monday 25.4
fold out
Today:
19.00 Analysis II web conference
Right column: Upcoming:
- VWL submission until Friday 11 p.m
- Registration for exam until 20.05.2022
- Read computer science script chapter 4
- Group task law

1. A short, time-oriented view using a calendar
and a to-do list (a short, time-oriented view
of the schedule and tasks)

2. Calendar view to enter appointments (a way
to add today’s date and any other relevant
information about the schedule or tasks)

4. To-Do list for upcoming tasks
5. To-Do list structuring by priority or

importance (ability to organize the list
based on urgency)

2 Translation (both cards):
Pass HCI
Obtain preliminary exam results
Submit homework
Button left:
Add entry
Button right:
Delete entry

The student’s modification involves placing
certain items in boxes to make them more
visible as buttons, and arranging the boxes for
better organization and clarity. It should
increase clarity when checked and unchecked
items are next to each other. Controls for
intuitive use. Displayed in boxes to make items
visible as buttons. Placed close together

3 Translation:
Introduction to Computer Science
Script
Face-to-face events
Submissions
Average comparison
Total

This design by a student shows an overview of
the learning progress in a course. Each item
that appears in the study is displayed
individually with a progress bar. In this view
the student can also see the total number of
points for each of the sections “Script”, “
Face-to-face events” and “Submissions”. A
checkbox has been added for comparison to
the average. At the bottom right, the progress
of each item to date is totaled and displayed as
a percentage. Progress is indicated by the
amount of the darker colored edge of the
circle. The percentage achieved is displayed
inside the circle

5 Summary

The students analyzed two wireframes (Figs. 2 & 3) for possible violations of Gestalt
laws, including proximity, similarity, closure and continuity, as well as factual and inter-
actional problems. For Wireframe 1, the analysis of this evaluation identifies the follow-
ing nine problems with the layout and labelling of elements in the wireframe, including
inconsistent alignment, varying sizes of headings, unclear labeling. There should be a
use of color to create unity and coherence, and a consistent use of circles and curves
as diagrams. It also suggests that similar things should be grouped together and that
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elements should have consistent structures or symbolism to improve the overall design
of the system. It also points out the Gestalt Law of closure, which states that elements
that are close together tend to be grouped together, and suggests that labels be integrated
into the cards for better clarity. For wireframe 2, these include elements that are too far
apart or not clearly grouped, a lack of clear structure or unity, difficulty creating a logical
flow, unclear labels for each element, and potential user confusion about the order of
events.

For the factual and interaction problems, the results show that participants identi-
fied different challenges in the use of the dashboard. The difficulties identified can be
primarily attributed to content deficiencies (factual problems) and user interaction chal-
lenges (interaction problems). The factual and interaction problems could be categorized
into four categories. For the factual problems, these are: self-assessment and tracking
progress, visual presentation and information structure, task management and informa-
tion preparation, interpretation of diagrams, and for the interaction problems, these are:
usability on mobile devices, clarity and understandability of features and information,
navigation issues, design issues.

6 Discussion

The results show that the application of the Gestalt Laws [26] has brought up a number
of points which are discussed below. With Fig. 2 in mind, a certain notion of how to
improve the wireframe design and adhere to the perception of the LD can be made:

1. Proximity: To address proximity issues, elements should be placed closer together
or properly aligned to create clear groups. This could include adjusting the layout of
cards and labels to ensure that similar items are grouped together.

2. Similarity: To improve similarity, elements within the design system should have
consistent visual relationships. This could include using a consistent size and shape
for headings, aligning elements horizontally or vertically, and ensuring that symbols
and structures are used consistently throughout the wireframe.

3. Closure: To address closure issues, elements that are close together should be grouped
together. This could include incorporating labels into the cards or displaying them
in separate cards for clarity. In addition, using color to create a sense of unity and
coherence can help improve the overall design.

4. Continuity: To improve continuity, elements should be visually connected. This can
include ensuring that card sizes are consistent and that items are grouped together in
an intuitive manner. In addition, adjusting the layout or adding more visual cues such
as arrows can help create a sense of flow and connection between different parts of
the wireframe.

5. Good form: To improve good form, elements should be visually appealing and easy
to understand. This might include using simple shapes and symbols that are easy to
recognize, avoiding ambiguity in labeling, and ensuring that progress bars and other
visual cues are clear and intuitive. In addition, providing more information about
what certain elements represent can help improve understanding and clarity for the
user.
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With Fig. 3 in mind, considerations might include placing important elements in
more prominent locations, using visual cues to guide the user’s eye through the lay-
out [25], using different icons or colors to represent dates and events, adding captions
or labels to provide additional context, and organizing information chronologically to
avoid confusion. Clearer overviews, clarification of how content elements fit together,
space-saving solutions, and intuitive controls should improve clarity and usability [17].
Color differentiation and the separation of time spent online from progress, for example,
contribute to the clarity and comprehension of the information presented.

The results of the bonus assignment presented three alternative designs for a card
that supports self-regulation in online learning. Each design has its own unique features
and benefits. The first design includes a calendar view that displays today’s date and any
relevant schedule or task information. This feature is useful for studentswho need to keep
track of their assignments and deadlines. The second design places certain items in boxes
to make them more visible as buttons. Organizing items in this way can help students
better understand and navigate their learning materials. In addition, displaying these
items prominently on a card can serve as a helpful reminder for students to stay on track
with their studies. Finally, the third design provides an overview of progress within a
course. Each item is displayed individuallywith its ownprogress bar, allowing students to
easily monitor their progress and identify areas where they may need additional support
or resources. The inclusion of a checkbox for comparison to the average can also be
helpful in identifying potential gaps or weaknesses in a student’s understanding of the
material. Overall, these three designs offer different approaches that could support self-
regulation in online learning. Each has its own strengths and may be more appropriate
depending on the individual needs and preferences of each student.

The analysis identified critical aspects that have an impact on the UX and the com-
prehensibility of the application under study in the main problem areas of the factual
problems and the interaction problems. Among the factual problems, it was found that
users had difficulties in evaluating their progress and success. This underlines the need
to make progress and success indicators more transparent and intuitive. In addition,
the visual presentation and information structure was found to be confusing and non-
intuitive, indicating a need for better explanation and standardization of illustrations. In
addition, problems were identified with task management, information presentation, and
chart interpretation. These findings suggest that the use of clear timing, better defined
color coding and markings, and consistent presentation standards could improve the
comprehensibility and usability of the application.

In terms of interaction problems, the potential usability on mobile devices was iden-
tified as critical. To optimize the UX on these devices, icon sizes could be adjusted to
minimize input errors [14]. In addition, problems related to the clarity and comprehen-
sibility of functions and information were identified. Improved visual highlighting of
the current context and clearer representations of the relationships between different
elements could help improve user comprehension and orientation [18]. It was also noted
that the navigational structure could be improved to facilitate orientation and optimize
the UX. Finally, design issues were identified that point to potential misunderstandings
regarding the use of symbols and icons. Revising these elements could contribute to a
more intuitive UX.
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At this early stage in the development of the LD, it was identified that there were
key issues with the wireframe design. These issues were discovered through the eyes,
understanding, and sometimes feelings of the users whowould be using the dashboard in
the future. This gave us valuable insight into how to dealwith theLDwewere developing.
The additional design sketches involved the students in the design process. We gained
an understanding of how students would like to see the cards of an LD designed to meet
their needs. This allows us to develop an LD that will be adopted and used.

Overall, our findings suggest that targeted revisions to both the visual and interac-
tive aspects of the application could significantly improve the UX and comprehensi-
bility. However, these revisions should always take into account the specific needs and
preferences of the target audience.
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Abstract. College freshmen often face difficulties adjusting to the new academic
and social environment of university life. It is critical to help them adapt to
academic and personal life, while also improving their sense of belonging and
engagement with the university. In this paper, we focus on the context of an inter-
national joint venture university, Xi’an Jiaotong-Liverpool University (XJTLU),
and present a participatory design approach to identify potential solutions col-
laboratively. We conducted three participatory design workshops with freshmen
in undergraduate and postgraduate studies, where we discovered specific chal-
lenges, developed serious game content and design alternatives, and delivered a
board game that supports academic and social integration at XJTLU. To evaluate
the effectiveness of the board game, we collected both quantitative and quali-
tative data. The quantitative analysis revealed that the board game is effective
in improving freshmen’s knowledge acquisition of academic affairs, increasing
their familiarity with the environment and resources, and enhancing their ability
to access information and resources. The board game also received high scores in
system usability and user experience. The qualitative analysis indicated that the
board game was engaging, interesting, and well-received by students. They found
the board game helpful in their academic and social integration and expressed
a desire to play it again in the future. Our participatory design approach and
the resulting board game provide a promising avenue for universities to support
freshmen’s transition to university life.

Keywords: Serious games · Participatory design · Interaction design

1 Introduction

Getting adapted to university life is a significant process for freshmen and closely relates
to their overall experience and learning in the university. However, many college fresh-
men struggle to adjust to their first-year life at university during the transition from high
school to college, finding it hard to adapt themselves to the new environment [24]. It
has been proven that a stronger sense of presence and engagement in the university can
positively impact academic achievement and self-identity, as well as reduce problematic
behavior [21]. Therefore, it is essential to help college freshmen adapt to the new envi-
ronment and improve their campus engagement to increase their campus experience and
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personal achievement. This study focuses on an international joint venture university,
Xi’an Jiaotong-Liverpool University (XJTLU) and aims to understand freshmen’s cam-
pus experience and the issues that they are encountering. XJTLU has executed many
online and offline activities, such as information sessions for freshmen, campus tours,
an E-journey system, and social media engagement, etc. Despite the variety, some fresh-
men are not motivated to attend the activities and are still unfamiliar with the university
resources. Therefore, this study aims to create a more effective and engaging induction
system or product to support freshmen to fit into the university environment.

Initial research was conducted by studying related works and interviewing stake-
holders, including freshmen students, senior students, and university advisors. Four
general problems were identified: 1) unfamiliarity with the university environment and
places; 2) unfamiliarity with academic affairs; 3) lack of ability to search and filter
information; 4) lack of engagement in social activities. To address the aforementioned
issues, we need to identify an effective and engaging approach to help freshmen learn
about the campus environment and academic affairs, the ways to search for information,
and increase social interaction. Tabibian et al. [27] found that spaced repetition is a suc-
cessful technique to enhance memorization efficiency and strengthen long-term mem-
ory. A repetitive activity with an engaging and interactive format could be a potential
solution for freshmen to adapt better to college life. Serious games, designed for educa-
tional purposes and behavior modification, have been used for knowledge learning and
skill training [20]. Thus, developing a serious game will provide an entertaining way
for freshmen to learn about XJTLU and improve their sense of campus engagement.
With a high degree of acceptance among college students, multiplayer board games are
a popular form of serious games and can be played in various settings such as class
meetings, round table discussions, or small gatherings of friends. Playing board games
is also a social activity in nature. Therefore, a serious board game is a suitable app-
roach for freshmen to acquire university related knowledge while having fun. Some
gamification mechanisms, such as team competitions and the discussion of game strate-
gies, can increase communication and interaction among players while improving their
understanding of the university and their sense of belonging.

In this paper, we present a serious game design that facilitates freshmen in their
transition to university life and enhances students’ sense of engagement and belonging.
To achieve this goal, we conducted participatory design workshops to understand user
requirements at an early stage of the design process. The results of this research showed
the efficiency of our serious game design, Easy Induction, in supporting students to
learn about the university environment, academic affairs, and information access. The
evaluation also showed a satisfying usability and user experience of the system. Our
research promotes further exploration and innovation in the domain of education and
entertainment, contributing to the future design for knowledge acquisition and engaging
user experiences.
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2 Background and Related Work

2.1 Adaption Challenges for University Freshmen

In the context of university education, the transition from high school to college repre-
sents a critical period for freshmen to adapt to their new academic and social environ-
ments. Despite its importance, previous research suggested that many college freshmen
experience difficulties adjusting to university life [1,5,24]. Challenges encountered by
new students include increased academic demands, greater freedom, and reduced aca-
demic structure. As such, adjusting to the new environment is often the most common
problem encountered by freshman students. Marshall et al. [16] identified a range of
factors that can influence the transition from high school to university, including aca-
demic, social, and emotional components. Students’ sense of belonging in the academic
environment has also been found to be a significant factor contributing to their overall
experience and success [9]. Midgley et al. [18] suggested that positive outcomes result
when changes in students’ needs are aligned with changes in opportunities, whereas
negative consequences may arise when this alignment is lacking. Similarly, Tinto [29]
proposed that managing both the social and academic aspects of the new environment is
crucial for freshmen to adjust successfully to college. However, since freshmen enroll-
ment conditions vary from university to university, it is hard to obtain a universal solu-
tion. Therefore, investigating specific adjusting methods of freshmen at a university is
of significant importance.

2.2 Participatory Design

Participatory design is a process and strategy that involves users and customers in the
design process, enabling stakeholders, designers, and end-users to contribute to the
design process, ensuring that the final product meets the users’ requirements [12,25].
Participatory design considers co-research and co-design as crucial elements of the pro-
cess [22], where the researcher or designer draws conclusions together with the user.
In participatory design workshops, the participants will be encouraged to think about
opportunities or situations where they feel things might be different, using a journey
map [3]. Through the co-design process of the designer and participants, hidden oppor-
tunities and potential design value can be discovered [15]. Case studies had shown
that insights into problems can be found through participatory design and participa-
tory research [8]. Despite the effectiveness of the participatory design workshop as a
research and co-design method, few studies have focused on university students. This
study intends to employ the participatory design method by facilitating participatory
design workshops with stakeholders to explore the possibilities of freshmen induction.

2.3 Serious Game Design

Serious games have become increasingly popular in recent years due to their potential to
educate while entertaining [26]. These games are designed with a specific educational
purpose in mind, whether it be to teach students about history, science, math, or any
other subject [30]. In the field of education, serious games have been used to make
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difficult or boring topics more engaging for students and to help them better retain
information [7]. One of the key factors in creating a successful serious game is finding
the right balance between game elements and educational content. This means that the
game must be both entertaining and educational in order to be effective [11,31]. In other
words, the game should be fun enough to keep players engaged, while also conveying
important information or teaching them new skills.

Players were rarely consulted in early stage game designs, but a growing number
of game designers have begun to combine participatory design workshops with game
design sessions [10]. For example, Tan et al. [28] designed a serious game for children
to develop their social skills. When children were invited to play an early prototype,
they provided a wealth of information used to improve the game. Similarly, Mazzone
et al. [17] invited young people to participate in the design of a game for improving
the emotional intelligence of adolescents. Danielsson and Wiberg [6] were inspired by
this modality to design a learning game for adolescents on gender identity. Lukosch et
al. [14] developed an immersive virtual training environment to improve users’ situa-
tional awareness skills. Based on the game feedback, the participatory design approach
resulted in a meaningful experience for the users.

Thus, by developing a serious game in collaboration with participants in participa-
tory design workshops, it may be possible to create an engaging and effective solution
for helping freshmen adapt to university life. The game could be designed to address
a variety of challenges, such as managing time, navigating campus, developing study
habits, and building social connections. By involving stakeholders, designers, and end-
users in the design process, the final product can be tailored to meet the specific needs
of freshmen and help them succeed in their academic and personal lives.

3 Methodology

Based on the preliminary research, the study attempts to address four design goals
(DGs). Achieving these design goals will facilitate freshmen’s adaptation to the uni-
versity.
DG1: To help freshmen get familiar with the campus environment and places.
DG2: To help with freshmen’s knowledge acquisition about the university academic
affairs.
DG3: To help freshmen develop a sense of well-being and belonging.
DG4: To help improve freshmen’s abilities to access information and resources.

3.1 Double Diamond Model

The Double Diamond Model provides a framework for our design process. The model’s
essence is to solve problems and find solutions in the design structure, which is applica-
ble to our serious game design. Its main focus is to “design the right thing” and “design
things right” [4]. The model has four stages: Discover, Define, Develop, and Deliver.
These stages can serve as a map for designers to organize their ideas and improve the
creative design process.
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In the first stage, Discover, preliminary online research and stakeholder interviews
were conducted to gain insights into general problems faced by university freshmen
during their adaptation process. The obtained data was then filtered in the second stage,
Define, to identify the core contradictions underlying the phenomenon. The first partic-
ipatory design workshop was held to achieve this goal. In the third stage, Develop,
the actual design process began and the second participatory design workshop was
conducted to generate potential solutions by co-designing with stakeholders based on
the findings from the first two stages. In the final stage, Deliver, the third participa-
tory design workshop was conducted to evaluate and select the most suitable solu-
tion through a process of design, testing, evaluation, and iteration conducted over three
rounds.

3.2 Participatory Design Workshop

We conducted three participatory design workshops, run by a primary researcher and a
facilitator. The first workshop serves to verify the initial research findings and to gain
deeper insights into user requirements. The workshop took the form of a focus group,
where participants discussed four workshop questions related to the four design goals.
We gathered qualitative data on freshmen’s behaviors, feelings, and attitudes toward
XJTLU and filtered these requirements into specific design goals.

In the second workshop, we focused on ideation and development. Participants and
researchers brainstormed and co-designed initial concepts, created rough prototypes,
and worked on several possible solutions while considering their respective advantages
and disadvantages. Low-fidelity prototypes were evaluated in the workshop, and partic-
ipants voted for the most suitable concept.

The third workshop aimed to deliver the concept into a real product and to test,
evaluate, and iterate the design. Through the three rounds of participatory design work-
shops, a final product was produced and delivered.

4 Participatory Design of the Serious Game

We present the design process of the serious game in this section, structured by the
three participatory design workshops in sequential order. Each workshop will detail
the study design, participants, procedures, and results. The aim is to provide a com-
prehensive overview of the design process and illustrate how the project progressed
through active involvement and collaboration with the users. Since the researcher could
influence users’ engagement level in the design process [13], the participatory design
workshops were held in an organized way, following a clear procedure structure and
prepared scripts.

4.1 First Participatory Design Workshop: Discover and Define

Study Design. The first participatory design workshop aimed to identify the chal-
lenges faced by freshmen during their adaptation process and explore potential solutions
through intense brainstorming and discussions. Based on the focus group methodology,
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this workshop utilized a qualitative research approach to uncover insights into the adap-
tation process of freshmen. We followed the focus group guidelines [19] to define the
purpose, select participants, facilitate a conversation, and summarize the findings.

Participants. Given the project’s objective of improving the adapting experience of
XJTLU freshmen, the workshop participants comprised Year 1 undergraduate and post-
graduate students. We sent out recruitment flyers online via social media, which ran for
a week, and a total of 20 volunteers (8 undergraduate students and 12 master students)
signed up for the activity. The undergraduates aged between 18 and 19 (M = 18.25,
SD = 0.21). The postgraduate aged between 21 and 26 (M = 23.08, SD = 1.90). We thus
had two groups of four undergraduate students and two groups of six postgraduate stu-
dents.

Procedure. The workshop lasted about 60 min and was divided into four sections.
(1) Introduction and Warm-up. The first section involved a 5-min warm-up, where
the researcher welcomed the participants, explained the workshop’s purpose and proce-
dures, and collected informed consent.
(2) Brainstorming. The second section was a 20-min brainstorming activity. The
researcher proposed four questions1 about the participants’ experiences at XJTLU, from
the general to the specific.

The researchers wrote the questions on a whiteboard to cultivate an active brain-
storming atmosphere and encourage more ideas. Participants were given 3 min and
encouraged to write down their answers on sticky notes, after which the researchers then
collected the notes and moved on to the next question. To keep the focus group orga-
nized and clear, a script was prepared to guide the brainstorming session, emphasizing
that participants were free to share all their ideas without judgments or comments. All
verbal instructions were given by the primary researcher in a consistent way.
(3) Classification. After the brainstorming session, the participants and the researcher
spent 15 min working together to put the sticky notes onto the whiteboard under their
respective categories. We encouraged them to group similar keywords together to iden-
tify recurring trends.
(4) Discussion. Once the sticky notes were classified, the participants engaged in a
20-min open discussion about the four brainstorming questions.

Results. We transcribed the texts on sticky notes and used Excel to categorize the
problems and determine their frequency. The outcomes confirmed the validity of our

1 Workshop questions:
Q1: Generally, how do you feel about your academic and social life at XJTLU?
Q2: Did you encounter any issues when adapting to the campus environment (DG1), academic
affairs (DG2), and social life (DG3)? Can you give some examples?
Q3: Are there any happy moments that you can think of at XJTLU? Can you give some exam-
ples (DG3)?
Q4: Where do you seek information about the university? How do you use university resources
(DG4)?
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four design goals and offered valuable insights into the design solutions. The workshop
helped us gain a better understanding of the difficulties that freshmen face when adapt-
ing to college life, and several potential solutions have been identified. We summarize
the key lessons learned from this workshop in response to the four design goals.

1. Introduce maps and buildings to help freshmen navigate the campus. Participants
(N = 9) found the abbreviated names of buildings difficult to memorize and recog-
nize.

2. Survival guides (e.g. late submission penalty calculation) (N = 5) and tips about aca-
demic affairs (e.g. how to book a discussion room) (N = 10) are useful and needed,
but largely unknown.

3. The happy moments are related to the participation in social activities (e.g. board
game) (N = 7), campus activities (e.g. buddy programme) (N = 5), student club activ-
ities (e.g. arts and sports) (N = 13), awards and achievements (e.g. winning a scholar-
ship or championship) (N = 8), and their time spent with their friends and classmates
(N = 9).

4. Many freshmen were not aware of some official accounts on social media that pro-
vide easy access to university information (N = 11), and did not realize the impor-
tance of checking their university E-mail.

4.2 Second Participatory Design Workshop: Develop

Study Design. During the second participatory design workshop, we transitioned from
the initial requirements phase to the design phase. We invited five freshmen (3 males
and 2 females), aged between 18 and 19 (M = 18.40, SD = 0.30) to engage in cooperative
design for potential solutions based on the data collected in previous workshops.

Procedure. The second workshop lasted about 90 min and was divided into three sec-
tions: (1) Introduction, (2) Map Drawing, and (3) Discussion.
(1) Introduction. During this section, we introduced the results from the first workshop
to the participants. In addition, the researcher explained the purpose and procedures of
this workshop, and collected informed consent. This part lasted for around 10 min.
(2) Map Drawing. To clearly understand the actions and patterns of freshmen and to
spot similar activities and events, we arranged a 10-min session for participants to map
out their daily routes on the XJTLU campus map (see Fig. 1a–c). Then, we invited them
to describe their daily lives based on their routes and locations for around 25 min.
(3) Discussion. The discussion lasted for 45 min. We superimposed the potential solu-
tions proposed in the first workshop onto the map and invited participants to add more
ideas related to the map in terms of the physical environment, academic affairs, social
activities, and information access of XJTLU. Finally, we categorized different kinds
of events with color codes, and summarized different forms of game solutions (see
Fig. 1d–e).

Results. After the Map Drawing section, we gained some information about the par-
ticipants’ campus life. For example, most of the participants had lectures to attend in
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Fig. 1. Second participatory design workshop. Participants (a) drawing routes on the university
map, (b) discussing their daily lives based on the routes and locations, (c) routes drawn by partic-
ipants, (d) notes of questions, events, and tips about the physical environment, academic affairs,
and (e) exploration on various forms of game solutions.

the Foundation Building (FB) and the Science Building (SA, SB, SC, SD) (as shown in
Fig. 1c). This information could be considered in the subsequent game design. More-
over, participants confirmed the importance of the WeChat official account to provide
tips on accessing information, the necessity for students to use email, and the feasibility
of using board games as a medium to deliver faculty information—WeChat is the most
popular instant messaging and social media network application. Participants agreed
that board games promote engagement and communication among players. Thus, we
ultimately chose to use a board game to better help students be familiar with the cam-
pus environment, including building locations and facility usage.

During the Discussion section, we explored two map design alternatives for con-
necting buildings and creating game routes. We compared two forms of routes and
spots and ultimately chose the second form, as it was reported to reflect the events on
the map in a visually simplistic way, allowing the placement of activities and questions
next to the relevant buildings with more flexibility and regularity. We also explored two
ways of game control: spinning a wheel and rolling a dice. Compared to spinning a
wheel, participants preferred to move to points set up on the route by rolling a dice.
This allowed users to have interactions around the buildings and maintain a sense of
uncertainty.

The mechanics setup for this game was based on the possible solutions from the
first workshop and was supplemented in the second workshop. The specific extension
process of the game mechanics has been demonstrated in Fig. 2. The events and activi-
ties identified by participants were grouped into Question and Event on the map, high-
lighted in green and orange, respectively. In addition, the discussion showed that the
happy moments and survival guides can be categorized by their emotion states, where
the positive events (e.g. winning a scholarship) were included in the Chance cards, and
the negative events (losing the student ID card) were included in the Accident cards.
Based on the above results, we came up with the initial design of the board game, Easy
Induction: XJTLU Adventure for Freshmen. The format of the game is similar to the
Monopoly2, where 3–8 players will be divided into two groups, each group will work
together to gain or lose credits and building cards via various actions throughout the
game. The first group to collect all the building cards wins.

Overall, the second participatory workshop allowed us to define the problems and
develop an initial design to solve the problems. It yielded results in following:

2 https://en.wikipedia.org/wiki/Monopoly-(game).

https://en.wikipedia.org/wiki/Monopoly_(game)
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Fig. 2. Game mechanics extended from possible solutions of design goals.

1. Since participants agreed that board games could promote their engagement, we
decided to incorporate a board game into XJTLU.

2. Building on the results of the first workshop, we expanded the related content about
academic affairs, social activities, and information access, and developed the game
mechanics.

3. Based on the information added by the participants, we finalized the map and route
design, and identified three types of cards (Social, Chance, and Accident) and two
types of activities (Event and Question).

4. A low-fidelity prototype was created based on the results obtained so far.

4.3 Third Participatory Design Workshop: Deliver

In the third participatory design workshop, we focused on testing, evaluating, and iter-
ating the game design, with a specific emphasis on delivery. This workshop included a
series of short discussions with stakeholders, who evaluated the prototype design and
provided suggestions.

Evaluating the Low-Fidelity Prototype. We invited four participants (3 males, 1
female, aged between 18–22, M = 19.25, SD = 3.58) to test a low-fidelity prototype
produced by the second workshop. Participants suggested that the annotations on the
map appeared disorganized (P1, P2, P3, P4), and the annotations reduced the sense
of surprise and randomness of the game (P2, P4). Therefore, we decided to move the
annotations to a script held by the game host.

Improving the Low-Fidelity Prototype. According to the user feedback, we proposed
two types of map spots with accompanying scripts. Map spots of different colors trig-
ger different actions. The blue, red, orange, and green spots represent the drawing of
a Chance card and an Accident card, and the encountering of an Event and a Ques-
tion, respectively. The white spots do not trigger any action. In Type A, each spot was
assigned a unique number. As for Type B, on the other hand, we only assigned numbers
to spots of Event and Question, and mapped them to the host scripts.
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Evaluating the Improved Low-Fidelity Prototype. For the two types of spot and
script forms, we invited six participants (3 male, 3 female, aged between 18–21,
M = 18.83, SD = 1.34) to conduct another user test. The results showed that Type B was
preferred because of its simplicity and clarity. The cluttered numbers in Type A con-
fused participants, who tended to follow the numbers consecutively, even though they
could move in any direction. However, participants were also confused when they saw
identical numbers in different colors in Type B. To address this issue, we replaced the
numbers on the Question spots with letters to distinguish them from the Event spots.

Developing theMid-Fidelity Prototype. Based on the results from the two workshops
and the participant feedback in the iterative evaluations, we improved the design and
produced a mid-fidelity prototype with enhanced game content, including cards, events,
and extended maps. 5 participants (3 male, 2 female, aged between 18–21, M = 18.80,
SD = 1.70) evaluated the mid-fidelity prototype and confirmed that the content in the
game design was clear and easy to understand. They only suggested that the visual
appearance of the map and the cards need to be improved.

5 Design Outcome: Easy Induction

5.1 Game Presentations

The final map design was optimized for visual appeal (see Fig. 3a) The visual effects
of the mid-fidelity prototype’s cards were also optimized (see Fig. 3b–d). Graphical
design in a flat style was also utilized for the buildings (see Fig. 3e). The final prototype
of game board, cards, and accessories brought visual aesthetic experience to users (see
Fig. 3f–i). The game board was made of KT board, with a size of 841 mm × 594 mm.
The building pieces were made of wood. The total cost of the board game was around
20 USD.

Fig. 3. Digital graphics view of the (a) map, (b) social cards, (c) accident cards, (d) chance cards.
Photos of physical prototype showing the (e) building cards, (f) game board with accessories, (g)
building cards, (h) Accident, Chance, and Social cards, and (i) pawns and tokens.

Some participants gave suggestions that it would be more cheering if there was
a celebration session at the end of the game, using emerging technology such as
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Augmented Reality (AR). Therefore, we combined AR at the end of our game. Upon
completion of the game, players who collect all building cards can exchange their paper
cards for wooden building pieces and place them in their corresponding locations on the
map. They can then use their smartphones to scan the map and view the celebratory AR
effects (see Fig. 4).

Fig. 4. AR celebration at the end of the game could provide a sense of achievement and a cele-
bratory game atmosphere.

5.2 Rules of Easy Induction

Players. The game can include 3–8 players. Every player receives 10 tokens at the
beginning. One player can act as the host to lead the game and give instructions. The
rest of the players are divided into 2 teams.

Objective. Players’ objective is to collect all building cards as fast as possible while
earning tokens. If anyone loses all the tokens, he or she will be out. The team who
collects all building cards first will win. The winning team could exchange the paper
cards of the buildings on wooden boards and put them in the corresponding places on
the map. This will trigger the AR celebration, the effect of which was unknown to the
players.

Equipment. The equipment consists of a board, a dice, several pawns and tokens (see
Fig. 3i). There are 7 Chance cards, 7 Accident cards, 8 Social (interaction) cards, and
19 Building cards.

Preparation. Place the board on a table and put the Chance cards, Accident cards, and
Social cards face down on their allotted spaces on the board. Each player chooses one
pawn to represent them and move on the board.
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Rules. On each turn, the active player rolls the dice and moves their pawns to the same
number of spots. When there is more than one way to go, the player can choose the
direction freely.

Building. Players can gain the building cards when they stop in buildings.

Event. When they stop on orange spots, the host will read the instruction according to
the script, in which the player may gain or lose tokens depending on the event.

Question. When players stop on green spots, they have to answer the question, if
correct, they can win one token; otherwise, they will lose one token.

Chance. When players stop on blue spots, they should draw a Chance card. The player
may collect extra tokens or win a building card. For example, “Gained scholarship,
+3 tokens”; “Participated in club activity, +1 token”; and “Lucky guy, you can win a
building card”.

Accident. When players stop on red spots, they should draw an Accident card. The
player may lose their tokens or get a penalty. For example, “You lost your ID card, –1
token”; and “You got lost in the building, pause for one turn”.

Social. When two or more players stop at the same spot, they should draw a Social
card and discuss the given topic. For example, “Talk about your favorite sport/ music/
book”.

6 Evaluating Easy Induction

6.1 Study Design

We evaluate the serious game in three aspects: knowledge acquisition, usability, and
user experience. Pretest and post-test questionnaires were applied to measure partic-
ipants’ knowledge acquisition. The System Usability Scale (SUS) [2] was applied to
measure the system usability of the game. The User Experience Questionnaire (UEQ)
[23] was applied to measure user experience from six dimensions: attractiveness, per-
spicuity, efficiency, dependability, stimulation, and novelty. A total of 14 students from
XJTLU (9 males and 5 females) participated in the user evaluation and we coded them
from P1 to P14, including 6 freshmen and 8 junior students. Their ages are ranged from
18 to 25 (M = 20.29, SD = 4.68).

6.2 Experimental Procedure

The evaluation procedure starts with the study briefing and a pretest questionnaire, fol-
lowed by a gameplay session with instructions from the researcher, and a post-test ques-
tionnaire and debriefing. Participants were encouraged to provide their comments and
suggestions during the post-tests. The experiment lasted for about 50 min on average.
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6.3 Measures and Scoring

Pre-Test and Post-Test. The pre-test consisted of 15 questions. There were 5 ques-
tions related to the university’s physical environment (e.g. “Where is the university
museum?”); 5 questions related to academic affairs (e.g. “What will happen if you sub-
mit your coursework late?”), and 5 questions related to information access (e.g. “How
to make an appointment for counseling service?”). The same questions were asked
again after the gameplay in the post-test. For each question, participants scored 2 marks
if correct, 1 mark if partially correct, and 0 marks if they did not know the answer or
provided a wrong answer.

System Usability Scale (SUS). The SUS includes ten questions rated on a 5-point
Likert scale, ranging from 1 (Strongly Disagree) to 5 (Strongly Agree). Following the
scoring procedure suggested in [2], we get a score ranging from 0–100, where a SUS
score above 68 is considered above average, and anything below 68 is below average.

User Experience Questionnaire (UEQ). The UEQ measures the user experience
of a system or product’s attractiveness, pragmatic quality (efficiency, perspicuity, and
dependability), and hedonic quality (stimulation and novelty). It includes 26 items, rated
from –3 (horribly bad) to 3 (extremely good). Values between –0.8 and 0.8 represent a
neural evaluation of the corresponding scale, values greater than 0.8 represent a positive
evaluation, and values smaller than –0.8 represent a negative evaluation.

7 Results

Data collected from the evaluation study was analyzed in this section. It comprises three
parts: participants’ knowledge acquisition before and after the experiment, the system
usability scale, and the user experience questionnaire.

Fig. 5. Box plots and means (with standard deviations) for the comparison of pre-test and post-
test. ∗ ∗ ∗p < 0.001.
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7.1 Knowledge Acquisition

We calculated participants’ scores on knowledge tests related to the physical environ-
ment, academic affairs, information access, and the total scores before and after playing
the board game. We conducted Shapiro-Wilk tests to assess the normal distribution of
data. For normally distributed data, paired-samples T-tests were conducted to identify
significant differences (see Fig. 5).

Physical Environment. Results from the Shapiro-Wilk test indicated that both
environment pre-test (W = 0.920, p > 0.05) and environment post-test (W =
0.909, p > 0.05) were normally distributed. Paired-samples tests demonstrated a sig-
nificant improvement in participants’ knowledge acquisition of the environment before
and after playing the board game (t(13) = −6.577, p < 0.05), with a higher mean
score in the post-test. These findings suggest that the serious board game significantly
enhanced freshmen’s familiarity with the environment and locations of XJTLU.

Academic Affairs. Shapiro-Wilk test revealed that academic pre-test (W = 0.944, p >
0.05) conformed to the normal distribution. However, the data of academic post-test
(W = 0.801, p < 0.05) was not normally distributed. Thus, related-samples Wilcoxon
signed rank test was used to analyze the data. The results in Fig. 5 showed a significant
difference in the participants’ knowledge acquisition of academic affairs between before
and after playing the board game (z = 3.190, p = 0.001). Moreover, the mean of post-
test was significantly higher than the pre-test. The results indicate that the serious board
game effectively enhanced freshmen’s understanding of XJTLU’s academic affairs.

Information Access. The normality test indicated that the data of information pre-
test (W = 0.916, p > 0.05) conformed to normal distribution, whereas the data of
information post-test (W = 0.790, p < 0.05) did not. Therefore, a related-samples
Wilcoxon signed rank test was conducted, and the results showed a significant differ-
ence in the participants’ knowledge acquisition of information access before and after
playing the board game (z = 3.194, p = 0.001). These findings suggest that the board
game enhanced freshmen’s abilities to access information and utilize resources at the
university.

Overall Performance. The Shapiro-Wilk test showed that both the total pre-test
(W = 0.958, p > 0.05) and total post-test (W = 0.925, p > 0.05) data con-
formed to the normal distribution. Paired-samples t-test showed a significant improve-
ment in participants’ total knowledge about XJTLU, including physical environment,
academic affairs, and information access, before and after playing the board game
(t(13) = −9.427, p < 0.05). The post-test mean was also significantly higher than
the pre-test mean. These results demonstrate that the serious board game effectively
helped freshmen familiarize themselves with the campus and its resources.



206 Y. Li et al.

7.2 System Usability Scale

The SUS was utilized to assess the system usability of the board game. Figure 6 presents
the scores for the ten SUS questions from the 14 participants. The mean value of the
SUS score was 73.6, which surpassed the average SUS score of 68, indicating that
the board game performed well in terms of system usability, with potential for further
improvement.

Fig. 6. The SUS scores provided by all par-
ticipants. The blue line is the mean value
of our SUS score (73.6), and the red line is
the SUS reference score (68). (Color figure
online)

Fig. 7. The means of scale of attractiveness,
perspicuity, efficiency, dependability, stim-
ulation and novelty.

7.3 User Experience

The UEQ data analysis toolkit was employed to obtain analysis results. The results
of the user experience evaluation demonstrated a positive evaluation on all scales (see
Fig. 7b). An initial analysis indicates that the values of attractiveness (1.70), stimulation
(1.61), and perspicuity (1.54) exceeded 1.5, nearly double the value of 0.8, suggesting
that the serious game performed well in these aspects. In contrast, the values of novelty
(0.93), dependability (1.04), and efficiency (1.13) were around 1, slightly higher than
0.8, indicating that the product has potential for improvement in these areas.

In order to get a better picture on the quality of a product, the measured user expe-
rience of the game was compared with the results of other established products, from a
benchmark data set offered by UEQ, which contains the data of 452 product evaluations
with the UEQ. In terms of attractiveness and stimulation, our product performed well,
ranking the top 25% to 10%. Perspicuity, efficiency, and novelty were above average,
ranking the top 50% to 25%. However, dependability was below average, with 50% of
results being better and 25% of results being worse. In summary, our product performed
well in attractiveness and stimulation, and above average in perspicuity, efficiency, and
novelty. The only area that requires improvement is dependability, which suggests a
need to enhance users’ sense of control during interaction with the product.

Based on the evaluation experiment and quantitative data analysis, it was found that
the serious board game effectively addresses the design goals. Specifically, the game
assists freshmen in becoming familiar with the environment and locations of XJTLU,
enhancing their knowledge acquisition of XJTLU’s academic affairs and improving
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their ability to access and use university resources. Moreover, the overall user expe-
rience and system usability showed positive results. While the game was found to be
attractive, stimulating, and clear, there is room for improvement in terms of novelty,
dependability, and efficiency.

8 Discussion

8.1 Summary of Findings

Knowledge Acquisition, Usability, and User Experience. Our serious game board
design was found to have significantly improved students’ learning about the uni-
versity’s physical environment, academic affairs, and information access. They also
enjoyed the social activities during the gameplay, showing that the four design goals
were satisfied. The system usability was above the suggested threshold value, indicat-
ing good usability. The user experience questionnaire showed that our game performed
well except for dependability, and we could find some reasons from participants’ com-
ments in the post-test. P1 mentioned that “When I play the game, I am not sure what will
happen next. The game events are a bit random”. P2 also mentioned that “The game
is not that predictable, but this increases the sense of surprise”. Other participants also
commented that randomness is an acceptable property for a board game. Combing the
feedback, we will enhance users’ sense of control in the future, such as adding icons to
suggest related events on the map.

Perceived Value of the Serious Board Game. During the gameplay, we observed
joyfulness and positive emotions from participants. At the end of the evaluation study,
they also expressed happiness and a sense of competition and cooperation while playing
the board game. Participants reported that they tried their best to step into the buildings
to get the building cards, which required them to weigh several paths and different
directions. They also expressed that the events were just like real events that happened
in their daily life. Playing the board game can trigger their empathy, especially when
moving on the map, and encountering some events or activities also reminds them of
their memories. Participants found the board game valuable since they learned lots of
knowledge and tips about XJTLU through the questions. This was not only supported
by the freshmen, but also the senior students. When players were not sure about the
question they met, their teammates would always think together and try to give some
hints. The process was found engaging and can improve the interaction between players.
At the end of the experiment, one participant even asked if he can get a copy of the
question scripts, because he thought these tips and answers were really helpful. We
thus conclude that the board game is useful and meaningful for not only freshmen, but
also senior university students.

Game Duration. In the experiments, it was found that the game duration and pace are
related to the number of players. For example, when there were only 2 players, they col-
lected all the building cards in 20 min, while in another test with 6 players, the increased
time in rolling dice, encountering events and questions, and social card activities have
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slowed down the game pace. If there are more players, they may step on the same spot,
so they have the chance to draw a Social card to interact and communicate with each
other about their hobbies, which will take longer time and slow down the game pace.
Further experimentation is needed to identify the most appropriate time limitation and
game mechanics in the future.

8.2 Research Implications

The research methods employed in this study can be extended to other universities, edu-
cational institutions, and other groups and organizations. As the issue of induction is
prevalent in universities worldwide, participatory design workshops that involve stake-
holders such as freshmen, senior students, and teaching fellows can be organized to
discover and define problems, develop solutions together, and deliver them. The eval-
uation and testing of the serious board game in this study demonstrated its potential to
enhance students’ knowledge about the environment (DG1), academic affairs (DG2),
and information access (DG4) while also promoting a sense of well-being and belong-
ing through communication and interaction with peers (DG3). Therefore, our research
implicate that serious board games have huge potential to contribute to student engage-
ment in other educational institutions and facilitate learning through play.

8.3 Limitations and Future Work

First, the workshop series’ limited sample size and participant number may have
resulted in incomplete data collection. The workshops included mainly freshmen stu-
dents, considering that they are the main target users. However, our results suggested
that the game design was also perceived as valuable by senior students. To improve
this, future workshops should consider increasing the sample size and involving more
senior students and teaching fellows in the co-design process to offer more benefi-
cial suggestions and tips for freshmen. Additionally, administering questionnaires or
directly requesting freshmen to provide written feedback on university-related issues
could enhance the efficiency of data collection. Second, a participant (P5) from the
design school, who paid special attention to the color code, suggested that the colors of
“Events” and “Social cards” were very similar, which was rarely noticed but may cause
confusion to some rigorous players. The color of “Social cards” could be changed to dis-
tinguish it from other components, such as purple or pink. Third, participants reported
that the AR celebration is an interesting and novel mode, which provided them with
a cheering feeling after they collected all the building cards. It provided them with a
sense of achievement. However, they suggested that the content and form of the AR
celebration could be improved. Currently, the game can only be completed by scanning
the entire map with a phone after placing all building blocks on their corresponding
locations, which can be difficult to achieve within a limited time frame. To address
this issue, additional AR features can be incorporated into the game, such as allowing
players to scan building cards and trigger 3D models of the buildings when they enter
a building on the map. They also suggested the AR collection of 3D building models
as a game mechanic. This could give players a better understanding of the physical
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environment of XJTLU. Future improvements in the AR content and form can also be
explored.

9 Conclusion

In this paper, we present the development and evaluation of a serious board game, Easy
Induction, aimed at facilitating freshmen’s adaptation to the academic and social life at
XJTLU. The game was designed through a participatory design process that involved
stakeholders from the university, in a total of three workshops. The purpose of the game
was to enhance freshmen’s sense of well-being and belonging, and the level of engage-
ment with the university, by providing a fun and interactive tool for learning about the
university physical environment, academic affairs, and information access. To evaluate
the effectiveness of the game, we conducted both quantitative and qualitative analyses.
Specifically, we compared participants’ knowledge acquisition before and after play-
ing the game, and gathered feedback through the system usability scale and the user
experience questionnaire. The results indicated that the game significantly improved
freshmen’s understanding of the university’s academic affairs, enhanced their abilities
to access information and resources, and helped them become more familiar with the
campus environment and facilities. Overall, the findings of this study contribute to the
growing body of research on gamification and serious games in educational contexts,
and provide valuable insights for designing and implementing effective interventions
for supporting students’ academic and social integration in universities. We hope that
this work will inspire further exploration and innovation in this area, ultimately leading
to enhanced student experiences and success.
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Abstract. Designing interactive technology to support safety-critical systems
poses multiple challenges with respect to security, access to operators and the pro-
prietary nature of the data. We conducted a two-year participatory design project
with French power grid operators to both understand their specific needs and to
collaborate on the design of a novel collaborative tool called StoryLines. Our
primary objective was to capture detailed, in-context data about operators’ work
practices as part of a larger project designed to provide bi-directional assistance
between an intelligent agent and human operator. We targeted handovers between
shifts to take advantage of the operators’ existing practice of articulating the cur-
rent status of the grid and expected future events. We use information that would
otherwise be lost to gather valuable information about the operator’s decision
rationale and decision-making patterns. This paper describes how we combined a
bottom-up participatory design approach with a top-down generative theory app-
roach to design StoryLines, an interactive timeline that helps operators collect
information from diverse tools, record reminders and share relevant information
with the next shift’s operator. We conclude with a discussion of the challenges
of working with users in safety-critical environments and directions for future
research.

Keywords: Collaborative work · Generative theories of interaction ·
Participatory design · Power grid operation · Safety critical systems

1 Introduction

The Cockpit and Bidirectional Assistant CAB) project is exploring how to take advan-
tage of the increasing capabilities of artificial intelligence to assist operators of safety-
critical systems. Rather than deskilling them or replacing them with new technology, we
seek to design tools that enhance each operator’s capabilities over time. This requires
new forms of co-adaptive [20] interaction where the system learns from the user as
the user learns from the system. To be effective, users need to benefit from the system
without it disrupting their work.

Achieving this requires a shift from traditional intelligent assistant design that prior-
itizes creating more efficient algorithms to focusing instead on designing the interaction
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from the user’s perspective in what we call a human-computer partnership [23]. This
in turn requires a detailed understanding of the operator’s real-world work practices,
not only how they monitor the system to build situation awareness but also how they
capture, interpret and communicate information under both normal and crisis situations.

This paper describes our approach for capturing the day-to-day activities and deci-
sions of control room operators at RTE (Réseau de Transport d’Electricité), the French
national power grid. Our immediate goal is to provide better support for their current
activities, with a longer term goal of capturing in-context data about how and when they
made their decisions to inform an intelligent agent. This is particularly important since
the operator’s decisions are judgment calls that balance a variety of trade-offs, only
some of which are captured by the system. Instead of assuming an intelligent agent can
capture the “ground truth” to define an optimal solution, we need to take advantage of
the best characteristics of human common sense and system data management, where
the combination of the two is more effective than either alone.

Developing such a system requires understanding operators’ work context and the
challenges they face when making decisions, which requires access to them and their
work environment. We describe our participatory design [13,22] approach to meeting
our first objective: to ensure that the resulting system fits seamlessly into their current
and future work practices without increasing their workload. A secondary objective is
to collect relevant information that will inform a future intelligent agent that provides
recommendations based on detected patterns of behavior. We thus hope to create a
virtuous cycle where operators in the course of their daily work feed information to the
agent that feeds it back to them in a form that lets them develop a more sophisticated
understanding of the system, thus increasing their skills.

We wanted to take advantage of our work on generative theory [4] to design the
interaction with the new system. Generative theories of interaction are inspired by estab-
lished theory in the natural and social sciences but are transformed into concepts and
actionable principles that inform design. We describe how we combined bottom-up par-
ticipatory design methods with a more top-down theoretical approach based on Instru-
mental Interaction [2,5] to develop a novel system we call StoryLines.

We began by asking two research questions:

– RQ1: How can we gather in-context information from operators without increasing
their workload?

– RQ2: How can we take advantage of a generative theory to design an interactive tool
that supports light-weight data gathering?

The paper begins with a review of related literature on information management
for safety critical systems, especially control rooms. We then describe the results of a
preliminary study with control room operators from the French power grid. Next, we
describe how generative theories of interaction [4] offer new insights into the design of
interactive tools and how we applied the principle of reification [5] from the theory of
Instrumental Interaction [2] to our design. We then describe the series of workshops
we conducted with control room operators to design and assess StoryLines, a timeline-
based tool for capturing information and transmitting it to the next shift operator. We
conclude with a discussion of the benefits and limitations of combining theory-driven
and participatory design approaches when developing tools for safety critical systems.
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2 Related Work

Control rooms are highly complex safety-critical environments. Operators must ensure
normal operation and resolve breakdowns by managing technologies that help them
interpret and manage large amounts of information. Researchers have investigated var-
ious aspects of control room management, including identifying advantages and costs
of shifting to automated systems; examining how users manage information to main-
tain situated awareness and designing interactive technology that supports control room
operators.

2.1 Adapting to Control Room Modernization

The goal of automating control rooms is usually framed in terms of reducing human
error and operator workload. However new systems also risk reducing the operator’s sit-
uation awareness and the skills they need to successfully perform automated tasks [37].
They may significantly change the operator’s role [28] and, if poorly designed, may
actually increase the operator’s workload. For example, Mackay [20] showed that air
traffic controllers’ interactions with physical paper flight strips can be safer than using
screens.

Early transitions from analog to digital control systems often affected how operators
accessed, perceived, and processed information. For example, Dai et al. [9] showed that
interacting with monitors rather than physical control panels in nuclear power plants
decreased the operator’s access to information, required additional information man-
agement tasks and required operators to rely on the computer system rather than their
own memory, thus diminishing their skills over time. In these control rooms, Porthin
et al. [37] observed that increasing the number of systems that provide information
involves a corresponding increase in the number of interface management tasks. Kluge
et al. [18] showed how introducing more advanced technology increased the operator’s
physical and cognitive workload by forcing them to collect additional information and
build more complex mental models to understand cause-and-effect relationships across
system elements.

Salo et al. [43] argue that control room modernization often requires additional
training and skill to master multiple systems and resolve inconsistencies. Operators
must constantly calibrate their trust in the technology and often lack a clear overview
of the current state of the system. They may have difficulty acquiring and maintaining
knowledge of rare events and must continuously adapt to the increasing complexity of
the technology.

Of course, some of the challenges operators face are due to problems unique to the
particular type of control room. For example, radio astronomy control rooms require
extensive screen real estate which makes it difficult for operators to access relevant
information and increases their cognitive overload [36]. Similarly, maritime surveil-
lance displays are often insufficient for effective situation awareness [32]. By contrast,
Han et al.’s study [15] of a steel manufacturing control room highlighted the ineffi-
ciency of warnings about irregular situations and the lack of systematic classification
and overviews of abnormal work conditions. Walker et al.’s study of oil production
platform control rooms [45] described how operators lacked support for diagnosing and
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resolving non-routine conditions and found that the system’s alarms were excessive, not
timely, irrelevant or inappropriately prioritized. Operators also suffered from the lack
of history logs, which made it difficult for them to identify trends and determine the
causes of specific incidents.

Power grid systems often fail to provide operators with an effective overview,
which forces them to constantly search for and integrate information from different
screens [29]. Prevost et al. [38] show how the excessive number of display pages,
missing information about equipment status and maintenance requests prevent opera-
tors from effectively synthesizing relevant information. Baranovic et al.’s study of four
power grid control centers [1] showed that the SCADA system generates more informa-
tion than operators can easily handle, especially when multiple faults appear in the grid
at the same time. Militello et al. [30] highlight the coordination problems emergency
room operators face due to asymmetric knowledge and experience, barriers to maintain-
ing mutual awareness, uneven workload distribution and disruptions in communication.

These studies suggest that control room operators would benefit from better tools
for synthesizing an overview of the current state of the system, recording a history of
incidents to highlight trends, controlling alarms and reminders for future maintenance
activities and supporting collaboration across operators with asymmetric knowledge.

2.2 Operator Strategies for Managing Information

In order to make informed decisions, control room operators develop information man-
agement strategies including closely monitoring system components, building a men-
tal model of the current state and developing situation awareness. Vicente et al. [44]
describe how operators build and maintain specific situation models using knowledge-
driven monitoring strategies [44], while Roth et al. [42] show that operators enhance
situation awareness by doubting the accuracy of the system: They check for problems
and pursue unlikely findings, seeking additional information to confirm their expecta-
tions. Pilots are sometimes confused by inconsistencies between their expectations, the
aircraft’s behavior and the auto-flight system [10], which they resolve by turning off the
autopilot and fly under manual control.

Hutchin’s classic study of “distributed cognition” on the bridge of a naval ship [16]
showed how operators take advantage of physical artifacts and other people to expand
their cognitive capabilities, both to remember information and trigger future actions.
Similarly, Mumaw et al. [31] showed how nuclear power plant operators offload cog-
nitive demands by creating external reminders and collaborating with other operators.
They recommend reducing noise, augmenting signals and documenting baselines or
trends to enhance operators’ ability to extract information.

Walker et al. [46] emphasize the importance of communication in the control room,
both to facilitate collective sense-making and ensure timely and effective action dur-
ing a crisis. They describe the phenomenon of “talking to the room” where an operator
shares information with the entire room as opposed to conversing with specific individ-
uals. This non-directed talk helps teams interpret and explain ambiguous information
and facilitates shared understanding and coordinated action. Similarly, Carvalho et al.’s
studies of a nuclear power plant control room [6] found that operators use informal talk
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to maintain continuous verbal interaction with each other, not only enhancing mutual
awareness but also helping operators anticipate and prevent errors.

These studies illustrate the importance of supporting operators’ natural strategies for
trying to understand the system. Operators need help resolving conflicts between their
intuitions and the system, lightweight methods for extracting information, either from
the system or other operators, and low-effort tools for creating reminders and triggering
future action.

2.3 Information Management Tools

Researchers have developed various technologies for helping control room operators
manage information. Although some systems reduce the overall quantity of informa-
tion, others use information visualization techniques to highlight relevant information.
Other tools focus on facilitating inter-operator collaboration or provide decision sup-
port.

Kang & Park [17] argue that improving information visualization is critical for
transforming massive quantities of data into useful information. Zhu et al. [47] pro-
posed a data-driven interactive visualization approach for reducing cognitive load and
increasing situation awareness for power systems. They proposed powerful data manip-
ulation algorithms to generate visualizations of empirically and mathematically derived
data. Pertl et al. [35] also proposed a method that summarizes the current state of a
control room so that operators can anticipate and take appropriate preventative mea-
sures. However neither of these systems were evaluated with operators. Romero and
Diez [41] went further with their Alarm Trend Catcher which filters and prioritizes
alarms and projects future power grid states, providing operators with additional opera-
tional insights. Baranovic et al. [1] proposed an intelligent alarm monitor that not only
selected 98% fewer alarms than the existing SCADA system but also correctly analyzed
and represented the root cause of the corresponding faults.

Systems that require collaboration among operators usually incorporate large dis-
plays to facilitate data sharing, increase situation awareness and encourage inter-
operator communication [39]. Conversy et al.’s interactive tabletop for Air Traffic Con-
trollers [8] enabled operators to communicate more effectively, both orally and with
deictic gestures. They emphasized the need for “feedthrough” to help controllers main-
tain awareness their colleagues’ actions. Another study of power grid operators [29]
identified problems that arise in rooms where operators must shift between a general
overview and specific details related to each alarm. Their prototype supports coordi-
nated views with interactive visual filtering and parallel coordinates and helps operators
transition between focus and context views.

Of course control rooms are not static and must change to adapt to changing needs.
Marot et al. [28] proposed guidelines for updating power grid control rooms that include
redefining the operator’s role to enhance communication and facilitate complex decision
making, centralizing information through a common interface and structured decision-
making framework and integrating artificial intelligence technology to detect patterns
and make informed recommendations.

In summary, the research literature shows that, despite the benefits of introduc-
ing automation into control rooms, operators often suffer from increased workload,
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reduced system awareness and lack of trust in the system. They have developed multiple
strategies for improving their ability to make informed decisions and resolve conflicts
between their intuitions and the information displayed on the screen. This suggests that
future system designs should explicitly support their coping strategies. Finally, future
research should take advantage of advances in data visualization research and artificial
intelligence to help operators adapt to increasingly complex control rooms.

3 Preliminary Study: Identifying Operators’ Needs

The above research literature shows that increased automation in the control room
can increase operator workload while reducing system awareness and trust in the sys-
tem. It suggests that new technologies should provide lightweight ways of extracting
information and better synthetic overviews of the different components of the system,
with tools for resolving conflicts between their intuitions and what is displayed on the
screen. Operators would benefit from interactive incident logs that highlight trends and
reminders for future action, both for themselves and others. Finally, they need better
support for collaboration and communication with other operators.

We are working with the French national electricity distributor RTE (Réseau de
Transport d’Électricité), which is responsible for managing the power grid across
France and to other European countries. The current system is complex and becoming
more so, with recent spikes in demand due to climate change and the war in Ukraine.
At the same time, France is transitioning from its former reliance on nuclear power to
other, less predictable forms of “green” energy, such as solar and wind power. By 2022,
only 62.7% of electricity came from nuclear power, compared to 70–80% in previous
decades.

RTE is a member of the CAB (Cockpit and Bidirectional Assistant) project whose
long-term goal is to take advantage of recent advances in artificial intelligence to pro-
vide a bidirectional virtual assistant that augments the real-time capabilities of control
room operators. One of the key challenges in creating such an intelligent assistant is
to develop the “ground truth” that will serve as the foundation for making effective
decisions in a complex, ever-changing environment. However, although the rules and
procedures for handling problems are well established, little of the operators’ reasoning
about trade-offs and choices is captured. This makes it challenging to design an effective
intelligent system that considers the nuances and complexities of different situations.

Initial Interviews. Although we were committed to using a participatory design pro-
cess [21,22] with RTE operators, the project began in the midst of the COVID-19 pan-
demic, which prevented face-to-face contact with operators or access to their control
rooms. Even virtual meetings were initially difficult, given their reaction to previous
project interviews that emphasized abstract discussions of the tasks they perform. We
later learned that operators who had heard of those interviews viewed them as a waste
of time, making them reluctant to talk to us.

After we explained our interview approach, which emphasizes concrete personal
experiences over abstractions, we were granted an initial video interview with a junior
operator. In order to establish trust, we explained that interviews would not be recorded
(although we did take notes) and nothing they said would be reported to their employer.
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We first asked the operator to prepare by remembering recent, memorable inci-
dents of breakdowns or problems he had experienced. We then conducted a “story
interview” [22,24] that gathers details about their recent experiences, especially break-
downs, workarounds and innovations.1 He enjoyed this interview and encouraged a
senior operator to participate as well. The two interviews resulted in multiple specific
stories about recent breakdowns that formed the basis for future design activities.

We were gratified by their positive reaction to story interviews and the focus on
their actual, lived experience. The senior operator appreciated our grounded interview
approach:2 “I really see the work we can do together from a concrete usage perspec-
tive... I am really satisfied since this really makes things concrete for me... I am excited
to continue!” The junior operator agreed: “This allows us to really make the things we
talk about concrete and to clearly show you the problems that we encounter every day,
whether they are simple problems or profound problems in the organization we have
today. I want to wish you bravo since, despite the frustration of the fact that we can’t
be in the same room and interact with even just our hands, you have managed to find
tools that are practical enough for us to feel like we are making progress, even if we
can’t be together physically.” Our focus on their perspective about their experiences
rather than forcing them to adopt a system-oriented design perspective gave us access
to a very scarce resource — the operator’s time — and provided a solid foundation for
understanding their work practices and generating ideas for improvements.

Control Room Visit. Despite their highly restricted schedules, within less than three
months, the two operators each granted us seven hours of contact time and asked other
operators to provide additional input. They also invited us to observe their control room
in Nantes (although only through an observation platform due to COVID-19 restric-
tions).

Workshop 1. The first workshop was conducted in person, in our lab in Paris. The
goal was to identify breakdowns faced by operators in the control room. We first sent
the operators an explanatory video that explained the five workshop activities with
examples of what we expected. We also asked all participants, both operators and
researchers, to prepare a one-minute video that illustrated a specific breakdown that
they had recently encountered at work. Finally, we asked them to have blank sheets of
paper and pens to support paper prototyping. Each participant explained their video and
we probed for more details about what actually happened. The goal was to avoid gen-
eralized descriptions of what usually happens and instead, capture the nuances of what
happened that particular time.

We then conducted an online brainstorming session to collect additional break-
downs, including: retrieval problems due to information scattered across multiple tools,
the mismatch between information displays and their mental models, the disruptive
effect of interruptions that caused them to forget important information, information
overload due to excessive numbers of software tools, paper documents that are hard to

1 The Story interview method was inspired by the Critical Incident Technique [11] but adapted
to support interaction design.

2 Quotations are translated from French.
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Fig. 1. Preliminary workshop results include issues with information mismatch, interruptions,
risk of forgetting and wasted time.

manage and often out of sync and system features that waste their time (Fig. 1 summa-
rizes these findings.) We concluded with a debriefing to gather feedback and gauge the
operators’ interest in continuing to collaborate with us.

Workshop 2. The first workshop was extremely well received by the operators who
not only recruited an additional operator, but also invited us to visit them at the control
room in Nantes for a day-long workshop. This launched the second, participatory design
phase of the project, described in Sect. 5. However, in parallel, we also began working
on a more theoretically driven design process, described in Sect. 4.

4 Inspirations from Generative Theories of Interaction

The long-term goal of the CAB (Bi-directional Cockpit) project is to design an intelli-
gent assistant that learns from and augments the operator’s skills. However, before we
can accomplish this, we first need to collect detailed, in-context data about how oper-
ators currently perform complex operations and make difficult judgments. We need to
balance two potentially conflicting goals:

1. Capture a large quantity of detailed in-context data from operators, including char-
acteristics of normal and unusual incidents, specific actions the operators performed,
which decisions were made and how effective those decisions were.

2. Ensure that the act of collecting this data is not viewed as an additional, cumbersome
task that increases the operator’s workload, but rather as a tool that saves them time
and makes them more effective.
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We thus prioritized our design goals to begin with the user’s perspective so that
the resulting system offers them concrete benefits, and only secondarily focusing on
capturing the most detailed relevant data possible. Based on our observations and dis-
cussions with the operators, we decided to focus on the handover between operators
at the end of every shift. We can take advantage of the fact that all operators already
prepare information notes for themselves that summarize the current state of the power
grid, any upcoming actions or expected critical events, and the results of any research
the operator conducted to solve current or projected incidents.

We decided to address the needs identified in the preliminary study (Sect. 3) using
the strategy outlined in [4] for applying a generative theory of interaction to a real-world
design problem. This strategy combines bottom-up analyses of current work practices
with top-down concepts and principles derived from theories of human behavior. We
were particularly influenced by instrumental interaction [2,5], which builds upon theo-
ries of affordances [12] and human tool use [33,34,40] from experimental psychology.
In particular, we explored the principle of reification, which transforms an otherwise
ephemeral action into a persistent interactive tool.

For example, the design of StickyLines [7] was inspired by studies of designers who
spend an inordinate amount of time aligning graphical objects. Users must select the
objects to be aligned, navigate via a pull-down menu, and choose the appropriate form
of alignment. Any future adjustments of any of these objects breaks the alignment and
requires further realignment. By contrast, StickyLines “reify” the alignment command
into an interactive object that makes the alignment persistent. It acts as a magnetic
guideline to which shapes can be attached so that moving the guideline also moves
the attached objects. StickyLines can align to any shape, such as a circle, and create
multiple, interconnected alignments, such as an easily adjustable grid.

When we examined the results of the preliminary study, we saw the opportunity
for reifying sequences of incidents and corresponding actions into a persistent, inter-
active object that we call StoryLines. Each operator can collect personally meaningful
sequences of events, either automatically or intentionally, to create coherent “stories”
that capture relevant information and actions associated with different tools. They can
also set reminders or trigger future events. StoryLines are designed to replace opera-
tors’ hand-written notes but should save time by avoiding duplicate information and
providing real-time links back to relevant information on a global timeline that would
otherwise require time to search. StoryLines should also filter information to give an
easy-to-scan overview of current incidents, actions and upcoming events.

The current environment used by operators is an example of what Beaudouin-
Lafon [3] calls “walled gardens and information silos”, with no easy mechanisms for
transferring information across non-interoperable systems. The design of StoryLines
is also inspired by systems such as Passages [14], which let users create a common
representation for transferring information from one tool to another.

The design of the StoryLines involved a number of challenging design questions:
Do operators want a single StoryLine composed of multiple incidents or multiple Story-
Lines? Are StoryLines associated with a single operator during a single shift or are
they transferred from one shift to another? What is the relationship between individ-
ual StoryLines and the overall history of events? What is the best way to visualize
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StoryLines and what information should they prioritize? In order to address these and
other design questions, we engaged in what turned out to be a two-year participatory
design project that involved a series of remote and in-person workshops and activities
with operators and members of the research team.

5 Participatory Design of StoryLines

We wanted to combine our theoretical work (see Sect. 4) with a participatory design
approach. The traditional “user-centered” approach to designing interactive systems
can be oversimplified as first conducting a user study to determine users’ needs, then
exploring a new design and finally testing it with target users. By contrast, participatory
design [13,21,22] actively involves users throughout the design process. While this has
proven to be highly successful in a few safety-critical settings, such as that described by
Mackay [20,26] with air traffic controllers, it is relatively rare due to security restric-
tions, limited physical access to users and their work environments, and the confidential
or proprietary nature of the technologies and associated data.

We also cannot risk losing participants’ interest by forcing them to adopt our the-
oretical stance. Instead, we need to let them express their experiences and needs in
their own terms while contributing concrete examples of design ideas inspired by our
theories which they can interpret and evaluate as they like.

We followed the participatory design approach outlined in [21,22] and [24], begin-
ning with story interviews that capture detailed examples of recent, memorable inci-
dents, especially breakdowns, workarounds and user innovations. We transformed these
into scenarios in which personas who represent actual controllers encounter a series of
events that highlight the issues that must be resolved. We brainstormed ideas, first ver-
bally then as short video clips that illustrate the interaction [27] and then collaborated
on creating various types of prototypes [25], ranging from paper to Figma to working
software. We ran different types of qualitative evaluations to advance the design, and
iterated with additional interviews, brainstorming, design sessions and evaluations. Par-
ticipants found this approach highly engaging, since all the activities were designed to
emphasize their perspective, with concrete activities that let them express their needs
and ideas, as well as react to our ideas, in an enjoyable, non-threatening format.

These participatory design activities were conducted over a two-year period with
delays due to the COVID-19 pandemic, changes in personnel and scheduling chal-
lenges, as well as requiring time to digest the results of each workshop and to develop
prototypes, which evolved significantly across the different workshops and design ses-
sions.

Participants: We recruited a total of four active participants who contributed to multi-
ple activities over several months and three additional operators who contributed to spe-
cific events. One very senior operator participated throughout the entire design process.
The junior operator who participated in the first series of activities left RTE after the
first year. He was replaced by a junior and a senior operator who were actively involved
in later activities. Three other operators participated in individual workshops and others
contributed information or joined discussions at various points in the process.
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RTE Control Room Organization: Four researchers visited the RTE control center
which began with a “virtual” guided tour from the senior operator. The main control
room is designed to support four operators: three who supervise a particular zone (east,
west and south) and a senior manager who oversees the others. During busy times, a
fifth operator may also be included. Operators are trained on all three zones and spend
approximately seven weeks in one zone before shifting to another. The manager super-
vises all three zones.

The three operator desks were positioned to face a wall-sized display on the back
wall with a huge map that displayed the entire energy grid.3 The manager’s desk is posi-
tioned behind them, with a view of all three desks. Each operator has a large U-shaped
desk with an interior approximately three meters wide. We counted about a dozen “sta-
tions” for different tools and information sources, including multiple screens, a printer,
two telephone stations and areas for other devices. One set of three screens is operated
with a single mouse and keyboard, whereas other tools have dedicated keyboards or
control panels. Some tools provide overviews and details about the current status of
the energy grid, some sound and monitor alarms while others help operators research
re-routing solutions to current failures, expected maintenance or other projected prob-
lems. The size of the desk area requires them to use rolling chairs to transition from one
station to another.

Software Tools. Energy grid operators are trained on over 50 different software tools
that gather information, sound alarms and suggest solutions. These tools have been
introduced over several decades with correspondingly different, often incompatible user
interfaces. Operators must collect information scattered across their work area and they
struggle to form a coherent overview of the power grid. Most information is presented
as raw data that rarely matches the operators’ mental models. Worse, some information
is cumbersome or difficult to retrieve in real-time and junior operators reported that
instructions and guidelines were often difficult to understand.

Paper-Based Tools. Operators also use multiple paper-based tools. An A0-sized paper
map of the energy grid, reprinted monthly, is used to note current breakdowns which
they must remember to erase when the problem is solved. Although this paper map
provides a concise overview of the grid, it is usually out of date since it is not linked
to any online software tools. Other paper-based supports include a large ring binder,
exchanged monthly, with hand-annotated printouts of specific “incidents”, an A3-sized
log sheet for recording completed maneuvers and “floating sheets” for informally
recording notes, reminders and information for the shift handover.

We were particularly interested in the fact that all operators took paper notes that
they used to keep track of ongoing activities and manually transfer information from one
system to another (which they view as a waste of time). They also create reminders for
future actions and list key items to communicate to the next shift’s operator during the
handover. We were also struck by the level of oral communication between operators,
not only during shift handovers but also across zones and with the manager. Operators

3 This wall has since been removed as part of a major renovation that will consolidate multiple
control rooms.
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were often interrupted by phone calls from clients and other stakeholders. From the
perspective of the CAB project, this is extremely valuable information that is lost and
unavailable to the system.

Participatory Design Workshops: After the preliminary study, we conducted a series
of participatory design workshops between July 2021 and June 2023. Figure 2 shows
this sequence of activities with operators, both in person and online, as well as the
evolution of the StoryLines prototype from paper mock-ups to working software.

Workshop 2. The success of workshop 1 (see Sect. 3) led to an invitation to visit the
RTE control center in Nantes. Workshop 2 was an all-day event with seven participants
(three controllers and four researchers). Six were physically present and one controller
joined via video from the control room. The controllers gave us a virtual tour of the
control room (described above) after which we brainstormed ideas for how to address
the breakdowns specified in the scenarios from workshop 1. Next, we paired controllers
with researchers to draw a short “interaction snippet” or storyboard to illustrate each
idea. Finally, each pair created paper mock-ups and shot short video clips where the
controllers demonstrated how they would interact with each idea. The operators espe-
cially liked the video brainstorming activity because it gave them a concrete way to
communicate both the problem and the solution. The workshop resulted in 10 interac-
tion snippets and five video prototypes, all of which highlighted the need for centraliz-
ing information.

Workshop 3. The third workshop was also conducted in person, in Nantes and focused
on situating the breakdowns identified earlier in a realistic context. We began with a visit
to the observation deck above the actual control room, which allowed us to observe the
operators in action. Next, we ran a design session that involved creating realistic per-
sonas based on the operators involved in the project and a “current scenario” to illus-
trate the breakdowns in a realistic context. The operators drew from their experiences
to adjust the scenarios, especially with respect to the ways in which small errors, par-
ticularly in communication, can cause problems or complicate the situation.

The workshop resulted in scenarios related to two personas: Charles and Julie.
Charles is a senior operator with 12 years of experience and Julie is a junior operator
who just finished training. The scenario includes three main situations: a busy morning
for Charles who just returned from vacation; a rushed and poorly prepared handover to
Julie and an afternoon filled with complex problems for Julie.

Workshop 4. The fourth workshop was conducted in our labs with five researchers
and two operators. We developed a “future scenario” based on the scenario created in
workshop 3 that explored potential solutions. We supplied prototyping materials and
simulated their environment with paperboard “screens”. We then created paper mock-
ups of the different tools and created video prototypes of various solutions proposed by
the operators and researchers. The results included four specific solutions designed to
improve communication with the planning team, visualize cognitive load and visualize
failures as they evolve over time.
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Fig. 2. Participatory design activities alternated between design sessions with operators (left col-
umn) and prototypes created by operators and researchers (right column) over a period of approx-
imately two years.
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Workshop 5. The fifth workshop was conducted at the RTE control center with three
researchers and one operator physically present as well as one remote senior operator.
The goal of the workshop was to use a generative walk-through [19] to evaluate the sce-
narios and ideas from workshop 4. We played the video prototypes and discussed how
to improve the proposed solutions, including incorporating new information as a situa-
tion evolves, automatic update of other information and tasks, tracking and comparing
solutions and taking into account the “last time to decide” (LLTD). This workshop high-
lighted how much critical information is lost, either because it was transmitted orally or
it was never captured in the first place.

Workshop 6. The sixth workshop was also conducted at the RTE control center with
four researchers and five operators. Our goal was to present the operators with a working
prototype of StoryLines and obtain their feedback, suggestions and ideas. We worked
with pairs of operators who followed two scenarios, one extremely busy with multi-
ple overlapping events and the other relatively calm. They performed tasks, interacted
with StoryLines, took notes and prepared for the handover to the other operator, after
which they continued with the second scenario. Half of the operators first performed the
“busy” scenario, followed by the “calm” one. The other half performed the “calm” sce-
nario first. We conducted two sessions with two operators each and then ran a debriefing
session with the operators who participated plus another senior controller.

6 StoryLines

We designed StoryLines to provide operators with a personal, interactive history and
overview of their past, current and upcoming activities. It serves as a shareable repos-
itory of relevant information where they can take notes, register reminders and ensure
they have access to all the information they need to handle the handover. Figure 3 shows
the final working prototype that we tested in workshop 6 with operators at the RTE con-
trol center.

This prototype includes five panels. The toolbar includes buttons for adding stories,
events and reminders. The event panel provides a chronological list of events, including
alarms, telephone calls, simulations and actions performed on the grid. The reminder
list includes reminders, with the ability to trigger notifications based on time or events.
The story timeline includes the series of stories, each with a title, status (completed,
ongoing or predicted) and access to events, which can be included with the + button.
The Event details panel appears when the operator clicks on an event and lets them
inspect its time, type, story, and any associated notes or other annotations.

StoryLines offer a lightweight, central location for the information collected from
different tools and is fully configurable by the operator. Operators can link relevant
information together into “stories” to describe important events. StoryLines preserve
the provenance of system-supplied information, which facilitates future retrieval of
additional details and captures the context in which various decisions were made. Story-
Lines can facilitate record-keeping by providing templates for common tasks and help
operators track their previous decisions for future reference. Finally, StoryLines support
sharing information between operators, not only during shift handovers but also with
managers and other stakeholders during the shift.
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Fig. 3. The working StoryLines prototype includes five panels (from left to right): toolbar for
adding stories, events and reminders; chronological event list; reminder list; story timeline and
the panel for displaying event details.

Reactions to StoryLines. The focus of this prototype was how to provide a concise inter-
active visualization of the events that make up a story, including the events that occurred
and the actions performed. The second-to-last panel of Fig. 2 shows an alternative app-
roach, with various strategies for expanding and contracting the level of information
displayed. We plan to continue working on the design to further simplify the interface.

The operators found the visualization effective, but shifted their attention to the
keyboard-based method of capturing information. They viewed this as “yet-another-
keyboard” and were far more interested in a tablet or paper-based interface that more
closely matched their current note-taking methods. They also wanted the ability to use
templates for commonly occurring types of events with pre-filled elements and the abil-
ity to add additional annotations.

7 Conclusion

We are interested in designing tools for control room operators that enhance their skills
instead of deskilling them. This requires shifting the focus from the design of intelligent
algorithms to the design of effective interaction with those algorithms in real-world
contexts. We conducted a two-year participatory design project with operators from the
RTE French power grid, with two key research questions:

– RQ1: How can we gather in-context information from operators without increasing
their workload?

– RQ2: How can we take advantage of a generative theory to design an interactive tool
that supports light-weight data gathering?

We examined the research literature and found that increased automation in the con-
trol room can increase operator workload while reducing system awareness and trust in
the system. Previous work suggests that new technologies should provide lightweight
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ways of extracting information and better synthetic overviews of the different compo-
nents of the system, with tools from resolving conflicts between the operators’ intuitions
and what is displayed on the screen. Operators would benefit from interactive incident
logs that can be augmented to highlight trends and the ability to register reminders
of future actions, both for themselves and others. Finally, they need better support for
collaboration and communication with other operators.

The results of our studies with operators echo these findings and provide specific
examples of challenges faced by users. They also suggest a key opportunity for design,
i.e. targeting the operators’ existing use of informal notes to support the handover to the
next shift.

We combined participatory design methods with design inspiration from Instrumen-
tal Interaction to create StoryLines, an interactive timeline that helps operators collect
information from diverse tools, record reminders and share relevant information with
the next shift’s operator. StoryLines illustrate a successful application of the principle of
“reification” by transforming a series of ephemeral events into a persistent, interactive
timeline that serves as a repository for key information during the operator’s shift. We
also show the evolution and refinement of the concept through multiple design iterations
and discussions with operators.

We are now exploring how to enhance data capture by providing tablet-based inter-
action, and are working with members of the CAB project to integrate StoryLines with
the new software system that they are developing. This will enable us to conduct eval-
uations of StoryLines in a realistic setting.

Our work shows that participatory design is an effective way of engaging operators
of safety-critical systems in productive design activities, and that combining participa-
tory design with a theoretically based approach can lead to a simple yet effective user-
centered design. At a time where artificial intelligence and automation risk deskilling
and disenfranchising users, we hope to see this approach applied to other contexts,
safety-critical or not, to create socio-technical systems where machines empower rather
replace or enslave users.

Acknowledgments. This work has been supported by the French government under the “France
2030” program, as part of the SystemX Technological Research Institute within the CAB project.

References

1. Baranovic, N., Andersson, P., Ivankovic, I., Zubrinic-Kostovic, K., Peharda, D., Larsson,
J.E.: Experiences from intelligent alarm processing and decision support tools in smart grid
transmission control centers. In: Cigre Session, vol. 46, pp. 21–26 (2016)

2. Beaudouin-Lafon, M.: Instrumental interaction: an interaction model for designing post-
wimp user interfaces. In: Proceedings of the SIGCHI Conference on Human Factors in Com-
puting Systems, CHI 2000, pp. 446–453. ACM, New York (2000). https://doi.org/10.1145/
332040.332473

3. Beaudouin-Lafon, M.: Towards unified principles of interaction. In: Proceedings of
Advanced Visual Interfaces (AVI’17), CHItaly 2017. Association for Computing Machin-
ery, New York (2017). https://doi.org/10.1145/3125571.3125602

4. Beaudouin-Lafon, M., Bødker, S., Mackay, W.E.: Generative theories of interaction. ACM
Trans. Comput.-Human Interact. (TOCHI) 28(6), 1–54 (2021)

https://doi.org/10.1145/332040.332473
https://doi.org/10.1145/332040.332473
https://doi.org/10.1145/3125571.3125602


228 W. Sahel et al.

5. Beaudouin-Lafon, M., Mackay, W.E.: Reification, polymorphism and reuse: Three principles
for designing visual interfaces. In: Proceedings of the Working Conference on Advanced
Visual Interfaces, AVI 2000, pp. 102–109. ACM, New York (2000). https://doi.org/10.1145/
345513.345267

6. Carvalho, P.V., Vidal, M.C., de Carvalho, E.F.: Nuclear power plant communications in nor-
mative and actual practice: a field study of control room operators’ communications. Human
Fact. Ergon. Manuf. Serv. Ind. 17(1), 43–78 (2007)

7. Ciolfi Felice, M., Maudet, N., Mackay, W.E., Beaudouin-Lafon, M.: Beyond snapping: per-
sistent, tweakable alignment and distribution with stickylines. In: Proceedings of the 29th
Annual Symposium on User Interface Software and Technology, UIST 2016, pp. 133–144.
Association for Computing Machinery, New York (2016). https://doi.org/10.1145/2984511.
2984577

8. Conversy, S., Gaspard-Boulinc, H., Chatty, S., Valès, S., Dupré, C., Ollagnon, C.: Support-
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du Collège de France, Collège de France — Fayard (2022)

https://doi.org/10.1145/345513.345267
https://doi.org/10.1145/345513.345267
https://doi.org/10.1145/2984511.2984577
https://doi.org/10.1145/2984511.2984577
https://doi.org/10.1145/1958824.1958891
https://doi.org/10.1145/3491102.3502052
https://doi.org/10.3406/intel.2000.1597


Creating StoryLines: Participatory Design with Power Grid Operators 229

24. Mackay, W.E.: DOIT: The Design of Interactive Things: CHI 2023 Preview. Inria (2023)
25. Mackay, W.E., Beaudouin-Lafon, M.: Participatory design and prototyping. In: Handbook

of Human Computer Interaction. Springer, Heidelberg (2023). https://doi.org/10.1007/978-
3-319-27648-9 31-1. http://www.hal.science/hal-04108636

26. Mackay, W.E., Fayard, A.L., Frobert, L., Médini, L.: Reinventing the familiar: exploring
an augmented reality design space for air traffic control. In: Proceedings of the SIGCHI
Conference on Human Factors in Computing Systems, CHI 1998, pp. 558–565. ACM
Press/Addison-Wesley Publishing Co., USA (1998). https://doi.org/10.1145/274644.274719

27. Mackay, W.E., Ratzer, A.V., Janecek, P.: Video artifacts for design: bridging the Gap between
abstraction and detail. In: DIS 2000, pp. 72–82. ACM (2000)

28. Marot, A.: Perspectives on future power system control centers for energy transition. J. Mod.
Power Syst. Clean Energy 10(2), 328–344 (2022)

29. Mikkelsen, C., Johansson, J., Rissanen, M.: Interactive information visualization for sense
making in power grid supervisory systems. In: 2011 15th International Conference on Infor-
mation Visualisation, pp. 119–126. IEEE (2011)

30. Militello, L.G., Patterson, E.S., Bowman, L., Wears, R.: Information flow during crisis man-
agement: challenges to coordination in the emergency operations center. Cogn. Technol.
Work 9(1), 25–31 (2007)

31. Mumaw, R.J., Roth, E.M., Vicente, K.J., Burns, C.M.: There is more to monitoring a nuclear
power plant than meets the eye. Human Fact. 42(1), 36–55 (2000)

32. Nilsson, M., Van Laere, J., Ziemke, T., Edlund, J.: Extracting rules from expert operators to
support situation awareness in maritime surveillance. In: 2008 11th International Conference
on Information Fusion, pp. 1–8. IEEE (2008)

33. Osiurak, F.: What neuropsychology tells us about human tool use? The four constraints the-
ory (4ct): mechanics, space, time, and effort. Neuropsychol. Rev. 24(2), 88–115 (2014).
https://doi.org/10.1007/s11065-014-9260-y

34. Osiurak, F., Jarry, C., Le Gall, D.: Grasping the affordances, understanding the reasoning:
toward a dialectical theory of human tool use. Psychol. Rev. 117(2), 517–540 (2010). http://
www.halshs.archives-ouvertes.fr/halshs-00485348

35. Pertl, M., Rezkalla, M., Marinelli, M.: A novel grid-wide transient stability assessment and
visualization method for increasing situation awareness of control room operators. In: 2016
IEEE Innovative Smart Grid Technologies-Asia (ISGT-Asia), pp. 87–92. IEEE (2016)

36. Pietriga, E., et al.: Interaction design challenges and solutions for alma operations monitoring
and control. In: Software and Cyberinfrastructure for Astronomy II, vol. 8451, p. 845110.
International Society for Optics and Photonics (2012)

37. Porthin, M., Liinasuo, M., Kling, T.: Effects of digitalization of nuclear power plant control
rooms on human reliability analysis-a review. Reliabil. Eng. Syst. Saf. 194, 106415 (2020)

38. Prevost, M.C., Aubin, F., Gauthier, J., Mailhot, R.: Preventing human errors in power grid
management systems through user-interface redesign. In: 2007 IEEE International Confer-
ence on Systems, Man and Cybernetics, pp. 626–631. IEEE (2007)

39. Prouzeau, A., Bezerianos, A., Chapuis, O.: Evaluating multi-user selection for exploring
graph topology on wall-displays. IEEE Trans. Visual Comput. Graphics 23(8), 1936–1951
(2016)

40. Renom,M.A., Caramiaux, B., Beaudouin-Lafon, M.: Exploring technical reasoning in digital
tool use. In: Proceedings of the 2022 CHI Conference on Human Factors in Computing
Systems, CHI 2022. Association for Computing Machinery, New York (2022). https://doi.
org/10.1145/3491102.3501877
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Abstract. One of the characteristics of big data is its internal complexity and also
variety manifested in many types of datasets that are to be managed, searched, or
analyzed. In their natural forms, some of the data entities are unstructured, such
as texts or multimedia objects, while some are structured but too complex. In
this paper, we have investigated how visualizations of various complex datasets
perform in the role of universal data representations for both human users and
deep learning models. In a user study, we have evaluated several visualizations
of complex relational data, where some proved their superior performance with
respect to the precision and speed of classification by human users. Moreover,
the same visualizations also led to effective classification performance when used
with deep learning models.

Keywords: Visual representations · Data analytics · User studies ·
Human-in-the-loop

1 Introduction

In data science and also in data handling in general, we find many cases where raw data
(e.g., table entries with many attributes) are difficult to process by humans directly. Hav-
ing several dozens of attributes (table columns), often with somewhat cryptic semantics,
may prevent gaining insights into the data and makes simple tasks such as visual clus-
tering, organization, or classification challenging. In addition, in the era of big data, the
problem is not just the high internal complexity of data but also the high data variety
expressed in various data models and formats that need to be managed in a unified way.

In this study, we compare several data visualization techniques in their ability to
support users to perform simple tasks, particularly to enable users to classify data
records into one of the pre-existing classes. Our goal is to understand which visual-
izations provide the best support for the downstream tasks, or if it is easier for users to
work with the raw data directly. Usage of suitable visualizations could also help domain
experts with feature engineering that is otherwise affected by the problem of too high
dimensionality (the curse of dimensionality [18]). Note that the study does not stand for
a comprehensive survey that gives ultimate guide to visualization model selection, it is
rather focused at showing the ability of a visualization in the role of data description for
both the user and the machine (model).
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Moreover, in a recent work [32], the author introduced a vision of a transfer learning
framework, where complex data entities are also represented by visualizations, while
these are to be used with pre-trained or fine-tuned DCNN (deep convolutional neural
network) models for classification tasks and data analytics. Following this idea, the
visualizations of data used in this study could be not only suitable for processing by
humans, but the very same visualizations could serve as data representations for usage
with DCNN models. In other words, we get data representations that a human “sees” in
the same way as the machine. Hence, in the study, we also compare the performance of
human users and DCNN models when a shared data visualization is used.

1.1 Related Work

Several surveys focused on the techniques of multidimensional data visualization in the
past [5,37] and more recently also in the context of data science and big data [23,26],
providing a valuable overview of visualization methods, tools, and related challenges.

In visual data analytics, experimental evaluations of visualizations of multidimen-
sional objects initiated with the glyphs, which have a long history and were most pop-
ular four decades ago. During this period, several studies examined the perceived sim-
ilarity of visualizations against the true similarity of objects for various glyph variants,
including faces and suns [9,14,35]. Some of the studies have been devoted to the cate-
gory construction task on an artificial dataset of psychiatric patients, where the partici-
pants grouped similar visualizations to identify underlying diagnostic groups [4,25].

More recently, Morris et al. [27] evaluated the effectiveness and pre-attentiveness
of several features of Chernoff faces. This experiment indicated that the eyebrow slant
and eye size are the most accurate features, and the processing of the face is not pre-
attentive.

Another empirical evaluation of glyphs in general, including Chernoff faces, was
carried out by Lee et al. [22]. The visualizations of objects were used to help users
answer questions about a binary dataset. In this particular study, the glyphs resulted
in incorrect and slow responses. Various modern types of glyphs (apart from Chernoff
faces) such as leaf glyphs [12], fish glyphs [13] or 3D glyphs [10] have been explored
relatively extensively in the literature, but typically evaluated only on by example.

Some studies performed experiments with radial visual representations. Star plots, a
variant of radial plots, have been evaluated in the category construction task [11,19,20].
Albo et al. [2] experimentally evaluated different variants of radial plots for several
visual analytics tasks, such as lookup, comparison, and relation seeking.

In the past decade, most user studies focused on the effectivity of visual represen-
tations of multidimensional data for cluster analysis [8,15,34,39]. There is a partial
intersection in utilized visualization techniques between ours and related work, e.g.,
parallel coordinates. However, the key distinction lies in our task’s definition, which
requires that visualization techniques can seamlessly display both individual objects
and classes of objects, rather than the whole dataset.

To the best of our knowledge, we have not found any recent study to evaluate the
performance of various visualization techniques - from the traditional glyphs to modern
methods such as scatter plots, on a more general level, i.e., how well they represent the
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Fig. 1. Visualization examples of a single entry for radial bar plots, Chernoff faces, self-
organizing maps (SOM), color blobs, parallel coordinates plot and original tabular values. Note
that each visualization represents the same entry from the breast cancer dataset (ID: 48).

underlying data entities and to what extent they allow humans to perform typical data
analysis tasks, such as classification.

2 Visualization Methods

In experiments, we considered in total five visualization methods plus a baseline of dis-
playing the raw data in a tabular format. Example visualizations are depicted in Fig. 1.

Radial bar plots belong to the family of radial plots, along with star plots and radar
plots. In this plot, attributes of a multivariate entity are drawn as bars originating from a
central point where the bar’s height is determined by the attribute value. In our visualiza-
tion method, we also rearranged the bars to put correlated attributes near each other. To
this end, we performed hierarchical clustering on the rows of the attributes correlation
matrix. Subsequently, we reordered the bars according to the ordering of dendrogram
leaves. Additionally, we colorized the bars w.r.t. attributes values (low values in blue
tones, high values in orange tones).

Chernoff faces [6] is one of the first attempts to represent a multidimensional object
as a single glyph - in this case, a cartoon of a face. Each characteristic of this face, such
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Fig. 2. Visualization examples of a class. Note each visualization represents the same class
(benign) from the breast cancer dataset. This is the class to which the object visualized in Fig. 1
belongs.

as eye shape, nose length, or eyebrows angle, encodes one attribute of the entity, up to 18
attributes. This visualization is based on the idea that a human is capable of registering
small changes in facial expressions. In our study, we used a slightly extended method,
which also employs the colors of face parts and can encode 22 attributes in total [3].

Parallel coordinates [16] plot multidimensional objects as polylines on parallel
axes where each axis represents one dimension. Given an object, the respective posi-
tions on the neighboring axis are connected by lines resulting in a polyline representing
a given object. This technique allows for simultaneously exploring relationships and
patterns among multiple variables, making it useful for data analysis and identifying
trends across dimensions.

Given a list of entities, Self-organizing maps (SOM) [21] aim to organize them into
a regular 2D grid in such a way that similarity among entities translates into the spatial
proximity of their positioning. The SOM training is as follows. Each node of the 2D grid
is represented as a (randomly initialized) embedding vector of the same length as the
representative features of the underlying domain. Then, for a randomly selected entity,
the closest node is calculated (w.r.t. L2 distance) and its embedding vector is drawn
closer to the feature representation of the entity. The same (with gradually decreasing
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magnitude) is done also for its neighboring nodes. As such, SOM aims to provide a
manifold visualization of the underlying domain.

In our use case, we effectively transposed the problem definition (similarly as,
e.g., in [31]): we aimed at visualizing attribute values of a single object, where sim-
ilar attributes (w.r.t. pairwise L2 distance of attribute values on all objects) should be
displayed close to each other. Upon training completion, each attribute is assigned a
position in the grid corresponding to the closest node. If multiple attributes are assigned
to the same node, their values are averaged1. The value of the grid node was color-
represented w.r.t. blue-white-red gradient (low values corresponded to blue tones, close-
to-average values were depicted in white-ish colors, while high values corresponded to
red tones). SOM visualizations were trained w.r.t. 5×5 grids, 10 epochs, initial learning
rate lr = 1, and neighborhood size coefficient σ = 1.

Bubble charts and scatter plots are relatively popular in the context of showing
relationships between data, and thus became the inspiration for our visualization called
color blobs. Blobs display individual attribute values using three different aspects. The
position of the circle determines the relationship of the attributes, i.e., similar attributes
are close to each other. This is achieved using t-SNE [24] where the distance of each
attribute is determined by the correlation matrix. The size of the circle represents its
actual value. The color of the circle determines the significance compared to the median
value so that extremes are more visible.

In order to classify individual entities, it was necessary to provide users with a
representation of each class (see Fig. 2). Some visualizations such as Parallel have the
advantage of inherently allowing multiple records to be easily displayed simultaneously.
For others, however, an alternative method had to be chosen. In our case, we chose to
use two averaging approaches.

In the case of the ColorBlobs, Faces and Tabular (raw data table) visualizations,
we took the average of the values in a given class, and this average representative was
subsequently visualized according to the given method. The advantage is that the result-
ing class visualization looks the same as a single entity visualization. In the case of the
SOM and Radial visualizations, we chose to average the visualizations themselves. This
makes the distribution of individual values in a given class more noticeable.

Source codes for the evaluated visualization methods are available from https://
github.com/dragoniscz/vizme-gen.

3 User Study

The main aim of the user study was to discover whether the visualizations may simplify
the classification tasks (w.r.t. both accuracy and decision times) as compared with the
raw-data baseline (i.e., making classification based on the tabular data themselves).
Furthermore, we aimed to discover which visualization is most suitable for the task and
whether this depends on the underlying datasets and their properties.

1 In order to ensure comparability of attributes, their values were transformed w.r.t. empirical
cumulative distribution function.

https://github.com/dragoniscz/vizme-gen
https://github.com/dragoniscz/vizme-gen
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Table 1. Overview of datasets basic information: intra-δ is the average distance within the class,
inter-δ is the average distance between different classes, D index means Dunn index, DB score
means Davies-Bouldin score, S score means Silhouette score

Dataset Classes Features intra-δ inter-δ D index DB score S score

Spotify 2 14 0.087 ± 0.028 0.131 ± 0.025 0.553 1.288 0.324

Cancer 2 32 0.035 ± 0.014 0.052 ± 0.018 0.393 1.246 0.298

Nutrients 25 14 0.030 ± 0.027 0.051 ± 0.030 0.013 6.354 −0.175

The study was conducted online2 during Spring 2023 using the EasyStudy frame-
work [7]. In the pre-study phase, users received a study description & instructions.
Users were also asked to provide their basic demographics (e.g., gender, age, education)
and informed consent where they agreed with the study procedure and the publication
of anonymized results. Then, users were confronted with a series of classification tasks.
In each task, one visualization method was utilized to visualize a randomly selected
data record (i.e., object) as well as individual data classes. These were displayed to the
participants, whose task was to select the class they thought the object belonged to. The
exact prompt was as follows: “ Please select the class to which, you think, the input
belongs (i.e., select the class visualization most similar to the input visualization)”.

3.1 Datasets and Pre-Processing

In the user study, we utilized the following three diverse datasets to instantiate the clas-
sification tasks.
Breasts Cancer Dataset [36] is composed of 569 breast biopsy samples; each sam-
ple has 32 numerical features describing the cells of breast mass, such as their radius,
symmetry, and compactness. There are two target categories - benign and malignant
samples.

Nutrients dataset, obtained from [17], contains nutritional data such as the amount
of calories, saccharides, vitamins, water, and other elements of 1250 foods. Each entry
consists of its name, 14 numerical values representing the nutritional data, and is
assigned to one of the 25 classes, such as Fast Foods or Baked products.

Spotify dataset, obtained from [38], consists of more than 200,000 music tracks
across 26 different genres. For simplicity, we limited our experiments to classical and
dance music to keep the overlap between genres to a minimum. Each track consists
of 14 numeric and categorical attributes representing the semantic properties of these
tracks (e.g., energy, loudness, tempo). The categorical attributes were factorized into
numerical values.

Datasets properties are summarized in Table 1. Note that we utilized datasets from
highly diverse domains, some containing also non-numerical features, while we kept
the volume of features relatively low, so the tabular baseline remains competitive. In

2 The study is accessible from http://hmon.ms.mff.cuni.cz:5002/visualrepresentation/join?
guid=JvmOL0 d8aldQyy7wRTzPLJeStoHv5Cc.

http://hmon.ms.mff.cuni.cz:5002/visualrepresentation/join?guid=JvmOL0_d8aldQyy7wRTzPLJeStoHv5Cc
http://hmon.ms.mff.cuni.cz:5002/visualrepresentation/join?guid=JvmOL0_d8aldQyy7wRTzPLJeStoHv5Cc
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order to predict the complexity of the classification tasks, we analyzed the data using
several different approaches. First of all, we compared the average distance3 between
elements of the same class (intra-δ) and the average distance between elements in dif-
ferent classes (inter-δ). In the second part, we present standard indices [30] such as
Dunn index (D index), Davies-Bouldin score (DB score), and Silhouette score (S score),
which represent how compact the classes are with respect to available features. From
these characteristics, the Nutrients dataset appears more complex than both Spotify and
Breast Cancer datasets. As for Spotify and Breast Cancer datasets, they seem quite com-
parable, where the Davies-Bouldin score favors the Breast Cancer dataset, but the Dunn
index and Silhouette score favor the Spotify dataset.

3.2 Tasks Generation Procedure and Study Flow

During the study definition, we aimed to minimize the effects of varying task complex-
ity and varying user competence on the per-method results. Therefore, we utilized the
following within-user study design. For each user, five examples were selected from
each dataset at random, resulting in 15 examples in total4. Then, we randomly ordered
the visualization methods, and for each visualization method, the list of 15 pre-selected
examples was iteratively displayed to the user. This setting has the following benefits:

1. Each user evaluates the same set of examples for all visualization methods, so the
user bias is minimized.

2. Each method is evaluated w.r.t. the same set of examples, so the task difficulty bias
is minimized.

3. All tasks belonging to a single method are evaluated within an uninterrupted
sequence, so participants do not have to switch contexts too often.

4. Method’s ordering is randomized, so possible carry-over effects (i.e., over time
increase/decrease in general capability of users to solve the task) [1] are contained.

5. Thanks to the random example selection, a robust performance estimation can be
given.

In addition to the actual classification tasks, we incorporated one attention check
for each visualization method (six in total). In particular, one of the class visualizations
was presented as an input item, and participants were tasked to select the same class
visualization (i.e., the exact duplicate of the input). With this setting, each user evaluated
96 examples in total. Even though each classification task took only a few seconds to
complete5, we did not want to require users to solve more tasks due to possible attention
drops in the later stages of the study.

3 In all cases, we have used Euclidean distance. Each feature was converted to numeric value
and normalized linearly between 0 and 1.

4 Note that in the case of Nutrients dataset, we also selected a fixed sub-sample of displayed
classes: a correct one plus three additional.

5 Overall, the typical time to complete the whole study was 15–25 min.
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Table 2. Overall results of the user study. Best results are bold. Asterisks (*) denote results
significantly better to the Tabular baseline (p-value ≤ 0.05 w.r.t. Fisher test for accuracy and
Moods median test for decision time).

Method Accuracy Median decision time (s)

Tabular baseline 0.760 9.103

Parallel coordinates 0.628 6.325 *

Radial 0.644 4.795 *

SOM 0.685 5.057 *

Color Blobs 0.780 4.460 *

Chernoff Faces 0.828 * 3.697 *

Fig. 3. Accuracy and median decision times for individual visualization methods and datasets.

3.3 Results

The study participants were recruited through Prolific.co service. In total, 121 partici-
pants completed the study. We removed 9 participants who failed 2 or more attention
checks, resulting in 112 valid users.

Overall study results are depicted in Table 2. Faces visualization significantly out-
performs all other visualizations (including the Tabular baseline) w.r.t. both decision
accuracy and decision time. Furthermore, ColorBlob model performed slightly better
than Tabular baseline (no stat. sign.) w.r.t. decision accuracy while significantly out-
performing the baseline w.r.t. decision time. Other visualization methods provided a
tradeoff of faster decisions but with lower accuracy than the baseline.

We further refined the overall results by considering the individual datasets sepa-
rately (see Fig. 3). One can observe that the Faces method outperforms its competitors
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on all datasets, with the exception of classification accuracy on the Spotify dataset,
where ColorBlobs were slightly better (no stat. sign.). As for the individual datasets,
both Breast cancer and Spotify datasets were rather easy to decide for users (mean
accuracy of 0.80 and 0.81 resp.), while the Nutrients dataset was considerably more
challenging (mean accuracy of 0.55)6. This corresponds to the estimated dataset com-
plexity, where the Dunn index, Davies-Bouldin score, and Silhouette score are inferior
by a large margin for Nutrients as compared to both other datasets.

It is also notable, that median decision times were almost perfectly anti-correlated
with the accuracy7. The only major exception was the Tabular baseline, where deci-
sions were significantly slower for all datasets. We understand this as follows: Despite
users spending more time on judging examples from more difficult datasets, or less
comprehensive visualizations, they were not able to improve their decisions much.

Finally, the Faces, as well as several other visualization methods, on average, exhib-
ited considerably shorter decision times than the Tabular baseline. However, it is yet to
reveal, whether there exist users who could decide faster while using the tabular visual-
izations. Note that the results contained several outliers (i.e., time to decision of several
minutes), which we assume were caused by a temporary change of activity of respective
participants rather than by the complexity of the decision. Therefore, in the subsequent
analysis, we focused on the median decision time per participant, which reduced the
effect of the outliers. Specifically, for each participant, we checked whether the median
time to decide was shorter for Tabular baseline than for each of Faces, ColorBlobs,
SOM, Radial, and Parallel visualizations. Indeed, such users existed for all combina-
tions, but their volume was rather small (7% for Faces, 12% for ColorBlobs and Radial,
14% for SOM and 24% for Parallel). We can conclude that, especially for Faces visu-
alization, the vast majority of users can utilize it to make faster decisions.

4 Comparison with DCNN Models

The one remaining question is whether the presented visualizations are only suitable for
human processing, or whether they also provide a suitable representation for some auto-
mated downstream tasks performed e.g. via a fine-tuned DCNNmodel. Unlike standard
similarity approaches, DCNN allows the use of many already trained models with auto-
matic fine-tuning. The goal of comparison is not to find the best DCNN model for this
particular task. We are rather interested in the possible correlation between the accu-
racy rate in user testing and in DCNN approaches. Based on the number and size of
the input data, we decided to use a rather small pre-trained network, in particular Effi-
cientNetB0 [33], and fine-tuned it for each dataset and each visualization method. We
utilized a 5-fold cross-validation scheme and trained the network for 50 epochs.

The results can be seen in Table 38. We can see that the Faces visualization also
performs the best across all datasets while being very close to the accuracy of the real

6 Note that because four classes were shown to each user in the case of Nutrients dataset, the
accuracy of the random guessing would be 0.25.

7 Pearson’s correlation of −0.57 and −0.94 if the results of Tabular baseline are removed.
8 Note that we only evaluated visualizations that were readily available in PNG format, so we
discarded the parallel coordinates and raw tabular data.
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Table 3. Classification accuracy for fine-tuned DCNN models. Best results are bold.

Breast Cancer Nutrients Spotify Overall

SOM 0.90 0.42 0.90 0.74

Color Blobs 0.85 0.42 0.90 0.72

Chernoff Faces 0.95 0.48 0.90 0.78

Radial 0.85 0.45 0.90 0.74

user. Similarly to the user study, we can see that the Nutrients dataset is more chal-
lenging than the remaining two. Seemingly, DCNN-based models struggle even more
than human participants while performing the classification. Nonetheless, this may be
just an artifact of the fine-tuning process, i.e., better results could be achieved if more
data is available, or more time (more iterations, while also fine-tuning deeper layers of
the network) is spent on the fine-tuning process. For both Breast cancer and Spotify
datasets, the DCNN approach slightly outperforms human annotators on average.

5 Discussion and Conclusions

The results of both the user study and the fine-tuned DCNNs supported that the visu-
alizations may serve a dual purpose of both human knowledge acquisition and model-
based data processing. For both modalities and all evaluated datasets, Chernoff faces
outperformed other evaluated visualization methods. Indeed, the main outcome of the
paper is the observation that the same visualization method can be successfully utilized
both by humans and for subsequent automated processing. We believe the main reason
for this is twofold. Humans are well-trained to recognize even small differences in one’s
face, but also DCNN methods are often trained on datasets comprising many portrait-
like images or facial expressions, such as ImageNet [29]. Unlike humans, fine-tuned
DCNNs were also well-capable to learn the patterns presented via SOM and Radial
visualizations. So, we can assume that discriminative patterns were presented in these
visualizations, but in an incomprehensive or misleading way from the human perspec-
tive.

It is important to mention that it was not our goal to train a DCNN model that will
achieve state-of-the-art classification accuracy on given datasets, nor to compare it with
domain-specific approaches specializing in classification tasks for some of the used
datasets. Instead, we wanted to illustrate the potential for dual usage of these generic
visualization methods and, as such, assess their suitability as a universal data represen-
tation needing no domain-specific processing. This said, even the simple fine-tuning
described in Sect. 4 achieved a very good performance as compared to both human
annotators and state-of-the-art models. For instance, the state-of-the-art classification
accuracy measured on the breast cancer dataset is 0.97 [28], which is quite close to the
performance of EfficientNetB0 fine-tuned w.r.t. Chernoff faces visualizations (0.95).

Although the results of this study are promising, there are several limitations that
should be addressed in future work. First of all, only one related task, i.e., item clas-
sification, was evaluated. It is yet to be revealed if the same visualizations are suitable



Visual Representations for Data Analytics: User Study 241

also for other tasks, such as proximity detection, clustering, or data organization. Also,
while the utilized datasets come from highly diverse domains, they are all comprised of
tens rather than hundreds of attributes. While this simplifies the task if performed on the
raw data, a higher volume of attributes may prove challenging for some visualization
methods as well. While some methods (e.g., SOM, Blobs) have internal mechanisms to
deal with the dimensionality issue, others (e.g., Chernoff faces, Radial, Parallel) may
require some pre-processing such as feature ordering, selection, or merging. We would
like to explore this issue and its impact on the methods’ applicability in the near future.

Acknowledgments. This paper has been supported by Czech Science Foundation (GAČR)
project 22-21696S and by Charles University grant SVV-260698/2023.
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Abstract. This paper presents a novel web platform designed to investigate the
relationship between sounds, colors, and emotions, with the overarching goal of
enhancing the sensory experience of impaired individuals in visual art museums.
Taking advantage of the principles of sensory substitution, the project aims to
bridge the gap between auditory and visual perception, allowing individuals with
visual or cognitive impairments to engage with visual art through alternative sen-
sory modalities. The platform’s architecture is centered around the delivery of
short sound stimuli to participants, who then provide feedback on the associations
they perceive between these auditory cues and both colors and emotional dimen-
sions. The collected data will be analyzed to discern patterns and correlations,
shedding light on how auditory stimuli can be used to evoke visual and emo-
tional responses. This paper outlines the technical and methodological aspects
of the web platform, including its design, development, and implementation. It
discusses the selection of sound stimuli and the integration of user-friendly inter-
faces to ensure a seamless experience for participants. Preliminary results from
volunteer tests are briefly presented, highlighting intriguing findings regarding
the associations between sounds, colors, and emotions.

Keywords: Computer-human interfaces · Chromesthesia · Music · Colors ·
Emotions · Art

1 Introduction

This paper represents the starting point of a broader study that aims to investigate
how people of different ages, educational backgrounds, geographical areas, and cul-
tures react to different sound stimuli and how they intuitively are inclined to link a
certain stimulus to a given color and emotion. The motivation behind this research
stems from the need to deepen our understanding of the mechanisms involved in the
perception and integration of auditory and visual stimuli and their affective interpre-
tation. In fact, by unraveling the complex interplay between these sensory modalities,
we can gain insights into the cognitive processes underlying multisensory experiences.
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Addressing, in particular, the accessibility of museums for people with visual and/or
cognitive impairments, the final goal of the project is the intersemiotic translation of
the chromatic information of artworks into sounds. For further details on the general
project, please refer to [11].

The first research question at the core of this study is the existence of a correlation
between colors and sounds. Such a correspondence, if demonstrated, could provide an
alternative way to convey chromatic information. The assumption to verify is the pos-
sibility of establishing a rule or, at least, a commonly acceptable way to translate color
information into sound. In this sense, the first step is to receive initial feedback from
normally sighted users on the degree of correspondence between colors and timbres.
Another research question concerns the elicitation of emotional states through sounds.

This paper focuses on the design and implementation of a web interface suitable for
performing an online experiment on a sample of volunteers. The web framework also
provides an easy way to visualize aggregate results gathered from user tests.

The rest of the paper is structured as follows. Section 2 clarifies the theoretical
framework of the project; Sect. 3 sheds light on the studies on sound and color histori-
cally conducted in both the artistic and the scientific field; Sect. 4 explains how the test
was conceived and structured; Sect. 5 describes the web interface designed and made
publicly available to conduct such a test online; Sect. 6 provides an insight about the
results obtained so far; finally, Sect. 7 draws the conclusions.

2 Theoretical Framework

Taking into account that the acoustic channel is the most developed in blind and visually
impaired (BVI) people, to overcome these limitations the approach suggested is to use
auditory feedback to sonify chromatic information. As defined by Herman et al. [15],
sonification is a technique to communicate information that uses sound to describe data
and interactions with no vocal signals in order to facilitate their interpretations. The
process of sonification has been explored mainly to improve the orientation and mobil-
ity of VIB people because it can rely on non-invasive hardware such as the mobile
phone speaker or headphones, it reduces cognitive load and linguistic differences, and
it reduces background noise. One example is the WatchOut interface developed by the
University of Milan, which uses bone-conducting headphones to convey real-time infor-
mation about the characteristics of an obstacle (distance, position, width, height) as dis-
tinct sound properties [24]. Another important stream of research has been conducted
by the Hebrew University of Jerusalem, with respect to the adoption of sonification
techniques in Sensory Substitution Devices (SSD) for visual rehabilitation. Their idea
is to convey visual information to the visually impaired by systematically substituting
visual information into one of their intact senses in a non-invasive way [18]. Visual-to-
auditory SSD convey visual information via sound, with the primary goal of making
visual information accessible to blind and visually impaired people. In particular, they
developed the EyeMusic, a device that transforms digital images into soundscapes, or
auditory representations of images, composed of musical notes, each corresponding to
a pixel [1]. The inclusion of chromatic information is the main novelty of EyeMusic,
demonstrating that color can improve object recognition.
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Fig. 1. 3D render of the paintingWork (1967) by Yamazaki Tsuruko. Image adapted from https://
www.metaobjects.org/work/m-plus-sonic-topologies/.

While audio interfaces have been already utilized to convey information with the
help of sound effects, particularly in the context of representing the scene of an art-
work, there has been a lack of research specifically focused on the colors of the art-
works. Notably, color often operates differently in contemporary artwork when com-
pared to more traditional art forms. This is particularly true in the world of abstract art.
Unlike representational art, abstract works lack recognizable objects or figures, mak-
ing it more difficult to establish a connection between visual and auditory elements.
Researchers and artists have started to experiment with various approaches to bridge the
gap between abstract visuals and sounds. One approach involves using soundscapes or
ambient sounds to create an immersive audio experience that complements the abstract
artwork. One example is hosted in the M+ Museum of Hong Kong. The Sonic topolo-
gies: Hong Kong is a 3D reproduction of the painting Work by Tsuruko Yamazaki (see
Fig. 1). This replica aims to convey the lines, shapes, and colors of the painting by
translating this inner language through haptic and audio solutions. It works thanks to a
webcam placed on the top of the room that records the position of the index finger on
the 3D panel thanks to Machine Learning technologies. The sounds reproduced belong
to different areas of the city of Hong Kong, according to a principle of similarity with
the features in the painting. Incorporating synaesthetic techniques, such as associating
specific sounds or musical notes with colors or visual patterns, can provide a bridge
between abstract visuals and auditory sensation, enhancing the viewer’s understanding
and appreciation of the artwork by creating a multisensory experience. The study pre-
sented in the following sections investigates the associations between specific timbres
and colors and explores an alternative approach to convey the chromatic information,
which would otherwise be inaccessible to VIB patrons.

In recent years, there has been a growing interest among researchers in the practice
of sonification as a means of sensory substitution in the field of art. In these cases, this
practice involves translating visual information into sound, allowing people with visual
impairments to experience and engage with art through auditory means. This approach
opens up new possibilities for making art more accessible and inclusive. Bologna et
al. [3] developed the See ColOr interface, which transforms a small portion of a colored

https://www.metaobjects.org/work/m-plus-sonic-topologies/
https://www.metaobjects.org/work/m-plus-sonic-topologies/
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video image into sound sources, by the use of spatialized musical instruments. Cavaco
et al. [6] have developed a software application that converts digital images into sound
by mapping the hue, saturation, and value attributes of the pixels into audio attributes.
Similarly, Proulx et al. [25] have created a sensory substitution system that uses pitch
and volume to represent the brightness and height of the image. Pun et al. [26] have
explored representing hues in an image through different musical instruments, while
also using different rhythms to convey the depth of the elements within the image. The
Eyes-Free Art project, developed by Rector et al. [27], explores proxemic audio for
interactive sonic experiences, like background music, sonification, and sound effects,
beyond verbal description.

3 Associations Between Sound and Color

Due to the nature of the experimentation conducted in this first phase, it is worth men-
tioning some past research on the relationship between color and music. Such an associ-
ation is often used as an example of the intersensory relations termed synesthesia (from
the Greek: “to perceive together”), namely the experience of perceiving one sensory
modality through stimulation of another. This phenomenon involves a unique sensory
experience where information meant to stimulate one of our senses triggers sensations
in a different domain (tasting shapes, hearing colors, etc.). According to recent esti-
mates [9,21,29], between 80% and 97% of synesthetes report color-related synaesthe-
sia, such as grapheme–color or music–color, even if synesthesia can theoretically bind
any two senses.

One common form of this condition is sound–color synesthesia, also known as
chromes thesia, where listening to music elicits an experience of colors, ranging
from internal feelings to external experiences consisting in superimposing visual color
(called photisms). A small minority of individuals, including some artists (e.g., Vasilij
Vasil’evič Kandinskij and Paul Klee) or some musicians (e.g., Aleksandr Nikolaevič
Skrjabin and Nikolaj Andreevič Rimskij-Korsakov) report cross-modal experiences of
color while hearing music (Cytowic et al., 2011). For a historical overview, readers can
refer to [8,10,14].

The association between music and color has been a subject of interest for both
artists and scientists for centuries. Among the earliest to conceptualize a possible corre-
lation between music and color was Pythagoras, the Greek mathematician and philoso-
pher (ca. 550 B.C.) who considered music as a branch of mathematics and is credited
with discovering the 3:2 frequency ratio in a perfect fifth interval [10]. Later, Plato and
Aristotle also theorized associations between the harmony of colors and sounds. How-
ever, the scientific foundation for the connection between light and music was laid by
Isaac Newton (1642- 1726) in [20]. Through his experiment on the refraction of white
light using a prism, Newton demonstrated that white light could be separated into the
colors of the rainbow. Newton mathematically (but rather arbitrarily) divided the visi-
ble light spectrum into seven colors (red, orange, yellow, green, blue, indigo, and violet)
and, noticing a similar mathematical relationship with the musical scale, he associated
these colors with the seven tones in the major scale (see Fig. 2).
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Fig. 2. Fred Collopy’s Three Centuries of Color Scales [7].

The Jesuit monk Louis Bertrand Castel (1688–1757) broke the association of music
and color from cosmological concepts, intervals, or frequencies and undertook a prac-
tical realization aimed at combining color and music as an artistic expression, allowing
people without the sense of hearing to “see” music. Over the course of about thirty years
and through various attempts, the French mathematician and philosopher constructed
different models of a colored clavichord called the Clavecin Oculaire [5,12,13]. When
a key was pressed, small panels would appear above the clavichord, displaying pre-set
colors based on the correlation between the musical scale and the chromatic spectrum.
Initially, Castel matched the colors of the chromatic spectrum to the notes of the diatonic
scale. He later refined his system and presented a range of twelve colors corresponding
to the semitones within an octave (see Fig. 2).

Throughout the XVIII-XXI centuries, many other composers and musicians put
forth their hypotheses regarding the relationship between color and sound series. The
most relevant of them are summarized in Fig. 2, taken from Fred Collopy’s The Rhyth-
mic Light project [7]. This diagram offers a comprehensive representation of the
idiosyncratic nature of synesthesia, illustrating that the correspondences between colors
and musical elements are unique to each synesthete and not easily translatable to others.

Alongside these hypotheses, there have been numerous attempts to achieve practi-
cal implementations. The advent of electricity and new technologies enabled the explo-
ration of projected light. The most notable color instrument of the last century was
the so-called Colour Organ, pioneered by Alexander Wallace Rimington (1854–1918).
This device did not produce sound; rather, it was intended to connect the tracker of
a five-octave keyboard to lens diaphragms and filters for 14 arc lamps [22,28]. The
term Colour Organ has since become a generic name encompassing all such devices
designed to project colored light. This instrument inspired the composer Aleksandr
Nikolaevič Skrjabin (1872 – 1915) to incorporate for the first time projected light in
a score for orchestra in his synaesthetic symphony Prometheus: A Poem of Fire [28].
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Over the ages, other pioneers constructed devices or modified instruments like organs
and harpsichords to create shifting lights and color mixing. For a detailed exploration
of this topic, the reader can refer to [19,22].

It should be noted that the aim of this part of the project is not to address the pop-
ulation of people affected by synesthesia, but rather to elicit color-related sensations
through musical sounds.

4 The Test

In this section, we will describe the structure of the experiment and some design
choices. Details about the web implementation will be provided in Sect. 2.

The test has been divided into four sections:

– Section I – Introduction;
– Section II – User profiling;
– Section III – Color–timbre matching, subdivided into 2 steps, namely

– Section III.a – Color wheel, and
– Section III.b – Self-Assessment Manikin;

– Section IV – Users’ final opinions.

Section I provides an overview of the project and its objectives in particular, it
explains that the test forms the basis of a more general project that aims to make art-
works accessible to BVI people. In addition, the introduction emphasizes the impor-
tance of participants’ answers and discourages random choices.

In Section II, participants are asked to provide essential personal information such
as gender, age group, educational background, country of origin, level of musical prac-
tice and experience, as well as any auditory or visual impairments they may have. While
ensuring anonymity, this information helps categorizing the data and creating partici-
pant profiles for further analysis.

After completing this section, users undergo the actual test through the color–timbre
matching interface. The whole test session is made up of 18 units; each unit is structured
in the same way and, in turn, is composed of 2 steps. During the first experience, namely
Section III.a, participants are exposed to a brief auditory stimulus (see details below)
and have to instinctively assign the color elicited by the sound picking it from a color
wheel. Participants have the freedom to listen to the stimulus as many times as they
want and they can change the color until they finalize their decision. In the second
step, namely Section III.b, participants are expected to assess the emotional dimensions
elicited by the stimulus in terms of valence (from negative to positive), arousal (from
low to high intensity), and dominance (from submissive to dominant) on 9-point Likert
scales. The alternation of the two steps, III.a and III.b, for each sound stimulus responds
to different goals: first, it allows you to instinctively capture, without the need to listen
to the sound again, even the emotional aspects evoked by the timbre; secondly, it creates
a distance between the choice of color for two consecutive sound stimuli, thus limiting
the possibility of mutual influences.
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Finally, participants are given the opportunity to share their opinions through yes/no
and open-ended questions. To this end, Section IV lets users provide feedback and addi-
tional information on their experience with the test. Overall, a complete session takes
approximately 15min to complete.

Please note that the goal of this paper is to present the web interface rather than
analyze collected data with respect to sound features. However, some considerations
emerging from the early results will be reported in Sect. 6.

4.1 Sound Stimuli

The sounds used correspond either to a note in the middle register of a pitched musical
instrument or a short sound in the case of an unpitched instrument.

These stimuli, sometimes impulsive and in all cases lasting less than 4 s, are
intended to be reproduced through the selected device: headphones, earphones, low-
budget/PC speakers, stereo loudspeakers or alternative options. In Section II, the user is
asked to declare the listening device in use.

A number of different musical instruments were considered to determine the most
relevant timbres for the test. Following the Hornbostel-Sachs classification [16], the
idea was to pick instruments from each family of musical instruments: Aerophones,
Electrophones, Chordopohones, Membranophones, and Idiophones, along with white
noise and pink noise.1 In order to keep the test duration short and, consequently, the
user’s attention high, the test included only the following stimuli:

– Aerophones – oboe, trumpet;
– Electrophones – electric guitar, sine wave, synth, square;
– Chordophones – harp, piano, violin;
– Membranophones – tympani, bass drum, snare drum;
– Idiophones – tubular bells, vibraphone, triangle, celesta;
– Noise – white noise, pink noise.

As a design choice, there is no predefined sequence of instrumental sounds; instead,
auditory stimuli are presented in any user session in random order.

4.2 Colors

The choice of the colors used for the test is based on the nonambiguous color categories
identified by Brent Berlin and Paul Kay in 1969 [2]. According to their theory, English
has 11 universal basic color terms: red, yellow, green, blue, black, white, gray, orange,
brown, pink, and purple. To determine the specific hue to be used, we followed the
RGB color model. The RGB (red, green, and blue) cube is an additive color model that
involves mixing red, green, and blue channels [17]. According to this model, starting
from black, RGB (0, 0, 0), one can reach white, RGB (255, 255, 255), passing through
all the color gradations in between.

1 From a formal point of view, white and pink noise are very likely to be additional examples of
Electrophone-generated timbres.
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Table 1. The list of colors utilized for the test with their red (R), green (G), and blue (B) channel
amount in the range of 0–255.

Color name R G B

Red 255 0 0

Orange 255 165 0

Yellow 255 255 0

Blue 0 0 255

Purple 128 0 128

Pink 255 192 203

Green 0 255 0

Brown 150 75 0

Gray 128 128 128

Black 0 0 0

White 255 255 255

In order to implement the test, a specific color shade had to be chosen as a repre-
sentative of each color category. In the introductory explanation of the test presented to
the user in Section I, it is clearly stated not to focus on the specific shade but only on
the macro-category (e.g., red, green, blue, etc.). For completeness, Table 1 presents the
list of specific colors arbitrarily adopted in the experiment along with their RGB code.

As a design choice, colors are presented to the user through filled circles whose
centers lie, in turn, on a bigger invisible circle. Moreover, in order to avoid learning and
cross-influence phenomena, at each step of Section III.a colors are randomly shuffled.
The background of the interface is also important to guarantee unbiased results. To this
end, the choice fell on a pattern of small white and gray squares alternated. The final
interface is shown in Fig. 3.

4.3 The Self-Assessment Manikin

The so-called Self-Assessment Manikin, proposed in [4] and widely adopted in the sci-
entific literature, is a nonverbal pictorial assessment technique used to directly measure
valence, arousal, and dominance. Since we also want to measure the emotional associ-
ations of participants for each sound stimulus, the manikin can help participants track
their personal responses by providing an intuitive visual representation, as shown in
Fig. 4. The scale for each dimension ranges from 1 to 9.

5 The Web Interface

The Web interface was designed to reflect the 4-section organization of the test
described above. The languages and formats adopted to implement the web pages are
compliant with W3C 2 standards. In particular, the pages’ structure and static content

2 World Wide Web Consortium, https://www.w3.org/.

https://www.w3.org/
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Fig. 3. Interface to select the color associated with the sound stimulus used in Section III.a. The
order and position of the circles are random.

were written in HTML, the dynamic client-side scripting was realized in JavaScript
(e.g., the audio management and the selection of users’ choices), the connection and
interaction with a database to gather users’ answers was made in PHP, and the layout of
web pages was carried out through CSS.

The landing page of the web platform is available at http://colorsoundemotion.lim.
di.unimi.it/. Interested readers are invited to take the test to increase the number of
available responses.

The choice of implementing a software solution from scratch rather than adopt-
ing already available online survey tools was motivated by specific constraints and
design choices. It was necessary to build an interface capable of reflecting the struc-
ture of the test, drawing a very specific interface, randomizing sound and visual stimuli,
and collecting results in a custom relational database. Particular attention was paid to
responsive design in order to distribute the test as much as possible among interested
volunteers by supporting mobile devices, also.

The choice of releasing a web interface was motivated by a number of factors.
Among the main advantages is accessibility: web applications are accessible from any
device with an internet connection and a web browser. Users can access them on var-
ious platforms (desktop, mobile, tablet) without the need to install specific software.
Moreover, web applications are typically platform-independent. They can run on dif-
ferent operating systems (Windows, macOS, Linux) without modification, making them
versatile and accessible to a wider audience. As another advantage, while offline appli-
cations require installation and regular maintenance on individual devices, web appli-
cations eliminate this burden; they are centrally hosted, allowing developers to push

http://colorsoundemotion.lim.di.unimi.it/
http://colorsoundemotion.lim.di.unimi.it/
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Fig. 4. The Self-Assessment Manikin used in Section III.b. The first row represents valence, the
second row represents arousal, and the third row represents dominance. The perceived levels,
from 1 to 9, are selectable in the web interface through ad-hoc sliders.

updates and improvements seamlessly. Users do not need to manually update their soft-
ware since they always have access to the latest version. Finally, web applications facili-
tate collaboration and data sharing among users, regardless of their location. This aspect
is particularly relevant to our goals, as we want to gather and compare users’ data from
different geographical areas and cultures.

Despite these advantages, web applications also have some limitations, such as the
dependency on an internet connection and potential performance issues. Fortunately, as
it concerns the latter issue, multimedia streams to be delivered in our experiment are
very light (a few seconds of MP3 data) and do not present strict real-time constraints.

Concerning interface design, the key page layouts are those for the two parts of
Section III, shown in Fig. 3 and Fig. 4 respectively. In addition, it is worth mentioning
the result page, not intended to be shown to test participants and available in a back-
office area, that can be accessed at http://colorsoundemotion.lim.di.unimi.it/results.php.
For each of the 18 stimuli, this page presents: i) a pie chart illustrating the distribution of
color answers, and ii) a line chart showing the values of valence, arousal, and dominance
(see Fig. 5). Graphs have been obtained by parsing database data through the Google
Charts library,3 a set of JavaScript-based tools to achieve interactive charts. The results
collected so far in the experimentation will be briefly commented on in the next section.

3 https://developers.google.com/chart.

http://colorsoundemotion.lim.di.unimi.it/results.php
https://developers.google.com/chart
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Fig. 5. The pie chart and the line chart used to show results.

6 Early Results

As a premise, please note that this paper is not meant to present a detailed analysis
of the data collected so far and much less to understand the reasons why some links
between timbres and colors or timbres and emotions emerge.

At the time of writing, a total of 58 participants completed the test (35 females,
22 males, and 1 non-binary). Their age covered categories from ≤19 to 60–69. Only
four participants reported visual impairments: “I can’t see from my right eye because
I recently had a corneal transplant”, “Miopia”, “Contact lenses (keratoconus)”, “Reg-
istered blind with some useful sight”. Only one participant reported a case of auditory
impairment: misophonia, namely a selective auditory sensitivity that implies decreased
tolerance to specific sounds or their associated stimuli.

Regarding music practice and listening, 72% of the participants reported that they
listen to music very frequently, while 48% of the people never played an instrument.
None of the participants reported to play an instrument at a professional level.

A desirable but somehow unexpected result is a clear convergence, for some tim-
bres, toward a color or a color family (namely 2 or 3 similar colors). This is the case
with the bass drum, where black + brown + gray (3 colors out of 11) score together
more than 76%, the pink noise, where blue + gray score about 64%, and the tympani,
where black + brown score about 57%. The result for the white noise, which is either
blue or gray for more than 58% of the participants, is also interesting.

Another aspect emerging from the test concerns the interface for Section III.b. In
fact, despite the theory suggesting a 9-point scale for each dimension of the Self-
Assessment Manikin, users rarely used the intermediate position of the cursor between
two pictures, instead preferring to target precisely one of the images. The resulting trend
in line charts is a wavy one, with local maxima mostly located in correspondence with
odd values.
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Fig. 6. The wheel of emotions proposed by Robert Plutchik in 1980 [23].

7 Conclusion and Future Work

This paper aims to be an early contribution to our understanding of multi-sensory per-
formances involving the combination of auditory and visual stimuli. By investigating
the perceptual, cognitive, and emotional dimensions of these experiences, we aim to
uncover the potential synergies between sound and color, paving the way for enhanced
artistic expression and immersive sensory experiences. This research has implications
not only for scientific inquiry but also for the creative industries, offering new possibil-
ities for engaging and captivating audiences in novel and meaningful ways.

In this paper, we have introduced a preliminary test to be conducted on volunteers
in order to determine possible correspondences between short sound stimuli and color
sensations and between the same sound stimuli and emotional dimensions. We have
described the web interface released to gather test results from geographically dis-
tributed users and the back-office area to enjoy an easily readable representation of
data through pie and line charts.

One of the goals of the general project is to assess the influence of different cultures
on associations, but, currently, this aspect is not adequately returned by the result page.
Additional test sessions have to be conducted in extra-European countries in order to
observe possible cross-cultural influences. Consequently, the back-office interface must
be extended to support more refined queries, not only by geographical area, but also by
age range, visual or auditory impairment, etc.

An aspect that we want to deepen in future work is the possible use of Plutchik’s
wheel of emotions [23] as an alternative to two different experiments about sound-color
association (Section III.a) and sound-emotion association (Section III.b). This model,
proposed by the American psychologist Robert Plutchik in 1980, is shown in Fig. 6.
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The eight sectors of the wheel are designed to host as many primary emotions: anger,
anticipation, joy, trust, fear, surprise, sadness, and disgust. Each primary emotion has
a polar opposite (e.g., joy is the opposite of sadness and fear is the opposite of anger).
Additionally, this circumplex model creates a correspondence between an emotion cir-
cle and a color wheel. Both colors and primary emotions can be expressed at different
intensities and can mix with each other.

A completely new experiment could rely on the adoption of the wheel of emotions to
let users select the most appropriate slice in response to a sound stimulus. This kind of
test, by combining colors and emotions, would halve the duration of a test session and
could also serve to either validate or confute the results obtained so far by two separate
experiments. In this sense, a possible problem could be the absence from Plutchik’s
model of some colors, e.g. gray and black, and the difficulty in creating correspondences
between shades with specific intensity (e.g., dark green, olive green, lime, etc.) and
generic colors that represent an entire family (e.g., a generic green).

In conclusion, this research aims to contribute to the broader research on sensory
substitution and its applications in the realm of visual art, demonstrating the promise
of technology in enhancing the accessibility and inclusivity of cultural institutions for
individuals with sensory or cognitive impairments.
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Abstract. Affective states are constantly evolving, ranging from serenity to
excitement. Understanding the dynamic transitions between emotional states,
known as affect dynamics, is crucial for understanding intraindividual emotional
heterogeneity. Various statistical methods have been used to capture and quantify
these dynamics, based on longitudinal time series models. However, both the sta-
tistical models and experimental design, e.g. Experience Sampling Method, lack
a controlled manipulation of the transitions between affective states over time.
This study aims to fill this knowledge gap using a meticulous experimental sce-
nario design incorporating controlled affective transitions. For this reason, the
study employs Virtual Reality technology to effectively elicit and regulate affec-
tive transitions, mimicking real-life situations while offering experimental con-
trol. Finally, we proposed an application of the Markovian chain model to analyze
affective transition. The study aims to establish a connection between theoreti-
cal insights and empirical investigation, providing new avenues for understanding
emotional fluctuations within a controlled experimental framework.

Keywords: Affect dynamics · Virtual reality · Psychometrics · Mental
flexibility · Markov chain · Markov models

1 Introduction

Affective states refer to changes in behaviour, subjective feelings, andneuropsychophysi-
ological responses associatedwith emotional experiences [1–3]. These states profoundly
shape our perception and reaction to the environment: for instance, our affective states
vary over time depending on whether we feel relaxed, bored, engaged or stressed [4].
Russell’s Core Affect Model is a pivotal theoretical framework for understanding affec-
tive states [2, 5]. According to this model, core affect, the foundational emotional state, is
an indefinite and pre-reflective emotional state emerging from our internal experiences,
forming the basis of more intricate emotions. This Core affect model can be conceptual-
ized as the “raw material” of emotions, characterized by a lack of specific labels such as
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happiness or sadness. The CoreAffectModel, also calledDimensional model, highlights
two fundamental dimensions governing affective states: valence and arousal. Valence
reflects how pleasant or unpleasant an experience is, while arousal gauges the level of
psychophysiological excitation. These two dimensions form the foundational building
blocks for describing and classifying various affective experiences [2, 6, 7] (Fig. 1).

Fig. 1. Core affect model of Russel: each quadrant represents a different affective state [A (e.g.
stress)], B [(e.g. engagement)], C [(e.g. boring)], D [(e.g. relax)].

Notwithstanding its significance, the Core Affect Model lacks a comprehensive
description of how individuals switch between different affective states. This represents
a notable gap in understanding affective dynamics. In other words, this model does not
thoroughly address how individuals move from one emotional state to another, failing
to capture the dynamic nature of affective experiences [8, 9].

Affective states are perpetually evolving, ranging frommoments of profound serenity
to states of heightened excitement. For instance, we might feel energetic and elated
one day, and calmer or even anxious the next. Understanding the dynamic transitions
between emotionally oriented states, yielding intraindividual emotional heterogeneity,
has received limited attention [10, 11]. This phenomenon is called affect dynamics,which
pertains to how emotions evolve over time, encompassing intensity, duration, frequency,
and transitions [9]. Emotions often fluctuate due to external stimuli and evaluation,
demanding a comprehensive analysis of affect transitions [8].

The concept of affect dynamics originated within the realm of statistics, aiming to
analyze and measure the intricate nature of emotional fluctuations [12]. Researchers
sought statistical models that could capture and quantify the dynamics of affective expe-
riences with various approaches including autoregressive models, panel data analyses,
Bayesian frameworks, and Markov models [8, 12, 13]. These statistical methodologies
aimed to provide insights into how affective states transition over time.

The Experience Sampling Method [ESM] is a highly experimental design that is
implemented to conduct intensive longitudinal research. This methodology requires
participants to report their thoughts, feelings, behaviors, and/or environment throughout
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a specific period. In this way, ESM has the potential to facilitate the measurement of both
within and between subjects’ affects as they evolve.Nevertheless, thismethodology lacks
a controlled manipulation of all transitions over time since it measured the natural affect
transitions of subjects during days without controlling the type of transitions a priori.
Consequently, it could be that during a week-long survey, a subject may not encounter
the complete spectrum of potential transitions. This limitation hinders making accurate
inferences about individuals’ affective dynamism.

In this context, the present study seeks to fill this knowledge gap. The study employs
a meticulous experimental scenario design that incorporates controlled affective tran-
sitions. This innovative approach aims to thoroughly investigate affect dynamics by
constructing a priori affect situations that encompass all quadrants of Russel’s Core
Affectmodel. Consequently, it enables replicating all potential transitions between affec-
tive states within individual subjects. Our proposal entails developing a comprehensive
research design employing Virtual Reality [VR] technology to effectively elicit and
regulate affective transitions.

The choice of employing VR arises from its unparalleled potential to immerse par-
ticipants in controlled and dynamic environments, mimicking real-life situations while
offering experimental control. Moreover, VR allows us to manipulate affective transi-
tions systematically. For this purpose, we created several VR environments that exhibit
dynamic changes over time, encompassing a wide range of all affective transitions. By
intentionally manipulating these transitions, the study aims to uncover new dimensions
of affective experiences, shedding light on the complex interplay between emotional
states and their temporal evolution. Furthermore, VR can induce affective transitions
that mirror real-world scenarios while maintaining experimental rigor. This approach
enhances the ecological validity of our research and aims to fill the existing gap in
incomprehensive methodologies for investigating affect dynamics. This study aims to
establish a connection between theoretical insights and empirical investigation, provid-
ing new avenues for understanding the intricacies of emotional fluctuations within a
controlled experimental framework.

1.1 Eliciting Affective States Through Virtual Reality

Based on stimulus type, affect elicitation includes active and passive approaches. Active
methods include behavioral manipulation, social contact, and dyadic interaction [14].
In contrast, passive methods use images such as The International Affective Picture
System [IAPS], or emotional facial expressions [15], watching film clips [16], or music
stimuli [17]. Due to the importance of immersion in generating emotions by replicating
authentic experiences, passive techniques have severe limitations, such as poor sense of
presence, poor immersivity, and low realism.

Hence, VR is an exceptional tool for eliciting and studying emotions due to its
remarkable potential to immerse participants in meticulously crafted and controlled
environments [18–23]. Unlike conventional stimuli such as images or sounds, VR offers
an unparalleled multisensory experience, enveloping users in a sensory-rich world that
can profoundly influence their emotional states [24] Moreover, VR facilitates the cre-
ation of ecologically valid contexts that might otherwise be challenging to reproduce
in traditional experimental settings. By mimicking real-world situations, VR can evoke
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emotions that closely mirror those experienced in everyday life, enhancing the gen-
eralizability of findings [18]. The versatility of VR in designing emotional elicitation
environments is striking researchers to construct scenarios that precisely provoke specific
emotions, allowing for systematic exploration of emotional processes. For instance, VR
environments have been creatively designed to elicit different combinations of emotional
valence [positive or negative] and arousal [low or high] through various sensory char-
acteristics. For instance, a virtual scenario simulating a crowded and bustling city street
can induce anxiety or stress, enabling the observation and analysis of physiological and
psychological responses to such situations [25, 26]. Similarly, serene and picturesque
natural landscapes can evoke calmness and joy, contributing to a deeper understanding
of positive emotions and their underlying mechanisms. In the realm of positive valence
and low arousal, VR environments often depict serene and pleasant scenes, such as a
sunset on a beach or a tranquil garden in bloom. These settings incorporate warm col-
ors, soothing sounds, and slow movements to evoke a sense of calmness and relaxation
[27, 28]. For inducing positive valence with high arousal, VR scenarios might simulate
exciting or adventurous experiences, like a thrilling roller coaster ride or an exhilarating
hike in a stimulating environment. Dynamic visual and auditory elements and fast-paced
movements can enhance enthusiasm and energy [29].

In the case of negative valence and low arousal, VR environments can depict sit-
uations of solitude or melancholy, such as a dimly lit, quiet room or a desolate land-
scape. These environments reduce sensory stimulation to evoke feelings of sadness or
melancholy [30]. When aiming for negative valence with high arousal, VR environ-
ments may simulate threatening or frightening situations, like a chase experience or an
imminent danger scenario. Startling visuals, dissonant sounds, and a sense of urgency
can heighten fear and anxiety levels [25, 30, 31]. To measure emotional elicitation,
researchers have used behavioural measurement methods, such as the Likert scale e.g.
Self-Manikin Assessment [SAM], or physiological ones, such as cardiac variability, skin
conductance, or facial electromyography [32–34].

In recent years, the integration of VR into physiological emotional elicitation has
brought about innovative applications in the realm of biofeedback - a technique that
involves measuring and providing individuals with real-time information about their
physiological processes, such as heart rate, skin conductance, muscle tension, or brain-
wave activity [35, 36]. Consequently, focus has shifted from merely observing virtual
environments to actively engaging with and altering physical environments based on
our physiological and affective states. In addition to contributing to the growing inter-
est in affect computing, a multidisciplinary field dedicated to developing systems and
technologies capable of perceiving, interpreting, and reacting to human emotions and
affective states, virtual environments serve as stimuli and modifiers of these affective
states in conjunction [37, 38]. By combining real-time physiological monitoring with
immersive VR environments, researchers have created a dynamic platform for individ-
uals to gain insights into and regulate their emotional responses [39–41]. For instance,
individuals experiencing anxiety can be immersed in a virtual scenario that triggers their
specific physiological markers, such as increased heart rate or perspiration [42, 43].This
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biofeedback-driven approach allows participants to visualize and understand the corre-
lation between their emotional states and physiological changes, empowering them to
develop self-regulation strategies.

The idea involves employing affective transitions in a standardized and pre-coded
way. Consequently, an experimental design was developed that systematically incorpo-
rates and constructs VR environments representing transitions between different affec-
tive states. This phenomenon is feasible due to the dynamic nature of environments,
wherein the same environment changes its characteristics to elicit and portray a shift in
the affective state: from a natural environment with outside, lush birds and trees [pos-
itive valence-high arousal] to a bare, and grey natural environment [negative valence
and high arousal].

Nevertheless, within biofeedback, the transitions are not predetermined in advance,
as they encompass all potential shifts between various affective states and the conver-
gence of arousal and valence levels. Hence, we aim to thoroughly examine and develop
dynamic VR environments, considering all conceivable transitions. Through immersiv-
ity, sense of presence, and dynamism, we have successfully created ad hoc environments
distinct in their ability to influence dynamics.

1.2 Modeling Dynamics in Affect Science

The need to create an experimental design that considers transitions also arises primarily
from affect dynamics-new research field that analyzes the variation of emotions over
time. In general, affect dynamics, heir to Russel’s circumflexmodel, realizes the model’s
limitation and statisticality and identifies a critical dynamic solution.

However, affect dynamics is interpreted in statistical terms. The research question
is how to analyze affective state changes over time. The most widely used experimental
design turns out to be the ESM, which is a methodology of collecting behavioral or
physiological data over time, in which several times a day/month more data are col-
lected per subject. Initially, affect dynamics was explored using several methodologies,
often leveraging classical time series analysis techniques. These include autoregressive
[AR], moving average [MA], autoregressive integrated moving average [ARIMA], and
autoregressive conditionally heteroskedastic [ARCH] frameworks.

– Autoregressive [AR] Models: In AR models, the current value of a variable is
expressed as a linear combination of its past values. The lag parameter determines
the number of past values to consider.

– Moving Average [MA] Models: MA models represent the current value as a linear
combination of past prediction errors, obtained by subtracting predicted values from
actual values.

– Autoregressive IntegratedMoving Average [ARIMA]Models: ARIMAmodels com-
bine autoregressive, moving average, and differencing components to capture various
patterns in the data. Differencing makes the time series stationary.

– Autoregressive Conditionally Heteroskedastic [ARCH] Models: ARCH models cap-
ture volatility by assuming the variance depends on past values, revealing patterns of
high and low volatility periods.

Within the continuous framework, the derivative of a variable with respect to
time, denoted as x’, is expressed as a function of the variable itself, f[x]. This function
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characterizes the rate of change of the variable, encapsulating the intricate interplay of
forces that lead to emotional shifts. This representation allows researchers to capture
the instantaneous changes in affective states, painting a vivid picture of emotional
dynamics beyond the confines of discrete intervals.

Furthermore, the continuous methodology is versatile in accommodating complex
systems of equations. Variables can be vectorized to capture interactions and dependen-
cies between multiple aspects of affect simultaneously. This ability to capture intricate
interplays enhances the realism of models, offering a more faithful representation of the
intricate dance of emotions.

When modeling time series data, several requirements must be met for the model to
be appropriate and accurate. These requirements include:

Stationarity: As mentioned previously, time series data must be stationary for most
models to work properly. Stationarity means that the statistical properties of the data,
such as mean and variance, do not change over time. If a time series is non-stationary, it
must be made stationary by differencing or removing a trend or a seasonal component
before it can be modeled.

Linearity: Most time series models are linear models, so the relationship between the
time series data and the predictor variables should be linear. A non-linear model, such as
a neural network or a support vectormachine,may bemore appropriate if the relationship
is non-linear.

Normality: Some time series models, such as the ones based on maximum likelihood
estimation, assume that the model’s errors are normally distributed. If the errors are not
normally distributed, the results of the model may not be reliable.

Independence: Time series data is often correlated, meaning that the value of the series
at a certain point in time is dependent on the values of the series at previous points in
time. This correlation needs to be considered when modeling the data, and models such
as ARIMA are specifically designed to handle correlated data.

Time-Dependent Structure: Time series data often has a clear time-dependent struc-
ture, such as trend, seasonality, and cyclical patterns. It is important to consider this time
dependence when choosing a model and interpreting the results.

2 Experimental Design

Here we present our experimental design, dividing it into a general descriptive section
(2. Experimental design), a specific one on the type and characteristics of the stimuli
created (2.1 how to create VR stimuli), one on the type of randomization chosen (2.2
how to randomize), and a last one inherent in the type of data analysis chosen (2.3 how
to analyze transition).

In order to comprehensively analyze affect dynamics through the employment of
VR, we meticulously designed custom-tailored environments. Based on 12 possible
transitions, 6 VR environments, considering outward and return, were created: for the
transition from A to B and from B to A, we used the same VR environments, only
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reversing the effect of transition changes. VR environments were developed with Unity
2021 and deployed for Head Mounted Display.

The core of our methodology involves a dynamic interplay, wherein participants are
exposed to a structured sequence of stimuli that traverses various affective quadrants (as
illustrated in Fig. 2).

Fig. 2. 12 total transitions, of which 6 VR environments counting outward and return: horizontal
and vertical one change only one parameter at a time, oblique both together.

We randomly presented all possible transitions between quadrants to ensure a com-
prehensive examination of affective transitions. Horizontal and vertical transitions were
strategically devised to alter a single parameter while maintaining the other constant.
For instance, during transitions from Quadrant A to Quadrant B, a deliberate change
in valence occurs while maintaining a consistent level of arousal. Likewise, oblique
transitions were purposefully constructed to modify both parameters concurrently. For
example, the transition fromQuadrant A toQuadrant D involves a shift from high arousal
and negative valence to a state characterized by low arousal and positive valence. Partic-
ipants see the scene firsthand. Each transition lasts 120 s, divided into 30 s presentation
of the first block, 60 transitions between the two blocks [the environment changes its
characteristics] and 30 s of the last block.

To measure transition between affective states, several key peripheral physiological
signals in terms of arousal and valence aremeasured: corrugator facial electromyography
[f-EGM] for negative valence affect, zygomatic f-EMG for positive valence, Galvanic
Skin Response [GSR] for arousal [44] (Fig. 3).

However, each VR environment is subjected to a validation pre-experimental phase,
using SAM: the aim is to rate each block of affective states individually, measuring
arousal-valence-dominance scores.
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Each block presentation is static, and they are helpful only to validate the stimuli:
for example, after the VR environment of AB transition, A block of VR environment
was presented singularly and rated by the subject, the same procedure for B.

Fig. 3. Behavioral andphysiologicalmeasures of transition:DuringVRenvironments observation
we measure physiological parameters (e.g. GSR for arousal, and EMG for valence), and after, for
each singular block of affect states, SAM was administered, to measure behavioural arousal-
valence-dominance values.

2.1 How to Create Transitions?

By systematically manipulating these transitions within the immersive context of VR,
we aim to unravel the intricate dynamics underlying affective experiences and shed light
on the underlying mechanisms that govern emotional responses.

The coding of arousal elements comprises two crucial dimensions: ‘strangeness’
and the manipulation of dimensionality [45, 46]. ‘Strangeness’ encapsulates unex-
pected elements and piques the subject’s curiosity. In contrast, the manipulation of
dimensionality involves several components:

– The frequency of elements: This aspect encompasses an augmentation of elements in
conditions with high arousal, juxtaposed with a decrease in elements for conditions
of low arousal.

– Color: The intensity and hue define central elements within the scene. For instance,
flowers, butterflies, and birds contribute to the composition in scenarios marked by
high arousal and positive valence.

– Movement: Subjects immersed in the presented scenes experience explorative free-
dom in high-arousal scenarios. Conversely, subjects are confined to a passive
observational role in low arousal conditions, devoid of movement.

– Sound: Auditory experiences complement the scenes, with subjects encountering
pleasant sounds like the melodic chirping of birds in instances of high arousal and
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positive valence. In stark contrast, scenarios characterized by high arousal and nega-
tive valence encompass sounds such as thunder, lightning, and the intrusive buzz of
flies.

Conversely, the coding of valence elements adheres to established patterns found
within existing literature [45, 47]. For example, a landscape could demonstrate positive
valence through a sunlit, verdant, and tranquil forest, juxtaposed with a contrasting
portrayal of negative valence marked by a dim, rainy, and foreboding forest setting.
This intricate interplay of environmental attributes allows us to explore the affective
dimensions within a controlled context, facilitating a nuanced investigation into the
underlying mechanisms that govern emotional experiences.

Here, we presented 6 VR environments, considering outward and return for each
transition.

Horizontal transitions are AB/BA and CD/DC (see Fig. 4):

– Transition from AB/BA: Earth as seen from space where explosions [condition A]
alter to butterflies [B].

– Transition from CD/DC: Beach with sea and a few palm trees, changing from gray
weather [C] to sunny [D].

Fig. 4. Horizontal transitions, implemented in VR environments.

Vertical transitions are AC/CA and BD/DB (see Fig. 5):
– Transition from AC/CA: Plain, grey weather and garbage around, falling from the

sky [A] to isolated plain with grey weather [C].
– Transition from BD/DB: beach at night with fireworks [B] to beach at sunset [D].
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Fig. 5. Vertical transitions, implemented in VR environments.

Oblique transitions are AD/DA and BC/CB (see Fig. 6):
– Transition from AD/DA: Park with lousy weather and flies [A], park with sunny

weather [D].
– Transition from BC/CB: Park with sunshine and lush plants flowers [B] to park with

cloudy weather, bare [C].

Fig. 6. Oblique transitions, implemented in VR environments.
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2.2 How to Randomize Transitions?

Whenwe talk about random sequences, we are used to referring to the randomization we
use in creating different sequences for each subject, commonly to avoid the “sequence
effect”. However, in the experimental designs inherent in affective transitions, we have
an additional randomization problem.

Transitions cannot be causally created and ordered for each subject because we must
consider the dependency effect between the going and coming transitions [e.g., AB vs,
BA]. Considering all 12 transitions means that we consider all transitions the going and
coming. This issue is even more pronounced if we use the same environment for the
outgoing of a transition (e.g. AB) and its return (e.g. BA), as in our case.

Randomization thus must occur, preventing pairs of transitions from following each
other. The methodology employed was as follows and can be generalized to any other
study of affect dynamics.

We encoded the sequence of transitions in a one-dimensional data structure, with
the going and coming transitions inserted one after the other [for example, AB, BA,
AC, CA, AD, DA, BC, CB, BD, DB, CD, DC]. It was easier to set limits on future
randomization using this a priori sorting based on pairs. For this reason, we encoded the
pairings as integers [1–12]: the algorithm [createShuffledList, see below] generates a
random series of numbers by extracting [and removing] them from the beginning pairs.
This technique prevents placing starting pairs in adjacent positions by checking on the
randomly selected value from the previous iteration. In fact, after selecting an even or
odd element from the initial list, the algorithm will choose the next value exclusively
from elements other than that value minus one [in the case of even numbers] or plus
one [in the case of odd numbers]. When the beginning list has only two elements, the
process terminates, randomly putting them into the final sequence. This last point is
prone to error: it is possible [with a 10% chance] that the algorithm will leave one of the
initial pairs as the last two items. The error is checked after the random list is generated
to avoid this: if a pair appears in the last two entries, the sequence is regenerated. A
possible pseudocode is presented here:
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1. Function createShuffledList[size]: 

2.     starting_list = Create a list containing ele-
ments from 1 to size

3.     result = Create a new empty list

4.

5.     oldVal = -1 

6. While the length of result is less than size:

7. newVal = Randomly select an element from 
starting_list

8.

9. If oldVal is not -1 and the length of 
starting_list is greater than 1:

10. If oldVal is even:

11. While newVal is equal to oldVal - 
1:

12.                    newVal = Randomly select an 
element from starting_list

13. Else:

14. While newVal is equal to oldVal + 
1:

15.                    newVal = Randomly select an 
element from starting_list

16.

17.        Add newVal to result

18.        Remove newVal from starting_list

19.        oldVal = newVal

20.

21.    Return result

22.

23. Main:

24.    a = createShuffledList[12] 

25. While the last element of a is equal to the 
second-to-last element of a + 1
26. or the last element of a + 1 is equal to
the second-to-last element of a:

27.        a = createShuffledList[12] 
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2.3 How to Analyze Transitions?

Affect dynamics has been extensively concerned with measuring affective states over
time. However, in an experimental model such as the one proposed, theVR environments
created a priori require a type of analysis that accounts for the transitions. Hence, we used
Markov Chain models, as reported by [13]. Markov chain is a mathematical model that
describes a sequence of events or states where the probability of transitioning from one
state to another depends only on the current state and not on previous states. This property
is known as the Markov or memory-lessness property: future behavior is determined
solely by the current state, and past states have no influence.

In the context of Markov Chains, state transition refers to the process of moving
from one state to another. Each state represents a particular situation or condition, and
the transition probabilities define the likelihood of moving from one state to another in
a single step. This property is particularly relevant for studying affect dynamics, as it
allows us to capture the temporal dependencies and transitions between affective states.
Our experimental design enables us to calculate and assess the variability across different
affective transitions, which can then be normalized and incorporated into the Markov
chains. By doing so, we effectively capture the probability of transitioning between
blocks while accounting for the total variability. This approach aligns well with the
core characteristic of Markov chains, where future states are influenced only by the
current state, enabling us to model and understand the affective dynamics within our
experimental paradigm. In Markov process, the input structure consists of the transition
matrix, where each element [i, j] represents the probability of transitioning from state i
to state j in one step. For example, P[A -> B] is the probability of transitioning from the
“Stress” state to the “Engagement” state, as expressed below.

| P[A − > A]P[A − > B]P[A − > C]P[A − > D] |

| P[B − > A]P[B − > B]P[B − > C]P[B − > D] |

| P[C − > A]P[C − > B]P[C − > C]P[C − > D] |

| P[D − > A]P[D − > B]P[D − > C]P[D − > D] |
As a result, the matrix’s main diagonal represents the probabilities of staying in the

same state, indicating stability. On the other hand, the off-diagonal elements represent
the probabilities of transitioning between different states, indicating changes or variabil-
ity between states. This probabilistic representation provides valuable insights into the
stability and variability of state transitions within the system being studied. Since the
transition probabilities in each row represent the probabilities of transitioning from one
state to all possible states in the system, it is a requirement that the rows of the transition
matrix sum to 1.

Figure 7 summarizes the structural and graphical elements [aweighted directed graph
with transition probabilities as weights] of Markov Matrices, starting with a random
sequence of stimulus administration and simulating a practical analysis example for one
subject.
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Whatever data you input should always be relativized (such that you have 1 as the
row sum) with respect to the measure you want to consider, as described below.

Fig. 7. Mathematical framework of Markov chain, referring to an example random sequence of
a potential experimental subject.

Therefore, the primary task at hand involves the identification of methods for com-
puting standardized variability and the creation of an associated relative index that is
consistent with the properties of Markov chains.

For this reason, it is essential to incorporate a variability standardized measure
encompassing physiological parameters for each VR environment. We can calculate
standardized variability measures, based on the inverse of Noise to Signal, quantifying
the ratio between the unwanted noise or interference in a signal and the desired signal
itself. In this case, it would correspond to the reciprocal of the ratio between the absolute
mean of the signal/response and the variability of the signal itself [44, 48]. It consisted of
the ratio of the standard deviation of transition and his absolute mean. If the coefficient is
close to zero, the standard deviation is relatively small compared to the mean, implying
minimal relative variability among the data. Conversely, as the coefficient increases, it
exemplifies more significant variability in the data. We called it δ index.

The standardized variability index can be calculated for each transition, considering
the 60-second interval spanning across the transition of affective states (Fig. 8). However,
in the Markov matrix, it is also necessary to consider state indices for each block,
specifically the transition of state A with itself. State transitions (the way in which you
remain in the same state in which you are) were measured as the final 30” of each block,
representing the most descriptive and informative portion of the elicited affective state,
preceding the transition to the next block.

Lastly, the indexes must be relativized within Markov matrices since the row sum
must correspond to 1. Hence, the δ indexes can be relativized based on the weighted
sum of the various blocks, as in Fig. 9.
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Fig. 8. Time of transition for Markovian chain construction.

Fig. 9. Theoretical transition matrix with δ index: Firstly, we used δ index to compute a
standardised variability index, and then we relativized it, fitting it with Markovian Chain
characteristic.

Now our transition matrix is ready to calculate the steady state vector, the output
structure of Markovian chain. It represents the probabilities of being in each state over
an extended period, irrespective of the initial state:

πi = [π1, π2, ..., πi,..., πN],

where πi represents the stationary probability associated with state Si.
In this case, it refers to the long-term equilibrium distribution of probabilities for

each affective state, denoted by A, B, C, and D blocks.
The transition probabilities between states influence the steady state and reflect the

relative stability or dominance of variability of each affective state in the system. It
provides valuable insights into the prevailing variability of affective patterns and their
probabilities in the long run. It is calculated after n step. The steady state [or equilibrium
state] is a state where the system has reached a balance, and the transition probabilities
between states no longer vary.

Interpreting the steady state in relation to affective states might mean that once a
steady state is reached, people have a constant probability of being in a state of stress,
engagement, boredom, or relaxation. This can be useful for understanding long-term
emotional well-being in a specific context or for assessing the impact of interventions or
environmental changes on people’s emotions. To calculate the steady state in a Markov
Chain, you can use the following mathematical formula:

π = πi ∗ Pij

where:
π represents the steady-state probability vector, with each element πi representing

the probability of being in state i in the steady state.
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P is the transition probability matrix of the Markov Chain, where Pij represents
the probability of transitioning from state i to state j in one step. Solving this equa-
tion involves finding the eigenvalues and eigenvectors of the transition matrix P. The
eigenvector corresponding to the eigenvalue of 1 represents the steady-state probabilities.

This makes them particularly useful in modelling various real-world phenomena,
such as weather patterns, stock market movements, or even text generation in natural
language processing.

3 Conclusion

Affective states are mutable and reactive to situational triggers, exhibiting flexible or
inflexible traits. Detecting and analyzing affective states in affect dynamics presents
complexities. Our study explores the impact of VR on affect dynamics, developing spe-
cific settings with transitions that evoke distinct affective states, aligning with Russell’s
Core Affect. Previously, Affect dynamics used longitudinal experimental and analyti-
cal methodologies, in which affective changes unfolded over time and not in a precise
analysis of transitions. We propose a tool such as VR, which can emulate and con-
trol transitions, and an analysis methodology of deals only with analyzing transitions,
Markov chains.Aswe reflect on the findings and implications of our research, it is evident
that we have merely scratched the surface of the potential insights that can be gleaned
from studying affect dynamics in the VR realm. The dynamic interplay between virtual
environments and affective states holds immense promise for various fields, including
psychology, neuroscience, and human-computer interaction.

Looking ahead, several exciting avenues for future research come to light. First and
foremost, further investigations could delve deeper into the nuances of affective transi-
tions within VR. By refining our understanding of how VR stimuli influence affective
states, we can enhance our interventions’ precision in clinical settings. For example,
in recent years there has been a renewed interest in affective dynamism with patholo-
gies such as eating disorders, obsessive-compulsive disorders, depressive symptoms
and schizophrenia disorders [49–54]. Using a tool such as VR as an assessment tool for
affective dynamism could be ecological, realistic, and easily accepted by patients. More-
over, applying Machine Learning and artificial intelligence techniques to analyze affect
dynamics within VR holds great potential. Advanced algorithms can enable real-time
monitoring and even predictive modeling of affective responses, opening doors to per-
sonalized interventions and therapies that adapt in real-time to an individual’s emotional
needs [12, 55, 56]. Furthermore, ML allows to mix different type of data [from phys-
iological to behavioral one], exploring affect variability comparing traits characteristic
e.g., Mental flexibility with physiological ones linked to affect dynamics [57].

In conclusion, our study represents a significant step in unravelling the complex
interplay between affective states and Virtual Reality. It highlights the vast potential for
future research in this exciting intersection of technology and emotion. As we continue
to delve deeper into the fascinating world of affect dynamics in VR, we anticipate that
our findings will pave the way for innovative interventions, enhanced well-being, and a
richer understanding of human emotions.
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Abstract. In recent years, there has been growing interest in understanding what
makes a review valuable, as such reviews are vital in guiding consumer and busi-
ness decision-making. The purpose of this study was to determine the role that
the user experience of mobile applications plays in fostering review helpfulness
as well as stimulating managerial responses to reviews of these applications. This
study proposes a measure of UX richness for online reviews and finds that both
positive and negative UX-rich reviews contribute to enhancing the helpfulness
of reviews as well as the likelihood that they will receive a response from the
application provider. The study further demonstrates the moderating role of UX
richness in the prominent effects of review length and review rating on both the
helpfulness and managerial response to mobile app reviews. The study culminates
with a discussion of the implications of these findings.

Keywords: Review helpfulness · Review response · UX richness · Review
length · Review rating

1 Introduction

The importance of online reviews has been widely acknowledged in recent years as
reviews are increasingly seen to provide valuable insights about numerous products and
services [1]. Reviews provide benefits both to consumers and business/product/service
owners. For example, consumers depend on reviews to improve their decision-making,
while businesses use reviews to understand customer experiences to better serve their
needs [2]. This has increased the use of online reviews as a valuable data source in
different business, service, and product settings. One of the areas that benefit from the
study of online reviews is mobile apps [2, 3].

In recent years, there has been an increased interest in understanding the engagement
features of online reviews. This study focuses on two types of engagement with online
reviews that have proven valuable and have become core dimensions in online review
literature. The first is understanding the helpfulness of online reviews [4, 5]. There are
millions of reviews online, and not all provide the same level of value to consumers.
As such, determining the helpfulness of reviews makes it possible for consumers to
focus on reviews that are likely to yield benefits in their consumer-decision making.
Similarly, businesses depend on review helpfulness to know the dimensions of the con-
sumer experience to pay attention to. As such, online review platforms have provided
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an engagement feature to capture the helpfulness of online reviews. The helpfulness of
a review is generally rated by other consumers [4]. Another engagement feature that
is gaining prominence is the managerial response to reviews. Managerial responses are
often seen as a means of recovering from service failure or maintaining a good customer
relationship [6]. Unfortunately, most companies do not always respond to all customer
reviews as it is a costly process [7]. By examining business engagement behaviour, it is
possible to have a deeper understanding of what businesses pay attention to. This will
assist consumers in adequately framing their reviews for maximum impact and as well
as assist businesses in appropriately dealing with consumer complaints.

While there has been an unprecedented growth in studies relating to review help-
fulness [4, 5, 8, 9] and review response [6, 7, 10, 11] little attention has been paid to
the role of user experience, even for reviews associated with interactive products like
mobile apps. The user experience of mobile apps in general is vital for their continued
use and the user experience of a product can often be evaluated from online customer
reviews [12]. However, to date, there is limited evidence on how user experience content
in reviews fosters engagement with online reviews. This study aims to contribute to the
user experience and mobile app literature by determining the importance of embedding
user experience-rich content in online reviews as a means of fostering engagement.

2 Related Studies

2.1 Review Helpfulness

Review helpfulness is a measure of a user’s perception of the value of a given review
often characterized in terms of helpfulness votes [4]. Helpful reviews are known to
improve consumer intentions to adopt and use a product/service and subsequently lead
to increased sales [13]. There is a plethora of studies that have examined the factors that
influence review helpfulness. Some of the factors commonly shown to influence review
helpfulness include review quality attributes such as review rating, length of the review,
emotions, review age, review sentiment, etc. [4, 5].

However, most of the studies on the determinants of review helpfulness have pro-
vided mixed findings. For example, although the length of the review has been widely
studied, there is still no consensus on whether longer reviews are more helpful [5, 8, 9].
Many researchers have started looking at how the content of reviews influences review
helpfulness. For example, using machine learning, [14] identified terms commonly used
in fashion reviews that predict the helpfulness of fashion reviews. In the context of
an interactive system, user experience is a core aspect of product evaluation and has
been shown to feature in product reviews [12]. However, the role of user experience in
influencing user engagement with the review is yet to be explored.

2.2 Managerial Response

A managerial response is the reply a business or product/service owner provides to a
review by consumers and is generally considered a service intervention strategy [6]. This
is considered one of the key engagement features that a service/product owner provides
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in the online context [11]. Providing managerial responses is an important business
function as it contributes to customer satisfaction, trust, the volume, and type of future
reviews, as well as the performance of the business [6, 7].

Over the years, there have been efforts to understand the behaviour of managerial
response and propose the types of reviews that businesses should focus on responding to
since it is costly to respond to all reviews [7]. One factor that has received attention is the
polarity of the review, albeit with mixed reactions. Although some researchers propose
that businesses should focus on extreme reviews [15], others contend that ignoring
neutral reviews in favour of particularly negative extreme reviews can be detrimental
to the business [7, 10]. This is because consumers are likely to promote the generation
of extremely negative reviews since they believe it will get the attention of the service
provider [7, 16], and these can negatively affect the business. Other researchers have
highlighted the need to consider the review content, as it provides valuable insights into
the intent of the reviewer, as well as specific complaints to address or positive aspects
to promote [17]. Managerial response literature has mostly focused on hotel/restaurant
reviews with a limited understanding of reviews of interactive systems. In terms of
interactive digital systems, user experience is a paramount concern for both consumers
and businesses. As such, this study considers user experience worthy of influencing
managerial responses.

2.3 User Experience from Online Reviews

User experience (UX) refers to “a person’s perceptions and responses that result from the
use or anticipated use of a product, system or service.” (ISO 9241–210). Over the years,
UXhas primarily been assessed using questionnaires and interviews [18].However, there
have been several efforts in recent years to extract UX information from online customer
reviews [12, 19, 20]. [20] proposed a faceted model for extracting UX information
from online user reviews. This approach characterizes UX features in terms of product
features, situation features and customer sentiment. [12] used aword frequency approach
and implemented the Self-organizingmap (SOM) cluster approach to identify words that
depicted positive and negative experiences from user reviews. [19] used the linguistic
inquiry and word count (LIWC) tool to extract UX elements from online reviews. The
UX dimensions proposed by [19] included hedonic values, user burdens, expectation
confirmation, pragmatic values, and social values. While these studies provide the basis
for the current study, there has not been an attempt to map the studies with extant
UX frameworks that have been validated with other forms of data such as surveys and
interviews. The present study builds on an existing UX framework with widely validated
instruments as the basis for identifying UX content in online reviews.

3 Theoretical Framework

3.1 Conceptualizing User Experience (UX) Richness

Recent studies have started paying attention to the richness of the information embedded
in online reviews [21, 22] Content richness measures the informativeness of a review
by examining the extent to which valuable information about the product or service is
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embedded in the review [21, 22]. Prior studies conceptualize the richness of a review by
counting the number of words in the review that relate to product or platform features.
To achieve this, a dictionary of words related to product and platform features is created
and then used to identify the reviews that contain such words. This paper thus relies on
the literature that depends on attributes to determine the richness/informativeness of a
review [22]. However, instead of focusing on product and platform features, this study
focuses on UX-related features.

The first step in characterizing the UX richness of a review is to create a dictionary
of relevant UX words. This is achieved by adopting the User Experience Questionnaire
(UEQ) as the source of UX-related words [23]. The UEQ uses adjectives to describe the
user experience. Each of the dimensions is measured using a combination of positive
and negative adjectives. The UEQ is a well-established UX evaluation tool and uses
both negative and positive words to describe the UX of a system across six different
dimensions. Each positive adjective has a corresponding negative attribute. In this study,
we use these attributes as the basis for identifying user reviews that include aspects of
user experience. The dictionary words used in the study are shown in Table 1.

Table 1. UX dimensions and associated dictionary words.

UX
Dimension

Description Positive UX words Negative UX words

Attractiveness Overall impression of
the product. Do users
like or dislike the
product?

Enjoyable, good,
pleasing, pleasant,
attractiveness, friendly

Annoying, bad,
unlikeable, unpleasant,
unattractive, unfriendly

Perspicuity Is it easy to get familiar
with the product? Is it
easy to learn how to
use the product?

Understandable, easy to
learn, easy, clear

Not understandable,
difficult to learn,
complicated, confusing

Efficiency Can users solve their
tasks without
unnecessary effort?

Fast, efficient, practical,
organized

Slow, inefficient,
impractical, cluttered

Dependability Does the user feel in
control of the
interaction?

Predictable, supportive,
secure, meets
expectations

Unpredictable,
obstructive, not secure,
does not meet
expectations

Stimulation Is it exciting and
motivating to use the
product?

Valuable, exciting,
interesting, motivating

Inferior, boring, not
interesting,
demotivating

Novelty Is the product innovative
and creative? Does the
product catch the
interest of users?

Creative, inventive,
leading-edge,
innovative

Dull, conventional,
usual, conservative
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Since the positive and negative words indicate different polarities of the user’s expe-
rience with the system, this study conceptualized UX richness as two dimensions com-
prising Positive UX richness and negative UX richness. UX richness is conceptualized
as the number of UX dimensions represented in the review.

Positive UX Richness = 6
∑6

(i=1)
Represent_PUXi (1)

Negative UX Richness = 6
∑6

(i=1)
Represent_NUXi (2)

where i is the UX dimension and Represent_PUX i is an indication of whether at least
one positive UX word from dimension i is represented in the review. The same applies
to negative UX richness with Represent_NUX i depicting whether or not at least one
negative UXword for dimension i is represented in the review. As such, the UX richness
depicts the diversity of UX dimensions represented in the user’s review. To validate this
conceptualization, it is expected that the use of positive UX words should be associated
with a positive overall rating from the review creator while the use of negative UX should
be associated with a lower rating. This was confirmed as indicated in Appendix A, thus
showing that the use of UX words by mobile app review creators was congruent with
the overall rating they provided for the app (Appendix A).

3.2 Conceptual Framework

Given the importance of user experience to both consumers and system providers [18],
it is expected that user experience will be a key consideration in online review engage-
ment. For consumer engagement, we rely on the cue utilization theory to extrapolate
the expected relationship. Cue utilization theory posits that consumer perceptions are
shaped by the cues they encounter about a given product/service [24]. Users can rely
on information from online reviews to identify cues about the quality of a product to
determine the trustworthiness or reliability of products [25]. Given that users are often
concerned about the user experience of a digital product [18] they are likely to look for
signals in reviews that give them insights into the UX of the product. As such, we expect
that reviews of mobile applications that provide UX cues will be seen as helpful because
they enable users to make better decisions about using the applications.

From a managerial response perspective, we rely on signalling theory to propose
the relationship between UX and review response. Since system providers are generally
expected to evaluate the user experience of their systems regularly [18] identifying
reviews that focus on UX serves as a signal for the reviews that the company should
pay attention to, as it enables them to have a better understanding of the system’s user
experience. By responding to such reviews, system providers demonstrate that they are
paying attention to issues of concern that are vital for improved service delivery [6] since
they are likely to be actively evaluating the UX of the system [18].

Besides the possible direct effect of UX richness on review helpfulness and response,
this study proposes that UX richness can moderate the relationships between review
length and review rating with both review helpfulness and response. Review length and
rating are two of the most prominent factors that influence the helpfulness and response
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of a review [5, 22, 26, 27]. For review length, the general perspective is that longer
reviews are better because they provide adequate context for the reader and app provider
to better understand the issues raised in the review. However, there have been growing
concerns that some long reviews are not informative [5, 22], and so might provide
limited benefits to both the readers and service providers. Since UX richness makes a
review informative by highlighting UX information about the UX of the system, both
users and service providers might appreciate such reviews because of the UX cues or
signals embedded in them. As such, it is expected that reviews of a similar length might
have a differential effect on review helpfulness and review response based on the extent
to which UX-rich content is embedded in the review. With review ratings, businesses
and consumers tend to promote extreme reviews [5]. However, some reviews tend to
have inconsistencies between the content of the review and the rating provided [8].
The bridge such inconsistencies, consumers and service providers can depend on the
alignment between the UX content in the review and the associated rating. As such, it is
expected that UX-rich content embedded in a review will moderate the effect of review
rating on both helpfulness and review response.

Fig. 1. Conceptual framework of the core relationships.

4 Methodology

4.1 Data and Process

Over 10.6 million reviews were extracted from the 200 apps on the Google Play Store
using a Python scrapper. The reviews were preprocessed using natural language pro-
cessing in line with prior studies [28] and various techniques were applied to extract the
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core variables used in the study. For example, the Natural Language Toolkit (NLTK)
sentiment analyzer was used to determine the review sentiments as well as evaluate the
length of the reviews. The different variables extracted from the dataset are described
in Sect. 4.2. After data preprocessing two analytical approaches were followed. Linear
regression was used to evaluate the factors influencing review helpfulness while logistic
regression was used to evaluate the review response. Each approach was selected in
alignment with the nature of the dependent variable. Furthermore, the robustness of the
findings is evaluated using three machine learning models to determine the accuracy and
area under the curve for the proposed models.

4.2 Variables

The variables used in the study are described in Table 2.

Table 2. Variables used in the study.

Variable Description Sample Sources

Review Helpfulness The number of helpful votes received by a
review

[8, 27]

Review Response A review that has received a response from the
app provider

[9]

Rating The star rating of the review ranges from 1 to 5 [20]

Review length The number of words in the review [29]

Review Sentiment The sentiment of the review

Review Age The natural logarithm of the number of days
elapse from review creation to review collection

[27, 29]

App Type Binary construct determining if an app falls in a
hedonic or utilitarian category

[30]

Revenue model Binary variable determining if an app is free or
paid

[30]

App downloads The minimum number of times the app has been
downloaded

[30]

Positive UX-rich reviews The number of positive UX dimensions that
have been mentioned in the review

-

Negative UX-rich reviews The number of negative UX dimensions that
have been mentioned in the review

-
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5 Results

5.1 Descriptive Statistics

Table 3 presents the descriptive statistics of all the variables used in the study. The mean
score for review helpfulness was 1.735 with the helpfulness votes ranging from 0 to
49428. This is unlike non-app reviews where it is quite uncommon to find a review
with more than 10,000 helpfulness votes. The difference probably lies in the context
as mobile apps are easily downloaded and used by millions of users compared to most
review studies that focus on restaurants, hotels etc.

Table 3. Descriptive statistics.

Variables Min Max Mean SD

Helpfulness 0 49428 1.735 5.100

Review length 1 802 13.462 18.195

Rating 1 5 3.733 1.549

Review Age 6 4884 1349.167 967.686

Response 0 1 0.128 0.334

App Type 0 1 0.335 0.472

Review Sentiment −1 1 0.317 0.435

App Downloads 500 1.00e + 10 1896e08 2.997e08

Revenue model 0 1 0.999 0.009

Positive UX-rich
reviews

0 4 0.234 0.450

Negative UX-rich
reviews

0 4 0.044 0.212

Data for review length indicates that the shortest review was one word while the
longest review was 802 words. The average length of the reviews was 13.462 words.
The average rating for the reviews was 3.733. On average, the reviews had been online
for 1349.167 days before being extracted. The latest review to be posted had been online
for 6 days while the oldest had been online for 4884 days.

Regarding the review response (dummy variable), the mean response rate of 0.128
suggests that only about 12.8% of the reviews had received a response from App
providers. Regarding app type, the mean of 0.335 suggests that about 33.5% of the
reviews were hedonic apps while the majority were for utilitarian apps. Lastly, the
review sentiment had an average sentiment score of 0.317 suggesting that most reviews
fell in the positive spectrum.

Concerning the user experience dimensions, the highest number of positive or neg-
ative dimensions covered by a single review was 4 UX dimensions. The mean scores of
0.234 and 0.004 suggest that most reviews did not use UX-related words.
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5.2 Predicting Review Helpfulness

Table 4 shows the linear regression models predicting the helpfulness of mobile app
reviews.Model 1 is the basemodel with all core variableswhilemodel 2 is the interaction
model. In line with prior studies, the Review helpfulness variable is log-transformed
before performing the linear regression [27].

Table 4. Determinants of review helpfulness.

Model 1 Model 2

Coeff Std Err Coeff Std Err

Control Variables

Constant 0.9855** 0.019 0.9650** 0.019

Rating −0.0958** 0.001 −0.0848** 0.001

Rating2 0.0125** 0.000 0.0105** 0.000

Review Age 0.0045** 0.000 0.0044** 0.000

Review Sentiment −0.0149** 0.000 −0.0157** 0.000

Response 0.0160** 0.001 0.0172** 0.001

App type −0.0125** 0.000 −0.0127** 0.000

App downloads −0.0158** 0.000 −0.0156** 0.000

Revenue model −0.2608** 0.019 −0.2626** 0.019

Review length −0.4139** 0.001 −0.3888** 0.001

Review length2 0.1342** 0.000 0.1270** 0.000

Main Variables

Positive UX Rich
Review (PUX)

0.0166** 0.000 0.0679** 0.003

Negative UX Rich
Review (NUX)

0.0269** 0.001 0.1076** 0.005

Interaction Effects

Rating * PUX −0.0432** 0.002

Rating2 * PUX 0.0075** 0.000

Rating * NUX 0.0153** 0.003

Rating2 * NUX −0.0034** 0.001

Review length*PUX −0.0423** 0.002

Review length2 * PUX 0.0133** 0.000

Review length*NUX −0.1449** 0.004

Review length2 *NUX 0.0345** 0.001

(continued)
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Table 4. (continued)

Model 1 Model 2

Coeff Std Err Coeff Std Err

Model Parameters

Adjusted R2 20.0% 20.1%

F-Statistics 2.232e + 05** 1.347e + 05**

AIC 1.739e + 07 1.738e + 07

Log-likelihood −8.6969e + 06 −8.6907e + 06

Observations 10683594 10683594

Notes. **p < 0.01

Notes. **p < 0.01

In terms of the control variables, the data in Fig. 1 shows that all control variables
had a significant effect on review helpfulness. Both Review Ratings and Review length
have a curvilinear relationship with review helpfulness as observed by the significant
quadratic terms. Also observed is that the review age (β = 0.0045, P< 0.01) and review
response (β = 0.0160, P< 0.01) had positive effects of review helpfulness while review
sentiment (β = −0.0149, P < 0.01), app type (β = −0.0125, P < 0.01), app downloads
(β = −0.0158, P < 0.01) and revenue model (β = −0.2608, P < 0.01) had a negative
effect on review helpfulness.

Regarding the UX richness of the reviews, it is observed that UX richness of a review
has a positive effect on review helpfulness with the effect much stronger for negative
UX-rich reviews (β = 0.0269, P < 0.01) compared to positive UX-rich reviews (β =
0.0166, P< 0.01). The interaction effects in model 2 further show that The UX richness
of a reviewmoderates the curvilinear effect of review rating and review length on review
helpfulness. The nature of these interaction effects is shown in Fig. 3.

The results in Fig. 2 show that while longer mobile app reviews generally tend to
be more helpful, the effect is more pronounced for both positive (Panel A) and negative
(Panel B) UX-rich reviews. Similarly, the curvilinear effect of review rating on review
helpfulness is more pronounced for both positive (Panel C) and negative (Panel D)
UX-rich reviews.

5.3 Predicting Review Response

Table 5 presents the logistic regression results for predicting review response. Model 3
presents the outcome of the basemodel containing all core variables and control variables
while model 4 presents the interaction model.

All the control variables have a significant effect on the review response. The review
sentiment (β= 0.1184, P< 0.01), reviewhelpfulness (β= 0.0316, P< 0.01) and app type
(β= 0.4773, P< 0.01) show a significant positive relationship with review response. On
the other hand, review age (β=−0.3178, P< 0.01),), app downloads (β=−0.0270, P<
0.01),) and revenue model (β =−2.4355, P< 0.01),) show a negative relationship with
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Fig. 2. Moderating effect of UX-richness on the relationship between review length and review
rating with review helpfulness.

review response. Both the review rating and review length have a curvilinear association
with review response as shown by the significant effects of the respective quadratic
terms.

Concerning the main variables, it is observed that both positive UX-rich reviews
(β = 0.0296, P < 0.01) and negative UX-rich reviews (β = 0.1204, P < 0.01) have a
significant positive effect on review response with the latter having the stronger effect.
Model 4 further shows that theUX richness of a reviewmoderates the curvilinear effect of
both review rating and review length on review response. The nature of these interactions
is shown in Fig. 3.

In terms of the interaction with review rating, the data in Fig. 3 show that the proba-
bility of receiving a response decreases for reviews with a high rating however the effect
is differential based on the UX richness of the review. Positive UX-rich reviews tend to
have a high response rate especially when the review rating is lowest (Panel E). On the
other hand, the probability of receiving a response is consistently lower for high negative
UX-rich reviews (Panel F). In terms of the interaction with review length, it is observed
that the curvilinear effect is more pronounced for high positive UX-rich reviews (Panel
H) while high negative UX-rich reviews tend to have a lower effect than low negative
UX-rich reviews (Panel J).
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Table 5. Determinants of Review Helpfulness.

Model 3 Model 4

Coeff. Std Err Coeff. Std Err

Control Variables

Constant 3.1912** 0.075 3.0545** 0.075

Rating 0.9009** 0.003 0.8909** 0.004

Rating2 −0.2275** 0.001 −0.2227** 0.001

Review Age −0.3178** 0.001 −0.1109** 0.005

Review Sentiment 0.1184** 0.002 0.1224** 0.002

Review Helpfulness 0.0316** 0.001 0.0350** 0.001

App Type 0.4773** 0.001 0.4787** 0.002

App downloads −0.0270** 0.001 −0.0274** 0.001

Revenue model −2.4355** 0.074 −2.4248** 0.074

Review length −0.1629** 0.004 −0.1109** 0.005

Review length2 0.0418** 0.001 0.0397** 0.001

Main Variables

Positive UX Rich
Review (PUX)

0.0296** 0.002 0.5107** 0.015

Negative UX Rich
Review (NUX)

0.1204** 0.004 0.1359** 0.025

Interaction Effects

Rating * PUX 0.1144** 0.008

Rating2 * PUX −0.0278** 0.001

Rating * NUX −0.3620** 0.015

Rating2 * NUX 0.0439** 0.003

Review length*PUX −0.3250** 0.008

Review length2 * PUX 0.0388** 0.002

Review length*NUX 0.5058** 0.016

Review length2 *NUX −0.1044** 0.003

Model Parameters

Pseudo R2 12.18% 12.22%

Log-likelihood −3.7822e + 06 −3.7803e + 06

Observations 10683594 10683594

Notes. **p < 001
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Fig. 3. Moderating effect of UX-richness on the relationship between review length and review
rating with review response.

5.4 Classification Analysis

This paper further evaluates how well the proposed models above can be used for the
classification of helpful reviews (Table 4) as well as reviews with the likelihood of
receiving a response (Table 5). To perform the classification for reviewer helpfulness,
the variable is first converted to a binary variable in line with prior studies [31]. The
binary variable for review helpfulness is represented as follows: (0) for the reviews that
have no helpful votes and (1) for reviews that have at least 1 helpful vote. Since the
review response is already a binary variable, no further transformation was needed. The
distribution of the prediction classes is shown below (Fig. 4).

Prior studies in review helpfulness and response have mostly processed less than a
million reviews thus making the dataset in the study over 10 times that of prior studies.
The prediction was performed using three machine learning models namely: Logistic
regression (LR), Decision tree (DT) and random Forest (RF). The data below reports
the accuracy and area under the curve (AUC) percentages for each of the three models
(Fig. 5).
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Fig. 4. Distribution of review helpfulness and review response variables.

Fig. 5. Classification outcomes for the three machine learning models.
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In terms of the reviewhelpfulness, the had the highest level of accuracy (87.9%)while
the logistic regression had the highest AUC score (72.2%). In predicting the helpfulness
ofmobile app reviews [32] found accuracy levels below 70%using semantics, sentiment,
readability, structure, and syntax as features. Using the random forest classifier with
online reviews from JD.COM, [21] established that the highest prediction accuracy for
the combined reviews was 78.5% with an AUC of 82.3%. While the AUC is better than
that obtained for the random forest classifier in this study, the accuracy is much lower
than in this study. In terms of Review response, this study found that the random forest
classifier has the highest accuracy (87.2%) and AUC score (81.1%). Prior studies have
only depended on regression models for testing determinants of review response [10].

6 Discussion

Review helpfulness and review response are two vital engagement features that pro-
vide significant value for customers and product service providers. To further ignite
this knowledge base on these engagement factors, the present study sought to find the
role of UX richness as a driver of mobile app review helpfulness as well as managerial
response to mobile app reviews. To ensure that the observed relationships are not by
chance, this study included a significant number of control variables. It was observed
that all the included control variables had a significant effect on both review helpfulness
and review response. This validated the importance of including these control variables
in the study and supports extant research in this domain [8, 9, 20, 27]. However, the
findings are contrary to studies like [33] who failed to find support for the effect of
review sentiment and review age on review helpfulness. The introduction of app-level
controls (i.e., app type, app downloads and revenue model) also proved to be valued as
all had significant effects on review helpfulness and review response. This is in line with
prior studies on hotel reviews that have also shown the value of controlling product or
business-level attributes when examining the determinants of review helpfulness [5, 26,
27] and review response [11]. After controlling these factors, this study found signifi-
cant evidence that the proposed UX richness constructs had significant positive effects
on review helpfulness and review response. Additionally, the UX richness constructs
moderated the effects of review rating and review length on both helpfulness and review
response. These findings provide several theoretical and practical implications.

6.1 Theoretical Implications

The theoretical implications of this study are three-fold. First, the results suggest that the
inclusion of UX-related words in a review text can significantly increase the helpfulness
of the review aswell as the likelihood of the review receiving a response. This extends the
literature of review content richness by specifying richness attributes relating to the user
experience [22]. Prior studies have looked at product and service features to characterize
the content richness of a review. However, these studies did not consider content relating
to the user’s experience of the solution. This study demonstrates that both positive UX-
rich content and negative UX-rich content all contribute to the helpfulness or review
response. While some studies have attempted to identify the presence of UX-related
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content in reviews, this is the first study to demonstrate how UX-related information
influences the engagement features of a review.

Second, the study identifies the curvilinear effect of review rating and length on both
helpfulness and review response. For review length, the majority of prior studies have
only examined the linear effect of review length on helpfulness and response [8, 10].
Only recently did [5] demonstrate the existence of a curvilinear effect of review length
on helpfulness. However, they found the relationship to be an inverted U-shaped effect.
Although this study found evidence of the curvilinear effect between review length and
helpfulness, the relationship is a U-shaped effect. These differences might be attributed
to the nature of the reviews as Amazon product reviews used by [5] might differ from
mobile app reviews from the Play Store. In general, the average app review in the dataset
from Amazon is far longer than the average review for mobile apps. Concerning review
response, [10] found evidence of the linear effect of review rating and length on review
response but not the quadratic effect. This study therefore adds a new dimension to the
growing review helpfulness and review response literature.

Third, the studydemonstrates themoderating effect of both positive andnegativeUX-
rich reviews on review helpfulness and review response. In terms of review helpfulness,
some prior studies have shown that the effect of review length on helpfulness is based on
a third moderating factor. Some moderating factors proposed in prior literature include
Augmentation changes [5]. This study adds to the growing literature by showing that
for reviews with a similar length, those that contain words associated with positive or
negative UX dimensions would be more pronounced. The same is also true for reviews
with a similar rating. When it comes to review responses, given reviews of a similar
length, app providers are more likely to respond to high positive UX-rich reviews and
tend to pay little attention to high negative UX-rich reviews. The same is also true for
reviews with a similar rating. These findings show the value of UX as an important
aspect of reviews that receive attention from both consumers and app providers. For
consumers, both positive and negative UX-rich reviews attract more attention, while
for the app providers positive UX-rich reviews will receive more attention compared to
negative UX-rich reviews.

6.2 Practical Implications

The practical implications of this study are threefold. First, the study guides consumers
on what to consider when writing helpful reviews. It is observed that including UX-
related words from multiple UX dimensions in a review can increase the helpfulness of
the review. By doing so, review creators will be assisting other consumers in making
decisions about a givenmobile app especially and UX is vital for adoption and continued
use. Moreover, review creators can increase the likelihood of receiving a response e to
their review by embedding UX-rich content in the reviews.

Second, while reviews that are rated quite low are more likely to get a response
[7, 16], it is important to ensure that the review is not only embedded with negative
attributes. Providing positive UXwords in low-rated reviews will increase the likelihood
of getting a response. Lastly, given the importance of UX richness in review content,
app providers can regularly analyze the reviews they receive for UX-related information
and work towards improving positive aspects and addressing negative aspects. This will
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provide them with an indication of how other readers might react to the reviews about
their app which can assist in promotional efforts of the app. Similarly, app stores can
use UX-related content to filter and prioritize reviews to enable consumers to easily see
UX-rich reviews as such these are likely to be helpful to them.

7 Conclusion

The importance of online reviews has been widely acknowledged [1, 2], prompting
numerous studies to focus on examining the determinants of helpful reviews as well as
drivers ofmanagerial response to reviews [4, 5, 10].However, themajority of prior studies
have focused either on products from Amazon or hotel reviews. There has been very
minimal effort to evaluate the helpfulness of mobile app reviews. Given that mobile apps
are interactive products, this study introducesUX richness as a review ad a vital construct
that can help to understand why customers find certain reviews helpful as well as why
app providers might respond to some but not other reviews. This is one of the first efforts
to demonstrate the importance of writing reviews that focus on the UX of interactive
products. The study further demonstrates how the proposed UX richness constructs
moderate the effects of review length and review rating on both review helpfulness and
review response. These are novel findings that ignite a new discussion on the importance
of reviews whose content is rich in terms of describing the UX of the product.

Appendix A

UX Dimensions based on
UEQ

Rating model for positive UX
words

Rating model for negative UX
words

B SE B SE

Constant 3.6511** 0.001 3.8307** 0.000

Attractiveness 0.3996** 0.001 −1.6005** 0.003

Efficiency 0.2117** 0.004 −1.3773** 0.004

Perspicuity 0.8083** 0.002 −0.9190** 0.009

Dependability 0.1012** 0.019 −1.6227** 0.054

Stimulation 0.6121** 0.006 −1.1024** 0.011

Novelty 0.8010** 0.011 −0.3644** 0.011

Model Parameters

Adjusted R2 2.5% 4.1%

F-Statistics 4.565e + 04** 7.517e + 04**

AIC 3.926e + 07 3.909e + 07

Log-likelihood −1.9630e + 07 −1.9545e + 07

Observations 10683594 10683594

Notes. **p< 0.01. Each UX dimensions represents the number of positive or negative UX words
from the dimension used in a given review
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Abstract. The current paper aims to analyse the complex array of practices
entailed by teams and esports professionals by looking at one of the most peculiar
phenomena of the esports field: gaming houses, i.e., “co-operative living arrange-
ment[s]where several players of video games, usually professional esports players,
live in the same residence” [1]. Representing one of the first attempts to assess
the role of gaming houses as emerging esports spaces based on new forms of
playbour and production of and by users, the paper comprises an innovative adap-
tation of PRISMA protocol for literature and scoping reviews to shed light on
how the technological, material, and social elements are enacted through gaming
houses’ activities, which mirror the ones entailed by digital platforms. In fact,
through the three moves of encoding, aggregating and computing users’ inter-
actions [2], gaming houses (re)produce virtual and analogical goods, translating
consumer practices and profoundly influencing the broader esports ecosystem.
Finally, by framing themselves as ideal hives for pro players, i.e., a prototypical
breeding ground for esports professionals, these structures push for newparadigms
of work-life balance and users’ production, thus leading to a further reflection on
the nature of play and working practices in our contemporary network society [3].

Keywords: Esports · Gaming houses · Platforms · Ecosystems ·
Socio-materiality

1 Introduction

The rise of esports professionals [4–6] and gaming content producers [7–9] has already
drawn the attention of social, media and game scholars, which have focused mainly on
the spectatorship dimension [10–12] and the emergent identities and cultures associated
with gaming [13–16]. On the other hand, labour researchers highlighted the “prosuming”
perspective [17, 18], underlining how the gaming industry transforms gamers’ consump-
tion practices into processes of production shared within and without the gaming field.
What blossomed in the gamingfield eventually spilt over the broader society, as displayed
by the spreading of gamification among businesses and institutions [19–22].

In such a scenario, esports teams (i.e., groups of professional players that gather
to participate in competitions and operate better in the economic market) emerged as
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relevant organisational actors [23, 24]. Evolving from simpler LAN parties’ organis-
ers, these groups of gamers undergo a process of institutionalisation and transformation
along trajectories of progressive specialisation [25]. Nowadays, teams usually involve
multifaceted activities to increase revenues, like training together and streaming inde-
pendently; simultaneously, they confront some of the most diffused biases of the field
[26] and propose new solutions to the hurdles they encounter [27].

The current paper tries to catch a glimpse over the complex array of practices entailed
by teams and esports professionals through their daily grind by looking at one of the
most peculiar phenomena of the field: gaming houses, i.e. “co-operative living arrange-
ment[s] where several players of video games, usually professional esports players, live
in the same residence” [1]. Depicted as ultimate professionalising tools bymany insiders
[28], these “houses” offer a privileged empirical ground for assessing how the esports
ecosystem adopts new paradigms of work-life balance and users’ production [29–31].
Albeit they can respond to different needs [28], these coworking and co-living spaces
are the place of continuous refinement of the narratives and identities associated with the
figure of the pro players [32]. Moreover, they are also framed as ideal hives to nurture
new talents and workspaces for new-fangled professions [33, 34].

Thus, this contribution aims to analyse how gaming houses are composed, adminis-
tered, and lived. In other words, it will examine how the socio-material matrix [35, 36]
embedded in gaming houses influences the houses’ (spatial) ecosystem, which allegedly
composes the prototypical breeding ground for an esports professional [37]. Then, the
literature review will focus on the material aspects and the social structures inside the
houses, but also how these are enacted to narrate a professional(ising) trajectory into
which these structures play a crucial role [38, 39]. Finally, the last part will highlight
how a deeper understanding of these structures may contribute to the current litera-
ture on esports as well as offer insights about the embedding of digital technologies in
contemporary societies and (new) working practices.

2 Related Works

While scholars have already tackled either the subjective dimension of esports [40–44] or
the sociotechnical innovations brought in by esports teams and professional players in the
broader gaming scenario [25, 31, 45–47], gaming houses are still an unexplored theme
for academia. However, notable exceptions are constituted by the works of Can [37] and
Thornham [16]: the former represents an in-depth analysis of the current Turkish esports
scene focusing on the role that gaming houses play inside that specific local context,
enriched by a reflection on the persistent gender inequality and segregation that these
structures seem to reinforce [37]; on the other hand, the latter book by Thornham [16]
expands on the issue of gender inside the gaming community by exploring the use of
these technologies inside the domestic environments [48, 49], putting the work on the
page of current media literature on the theme.

Nonetheless, the latter work brings up a “semantic” problem, as Thornham’s research
space shares little to no connection to the professional(ised) venture intended by esports
insiders with the term “gaming houses”. By means of opening up a scholarly discussion
on these structures, this paper will address this need for clarification by proposing a
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first definition of gaming houses, which arises through the lay literature on the theme
describing their components and functioning.

3 Methodology

Scholarly approaching gaming houses reveals the scarcity of academic literature regard-
ing these structures. Although many authors have devoted their attention to the competi-
tive scene [25, 30, 50], gaming houses have remained a theme only for insiders and fans.
This is why this paper, following some promising results obtained through exploratory
inquiries into the Internet, proposes to fill the literature gap by addressing the lay knowl-
edge circulating among gaming communities. However, it was necessary to adapt stan-
dard literature review procedures to build a scientific point on such an unstructured body
of work. The choice was to use the PRISMA protocol for literature and scoping reviews
[51], adapting it to unconventional repositories in order to systematically approach this
vast but raw knowledge while maintaining academic reliability.

3.1 Inclusion Criteria

The material included had to talk specifically of gaming houses (i.e., shared households
inhabited only by pro players); or other structures devoted to gathering and offering a
space to professional gamers; or labelling themselves as “gaming” or “team houses”.
Consequently, gaming houseswere operationally defined as structures, either established
by teams or funded by external companies, devoted to hosting pro players temporarily
(i.e., bootcamping venues) or permanently (as proper housing solutions) during their
playing, training, and living activities. This definition was adopted to distinguish houses
from other venues inside the gaming ecosystem (e.g., LAN houses or PC bangs). In addi-
tion, the entries chosen for queries reflected the semantic variability found in preliminary
searches. Thus, the following keyword combinations were used:

• game house;
• gaming house;
• gaming team house.

3.2 Sources

To fruitfully merge scientific and lay knowledge on gaming houses, the queries were per-
formed on unconventional repositories (accessed through Bing, Google, and YouTube)
and then paired with a more common search over the typical academic databases. The
scarcity of findings suggested including not only the stricter database Scopus (Elsevier)
but also the broader and “messier” Google Scholar, aiming to include even its grey
literature and low-tier journals in the review.

To sum up, the following sources have been examined:

• Microsoft Bing (search engine);
• Google Search (search engine);
• YouTube (media platform);
• Scopus (academic database);
• Google Scholar (academic and grey literature search engine).
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3.3 Disclaimer on Sources

Acknowledging that one of the major perils of using Internet sources could be stepping
in their built-in biases and, more precisely, the possibility that the searching algorithm
might influence the results, some precautions were adopted to limit an excessive manip-
ulation of the data: two parallel searches were conducted, keeping the same web browser
(Microsoft Edge) but changing the search engine from Bing to Google. Moreover, the
Google search engine was linked to a new account to counter past search history effects.
Except for the hardly avoidable information related to the IP address and the geolocation
of the machine (Northeastern Italy), the two engines differed in the language adopted:
Bing ran in the default English, whereas Google in the suggested Italian (because of the
IP address)1.

Moreover, the choice of adding the media site YouTube, even if related to Google
Search, was motivated by the large number of videos that emerged in preliminary
searches. Indeed, the recognised link between gaming activities and video-sharing plat-
forms like YouTube and Twitch.tv [8, 9, 50] suggested exploring at least one of them:
the more extensive database of YouTube and its characteristic of keeping track of videos
and comments, a feature lacking inmany Twitch channels [53, 54], pushed for its choice.

All searches were carried out over the last week of November 2022, and every result
was double-checked and finally consulted during January 2023.

3.4 Search Strategy

Search engines output massive volumes of results (the highest was “around
4.170.000.000 results in 0,47 s”, as reported by Google) that could hardly be filtered.
The decision was to limit the search to the first ten pages of results to stem this over-
whelming amount while keeping the maximum information possible. This was due to
time-constraint reasons and the fact that the records seemed to recur consistently after the
first pages, reaching near total repetition (i.e., a full page of already shown records) after
the tenth one. The same occurredwhen searchingYouTube, Scopus, andGoogle Scholar,
so the same limit criterion was adopted. However, the single-page output on those sites
differed, so the threshold was set to 97 results per source to uniform the searches. Indeed,
97 were the records shown in the first ten pages of (both) search engines.

Moreover, technical issues like broken links, search engines malfunctions, or unre-
trievable material affected the screening, which in some cases hindered the reach of the
expected 97 results for each source. Even though these breakages did not constitute a
significant issue, the author added 3more records fromhyperlinks or previously retrieved
material.

The total number of reports to be screened was still considerable (n= 1354), and the
shambolic nature of search engines’ indexing made it hard to find clusters of relevant
results. Nonetheless, after carefully analysing the 195 relevant studies obtained through
deduplication and selection processes (see Fig. 1), some significant axes emerged from
the raw knowledge, which will now be presented.

1 The language used for queries has shown to be one of the “local” factors influencing search
engines’ output [52].
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Fig. 1. The diagram summarizes the selection procedure.

4 Findings

A systematic reading of the literature shows how gaming houses represent new oppor-
tunities for esports organisations to arrange professional gamers’ activities [28] while
transforming teams’ practices into value-laden products [55, 56]. These organisational
configurations sallied from Asian territories [32, 38, 57] and rapidly conquered the rest
of the world by narrating themselves as crucial professionalising tools for the field [37,
39, 57]. Gaming houses are displayed as places where professional gamers live and play
together [58], as well as modern and innovative economic ventures [59–61].

Drawing from the extensive knowledge gathered by the gaming community, which
has been decidedly more productive on the topic, we can recognise several distinctive
elements lying behind the houses scattered around the globe, which will help us under-
stand what is intended by the term “gaming house”. To navigate the data, the paper will
first present a guiding definition of gaming houses, albeit still partial and based on lay
knowledge, and then continue their analysis through the proposed theoretical lens of
platforms’ ecosystemic functioning [2, 62, 63].

4.1 Tracing Gaming Houses’ Roots and Defining Them

The Asian background has heavily influenced gaming houses’ emergence: mangled in
densely inhabited and infrastructured zones, the first goal guiding the creation of these
structures was offering an affordable housing solution, which seems to remain a major
concern for many teams [64]. Even though the current Korean and Chinese scenes
have shifted their focus toward economic sustainability and media production, most
Asian organisations still aim to find a balance between endless work and leisure gaming
screen hours. Indeed, many insiders claim that life inside these households may become
exhausting [65, 66]. On the other hand, a more Western model has diffused lately, more
focused on the performance-enhancing opportunities that gathering all players and staff
in the same place could give. Following a paradigm that imitates other sports disciplines,
manyAmerican andEuropean teams’ houses emulate sports facilities, starting to criticise
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the forced co-living for a more flexible “facility model” where gamers gather only for
their working (i.e., training) hours. Alongside these two leading and recognisable ideal
types, a full assortment of variations for these structures can be found in the different
local gaming ecosystems: ranging from the “coerced”model imposed byRiot to themore
content-oriented one spreading in the USA, gaming houses seem tomaintain operational
flexibility that allows them adapting to the diverse needs that gave rise to them.

However, the cornerstones of what defines a gaming house can be summed up as:
being a place where (1) professional gamers live together regularly, even if temporar-
ily (i.e., for bootcamps), and (2) they use such spaces for professional gaming (either
matches or training); (3) when in use, gaming houses spaces are not accessible by out-
siders, except from invited ones or in certain areas (or events). This definition helps
discriminate gaming houses from other types of simpler housing solutions adopted by
teams [67] and distinguish them from facility-style configurations [68] or other arrange-
ments renting PC stations and other services to (usually amateur) teams and single
players [69].

4.2 Gaming Houses as Platformised Environments

Through the literature emerges how gaming houses slowly constructed a general aura of
irreplaceability around themselves [57, 70], framing their existence both as a technical
and organisational advancement [68, 71] and as an inescapable consequence of esports
professionalisation [28, 64]. This central positioning inside the esports ecosystem is
obtained through an assemblage of digital, material, and social components, forming
these structures’ unique environments [72]. Notably, gaming houses seem to mirror
platforms’ ecosystemic functioning [2, 62, 63], inasmuch they frame their services as life-
improving and producing better versions of their “users” (i.e., team members) through
encoding, aggregating, and computing the practices entailed in their spaces.

The following paragraphs will expand on this utterance by tackling gaming houses’
complex network of components and functions through the theoretical lens provided by
Alaimo and colleagues [2, 62]. Paraphrasing Apperley and Jayemane [73], looking at
gaming houses through platform studies offers the opportunity to locate them “as the
stable object within a complex, unfolding entanglement” of traceable and examinable
relations [73].Approaching thematerial substrate behind the esports ecosystem through a
similar lenswill enhance the understanding of these structures as both “standard objects”,
routinely dealt with by insiders, and “black boxes”, to be spread over by deconstructing
them into their components [73–75].

Thisway, itwill becomeclear how thehouses’ constitutive elements concur in accom-
panying amateur gamers towards professionalism through three “moves”: encoding,
aggregating, and computing.

Encode. Gaming houses are engaged in a framing effort, as they constantly try to depict
pro players’ gaming practices as professional [58, 66, 76]. If this canmore easily hold for
players, houses strive to enlarge their encoding to broader social communities. As they
try to loyalise their fanbase with digital goods, like promo codes and sports merchandise
[77], houses often employ community-building tactics [61, 78] and even lifestyle models
[79, 80] to enrol followers and fans into the crafting of the professional figure of the pro
player.
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Digital infrastructures emerge as a crucial asset for this move, asmost gaming houses
nowadays also involve streaming practices carried by their roster members [81, 82],
engage in social media to depict their top players as aspirational stars and funnel par-
ticipation [81, 83], and cooperate with other influential digital firms to broaden their
respective communities [55, 56, 61]. These activities are sustained by external infras-
tructures, like stable and ultra-fast Internet connection [84], and in-house features, like
props and architectural renovations [82, 85, 86], that accommodate technologies and
furniture like specific lighting [87, 88] and high-end hardware [89].

Thisway, the new“hardwired” households [90] becomenot only used but “prodused”
by their inhabitants [17, 18] as they transform into fair-like assemblages of amusements
and out-screen diversions aimed at the enhancement of their aesthetic qualities [91, 92].
A “streaming turn” also scaffolded by a human capital made of Hollywood creatives,
sports psychologists, physiotherapists, marketing consultants, and video makers [59, 77,
79, 80, 92]. These new figures matched the ever-present managers and coaches, more
focused on enhancing players’ performance [58, 76, 88, 93]. Thus, this whole new social
structure helps teams and players craft contemporary gaming celebrities [7], legitimising
gaming and streaming endeavours by offering supporting structures and professionals
[58, 94–96].

Even though this shiftmeans translating competitive gaming into a tool (or an excuse)
to havemore content toworkwith [77, 88, 97],many pro players care about their personal
brand as an asset because of the longer, stabler, and higher revenue that streaming
practices ensure over esports winnings or salaries, further reinforcing the encoding of
their activity as a professional one [9, 37, 38, 57].

Aggregate. The second move that gaming houses enact is displaying themselves as the
elective spatial hubs for hosting the network of actors and objects needed for professional
gaming. Indeed, this move frames these structures as an environment housing not only
the (freshly defined) professional gamers but also the supporting figures and sustaining
materialities, like gyms and relaxation areas [67, 82, 83, 98]. This aggregation process
again involves cooperating teams and firms, as they often exchange players (and thus,
knowledge and resources) and share partnerships with non-endemic companies [55, 60,
78, 83]. The further inclusion of fans and followers as part of each team community
through streaming and social media [50, 58, 81] signals a unique tendency to generate a
multilayered and digitally dense ecosystem, inside which gaming houses are positioned,
made by the network of these different esports actants [45, 62, 63].

Although the rhetoric of gaming houses tries to detach the figure of the professional
gamer from casual ones, the socio-material making of these structures seems undecid-
edly caught between playing as much as working zones. Although this scenario may
challenge the familiar categories that divide play and work [99–101], the fundamental
support offered by boundary objects [102] helps navigate the assemblage of objects,
actors, and spaces devoted to leisure or work efforts, as they are depicted as equally
essential in many gaming houses (self-)presentations [94, 96, 103]. Actually, videos and
websites cover houses’ playful environments and artefacts, like luxurious pools and old
cabinet collections [79, 92, 103], as attractive features for aspiring pros and interested
partners [59, 104, 105]. The resulting narrative depicts pro players as enjoying a “totalis-
ing” environment [106] where embedded digital infrastructures and physical structures
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ensnare them between (digital) gaming for professional reasons and playing (analogi-
cally and digitally) for leisure. At the same time, this discourse pictures gaming houses
as crucial aggregating nodes where all kinds of activities are possible, further framing
them as crucial environments for the broader esports ecosystem [28, 39, 64, 65].

Compute. Finally, esports organisations “compute” all the actions occurring among
their walls; that is, they extract value from the spatial nodes represented by gaming
houses. Pro players, as well as the complex set of practices entailed in these structures,
becomevaluable leverage for connectingwith endemic brands and diverse user bases [55,
107, 108]. Moreover, by presenting themselves as broad-ranging digital companies, the
organisations behind the gaming houses expand their influence beyond their industrial
and economic boundaries, offering interested actors their spatial structures as reliable
intermediaries in the exchange of services and products with followers’ communities
and other gaming firms [78, 109–112].

The appeal of these houses for gaming communities and complementary companies
is mainly given by the spatial dimension of their built environment. On the one hand,
these structures offer a materiality to collaborating non-endemic firms that position them
as unique in a highly dematerialised ecosystem [61, 79, 113], like the one of the gaming
industry [45, 114]. On the other hand, the embedding of media and streaming practices,
guaranteed by houses’ digital infrastructures, material environment and social capital,
allows for targeting the respectivemedia audiences [55]. Indeed, themerging of different
user communities and their enrolment into the production processes operated through
gaming houses both reflect similar tendencies in the media and platform economy [29]
and strengthen the reliability of esports organisations, especially the ones backing these
structures [60, 78]. In a reinforcing feedback loop, such an intermediary role assumed by
gaming houses further establishes a professional “aura” around competitive gamers (i.e.,
frames them as professionals), who benefit from these processes of industry expansion
and stabilisation: not only do they improve esports professionals’ economic situation,
but they raise significantly the social status associated with the pro player figure [5, 24,
32, 56, 83].

Taking this intermediary role to the extreme, some gaming houses even detached
from traditional esports organisations, constituting themselves as rentable hubs for both
(amateur-ish) gamers and professional teams. Distantiating from the proper houses out-
lined in this paper, these hardware-ready facilities offer services like fully-equipped
recreative areas, cutting-edge bootcamping venues, and hosting gaming-related events
[69, 115–120]. Thus, even though this latter iteration of gaming structures shows a new
direction in themeaning associated with these spaces by leveraging the temporary nature
of the usage of these places, they display how the know-how behind gaming houses is
being morphed to generate novel (economic) actors in the esports ecosystem. As the
esports ecosystem evolves through these spaces, the progressive transformation of big-
ger gaming houses’ owners into prominent international media companies [78, 109]
gives a sense of how meanings and social relations are endlessly negotiated and adapted
to the local (material) features behind their constitutive environments.
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5 Discussion

The present study constitutes a first attempt to assess gaming houses’ role as plat-
formised spaces [121, 122] that rely on their technological, material, and social ele-
ments to embrace gaming’s new forms of playbour [100, 123] and production of and by
users [29]. Even though it may constitute a limitation for the study, the inclusion of lay
sources in the literature review on gaming houses shed light on how the socio-material
assemblage composing these structures is enacted through complex organisational pro-
cesses, which resemble the ones entailed by digital platforms [2, 62, 63]. This body
of secondary data showed how through the three moves of encoding, aggregating and
computing users’ interactions [2], gaming houses not only enrol users as produsers
[17] but also (re)produce virtual and analogical goods, translating consumer practices
and reshaping the gaming industry [18, 29, 45, 72]. Moreover, it emerged how these
structures maintain their role as spatialised nodes in the broader esports ecosystem [45,
124] through a set of boundary-setting tactics [125] that establish gaming houses as core
actors in an ever-evolving restructuration of themeanings related to the work-play divide
(for further discussion on the innovative, yet ambiguous, power of gaming, see [20, 99,
126, 127]). Nevertheless, it must be noted how these substantial differentiating strategies
aimed at separating professional players’ activities from amateur(-ish) ones [32, 65, 93,
128] are grounded on the same materialities and digital infrastructures that emancipate
gamers from the burden of (traditional) work [64, 129]. Although some insiders and
scholars have already warned against the blurring of players’ private and public lives
[66, 93, 128, 130–132], these shapeshifting qualities allow gaming houses to constantly
reposition them and reframe their components along the esports ecosystem and seem
to be related to an intrinsic ambiguity belonging to games [133], which is also present
in gaming’ analogic forerunners (i.e., traditional sports; [6, 58, 134, 135]) and that may
represent the focus of further studies.

6 Conclusion

By adapting the rigorous PRISMA protocol to unconventional lay sources, this paper
analysed the complex array of practices and actors forming one of esports’ most pecu-
liar phenomena, i.e., gaming houses. The fan and insiders’ literature showed how these
structures frame themselves as ideal hives to nurture cutting-edge workspaces for the
new-fangled esports professionals [25, 37, 114]. The paper used the theoretical lens
of platforms’ ecosystemic functioning [2, 62, 63] to shed light on how the technolog-
ical, material, and social elements are enacted through gaming houses’ activities [72].
As a matter of fact, through the three moves of encoding, aggregating and computing
users’ interactions, gaming houses embed new forms of playbour [100, 123, 136] and
production of and by users [29], as well as constitute themselves as central (material)
environments for the esports ecosystem [45, 124, 137]. Finally, the contribution critically
engaged with what insiders depict as ultimate professionalising tools to see how their
socio-material network led to new paradigms of work-life balance and users’ production
[20, 29, 31, 129, 137], which may hint at future further reflections on the ambiguous
nature of play and working practices in our contemporary network society [3].
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Abstract. AIwin prediction iswidely used in the live streaming of Esports games,
with the assumption that it is capable of significantly enhancing the viewing expe-
rience and providing valuable information to spectators. However, there is very
little empirical research to demonstrate the actual attitudes and feelings of spec-
tators towards AI win prediction. This paper describes an ongoing study from
the perspective of communication effectiveness that aims to bridge this gap and
explore some possible influencing factors, which could provide a scientific basis
for better presenting AI prediction information in future Esports live streaming,
thus further improving the viewing experience and engagement of spectators. This
study has not yet officially begun on a large scale, so this paper reports primary
results from in-depth interviews with 12 hardcore fans of League of Legends, as
a pilot study for the formal survey experiment. The perceived usefulness, the bal-
ance between credibility, accuracy, and dramatic effects, and the anthropomorphic
image are mainly discussed.

Keywords: AI win prediction · Esports spectators · Esports live streaming
Viewing experience

1 Introduction

In recent years, the Esports industry has become a new type ofmass culture and entertain-
ment consumption, especially among young people. Esports competitions rely heavily
on live streaming. Therefore, creating a good viewing experience for the audience is the
goal pursued by practitioners in the fields of Esports and live streaming. Researchers
from different disciplines have also carried out a series of studies on the viewing experi-
ence of Esports fans, such as the motivation and paying behavior (Ma et al. 2021; Wang
2022; Wohn and Freeman 2020), as well as the psychological process of watching the
games (Meng-Lewis 2022). Additionally, there have been various technical works and
design efforts aimed at enhancing the quality of live streaming, including modifying
perspectives in first-person shooter games (Li et al. 2022) and providing more detailed
statistics about games and players (Block et al. 2018; Kokkinakis et al. 2020).

Currently, the widespread use of artificial intelligence (AI) has had a significant
impact on the Esports industry and is expected to continue to grow in the coming years.
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One of themost prominent applications is AIwin prediction, which is widely used in pre-
competition gambling, live streaming of the competition, and other processes (Chan et al.
2022). For spectators of Esports, measuring the advantages and disadvantages between
two teams in a game can be challenging, particularly compared to traditional sports
competitions. This is due to the dynamic nature of Esports games, where conditions can
change rapidly, and important events can occur simultaneously in multiple locations,
making it difficult to predict the outcome of the game.

Therefore, it is believed that AI win prediction developed by neural networks and
other machine learning algorithms can allow the audience to follow up on the devel-
opment of the game more easily, thus enhancing viewability and viewer engagement
(Kugler 2022). There is a lot of research that is focused on optimizing models and
algorithms to further improve the accuracy of predictions (Akhmedov and Phan 2021;
Yang et al. 2022; Ke et al. 2022; Zhao et al. 2022). These developments are expected to
provide more valuable insights for Esports enthusiasts and play a more important role
in enhancing the viewer experience. What’s more, the application of AI win prediction
has also been adopted in traditional sports competitions such as football and basketball,
providing a more precise and data-driven analysis of the performance of the athletes
(Fialho et al. 2019).

In the technical research domain, it is widely assumed that AI win prediction has
the capacity to significantly enhance the viewing experience, providing audiences with
valuable information. However, there has been little evaluation of the genuine feelings
and attitudes of spectators towards AI win prediction. There remain many uncertainties,
such aswhether the audience is likely to believe that AI prediction is helpful for watching
a game, the situation in which it is useful, and the factors that influence their attitudes and
feelings. Even the most basic issue, of whether AI win predictions are always noticed
when they appear, has not yet been systematically proven. Research by Hodge et al.
(2019) suggests an interesting paradox associated with win prediction: if its accuracy
is too low, an audience would afterward have no trust in the functionality of these
predictions. In contrast, if AI can predict the result of a competition completely correctly,
the audience would gain less emotional stimulation from unexpected outcomes in the
competition. However, to date, there is no follow-up research into this paradox.

The new technical method of AI win prediction presents a new form of information
during the live streaming of Esports games. Systematic and in-depth research of an audi-
ence’s genuine reactions and preferences of AI win prediction and its influence factors is
needed to learn about this new phenomenon, suggesting the shape of the implementation
of useful and worthwhile AI-powered processes in the media and entertainment sectors.
From the perspective of communication effectiveness, this study seeks to provide a bet-
ter understanding of the ideal conditions for the display of AI win prediction during the
course of live streaming, allowing the development of more effective strategies to attract
and satisfy Esports spectators.

2 Method

In many Esports games and competitions, League of Legends (LOL) is one of the
most mature and influential brands, with a large fan audience worldwide. The LOL
Pro League in China (LPL) is one of the most famous and exciting leagues. According
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to an official report, the number of Chinese Esports users is expected to reach 450
million in 2023. Therefore, this study selects Chinese Esports fans who like watching
LPL live streaming as research participants to explore their attitudes towards AI win
prediction and viewing experience. Although there are certain regional limitations, it
still has reference significance for global Esports events.

This study aims to conduct a survey experiment, inwhichparticipants canbe recruited
from various LPL fan communities (mainly through social media platforms such as
Weibo, Tieba, Hupu Forum, and WeChat groups). These samples will be randomly
assigned into different groups and exposed to different stimulus materials, which are
expected to be pictures or short videos of Esports live streaming including AI win
prediction under diverse conditions. After watching these materials, the participants’
attitudes and feelings will be measured through scales. In addition, the viewing motiva-
tion and behaviors (e.g., the frequency of watching the live streaming), as well as some
sociodemographic variables, will also be collected. During data analysis, the main focus
is on exploring the impact of experimental conditions on the viewing experience, while
also examining whether other variables have mediating or moderating effects during the
viewing process.

However, when it comes to the factors in the experimental groups, due to the lack of
literature that can be referenced before, a pilot study is necessary to carefully understand
the spectators’ true thoughts and concerns. This paper has conducted semi-structured
in-depth interviews with 12 hardcore fans who have been watching LPL live streaming
for more than five years with high frequency. The reason for choosing to obtain reliable
opinions from experienced viewers is because they are loyal viewers of the live streaming
of the events, and only then can they pay sufficient attention to all aspects of the live
content, whose demand for improving the viewing experience is also the strongest. The
specific information of the respondents is shown in Table 1.

The average interview time for each person exceeded one hour, and the topics were
mainly around their reactions and thoughts after seeing AI win prediction during the
viewing period. Some of the most important questions are: “Have you noticed the AI
prediction appearing in the live streaming?” (If not, the researcher would provide them
with stimulating materials, such as figures in Sect. 3.3.) “Overall, what is your opinion
on it?” “Do you think it is useful? In what situations is it most useful?” “Can you easily
understand it” “Do you believe its predicted results?” “Do you remember the previous
Colonel KI (see specific explanations in Sect. 3.3)?”. Further questions were inquired
based on the respondents’ answers. In addition, the interviewees were also asked for
some personal information, including sociodemographic characteristics, the length of
time spent watching the game live and their motivations, whether they play games and
their gaming level, as well as AI literacy. It will not recruit more participants until it
reaches saturation in terms of opinions and content.

All the responses were recorded. The researcher encoded and organized these con-
tents, summarizing the same viewpoints in the responses to structural questions, and
paying special attention to the correlation between different viewpoints and their charac-
teristics. At the same time, somemeaningful elements were extracted from the responses
to open-ended questions, which may be helpful for further experiments as different
influencing factors.
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Table 1. Respondent’s personal information.

No. Gender Age Highest education level
(including current state)

Since which year start
watching LPL
competitions

Whether to play LOL
games and the
highest-ranking levela

F1 Male 25 Undergraduate 2012 Yes. Challenger

F2 Male 25 Undergraduate 2015 Yes. Diamond

F3 Female 28 Undergraduate 2018 Yes. Silver

F4 Male 23 Graduate 2013 Yes. Platinum

F5 Female 25 Graduate 2017 Yes. No ranking

F6 Male 29 Undergraduate 2014 Yes. Platinum

F7 Male 26 Graduate 2015 Yes. Gold

F8 Male 28 Undergraduate 2013 Yes. Diamond

F9 Male 26 Graduate 2014 Yes. Gold

F10 Female 22 Undergraduate 2016 Yes. Diamond

F11 Female 25 Graduate 2018 Yes. No ranking

F12 Male 20 Undergraduate 2013 Yes. Diamond
aThe Ranked system in League of Legends is divided into nine different tiers, from low to high:
Iron, Bronze, Silver, Gold, Platinum, Diamond, Master, Grandmaster, Challenger.

3 Primary Results from the Pilot Study

3.1 Perceived Usefulness

Whether people accept a new technology often requires consideration of both usefulness
and ease of use. Because win prediction driven by AI in Esports games is a new form of
technology, both aspects are carefully questioned.

Given that AI win prediction is directly presented during the live streaming of a
competition in the form of line charts, the spectators effectively act as receivers, not
being required to learn specialized methods or skills to use the application. As a result,
in terms of perceived ease of use, interviewees concur that the information brought by
AI win prediction is clear, straightforward, and understandable.

However, for crucial perceived usefulness, interviewees show inconsistent opinions,
which are closely linked to their viewing motivations and individual characteristics.
Seven of the interviewees believe that AI win prediction is beneficial for watching a
game, largely because it provides them with more data to help them better analyze
the game’s situation. These interviewees typically watch and enjoy Esports matches in
order to learn about game-playing skills or to support their favorite team; they often pay
great attention to data statistics about professional players and game champions. Some
examples are as below:

“I mainly hope that my favorite team can win the game… Seeing the winning rate
provided by AI can help me have an expectation of the result in advance. If the winning
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rate is high, I feel more at ease. But if the winning rate is low, I will try to prepare for
the failure.” (F5).

“I have always been very concerned about the statistical data of players, which can
reflect their level of strength. I think AI may also be inferred based on the past data,
which can reflect a current trend, so I think it is quite helpful.” (F8).

Further, four of these interviewees proactively mention that the occurrence timing
of AI win prediction is critical. F4, F5, and F7 all agree that seeing the prediction at the
beginning of the game is very important, due to it being based on the line-up (i.e. the
process of banning/picking champions and their collocation levels), which is not usually
fully understood by individual spectators. Thus, the prediction can work as a useful tool
to discern the advantages of one team over the other regarding the line-up.

In addition, during the early stage of a game, when there is no large gap between the
two teams (such as kills and deaths, destruction of turrets, etc.), predictions at this point
play a big role in helping the audience understand the game’s dynamics. The leading
way for a layman to evaluate the situation is to compare the proportion of kills and deaths
between the two sides, while there are fewer group battles during the early stage (at this
point the routes of the Jungle are the biggest consideration), resulting in some spectators
easily being lost, like what F9 describes, “it seems like nothing happened but in reality,
the gap had already been widened”. AI win prediction during this stage can therefore
provide good support, enabling viewers to catch the competition process. In contrast,
during the game’s later stage, the situation often becomes so clear to the audience that
the effect of AI win prediction in this situation decreases significantly, unless the game
is particularly close.

However, three skillful players(F2, F10, F12) believe that they can easily understand
a game’s situation by themselves; for them, AI win prediction at any stage can not
provide them with more help. There are also two female interviewees(F3 and F11)
with limited gaming experience who tend to focus on the performance of their favorite
players when watching live streaming, so they pay less attention to AI win prediction,
regarding it as unnecessary, as F11 says, “… I mainly focus on watching the players I
like, paying attention to the scenes where they show up (especially those shots with their
faces, in which I really enjoy watching their expressions) or the champions they play
with. Although the AI winning rate will appear directly on the screen, I think it doesn’t
seem to have much effect, maybe? I feel like whether it appears or not, everything is
the same to me, so it actually doesn’t matter… What I am more concerned about is the
player’s appearance and whether he can show his skills. Perhaps some cool first-angle
shots showcasing the champion’s actions are more attractive.”

3.2 Credibility, Accuracy, and Dramatic Effects

The audience’s attitudes towards AI win prediction, either as a form of technology or
as a form of media information presented during live streaming, are both associated
with the issue of trust. In terms of technology, if users trust AI technology, they are
more inclined to regard it as useful, while it also positively influences their attitudes
and behavioral intentions (Sánchez-Prieto et al. 2020). From the perspective of media
information, the media’s credibility has always been an interesting topic. Some studies
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investigate the credibility of AI-generated news, especially the evaluation of its fairness,
accuracy, believability, and comprehensiveness (Lee 2020).

As a result, trust in AI win prediction is a key issue that the researcher is concerned
about during the interviews. Despite interviewees usually having a high level of AI
literacy (which may be associated with their educational background), such as knowing
about big data and speech recognition, they do not hold a relatively high level of trust in
AI technology.However, as a formofmedia information presented during live streaming,
the credibility of AI win prediction is generally acceptable. The interviewees basically
agree that AI win prediction is fair, believable, detailed, and, to some extent, accurate.
This is related to the fact that, in the Esports context, the data and algorithms used
by AI systems for win prediction are largely based on historical outcomes and current
performance within games and matches; they avoid addressing controversial issues such
as bias and ethics.

The accuracy of AI win prediction is essential in determining its credibility. All
interviewees concur that, if predicted outcomes were to differ from actual results at
all times, their trust in AI win prediction would inevitably decrease. Official statistics
indicate that, overall, current AI win predictions are accurate in most cases. However,
the interviewees usually take little notice of these correct examples, taking them for
granted and not perceiving them as a great success. Instead, the mistakes are noteworthy
because these cases involve the competition’s dramatic effects. F4 explicitly states, “I
feel that AI prediction has a dramatic function. It is that prediction increases the drama
of the game.”

For most audiences, when a team has an overwhelming advantage, being defeated
by the other team makes the game more thrilling and exciting. At least 5 interviewees
clearly say that, when AI predicts certain results, such as a team having a 70% or higher
probability of winning, they will be more willing to see the competition turn around,
leading to incorrect forecasts.

This is consistent with the win prediction paradox mentioned in the introduction
section. Accuracy is closely linked to the degree of credibility; but if accuracy reaches
100%, the audience may lose their desire to continue watching. There are perhaps two
options for maintaining the audience’s curiosity and engagement. One is to adjust the
accuracy to a certain level by modifying models and algorithms, and the other is to delib-
erately predict some extreme outcomes that can be easily changed by players’ behaviors
in the game, though the latter can easily be regarded as an intentionally exaggerated
arrangement by the directors. In conclusion, although accuracy is an essential factor in
the public’s perception of AI win prediction, it should not be the only consideration. Fur-
ther research is required to strike a balance between credibility, accuracy, and dramatic
effects.

3.3 The Anthropomorphic Image

During the 2018 LOLWorld Championship, LPL officials reached strategic commercial
cooperation with Kentucky Fried Chicken (KFC) to create an image of Colonel Harland
Sanders, which was called Colonel KI (as shown in Fig. 1). Each time the winning rate
curve of an AI prediction was displayed during live streaming, the image of Colonel
KI would appear to the left of the curve, usually accompanied by a comment from him,
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as shown in Fig. 1 below. Commentators would also say: “Colonel KI predicted……”.
Overall, the Colonel KI character acted as a virtual anchor, responsible for reporting the
AI win prediction.

Unfortunately, in 2023, after the termination of the cooperation between KFC and
LPL, Colonel KI ‘retired’ gracefully. After his ‘retirement’, some simple advertisements
(words and pictures), or a mascot image of the new commercial partner (e.g., a puppy)
are often positioned to the left side of the AI win prediction graph (as shown in Fig. 2).

Since all the interviewees have gone through the above process, the researcher is
curious about whether this change is perceived by the interviewees, thus asking them
if they still remember Colonel KI. Surprisingly, nearly everyone shows familiarity with
Colonel KI. Especially for F6, when asked directly “Have you noticed the AI prediction
?” he can not recall it at first; but he understands immediately when the researcher
explains the AI prediction with Colonel KI as an example. F6 even says, “I used to
watch games alone in the past years, and sometimes I could treat Colonel KI as an old
friend who had accompanied us to watch Esports games.” F1 and F5 also express that
sometimes theywouldmiss Colonel KI slightly after his disappearance. In contrast, none
of those messages appearing simultaneously with with AI winning rate since 2023 can
be remembered by the interviewees, which indicates that the current advertisements and
images can not attract the spectators as much as Colonel KI did.

Fig. 1. AI win prediction line graph with the image of Colonel KI.

The researcher speculates that this may be related to anthropomorphism. The term
‘anthropomorphism’ refers to the attribution of a human form, characteristics, and/or
behavior to non-human entities such as robots, computers, and animals (Bartneck et al.
2009). The ‘uncanny valley’ theory proposes that when robots becomemore human-like
in appearance and movements, humans’ emotional response to them becomes increas-
ingly positive and empathetic up to a certain point, after which the response rapidly
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Fig. 2. AI win prediction line graph with advertisements.

becomes intense revulsion. However, if their appearance and movements continue to
be barely distinguishable from those of a human being, the emotional response again
becomes positive, close to the level of human-human empathy. Therefore, the highly
anthropomorphic image of Colonel KI might have sparked a parasocial relationship
between the audience and him, meanwhile also making it easier to let the audience pay
attention to the AI win prediction that was broadcast by Colonel KI.

However, because of the constantly-evolving nature of the competition and the lim-
itations of early technology, the competition seemed to be often reversed after Colonel
KI gave his prediction, impressing the spectators strongly. Over time, general spectators
thought that Colonel KI was putting on the persona of ‘Du Nai’, which refers to the
person who always predicts the opposite (of what is true). Six of the interviewees men-
tion a once popular joke: “If you bet on the opposite outcome to Colonel KI’s prediction
when gambling before the competition starts, you will soon be able to afford a villa
by the sea”. Because Colonel KI’s ‘Du Nai’ had left a deep impression on viewers, it
also caused them to regard his prediction accuracy as relatively low, which could even
be seen as a deliberate program effect. F7 describes it this way: “Many times Colonel
KI had predicted that a team is about to win, the team would lose horribly at last. He
must have jinxed the team. Sometimes I doubt if Tencent Esports1 deliberately created
it behind the AI.”

Overall, compared to other kinds of images or simple prediction information with no
attachments, it appears to be easier to provoke the audience’s emotional response to AI
win prediction ‘broadcast’ by a human-shaped virtual anchor image, which is beneficial
for building long-term and stable relationships with viewers, while the presence of this
social attribute means that there is also a stronger reaction when an AI win prediction
makes a mistake.

1 It is generally believed that the operator of LPL is Tencent Esports.
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4 Conclusion and Future Work

When asking firstly about the respondents’ attention to AI win prediction they are gen-
erally aware that such thing has appeared in the live streaming. Even if occasionally
someone can not remember it for a moment, they can immediately recall it after provid-
ing stimulating materials. However, overall, AI win prediction has not become a very
important part of their viewing experience. In comparison, in the live streaming of Go
competitions, AI win prediction has almost become the most crucial factor. There is
a large audience who do not understand the rules of Go at all, but they can judge the
situation based on the changes in AI winning rate after the players’ every step, which can
trigger a large amount of discussion on social media platforms, and even the commen-
tary heavily relies on it for commentary. Therefore, the potential of AI win prediction
in Esports competitions still needs to be further explored.

In the current interviews, these hardcore fans’ general attitudes towards AI win
prediction go from neutral to positive, without any particularly negative feelings. The
perceived usefulness of AI win prediction is dependent on viewing motivations and
personal characteristics to some degree.Meanwhile, the timing of theAIwin prediction’s
appearance is critical. The credibility and accuracy of AI win prediction are interrelated,
but the dramatic effects expected by the audience should also be taken into account. The
format of reporting AI-predicted outcomes with an anthropomorphic image as a virtual
anchor may help increase the audience’s attention and emotional reactions. Given that
the interviews are not completely finished yet, the attitudes and feelings of spectators
towards AI win prediction and possible influencing factors will be further explored and
summarized at a later stage. Through such a pilot study, what the viewers truly care
about can be discovered to prepare for the large-scale survey experiment.

In the formal experiment, different experimental levels will be set according to each
of these influencing factors, and participants will be randomly assigned to these groups
and their attitudes towards AI win prediction will be measured through surveys. For
example, in terms of the anthropomorphic image, a humanoid virtual anchor image will
appear along with the graph of predicted winning rates in Experimental Group 1, with
a cartoon animal image appearing in Experimental Group 2 and only AI prediction
information presented in the control group. As for the time point of the appearance of AI
win prediction, it can be considered to be divided into 3 groups: before the start of the
match, before the appearance of the second Rift Herald2, and after the average level of
all the champions reaches level 16 or something like that. In addition to the main effects
respectively, whether these factors have interaction effects can also be tested.

LOL is one of the most popular Esports competitions in the world. The Chinese
Esports market is also one of the global largest markets. Through a survey of Chinese
fans of LOL, this study hopes to empirically verify people’s actual feelings and attitudes
towards AI win prediction in the live streaming of Esports games and explore effective

2 The Rift Herald is a powerful neutral Monster in the battleground. Slaying the Rift Herald will
grant the player specific ability. If not killed in advance, it will disappear permanently at 19:45
in a game, or 19:55 if in combat.
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influencing factors, which will provide a scientific basis for better presenting AI predic-
tion information in future live streaming, thus further improving the viewing experience
and engagement of spectators.
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Abstract. Social interactions and the sense of presence are important
for the spectatorship experience in live-streams. In large audiences, com-
munication gets harder and viewers participate less. This paper explores
the possibility of representing an audience using animated avatars to
increase the sense of presence and potentially move some traffic from
the chat window to the avatars. We discuss the motivations for and the
challenges in creating an audience avatar interface.
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1 Introduction

This paper explores ways to better immerse large audiences in a live-stream
by representing the viewers using avatars. To motivate this research direction,
we begin with discussing the issue from the perspectives of viewer motivation,
presence, and participation.

Hilvert-Bruce et al. [16] explored the social motivations of viewer engagement
on Twitch [41]; social interaction and a sense of belonging were the most consis-
tent and strongest motivators. The authors’ model explained twice as much of
the engagement of participants who preferred smaller channels – the authors sug-
gest that smaller channels provide richer social interactions and a greater sense of
community. A study into offline and streamed esports events by Neus et al. [33]
found that both ways of consumption are similar but cannot substitute one
another. Specifically, offline attendees were motivated by the social aspect more
and also more satisfied with the event. The authors suggest that the organizers
have limited options in an online environment and the experience depends more
on the users’ own efforts. This indicates online esports events could be improved
by bringing the environment and social options closer to an offline event. On
the other hand, a study by Lessel et al. [21] found that users were overall sat-
isfied with elements available on streams, though relevantly, 15 of 20 top-voted
elements were related to interactivity.

Many kinds of presence can be achieved in virtual environments; we can make
a distinction between the sense of a physical environment, interaction with gen-
uine humans, and authentic representation of self [19]. For example, to emulate
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the experience of attending an esports tournament, a stadium with a crowd of
cheering people using avatars that authentically represent the spectators could
be shown. A distinction can also be made between emulating real and artifi-
cial reality – for example, a streamer can record their real appearance or use
a vTube [28] character with made-up characteristics. Defining social presence
as the perception that viewers are connected and interacting with genuine indi-
viduals, Chen and Liao [7] found it has an effect on watching intention, and
is in turn affected by interactivity, sense of community, and emotional support.
Similarly, Zheng et al. [46] found a positive impact of social presence and interac-
tivity on flow, which in turn positively impacted continuous watching intention
and purchase intention. Defining copresence as the sense of being and acting
with others, using qualitative analysis Diwanji et al. [9] found viewers to show
considerable copresence, mainly through the nature of their chatting behavior.
The quantitative analysis found very little copresence – the authors suggest it
currently cannot be measured due to its contextuality. In a study specific to
esports, Meng-Lewis et al. [45] found spatial presence and copresence had a pos-
itive effect on the intention to continue using the platform. Copresence also had
a positive effect on satisfaction, but only a part of spatial presence did – the
sense that participants could carry out actions in the environment had an effect,
but the sense of being physically present did not. In summary, having the sense
that other viewers are genuine individuals and being able to connect and interact
with them has positive effects, while emulating the physical environment of the
venue might not have an effect. Do note that currently, unless a viewer actively
participates in chat or other interactive features, there is little to show they are
a genuine individual.

When the number of active viewers rises too high, communication can turn
into ’crowdspeak’ [12] or start breaking down, viewer participation and informa-
tion value of messages decreasing [4]. Flores-Saviaga et al. [11] found that larger
streams (7 703 to 21 678 average viewers), having the most viewers in total, had
the least participatory audience members and 58% of audience members only
participated in chat for one day. Celebrity and tournament streams (21 678+
viewers) featured short but frequent messages at 2.45 messages per second, often
containing custom emotes. The authors suggest that streamers in the latter cat-
egory were able to professionally manage the audience and therefore keep them
participating, though at the level of ’crowdspeak’. Grace H Wolff et al. [14] found
that on Twitch [41], audience size had a negative association with viewer’s par-
ticipation and subscriptions per capita, while use of bits was not related. In
contrast, moderator activity had a positive association with participation, sub-
scriptions, and bits per capita. Lu et al. [25] found that while audience size has
a positive effect on total tipping revenue, the effect does not scale linearly. The
authors suggest splitting chat rooms to keep the audiences smaller (assuming
it does not reduce the streamer’s performance). These results show that large
audience sizes indeed have negative effects on viewer behavior, and it is possible
to reduce the effects by managing the audience effectively.
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We discussed the importance of viewer interaction, the sense of social pres-
ence and community, and how large audiences can have a negative impact on
them. Using audience avatars could improve the situation. The initial idea came
from comparing streams to offline events. In offline events, there is a crowd of
people – the communication might not be clearer than ’crowdspeak’, but the
crowd’s reactions and energy are visible. On a stream, we can see how fast the
chat is moving and how long the messages are. Active viewers are only dis-
tinguished by their usernames, and passive viewers are only a number in the
viewer count. We believe that displaying the audience as a crowd of avatars
could increase the sense of presence in viewers. Even passive viewers would be
in the crowd, giving a better representation of the audience. Animated reactions
or emotes could be used to offload traffic from the chat while giving the avatars
more character. The avatars could be customized to add a sense of authentic
self presence. Last but not least, the streamer would get visual feedback on the
attitude of the audience, as well as an increase in sense of social presence. In
this paper, we explore the design challenges in representing audience avatars on
live-streams.

2 Related Work

We can get informed on the properties of avatars from virtual reality (VR)
research, as it has been an important topic there. Heidicker et al. [15] found that
avatars animated by real movement exhibited larger copresence than avatars
with predefined animations, but there was no significant difference between
avatars with whole body and ones with only head and hands. Aseeri and Inter-
rante [2] found that 3D scanned and video seethrough avatars exhibited higher
copresence than an avatar made of a head-mounted VR device and controllers.
Neither study could confirm a difference in social presence between the avatars.
Do note that in these studies, copresence was a sub-scale of social presence.
Additionally, Dubosc et al. [10] found that facial anthropomorphism had no sig-
nificant impact on social presence, but more anthropomorphic facial properties
led to higher perceived attractiveness and higher performance in tasks.

There is research on the use of avatars in (non-VR) games too. Mancini and
Sibilla [30] explored avatar creation in multiplayer online role-playing games – a
relevant finding is that the more the avatar was similar to the player, the more
the player identified with it. Birk et al. [6] found that players identifying with
their character were more immersed and motivated to continue playing. A study
into the effects of age on avatar preferences found that, among other things,
different age groups preferred different visual styles of avatars and had different
attitudes toward customization [34].

Research on other features that can increase the sense of presence in stream-
ing is also relevant. The use of vTube characters is a growing phenomenon where
streamers use avatars to form an artificial identity [20,28]. The avatars are highly
expressive as their body and facial expressions can be controlled by motion track-
ing. The magic of vTube characters lies in the artificial identity performed by the
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streamer [28], so their use by the audience might not be interesting. However,
as most devices have web cameras, it would be possible to animate audience
avatars using motion tracking.

Danmu or danmaku (chat messages scrolling over the video) [22,23] are pop-
ular in some eastern Asian countries. They are similar to audience avatars in that
they can both display individual reactions to content over the video. Li et al. [22]
found that danmu improved the number of views of esport videos and positively
affected viewer engagement. Other phenomena occurring on streams include
streamers thanking the viewer and mentioning their nickname if they donate
or subscribe [31]. On some platforms, viewers can send gifts with messages, ani-
mated effects, or sounds [29]. All these features could increase the sense of social
presence in the audience, as they draw attention to authentic interactions with
individual viewers.

Finally, we look at some existing Twitch extensions that have use cases sim-
ilar to audience avatars. Pando [13] features a pet that the viewers can interact
with, which may add the sense of artificial social presence [19] to the stream.
Viewer Geolocation [8] displays what countries the viewers come from, possibly
adding some sense of togetherness to groups from the same country. There are
also many extensions that add more interactivity, for example by reading viewer
messages aloud or adding audience participation games. Stream Avatars [3] is the
only one featuring audience avatars among the extensions we found. It features
customizable and controllable audience avatars drawn over the streamed video.
There are also minigames played using the avatars. Instead of being a back-
ground addition to any type of content, the extension seems to aim to take a
central spot in the interaction between the streamer and the audience. Moreover,
with a larger audience, the avatars may overlap each other or an important part
of the video. This extension could be considered in further research the compare
the advantages and drawbacks of various features. We discuss this and other
challenges of designing the audience avatar interface in the next section.

3 Challenges

In this section, we discuss the challenges in designing an audience avatar inter-
face. They are the four essential issues of where to display the avatars, how to
display them, what they can do, and how they are controlled. We discuss them
to understand the trade-offs caused by design decisions and to be able to test
these in future studies.

3.1 Screen Space

Firstly, there is a lack of available screen space, no matter how the audience
avatar interface actually looks. The key elements of live-streams are the live
video and chat. On platforms such as Twitch [41] or Kick [17], the video is next
to the chat with only a small space left for information about the stream (Fig. 1
left). There are also extensions that duplicate the chat to overlay the video [36],
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Fig. 1. Approximate layouts of live-stream interfaces: Twitch and Kick on the left,
Instagram and Tiktok on the right.

making the chat visible when the video is viewed in full-screen mode. On other
platforms such as Instagram [32], TikTok [38], or the discontinued Periscope [24],
the video takes up the full screen and chat messages are laid over it (Fig. 1 right).
In both types of interfaces, there is no free space left over; extensions on Twitch
can appear under the video (accessible by scrolling) or over the video [40], or be
rendered into the video itself [18].

The use of a second monitor or a mobile device with a companion app would
circumvent the issue. We do not discuss this approach here as we aim to improve
the basic experience without any special equipment.

Overlaying the audience avatars over the video is a straightforward approach
(Fig. 2 top-left). Danmu/danmaku discussed in Sect. 2 are an example of a video
overlay. They have positive effects on some viewers, but some refuse to watch
danmaku videos due to the visual clutter [44]. Game-specific overlays are highly
desired [21], but they have the advantage of being carefully designed to enhance
spectatorship experience for a single game. In research, novel interfaces such
as StreamWiki [26], StreamSketch [27], or Snapstream [43], use overlays, pop-
up windows, custom windows around the video, or a customized chat window.
They do not interfere with the content, because the content is tailored toward
using the novel interface. A general interface would have to be adjustable by the
streamer or viewers to avoid covering important parts of the video.

Having the interface rendered directly into the video in broadcasting software
would give the streamer complete control over the space it takes up and allow
them to draw more important elements (such as a webcam) over it (Fig. 2 top-
right). The extension Stream Avatars (discussed in Sect. 2) uses this approach.
The disadvantage is that the interface cannot be a default feature of a streaming
platform, the streamer has to set it up in their broadcasting software.

There is the option to overlay the interface over elements other than the video
(Fig. 2 bottom-left). This would prevent the avatars from covering the content,
making them cover arguably less important features instead. The limitation of
this approach is that the video covers most, on some platforms all, of the screen,
so there might not be enough space for avatars. Chat messages might be shown
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Fig. 2. Options to display audience avatar interface. Top-left: video overlay. Top-
right: overlay integrated in video. Bottom-left: overlay around the video. Bottom-right:
avatars integrated into the content.

directly next to avatars representing the chatting users, freeing the space taken
up by the chat window, but adding more visual clutter.

Finally, audience avatars can also appear directly inside the content, as done
in the game Minion Masters [5], which allows the avatars to perfectly fit in the
environment (Fig. 2 bottom-right). In research, Robinson et al. [35] used physio-
logical data of the audience to directly influence the streamed content, avoiding
cluttering the interface. This could be a great way to engage the audience for
example in esports tournaments, where the audience avatars only have to be
implemented for the game in the tournament.

In summary, there is no optimal solution to get enough usable screen space.
The more the avatars are integrated into the content of the stream, the better
they can be displayed without interfering with other elements.

3.2 Visuals

Secondly, designing the visual representation of the avatars is of critical impor-
tance. As the goal is to increase the sense of presence in the audience (specifi-
cally social and spatial presence), the avatars must be perceived as representing
genuine individuals. As discussed in Sect. 2, avatars animated by real move-
ment and avatars represented by a human body exhibit higher copresence than
avatars with predefined animations and those represented by a head-mounted
VR device and controllers. Non-human avatars with anthropomorphic features
did not reduce copresence. Therefore the avatars should have visible anthropo-
morphic (or humanlike) features and the ability to be (or appear to be) animated
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by authentic (not predefined) movement. Within these constraints, avatar visu-
als can be simplified to reduce visual clutter. Determining a visual that has the
desired features while causing as little clutter as possible is a subject for future
research.

However, popular live-streams can have tens of thousands of concurrent view-
ers. Displaying so many avatars would only create visual clutter. In offline events
with large audiences, it is impossible to see what each individual member of the
audience is doing – the crowd blends together. Using this perspective, we can
forgo individual avatars and use a more abstract representation. For example,
users could be grouped according to their behavior (e.g. cheering, clapping) with
each group being represented by one crowd visual. The limitation is that there
may be a loss in the expressiveness of individual viewers. On the other hand, in
offline events with large audiences, people can only have more involved interac-
tions with the people in their immediate surroundings. Using this perspective,
we can only display the part of the audience around each user’s avatar. As a
limitation, there may be a loss in expression of the crowd as a whole, such as
’Mexican waves’ carried out at stadiums. Additionally, the position of individual
avatars becomes more important to the spectatorship experience.

Fig. 3. Grouping avatars: examples with 240 avatars of two colors. They represent
distinctly visualized or animated avatars. Top-left: no grouping. Top-right: the same
avatar types are close together. Bottom-left: groups of an avatar type are merged into
a larger avatar. Bottom-right: groups of avatars are represented by an abstract ’crowd’
visual.
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Restricting the view to only a small part of the audience can be done at any
time. But grouping and abstracting the avatars is more involved. In the first
place, there must be a criterion to group by. If the avatars can be moved by the
users, they can organize themselves and forcefully moving them into groups does
not make sense. In the opposite case, avatars could be grouped by their visual
style (if there are multiple styles or customization) or by their animation. With
multiple visual styles, similar avatars can be moved closer together (Fig. 3 top-
right). This seems ideal for dividing fans of opposing teams, as they would be
divided in a real stadium. Grouping based on animations reacting to content is
harder, as the reactions of users can change quickly. It might be more appropriate
to move the avatars based on overall behavior or level of activity instead of
immediate reactions.

If there are too many avatars, similar avatars can be merged into one (Fig. 3
bottom-left). The ratio of merging and effects such as avatar scaling could be
proportional to the size of the audience to maintain the desired crowd density.
Alternatively, individual avatars can be replaced with an abstracted visual of
a crowd (Fig. 3 bottom-right). This approach could be more visually pleasing,
as the visuals can be prepared in advance to represent different crowd densities
well. The first approach needs a scheme for shared control of merged characters,
while the second approach needs to represent varied animations with one visual.
Both approaches lead to some loss of individuality for the users, but preserve
the sense of a crowd.

3.3 Interactivity

Thirdly, the abilities of the avatars need to be considered. As discussed previ-
ously, the avatars must be perceived as representing genuine individuals, which
means they should (appear to) reflect users’ attitudes towards the events hap-
pening on the live-stream. In a real crowd, this is achieved by moving the body
(waving hands, dancing, etc.) and making sounds (clapping, yelling).

Avatars can be animated to show body movements. The simplest approach
of allowing the users to select from predefined animations would also make it
easier to coordinate multiple avatars or merge them to reduce clutter. Animat-
ing avatars by users’ movement (e.g. by webcam body tracking) could increase
the sense of copresence, but is more challenging to implement and could exclude
users without compatible hardware. An additional option to increase the expres-
siveness of avatars is to display chat messages or just emotes near the sender’s
avatar.

Giving the users the option to make sounds could easily create a distraction
from the content. User-triggered sounds can be limited for example by requir-
ing currency [1]. In the context of avatars, sounds can be tied to animations
and played after aggregating the state of the whole audience, potentially using
different sounds based on audience size – this would eliminate trolling and the
cacophony of each individual user making a sound.

The movement of the avatars can also play an important role. Avatars
entering and leaving the screen could represent users entering and leaving the
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live-stream. If users can control their avatars’ movement, they can form groups,
for example, based on the team they cheer for. On the other hand, this could
lead to less optimal distribution of avatars on the screen or trolls trying to cause
chaos.

3.4 Control

Finally, the users need to be able to control the avatars. Live-streams already
contain many interactive elements, such as video controls and chat input field,
that need to remain accessible. Twitch even has documentation for the rec-
ommended placement and sizing of interface elements on desktop and mobile
devices [39]. It is extremely important to keep mobile users in consideration,
because 35% of Twitch users access it from the mobile app [42], while Instagram
and TikTok are the two most downloaded mobile apps [37].

The simplest way to control something on a live-stream is via chat com-
mands. It is easy to implement and adds no new interface elements. For activat-
ing animations, the experience is not seamless as the users have to remember the
command for each animation. Using emotes as commands could reduce the load
of remembering commands. On mobile devices, if the selection of animations is
extremely limited (e.g. cheering and booing), an accelerometer can be used to
trigger animations by shaking or moving the device.

Using a mouse or touch interface to move the avatars is problematic if the
avatar interface is overlaying other interactive elements. On a computer, key-
board control schemes from games can be used, but this is not practical on
devices without a physical keyboard.

4 Discussion and Future Work

We discussed the main known challenges in designing an audience avatar inter-
face. Many of the issues are faced by all live-stream interface extensions and stem
from adding features onto an interface that is already full of attention-drawing
and interactive elements. The actual challenges largely depend on whether the
avatars should be integrated with the live-streaming platform, with the broad-
casting software, or with the content, and also on the degree of interaction and
the desired role of the avatars.

We first plan to design a basic audience avatar interface and compare its
effects to the currently used stream interfaces and to an interface with danmaku.
Based on the results we will research how to complement the avatar interface’s
strengths, and how to design visuals and animations to represent large groups
of avatars. We will also study the trade-offs of overlaying or replacing existing
interface elements, such as the chat window, with the avatar interface.

5 Conclusion

In this paper, we explored the motivations, related research, and challenges
behind representing live-stream audiences using avatars. We believe this to be
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a good direction toward improving the spectatorship experience, specifically the
sense of social presence. We plan to study the effects of using audience avatars
and explore various designs based on the discussed challenges.
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Abstract. Esports professionals have to cope with a lot of stress and
really need to be in sync with their teammates in order to perform at their
highest capability. As part of an ongoing project, we are working toward
a battery of minigames aimed at helping esports professionals train their
teamwork skills and improve their mental health. Proposed ideas include
modules focused on meditation, teaching coping mechanisms for difficult
social scenarios via visual novel, and synchronized breathing exercises.
Each of these has positive points and negative points. With these ideas,
we hope to further develop several engaging minigames which can later
be user tested.

Keywords: Esports · Esports training · Game design · Human
computer interaction

1 Introduction

It should be obvious, but professional esports players are an important asset that
the esports industry ought to invest in throughout the training process. There
are many varying ideas related to which training areas should pull more focus.

For example, one review [2] of several studies found that several mental health
related areas were of high importance for professional esports players. These
areas included avoiding loss-related rumination, game/life separation, using good
coping mechanisms when faced with harassment, and keeping a growth-oriented
mindset [2]. Another review paper [8] found that playing esports games do not
seem to have a specific impact on psychophysiological stress responses. How-
ever, the authors of that paper recommend further research in the domain of
esports and stress [8]. A later paper by some of the same authors also found
that people who play esports cope with stress by focusing on performance [9]. A
different study also found that team cohesiveness could be improved by improv-
ing communication, preparedness, and good social climate [10]. Finally, another
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publication found that esport players could benefit from access to the psycho-
logical interventions designed for traditional athletes to train coping skills [13].
Clearly, all of these domains are worthy of further study.

Recently, we designed and executed a survey study meant to ask esports
specialists and fans where they thought training was lacking and looked at how
much they agreed (submitted for publication). Two areas repeatedly reported
were teamwork and mental health. We intend to follow-up on these results by
developing training modules focused on teamwork and mental health. Our pri-
mary research question is “what are some minigame designs which are helpful
and relevant to improving training related to teamwork and mental health of
esports professionals and those pursuing professional esports?” The following
paper details some proposed ideas for the development of a battery of minigames
meant to help in these specified areas.

2 Related Work

Past research has found support for meditation as an intervention that can help
in the domain of mental health [5,14]. For example, one meta analysis published
in 2014 examined clinical trials featuring meditation as an intervention [5]. The
results of this meta analysis indicated that meditation programs helped to reduce
negative dimensions of mental health (like stress and anxiety), but they noted
that there was still more testing to do to completely understand meditation as an
intervention [5]. Another meta analysis focusing specifically on “Mantra-Based
Meditation” (MBM) was published eight years later [14]. In this meta analysis,
researchers found similar results to the 2014 meta analysis. They observed a
noticeable reduction in anxiety and stress when MBM was involved. They also
observed that there were small improvements in depression and “mental health-
related quality of life”. The 2022 meta analysis also found some trends involving
improvement in burnout, insomnia, and substance use, though they report that
the number of studies measuring these variables is low [14].

There is also a great deal of precedent for breathing exercises being used to
combat stress and anxiety [3,6]. There are also many different types of preex-
isting breathing exercises available for implementation. These include pursed-
lip breathing [12], paced breathing, coherent/resonance breathing, resistance
breathing, unilateral/alternate nostril breathing, “moving the breath,” and
breathing with movement [3]. Each of these is different, and may be useful in
different circumstances.

Stress related coping strategies are also an area of interest [1,4,17]. Many
esports games are known to involve “toxic” behaviors like name-calling or “grief-
ing” [1]. This also requires players to cope with being a target of such behaviors.
One paper found that although many games provide tools to report or reward
behaviors, players often do not use these systems [1]. Still, they have to cope
with stressors. Researchers have, in the past, examined people’s existing coping
strategies and examined how to construct new, positive behaviors. For example,
one intervention amongst students introduced a resilience program to physiother-
apy students. This intervention, based on Cognitive Behavior Therapy, resulted
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in positive outcomes [4]. Another project sought to increase patient confidence
in hospital settings via a visual novel [17]. They found that playing their game
resulted positive outcomes, but only for participants with gaming experience or
high game engagement [17].

3 Requirements

We have a few requirements for the design and development of these minigames.
Many of these requirements come partly from our prior research and partly
practical considerations.

– The minigames should try to prompt engagement. We can design many inter-
ventions, but if they fail to engage and interest players it is a moot point [17].

– Low cost development. We want to try and keep our development costs as
low as possible, thus we plan to use platforms which we can use for free like
Unity, Blender, or Godot. Development cost should also be low in terms of
time. We do not have the capability to spend multiple years on one minigame.

– Low barrier to entry for players. We are hoping to develop minigames which
do not require an excessive number of peripheral products. However, we need
to fully explore our options, thus we will try to thoroughly examine as many
options as possible and select the more accessible option. We hope to try and
develop minigames that require a computer and little else (tower, monitor,
mouse, keyboard, and headset). We want our interventions to be accessible to
esports professionals and people trying to become esports professionals, who
might have limited means. This is something we found to be important in a
prior study (submitted for publication).

– The purpose of the minigame should be clear and obvious. The game itself
should transparently be related to teamwork and mental health. We hope
that this will lend us face validity in future user testing.

– The minigames should not be too repetitive. They should be targeting dif-
ferent aspects of teamwork and mental health. These are multifaceted phe-
nomena and they deserve multifaceted approaches. This is clearly visible in
our related work, in which teamwork and mental health is approached in a
variety of manners [1,3–6,10,13,14,17].

4 Minigame Concepts

We propose the creation of a battery of minigames to help train teamwork and
mental health coping skills. The following sections detail three of the ideas we
are currently working toward developing, though we are open to new ideas as
well.
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Fig. 1. An image of the proposed user interface for Game Concept 1, in which users
would follow a guided meditation.

4.1 Concept 1: Meditation

This minigame would include guided meditation modules for participants. Play-
ers would sit in front of a screen displaying various moving backgrounds (like
the waves on a beach, an old forest, or perhaps a snowy day) and hear guided
meditations encouraging them to relax. Meditation is clearly related to mental
health [5,14]. It also would be unlikely to require a lot of additional products
or an excessive amount of development time as the project could be altered and
simplified depending on the timeline.

Mechanisms. This design would be more dependent on verbal instructions,
soothing sounds, and pleasant imagery in short bursts. We are still examining
what currently is available on the market as well. It may be worthwhile to look
into options for measuring physiological feedback like heart rate or breathing
pattern. Unlike Concept 3, meditation is less oriented around completing a task
or “wining” and more about the simple experience of meditation. Thus, while
we are classing it as a “minigame” it might be better described as a guided
experience. Figure 1 shows one idea for what the user interface may look like.

Conceits. At this point we are not considering special stories of conceits around
meditation. It is simply meant to introduce and assist with a practice meant
to help esports players with mental health. We hope that pairing these guided
meditations with pleasant imagery and sounds will make meditation as a practice
more approachable and desirable.

4.2 Concept 2: Teamwork and Social Coping Skills

We already know that esports professionals deal with stress and harassment [2].
As previously stated, one study found that playing a visual novel game meant
to teach confidence in hospital settings led to positive outcomes for participants,
but only for participants with gaming experience or high game engagement [17].
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Thus, our target of esports professionals and those who want to be esports
professionals might be perfect for a similar intervention due to built-in gaming
experience.

This minigame takes the form of a visual novel that involves short modules
meant to help teach players healthy coping and communication skills. In this
game the players go through a series of scenarios and have multiple healthy
and unhealthy options to cope with and communicate about the scenario. For
example, a player may be prompted by Character 1 to “punish” a teammate
(Character 2) for making a mistake and the player has to choose how to cope
with that situation. If they do not want to take part in the punishment team
cohesiveness with Character 1 will decrease, but “punishing” Character 2 could
result in a loss of cohesiveness with Character 2. Further, the scenario could be
complicated with further options, like what kind of “punishment” is employed
and if there are additional teammates involved. Also, how does the player char-
acter cope with the social stress of the scenario? Hopefully, the idea would be
that participants can test and learn about multiple approaches to these kind of
stressful team based scenarios.

We are currently using the open source program Twine [7] to help draft
our decision trees for the visual novel. A draft of one of these decision trees is
featured in Fig. 2.

Mechanisms. The strength of the visual novel format is that it can be used
to clearly communicate what it is about (by literally, writing about the item
directly), and is flexible enough to be used for a variety of topic areas. We think
that maintaining the same cast of characters throughout multiple modules will
help to keep players engaged, especially if the separate modules are all part of
an overarching story. Visual novels are also pretty easy to use and understand,
so it should have a low barrier to entry. Right now, we are planning on using
the open source program Ren’py [15] for development of this visual novel.

Conceits. Currently, we are developing one consistent scenario/cast of char-
acters on which to base multiple visual novel “chapters”/lessons. The player
character will play as a newly signed esport athlete to an existing team, the
“Capricious Coatis”, or, potentially, the “Sea Angels”. We have some early mock
up logo sketches featured in Fig. 3. The player then needs to get to know and
practice with their team. Right now we are loosely building the team to contain
10 athletes on an A and B roster of five athletes each, including the player char-
acter. We also are planning on a Coach, Manager, and a event host character
(who will “host” events, conduct interviews, and potentially communicate public
perception to the player).

4.3 Concept 3: Team Breathing

The last of our proposed minigames involves a game in which two participants
engage in a controlled breathing exercise using some specific breathing technique.
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Fig. 2. A Screenshot of an early draft in Twine showing a decision tree for Game
Concept 2’s Visual Novel.

Fig. 3. A sketch of some potential logos for the fictional esports team in the visual
novel.
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In different modules the participants would breathe in unison or concurrently.
Or, different breathing techniques could be used in different modules. There
is already some precedent for breathing being used in gaming situations, for
example, in Mariokart DS [11] there was a mode where players could blow into
their microphone to add additional balloons during gameplay. Researchers have
also looked as the usability of adding breath and a means of control in VR [16].
Another project called “Life Tree” looked into creating games that facilitated
breathing exercises [12]. They make a number of recommendations for designing
breathing games, and we will attempt to use these to inform our development.
Some recommended strategies include clearly expressing to players what their
assigned breathing pattern will be, not interrupting players during play (this is
likely to break their concentration on the task), using in-game objects to provide
feedback, and considering how the peripheral attachments might impact player
experience [12].

We hope that this multiple person game will be engaging with our different
conceits and potential for introducing new types of breathing exercises. We also
would like to avoid additional peripheral products by trying to use a headset
microphone for measuring breath, though this needs to be tested extensively.

Fig. 4. Still image of some initial mock-ups created to instruct players on breathing.

Mechanisms. We have a number of proposed visual cues for this team breath-
ing. These are largely informed by existing applications related to breathing.
Figure 4 shows some of these visual cues.

As previously mentioned, it might also be interesting to use different types
of breathing exercises for different “minigames” or even different “levels” of the
same minigame.

It may also be preferable to abandon these designs altogether and integrate
the feedback more tangibly into the game world rather that a heads-up display
(HUD). One research team found that integrating the breathing feedback into
game events itself is less distracting for the player. However, the same publica-
tion recommends that it is important to communicate to the player what their
breathing pattern should be [12]. A basic mock-up for what this structure might
look like is included in Fig. 5 and Fig. 6. In this illustrated example, the color-
fill inside of the circles would grow/shrink and change colors as a guide for the
player’s breathing.
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Fig. 5. An image of the proposed user interface for the team breathing game where
players are breathing via pursed-lip breathing in an alternate pattern.

Fig. 6. An image of the proposed user interface for the team breathing game where
players are breathing via pursed-lip breathing in unison.

Conceits. We have loosely developed three general conceits for the team breath-
ing game. The first, called “Tides”, is a game in which players breathe in sync
with crashing waves. The second and third conceits are based in the idea of ther-
mal regulation. In game concept 2, called “Hatchery,” players are breathing in
a controlled manner in order to keep a clutch of eggs at optimal temperatures.
When the module ends, players are rewarded by the eggs hatching and baby
animals emerge. These could be real-life animals or fantastical animals. Game
conceit 3 is referred to as “Forge Friends” or “Bellows Buddies”. It is similar to
Game conceit 2, but instead of hatching eggs, players are playing as dragons who
are keeping a blacksmith’s hearth at optimal temperatures for weapons and tools
to be forged. Figure 7 shows a sketch of some potential dragon player characters.

Fig. 7. A sketch of dragon player characters for game concept 3, “Forge Friends/Bellows
Buddies” .
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5 Discussion

Once these minigames are developed, we plan to conduct user tests to see if they
would truly be useful additions to esports training programs. If they do prove
useful, this would mean that such interventions should be made accessible for
people in the esports space. It may also be useful to test these minigames on
other populations to see if they are useful among other populations. For example,
introducing these interventions to people with severe social anxiety or chronic
stress.

The general limitation of these ideas is that they are not able to cover every
aspect of mental health and teamwork communication struggle that exists. Fur-
ther, it is really only set up for one to two simultaneous players right now. We
might extend to trying to design for more in the future, but are trying to create
a proof of concept within limited parameters.

5.1 Positives and Negatives

There are positives and negatives to each of our concepts, which we explored to
answer our research question. The meditation module, for example, is a simplistic
concept. This is simultaneously positive and negative. Because it is simple we
hope it will be widely applicable, and we hope players will even consider adding
regular meditation as a part of their self care routines. However, its simplicity
may lead players to not be as immersed. Another positive is that most players
have likely heard of the concept of meditation before, so they will hopefully have
a better idea of what to expect going into the game.

For Concept 2, the teamwork and social coping visual novel also has a list of
positives and negatives associated with it. Among the positives, it likely will not
require a lot of extra resources to create a pilot version with minimal backgrounds
and character models. Another positive is that it will hopefully allow us to clearly
communicate information to the player. Further, previous research has found
that visual novels are effective for people who are experienced gamers, which
our target population is already by definition [17]. A potential negative would
be if our target player base fails to be fully engaged they may not get as much
out of the intervention. We will have to be conscious in balancing narrative and
education. Further, it is worth noting that a full version of a visual novel will
require quite a few assets, with backgrounds and character models being the
most obvious.

Each conceit of Concept 3 (Breathing Games) have both positives and neg-
atives as well. For “Tides” (where players breathe in sync with the tides and
another player), the positives are that we could probably use preexisting assets
instead of needing to animate, we also think that it is an easy idea to explain to
players. The negatives would be that it might not be as engaging as the other
options and might be repetitive with our idea for the meditation module. For
“Hatchery” (a game where player breathing keeps a clutch of eggs at a steady
temperature) the pros and cons are different. The positives would include that
most of the gameplay would probably not require extensive animation as the
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primary visual would be static eggs. There would also be a solid case for replay-
ability because players could hatch new patterns/colors/species. The negatives
are that some people may be afraid of various animals that emerge from eggs and
it would likely require a lot of assets even if they are static images. It may also
be harder to explain. Finally, “Forge Friends/Bellows Buddies” (a game in which
players play as a dragon and their breathing is used to regulate the temperature
of a forge while weapons and tools are being created) has the major negative of
likely being the most labor/asset intensive since it would probably require fire
animations, images of the forging process, etc. The positives, however, are that
it is probably the most engaging, a dragon breathing fire is a logical connection,
and changes to what tool or weapon is being forged encourages repeatability.

6 Conclusion

In order to improve esport professionals’ mental health and teamwork skills,
we have begun designing a battery of minigames aimed at training these areas.
Prior research, both our own and other researcher’s work led us to the areas
of teamwork and mental health [2,8–10,13]. We further decided to focus on
the following domains within the mental health arena: meditation, breathing
exercises, and learning social/stress coping skills as we think we can focus on
them and add components associated with teamwork and communication. We
think that we will be able to create engaging minigames out of these concepts
and hopefully, in the future, we will be able to assess their impact on esports
professionals.
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Abstract. Game streaming platforms like Twitch could benefit from more user
control and transparency in recommendations. In this paper, we highlight the
importance of allowing users to customise their streaming experience through
three design goals: Social Interaction, Captivation, and Knowledge Acquisition,
the latter addressing both skill improvement and serendipity. We discuss the pre-
liminary results of our on-going iterative and user-centred design process aimed
at improving the exploration experience for game spectators. More specifically
we report on the results of co-design research to explore the parameters nec-
essary for game spectators’ enhanced control over their game stream discovery
experience.
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1 Introduction

The act of watching video games has become very popular, with leading game stream-
ing platform Twitch [11] reaching a daily viewer count of 30 million people watching
content generated by 7.4 million streamers per month [5]. As the variety of stream-
ers and games on these game streaming platforms grows, users have to find their way
through massive libraries of broadcasts to find a stream that caters to their specific
interests. We posit that the existing searching and browsing tools of game streaming
platforms-like keyword searches and sorting by popularity-may be insufficient for help-
ing game spectators find a stream or community they can relate to.

Prior research has shown that there are a variety of reasons for watching game
streams, ranging from pure entertainment and pastime, a need for community engage-
ment and social-emotional support, to discovering new games and learning from the
gameplay of expert players [1,2,4,9,14,20,23]. Different games and game streams tend
to satisfy different spectator motivations. For instance, competitive games attract spec-
tators looking to learn new strategies but these fast-paced streams often leave little room
for social interaction, while sandbox games’ slow pace welcomes interaction between
streamer, spectator and community [9,20]. In addition to that, game spectators also
value the personal attributes of the streamer and stream, like personality, skill level,
gender, style, and audience type [9,18,19,21].
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As such, every type of game spectator has a different set of requirements when
looking for a stream which can furthermore vary from session to session [9]. Previ-
ously, our research has gained more insight into these spectator needs by investigating
game spectator characteristics, searching behaviour, motivations and stream(er) affor-
dances of game spectators on Twitch by means of a survey study [9]. The results of the
survey suggest that finding a new stream to watch on the platform is not a straightfor-
ward process due to the limitations of its user interface. The existing method on Twitch
of organising streams by recommendations, games/game categories, viewer count, and
“Recently started” does not adequately address the diverse motivations and needs of
spectators.

Based on the results of the survey, we have therefore suggested a series of design
goals to improve the spectator experience in the game stream discovery phase (and
provide a more personalised searching experience), using Twitch as a case study [9].
These design goals give examples of which attributes or metadata the game spectator
should directly or indirectly be given control of during their exploration experience.
In this paper, we go a step further and explain our iterative and user-centred process
of designing a new Twitch exploration interface that implements the aforementioned
design goals. Specifically, the following research question takes centre stage: which
design choices can improve the search and exploration experience of video game spec-
tators on Twitch?

2 Related Work

Plenty of research has focused on the motivation behind and experience of watching
streams.While entertainment is a major motivational factor when watching esports [24],
people also watch professionals at play to learn how to improve their own skills [23,
24]. To support spectators in making sense of complex, fast-paced gameplay, streaming
platforms such as Twitch [11] help spectators by augmenting the viewing experience
through visual overlays, while professional esports streams such as ESL [6] visualise
game metrics during tournaments to facilitate viewer understanding of in-game events.
Live dashboards and companion apps can provide the spectator with even more live
insights and predictions [2,10] while post-game visualisations help both spectator and
player to learn about successful and less successful tactics [23]. Next to entertainment
and learning, spectators have a wide range of motivations to participate in streams [14].
Often they are simply looking for communities to interact with or want to become
immersed in the streamer’s game through innovative ways of interactivity [17]. They
wish to support their esports teams or watch to gain in-game rewards (“drops”) [15,24].

Research shows that YouTube spectators value both personality and physical attrac-
tiveness of YouTubers [13]. Similarly, Guo et al. [7] discovered that streamer popularity
is influenced by characteristics such as attractiveness, competence, and communication
style. Beauty, expertise, and humour, as well as community, interactivity and emotional
support attract spectators [3]. While this research explains what motivates spectators to
choose specific streams, little research focuses on how platforms facilitate bringing the
user to their specific niche stream.
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Fig. 1. The current browsing interface of game steaming platform Twitch

Game streaming platforms rely heavily on recommendations but provide little con-
trol to the user. Twitch’s browsing structure, for example, prioritises current subscrip-
tions, followed channels, and recommendations (see Fig. 1). In addition, it allows users
to filter by game, game category and viewer count. This “black box” approach means
the user has no insight into the process behind the suggestions [16]. We have learned [9]
that Twitch users often browse through streamers they follow, navigate specific game
titles, or search content by typing in keywords in the search bar, but also that they find
streamer attributes such as personality and speaking style very important when choos-
ing content to engage with: factors that are currently very difficult to include in searches
on the platform. In line with prior research on recommender systems of other plat-
forms [8,12,22], we therefore posit that allowing users to understand and tweak their
proposed recommendations can create a more efficient and enjoyable user experience.

3 Design Goals

In our previous paper [9] we have defined three design goals to improve the exploration
experience of the stream spectators, based on the insights garnered from our survey and
pertinent literature: 1) Social Interaction, 2) Captivation and 3) Knowledge Acquisi-
tion. In this section, we elaborate further on these goals.

3.1 Design Goal 1: Social Interaction

The first design goal is to foster enriching social interactions. This includes the inter-
actions between spectator and streamer, as well as among the spectators themselves
since connecting with others is a big reason why people watch streams. To help spec-
tators find streams that match their social preferences, it is important that the metadata
includes an indication of how interactive a stream is. Therefore, we proposed to focus
on several key attributes [9]:
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– First, the viewer count can hint at how approachable a streamer is. A smaller audi-
ence might suggest that the streamer can interact more and have a closer, more per-
sonal relationship with viewers. In contrast, a larger audience-which might need
moderators-indicates a lively, socially active community.

– Moreover, the game and stream genre can significantly influence how much room
there is for community participation. For instance, slower-paced sandbox games and
casual streams tend to encourage spectator participation, helping spectators find new,
socially cohesive communities.

– Stream context attributes-including a streamer’s setup, like having a microphone
or camera-also signal the streamer’s willingness to engage with the audience. The
availability of donation links, which enable financial interaction, plays a noteworthy
role as well, especially for those spectators looking to build a social and emotional
connection.

– Additionally, allowing spectators to tailor their searches based on personal traits of
the streamer, including personality, appearance, gender, and sexual orientation, can
further streamline the process of finding relatable streamers and communities.

– Finally, recognising the importance of chat atmosphere is crucial; spectators who
prioritise community engagement value a friendly atmosphere, a quality that can
potentially be evaluated through community ratings or user profile reviews.

In focusing on these attributes, our goal is to address motivations like “Commu-
nity Engagement” and “Social and Emotional Support” [9], aiming to cater to various
spectator types or personas including “The Social Player” and “The Streamer-Focused
Observer” as conceptualised by Shuck et al. [18]. This approach strives to create a plat-
form where every spectator can find a community that resonates with them, enhancing
the overall user experience.

3.2 Design Goal 2: Captivation

The second design goal focuses on holding the attention of spectators who are looking
for fun, a break from monotony, or simply a distraction. Even though Twitch’s cur-
rent recommendation system might suit this audience to some extent, we believe that a
more tailored approach that allows spectators to fine-tune their searches based on per-
sonal preferences and current mood could be highly beneficial. Depending on whether
spectators want active engagement or just a chilled watching experience, they might
choose a stream based on various aspects like the streamer’s setup, looks, unique per-
sonality, or the vibe in the chatroom. To address this, we proposed the categorisation of
streams based on the following attributes [9]:

– First, the game and stream genre significantly impact a spectator’s choice. Our
survey revealed that spectators seeking an escape from reality often prefer Role-
Playing games and “Let’s Play” streams, viewing them as an entertainment source
and a means to unwind. This sentiment is echoed by Sjöblom et al. [20], which noted
the role of First-Person Shooter games in facilitating tension release.

– Second, the streamer’s personal traits are a dominant factor; spectators are drawn
to streamers with qualities like attractiveness, skill, humour, and enthusiasm. In fact,
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our survey highlighted the streamer’s personality as the most critical element in
influencing the choice of streams.

With these attributes, we aim to target motivations such as “Entertainment” and
“Pastime and Habit” [9] and cater to the needs of spectator personas such as Cheung
and Huang’s “The Entertained” and “The Bystander” [4]. By focusing on the outlined
attributes, the design goal seeks to foster a dynamic and immersive viewing environ-
ment where spectators can find streams that not only entertain but also resonate with
them on a personal level.

3.3 Design Goal 3: Knowledge Acquisition

The third design goal addresses those spectators who watch streams to improve their
gaming skills and knowledge. It can be subdivided into two impulses: Skill Improve-
ment and Serendipity. Skill Improvement looks at the spectators wanting to learn how
to play and get better at specific games, while Serendipity focuses on discovering new
games or learning about newly released video games [20].

Many streamers, including both professional esports players and seasoned “casual
players”, share their gaming expertise and use their platforms to teach their followers.
Spectators often tune in to these streams to learn new techniques and strategies from
their favourite players and to get information on new games, assessing whether they
satisfy their expectations before making a purchase.

To help spectators navigate through the many streams available, especially when
exploring recently released or trending games, we proposed two key attributes that
could guide users in choosing the most informative streams:

– First, highlighting the streamer’s skill level can be instrumental. Spectators who
want to improve their skills often watch competitive games. To help them find skilled
players, we suggest using information from esports player rankings and offering a
general streamer skill rating. This could be determined through crowd-sourcing or
streamers rating their own skills. Importantly, in-game rankings in online compet-
itive games can be used as an objective measure of skill levels, helping spectators
make informed choices.

– Second, emphasising the game and stream genre can be a deciding factor in the
learning experience. “How to Play” streams and Multiplayer Online Battle Arena
(MOBA) games, prevalent in esports, serve as valuable resources. They provide
detailed insights into expert strategies and game mechanics, satisfying spectators’
desire to learn [20].

By focusing on these attributes, we aspire to nurture a space that encourages “Learn-
ing and Skill Improvement” and “Game Discovery” [9], meeting the needs of personas
such as “The Curious” and “The Pupil” by Cheung and Huang [4]. This approach aims
to match the streaming environment with viewers’ learning needs, making it easier for
them to find streams that are both educational and relevant to their gaming goals.
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4 Designing for Enhanced Spectator Experiences

To further these design goals of enhanced social interaction, captivation and knowledge
acquisition experiences, it is essential to undertake user evaluations to precisely define
the range and scope of the necessary parameters and ideas for new exploration inter-
faces. Therefore, we are currently in the process of conducting an iterative user-centred
design study. This study consists of several phases:

1. A listing of (categories of) parameters that could be beneficial to guiding users’
search on game streaming platforms such as Twitch for the three defined experi-
ences, based on our initial survey research [9];

2. Designing a new exploration interface for Twitch, taking into account these
parameters;

3. Conducting co-design research with users of game streaming platforms, gather-
ing feedback on the benefits, drawbacks, and usefulness of the parameters and the
design;

4. Optimising the design of the exploration interface based on the co-design feedback;
5. Performing a large scale user evaluation of the final design.

Phases 1–3 have been carried out already and will be discussed in the remain-
der of this paper. Phases 4–5 are still in progress.

4.1 Listing Parameters

Based on the insights from our survey research and the design goals we put forward
[9], we created an initial list of categories of parameters for each experience (i.e. Social
Interaction, Captivation and Knowledge Acquisition, with the latter being further sub-
divided into Skill Improvement and Serendipity). The list of categories per experience
is shown in Fig. 2. For example, the experience of Social Interaction lists the categories
Streamer, Streamer Context, Community, Game Genre, and Game Name.

Fig. 2. Experiences as defined in our previous research [9] and their potential categories to tweak
recommendations when browsing Twitch
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Per category we furthermore defined a list of parameters. These parameters define
the actual search filters or recommender system tweaks/weights the user can modify for
a more focused result while exploring streams. As an example, the tweaks listed within
Community are viewer count, follower count, chat atmosphere, and chat per second.
Streamer Context includes parameters such as the presence of a microphone, camera,
hardware specifications, social media links, while the category Streamer encompasses
skill, gender identity, personality, etc.

4.2 Designing a New Exploration Interface

We also created an initial design prototype for a new exploration interface for Twitch,
based on the design goals of our previous work [9] and our initial parameter list (see
Fig. 3). Central to our design is the inclusion of four clearly labeled buttons at the top of
the interface. These buttons represent the different types of experiences a user might be
seeking: social interaction, skill improvement, captivation, and serendipity, providing a
straightforward way for users to start their browsing journey based on their interests at
that moment.

To complement this, we introduced a sidebar that houses a detailed list of parame-
ters that can be expanded or collapsed according to the user’s preferences. This feature
allows users to fine-tune their search criteria, enabling a more personalised and effi-
cient browsing experience. The sidebar is designed to adapt to individual preferences,
helping users find content that suits them best with minimal effort. Through this two-
part design approach, we aim to create a user experience that is both simple and deeply

Fig. 3. Prototype of a Twitch exploration interface with a focus on the spectator experiences
“Social Interaction”, “Skill Acquisition”, “Serendipity”, and “Captivation”. The sidebar provides
a list of tweaks to refine the results even further
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customisable, encouraging more satisfying and relevant engagements with the Twitch
platform.

4.3 Conducting Co-Design Research

In order to gather user feedback on our list of parameters and design prototype, we
have conducted co-design research with six participants who play games themselves
and are active video game spectators as well (5 male, 1 female, age range 24–43 years
old). All participants had experience watching streams through the platforms Twitch or
YouTube.

The first goal of this session was to gather initial feedback on our list of cate-
gories and parameters for each type of experience. Examples of each category were
explained orally and the participants received the list on paper, including examples of
tweaks/parameters within each category. We encouraged the participants not to limit
themselves to the technical and practical feasibility of the parameters on the list or any
new parameters they could think of, but that the required metadata for such parame-
ters could potentially be gathered from the streams through manual extraction, streamer
input, machine learning, etc. The usefulness of the resulting parameters will be evalu-
ated again through a large-scale online questionnaire.

Our second goal was to gather feedback and ideas for a user interface design to
facilitate both user flow based on preferred experience (Social Interaction, Captivation,
Skill Improvement, Serendipity) as well as user control regarding recommendation.
To this end, we let users think about the optimal user interface and flow themselves,
after which we presented them with our own design prototype and asked them for their
evaluation.

The session lasted approximately 90min, and was audio recorded and transcribed.

5 Preliminary Feedback

Next, the findings from the co-design session were analysed and synthesised. In the
current paper, we present insights on the four major themes that emerged from our
participants’ feedback: 1) Streamer Characteristics, 2) Social Interaction, 3) Skill
Improvement, and 4) User Experience.

5.1 Streamer Characteristics

Achieving popularity on game streaming platforms involves various factors, including
the streamer’s attractiveness and communication style, as noted in recent studies [3,7].
Consequently, our proposed parameters encompass both the physical appearance and
personality traits of the streamer.

Participants acknowledged that these parameters carry certain risks, such as the
potential for discrimination or the promotion of unrealistic physical standards among
streamers. Conversely, they also highlighted the benefits, including the ability for spec-
tators to find streamers who better align with their own identity, cultural backgrounds
or experiences. To gain deeper insights into the utility and ethical implications of these
parameters, we plan to subject them to more comprehensive evaluations on a larger
scale.
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Parameter Examples. Gender identity, sexual orientation, hair colour, eye colour,
clothing style, piercings, tattoos, makeup, posture, voice type

5.2 Social Interaction

Participants proposed moving beyond basic statistics such as the number of viewers
and instead advocated for exploring parameters that offer a more accurate represen-
tation of chat room activity. They recommended examining the spectator count over
specific time intervals, such as the past week or month. This approach could not only
reveal the stream’s growth trajectory, highlighting trending streamers, but also forecast
chat engagement levels. While chat participation may require some time to ramp up,
predicting activity would disregard the initial cold start of live stream chats when users
are searching for active streams.

Nevertheless, participants acknowledged the advantages of a simple viewer count.
They pointed out that lower chat participation allows for more direct interaction with the
streamer, while busier chat rooms often necessitate moderators, making direct engage-
ment with the streamer challenging. Spectators seeking a more intimate connection with
the streamer might opt for those with smaller communities.

In addition, we proposed a parameter to assess the quality of the chat, such as iden-
tifying whether it is characterised by toxicity or fosters a positive atmosphere. Partici-
pants recommended employing crowd-sourcing methods to collect data on chat quality,
thereby assisting in the evaluation of this aspect.

Parameter Examples. Viewer count, follower count, recent number of viewers, chat
atmosphere, level of chat activity.

5.3 Skill Improvement

Participants noted that they refrain from utilising platforms like Twitch for “educa-
tional” purposes and instead prefer to rely on prerecorded instructional content found
on YouTube. This situation presents an opportunity for live streams, especially consid-
ering that participants also pointed out that numerous esports players maintain personal
streams on Twitch.

In terms of refining skill enhancement methods, a streamer’s online ranking
emerged as a quick gauge of their proficiency in a specific game. This allows spec-
tators to delve deeper into specific parameters, such as game mode or difficulty level,
and even the particular class or weapon employed by the streamer. This provides valu-
able insights on how to elevate one’s gameplay within these precise settings and at a
higher skill tier. Additionally, some games incorporate training modes, as seen in the
Street Fighter series, making such streams an excellent source of targeted guidance for
skill improvement.

Another suggestion involved streamers who are dedicated to teaching and willingly
share their knowledge. Here, crowd-sourcing could play a pivotal role in evaluating and
rating a streamer’s teaching aptitude and willingness, providing a reliable metric for
potential viewers seeking educational content.
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Parameter Examples. Ranking, game mode, level, map, weapon, class, character,
difficulty level.

5.4 User Experience

The initial prototype received positive first impressions. Users appreciated the straight-
forward approach of presenting four motivations at the top of the screen, finding it
inviting and clear. However, the sidebar, which contained a lengthy list of parameters
that could be expanded or collapsed based on user preferences, felt overwhelming to
participants. One participant even mentioned that they tend to dismiss similar interfaces
instantly.

Participants proposed a wizard-like approach: when selecting a motivation, users
would have the choice to either view the results directly or be guided through the param-
eters they want to modify. They acknowledged that this step-by-step process might
become tedious if repeated frequently, so presets were suggested. These presets would
allow users to save their preferred parameter settings for future use, streamlining their
search experience on subsequent visits.

Regarding skill acquisition, one participant suggested the ability to easily delete
presets related to this motivation when a user loses interest in a particular game.

One participant suggested archetypes to represent different types of streamers, their
audiences, and the content they offer. It was also proposed to explore character creation
approaches, which would tie into the numerous parameters related to streamer appear-
ance, offering a more engaging and enjoyable way to search for the ideal streamer.

Examples of User Experience Tweaks. Wizards, presets, archetypes, character cre-
ation.

6 Conclusion and Future Work

This paper presents an ongoing design study aimed at improving the exploration tool
for video game spectators. With platforms like Twitch continuous growth, conventional
methods such as keyword searches and popularity-based sorting are inadequate in pro-
viding a personalized and gratifying user experience. In response to these challenges,
we have introduced three key design goals: Social Interaction, Captivation, and Knowl-
edge Acquisition. These goals are intended to enrich the exploration journey for stream
spectators, addressing their diverse requirements.

Our ongoing user-centered design study involves gathering feedback from experi-
enced stream spectators. This process has yielded valuable insights, such as the expan-
sion of control parameters and user interaction approaches to streamline the discovery
process.

Our goal is to create an environment where each viewer can effortlessly find streams
and communities that resonate with their preferences, thereby enhancing their overall
viewing experience. To achieve this, we will combine the feedback acquired during our
co-design session with the findings from our prior work, enabling us to advance our
iterative user-centered design process. Building upon these insights, we will develop
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new designs that will eventually undergo a comprehensive evaluation involving video
game spectators. Subsequently, the resulting design will be assessed for its feasibility,
usefulness, ethical implications, and potential impact.
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