
Deep Learning Based on TensorFlow and Keras
for Predictive Monitoring of Business Process

Execution Delays

Walid Ben Fradj(B), Mohamed Turki, and Faiez Gargouri

MIRACL Laboratory, ISIMS, University of Sfax, P.O. Box 242, 3021 Sfax, Tunisia
walid.benfradj@isimsf.u-sfax.tn, mohamed.turki@isims.usf.tn,

faiez.gargouri@usf.tn

Abstract. In order to enhance their performance and responsiveness, organiza-
tionsmust identify,manage, andmonitor all business processes that involve crucial
knowledge. This can be achieved through a multidisciplinary approach that com-
bines KnowledgeManagement, Business ProcessManagement, and ProcessMin-
ing. To achieve these objectives, the implementation of an automated computer
system for managing business processes has become paramount. In this context,
we adopt the CRISP-DM approach to propose a new method called BPEDPM
(Business Process Event Data Predictive Monitoring) for predictive process mon-
itoring. This method leverages process mining techniques to exploit the execution
data from a Business Process Management System (BPMS) workflow engine.
Particularly, in the modeling phase, we apply deep learning based on the Tensor-
Flow and Keras tools. To demonstrate the applicability of the BPEDPM method,
we have developed an intelligent system named iBPMS4PED to predict the exe-
cution times of business processes. The research focuses on the incoming mail
management process within a group health insurance context.

Keywords: Business Process Management · Process Mining · Knowledge
Management ·Machine Learning · Deep Learning · TensorFlow · Keras ·
CRISP-DM

1 Introduction

Nowadays, businesses are increasingly realizing the vital importance of optimizing their
knowledge exploitation while implementing a process-oriented quality management
approach. This can be achieved by adopting an interdisciplinary approach that combines
KnowledgeManagement (KM)with Business ProcessManagement (BPM). To improve
their performance and enhance adaptability, companies must identify and master all
essential processes that may involve implicit or explicit knowledge, which represents a
valuable source to be leveraged. To achieve these objectives, the implementation of an
automated computer system for business process automation is essential. According to
[1], various information systems are linked to processes, including Enterprise Resource
Planning (ERP), Workflow Management (WFM), Customer Relationship Management
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(CRM), Supply Chain Management (SCM), Product Data Management (PDM), and
Business Process Management (BPM). Most of these systems utilize execution engines,
also known as workflow engines. These engines serve a dual role: firstly, they facilitate
the deployment of processes, and secondly, they record business data in the form of
databases, along with technical information related to process execution in the form
of event logs. These data can be exploited through process mining techniques, thereby
extracting new knowledge that proves valuable for process optimization and decision-
making within the organization.

According to Van der Aalst [2], a pioneer in the field of process mining, several types
of processmining can be distinguished,with themost commonly used ones being process
discovery, conformance checking, performance analysis, comparative process mining,
predictive process mining, and action-oriented process mining. Process discovery is
particularly crucial in all process mining endeavors. As stated in [3], process discovery
algorithms undergo a step of event log filtering, eliminating infrequent activities to
retain only dominant behaviors. The resulting output is a graphical model, such as
Directly FollowsGraphs (DFG), PetriNets (PN), ProcessTrees (PT), orBusiness Process
Model and Notation (BPMN). This raises questions: Is it possible to extract various
transitions, regardless of their frequency, and enrich a database with all paths followed
by process instances? If so, can we predict the execution times of instances based on
these transitions? Furthermore, despite a literature review, there is no standard scientific
approach to successfully conduct a process mining project. Hence, the idea of following
the well-established CRISP-DM (Cross Industry Standard Process for Data Mining)
procedure used in data science is being considered.

This article focuses on predictive process monitoring and introduces an innovative
method that combines process discovery and predictive process mining. Unlike extract-
ing a graphical model, which requires removing less frequent activities, this method
allows extracting all paths followed by process instances in a database. By using these
paths as a basis, it predicts whether a process instance will complete its execution on
time or with a delay. The adopted approach follows the CRISP-DM model and lever-
ages event logs that record the execution data of a workflow engine, combining process
mining techniques to create an intelligent system based on machine learning.

The second and third sections of this article respectively delve into the key concepts
related to Knowledge Management (KM) and Business Process Management (BPM),
highlighting the current trends that integrate artificial intelligence into these domains. In
the fourth section, an overview of predictive process monitoring techniques for business
processes is presented. The fifth section provides a detailed account of the method
used to predict the execution times of business processes, following the CRISP-DM
approach.The sixth sectiondescribes the implementation and evaluationof the developed
IT solution, applied to a specific business process: the management of incoming mail
in the health insurance management activity of the company I-WAY in Tunisia. Finally,
the article concludes with a summary and outlines prospective research directions for
the future.
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2 KM: Knowledge Management

According to GrundsteinM. (2000) in [4], capitalizing on enterprise knowledge involves
identifying crucial knowledge, preserving it, and making it sustainable, while ensuring
widespread sharing and usage to enhance the company’s wealth. Explicit knowledge
is quantifiable, understandable, directly captured, and expressed by individuals within
the organization. On the other hand, tacit knowledge, also known as know-how, is spe-
cific to each individual and encompasses their informal technical expertise as well as
personal beliefs and aspirations. The knowledge management process, as per the same
reference, is based on five interacting facets around crucial knowledge: identification,
preservation, valorization, updating, andmanagement. Each of these facets includes sub-
processes aimed at addressing associated problems. In [5], the authors address the issue
of identifying sensitive business processes, focusing on the facet of crucial knowledge
identification. Sensitive business processes require enhanced security management to
reduce the risks of compromise and ensure business continuity. To address this, they
propose a new methodology called SOPIM (Sensitive Organization Process Identifi-
cation Methodology), based on a multi-criteria decision-making approach to construct
a coherent family of evaluation criteria for identifying these processes. This approach
mainly consists of two phases: (1) constructing a decision-maker preference model and
(2) using the preference model (decision rules) to rank “potentially sensitive organiza-
tional processes.” Once identified, these sensitive organizational processes will be mod-
eled, executed, and explored. The research article discussed here specifically focuses on
the exploration of these processes.

With the advancements in information technology, a new approach to knowledge
management has emerged, known as Intelligent Knowledge Management (IKM) [6].
This innovative approach stands out for leveraging artificial intelligence (AI) tools to
harness expert knowledge. According to [7], AI plays a potentially significant role in
supporting knowledge management activities, offering various benefits such as:

– Improving predictive analysis through machine learning capabilities to anticipate
future events.

– Identifying previously unknown patterns in data.
– Exploring organizational data to discover hidden relationships and correlations.
– Developing new declarative knowledge to enrich the organization’s understanding.
– Efficiently collecting, classifying, organizing, storing, and searching explicit knowl-

edge.
– Analyzing and filtering numerous content and communication channels to access

relevant information.
– Facilitating knowledge reuse by teams and individuals to optimize process efficiency.
– Connecting people working on similar problems to foster weak ties and expertise

sharing.
– Promoting collaborative intelligence and organizational memory sharing.
– Creating a holistic perspective on knowledge sources and potential bottlenecks.
– Establishing more connected coordination systems between different parts of the

organization to encourage collaboration.
– Improving the application of localized knowledge by identifying and preparing

specific knowledge sources tailored to needs.
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– Ensuring equitable access to knowledge without fearing prohibitive social costs.
– And many more advantages.

3 BPM: Business Process Management

Every company, regardless of its size, operates through processes that encompass all its
activities and services (e.g., HumanResources, Sales, Quality, Purchasing, etc.). Accord-
ing to [8], Business Process Management (BPM) adopts a process-centric approach,
enabling effective monitoring of activities within the organization to improve overall
performance and consequently, results. Using a BPM tool provides real-time traceability
of exchanges between stakeholders involved in a process, allowing for greater respon-
siveness through the generation of indicators in the form of alerts or automatic notifi-
cations. This facilitates decision-making, accelerates the identification of bottlenecks,
ensures adherence to deadlines, and controls production costs of products and services
[9]. The BPM lifecycle consists of five phases: Design, Modeling, Execution, Monitor-
ing, and Optimization. Firstly, the Design phase involves identifying existing processes
and designing future processes. Next, the Modeling phase graphically represents the
model in a manner faithful to reality. Once these preliminary steps are completed, the
Execution phase takes place, where Business ProcessManagement is implemented. This
step entails interpreting business procedures by an execution engine, which coordinates
all interactions between users, system tasks, and IT resources. The Monitoring phase,
on the other hand, focuses on regulating individual processes, providing easy access to
information about their status and delivering statistics on the performance of one or more
processes. Finally, the Optimization phase allows for adjusting processes to minimize
costs and optimize efficiency. Within the scope of this research article, particular atten-
tion is given to the Monitoring phase, where we position ourselves to closely examine
this crucial step in the Business Process Management lifecycle.

The field of Business Process Management has witnessed significant technological
advancements with the integration of artificial intelligence. In this context, the American
consulting and research company Granter introduced the concept of Intelligent Business
Process Management Suite (iBPMS) in 2012. iBPMS represents an evolution of BPM
by combining predictive analytics, process intelligence, and emerging technologies with
traditional BPM practices. This innovative approach aims to make business process
management smarter, more efficient, and better suited to the current challenges faced by
businesses.

4 Predictive Monitoring of Business Processes

According to reference [10], the objective of predictivemonitoring of business processes
is to identify and anticipate potential issues in advance. It enables the implementation
of preventive measures to avoid problems and facilitates proactive decision-making.
Real-time monitoring techniques allow data to be analyzed in real-time, contributing to
decision-making and optimization of ongoing processes. According to [11], predictive
process monitoring occurs in real-time during the execution of instances. It is impor-
tant to note that during the learning phase, the input data for the predictive monitoring
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method includes event logs along with supplementary information. These data undergo
a coding step to be interpreted by the prediction algorithm. This algorithm creates a
prediction model that is applied to the ongoing process instances to determine the pre-
dicted output value for each process instance. Most predictive monitoring techniques
include an offline component (which involves expensive computations) for generating
the prediction model, as well as an online component (faster) that performs predictions
based on the generated model.

Event logs play a crucial role as the primary data source for Process Mining tech-
niques, particularly in the domain of predictive process monitoring. Each line in these
files contains execution information related to an activity, primarily consisting of the
process instance identifier and timestamp. Referring to sources [12] and [13], additional
information can also be found in the log, such as the activity’s cost or the name of the
resource responsible for its execution. Technical characteristics describing event logs
include the number of instances, the number of activities, the number of events, and the
number of process variants [14].

Predictive process monitoring with a temporal dimension was first explored by [15].
Their prediction approach extracts a transition system from the event log, including
additional temporal information. This approach served as a fundamental reference for
the work of [12, 16-18]. According to [19], the transition system uses decision trees to
predict the execution time and the next activity of a process instance. The research of
[16] and [17] extended the approach of [15] by clustering event log traces based on con-
textual features. According to [18], an approach is used by integrating naive Bayesian
regression models and support vector regressions to annotate the transition system. The
addition of additional attributes has had a positive impact on the quality of predictions.
However, these methods have a major drawback: they assume that the event log used for
learning contains all possible process behaviors, which is generally not the case in real-
ity. The approaches proposed by [20] and [19] share similarities. They provide a general
framework to enrich the event log with derived information and discover correlations
between process characteristics using decision trees. The distinction between these two
approaches lies in the fact that the one proposed by [19] excludes infrequent behav-
iors. This latter approach is similar to the one proposed by [18], except that the process
model is a reduced version of the transition system. The issue related to correlation is
that numerical values must be discretized, which reduces precision. Two probabilistic
methods based on HiddenMarkovModel (HMM) are presented in the works of [21] and
[22]. These probabilistic approaches allow predicting the probability of future activities,
providing insights into the process evolution. In parallel, the approach proposed by [23]
uses a generic model based on decision trees, thereby providing decision criteria tailored
to the actual objectives of the process. Other approaches from various domains have been
proposed for predicting delays. According to [24], the Process Mining approach relies
on queuing systems. It involves building an annotated transition system and using non-
linear regression algorithms to predict delays. Similarly, according to [25], the proposed
approach predicts the remaining time using expressive probabilistic models and is based
solely on information concerning the workflow. [26] presents a predictive model based
on decision trees. This model assesses the probability of satisfying a user-defined con-
straint for ongoing instances. A similar approach is also explored in the work of [27].
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In this approach, traces are treated as complex symbolic sequences, encoded using two
methods: indexed encoding and HMM encoding. [28] employs the same encoding for
their analyses. To perform clustering, the dataset is partitioned, and a predictor based on
random forests is trained for each group. According to reference [29], natural language
processing (NLP) is combined with various classifiers to obtain representative features
for each document. Among the predictors, random forests have proven to be the most
effective. Subsequently, deep neural network-based approaches emerged. Both works
[30] and [22] utilize a recurrent neural network (RNN) with two hidden RNN layers,
employing basic LSTM cells to predict the next event. The approach of [22] also inte-
grates an LSTM neural network to predict both the next activity and its execution time.
These two approaches do not consider additional attributes, are sensitive to hyperpa-
rameter selection, and require lengthy training periods. Furthermore, the approach of
[10] utilizes artificial neural networks (ANN) to predict if a process instance exceeds the
expected time. Lastly, [31] presents a comparison between twomachine learningmodels
(random forest and SVM) and two deep learning models (LSTM and DNN). The results
indicate that the LSTM model performs the best.

After reviewing the existing literature, we did not find a standard scientific approach
to follow for conducting a predictive process monitoring project. In our work, we opted
for thewell-establishedCRISP-DMprocedure in data science.Additionally,weobserved
that most of the event logs used contain business data. For this study, we chose to
process execution data from the workflow engine of a BPMS. Furthermore, we noticed
that models are typically represented as Petri nets, with a tendency to eliminate less
frequent transitions. However, in our approach, we decided to include all paths taken
by process instances in the database as additional attributes. Finally, it is essential to
highlight that most approaches rely on machine learning rather than deep learning. Long
Short-Term Memory (LSTM) neural networks are commonly used in deep learning
cases. In our study, we chose to create a deep learning model using the state-of-the-art
TensorFlowntechnology to predict the execution times of business processes.

5 PMBPED (Prediction Method of Business Process Execution
Delays)

During its execution, a business process can go through several stages, representing its
tasks or activities. The sequence of these tasks forms a case or an instance, and all the
information related to this instance is recorded in the form of an event log. For the same
process, there can be multiple instances with distinct paths. The execution time of a
process depends on the order of tasks and their respective durations. When a process
or task exceeds a given time threshold, it may indicate the presence of bottlenecks,
enabling decision-makers to optimize and improve the performance of different business
processes.

The CRISP-DM (CRoss Industry Standard Process for Data Mining) is a well-
established, field-proven procedure that guides data exploration activities, playing a
key role in the success of data science. According to [32], CRISP-DM is a widely
adopted process both in practice and research. It is an organizational process model
that is not limited to a specific technology. It includes descriptions of typical project
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phases and tasks within each of these phases, as well as an explanation of the rela-
tionships between these tasks. It provides an overview of the data exploration lifecycle.
According to [33], CRISP-DM breaks down the exploration process into six main steps:
business understanding, data understanding, data preparation, modeling, evaluation, and
result released (see Fig.1). In this context, using the CRISP-DM procedure as a founda-
tion, the PBMPED method (see Fig.2) is employed to extract various paths followed by
process instances from the event log. Subsequently, the execution time of each path is
calculated.

Fig. 1. CRISP-DM procedure [33] p. 216

The objective of PBMPED is to predict the execution times of business processes.
This prediction can be valuable for enabling decision-makers, in the case of a semi-
automatic process, or the system, in the case of an automated process, to choose the
most optimal path.

In the first phase (Business understanding), our method aims to optimize overall
performance and results by focusing on the business processes of the company and the
flow of activities. Every company relies on a set of processes that encompass its activ-
ities. With technological advancements, companies increasingly depend on intelligent
software solutions to address issues swiftly and enhance their competitiveness. Business
Process Management Systems (BPMS) represent a potential solution for managing and
controlling these processes. By implementing workflow engines, which are an integral
part of BPMS, it becomes possible to separate business data from process execution
data.

In the second phase (Data understanding), data related to process execution is
recorded by the workflow engine in event logs. Retrieving this data can be done in differ-
ent ways from a BPMS workflow engine: either from an integrated database within the
BPMS, where tables are typically temporary and created in memory but lost upon server
restart; or by configuring a REST API to connect to the integrated database and retrieve
execution traces, then saving them to disk; or by configuring a separate database (e.g.,
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Fig. 2. PBMPED

MySQL, MongoDB, Oracle, etc.) connected to the BPMS through connectors. In our
work, we use two event logs in CSV format. The content of these two files is extracted
from aMySQL database configured to store execution data of a BPMSworkflow engine.

In the third phase (Data preparation), the mere possession of an event log containing
execution traces from a workflow engine does not guarantee that the data is ready for
modeling. Indeed, the file may have redundancies, missing values, unnecessary data, and
categorical variables that require encoding, among other issues.Moreover, the data needs
enrichment by adding additional attributes. In the context of our PBMPED method, we
propose the following approach for data preparation:

1. Import the event log (csv file) provided by the BPMS.
2. Transform the file into a Data Frame.
3. Remove empty columns.
4. Ignore indexing columns.
5. Eliminate redundant columns.
6. Replace null values with appropriate values.
7. Sort the data based on the “date” column.
8. Convert the timestamp to seconds.
9. Determine the duration of each activity.
10. Determine the execution duration of each instance.
11. For each activity, calculate the time remaining at the end of the instance.
12. For each instance, determine the path followed by the task (human or automatic).
13. Add a column “path per instance.”
14. Separate each “path per instance” and distribute it into columns corresponding to

the number of tasks per instance.
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15. Calculate the interquartile range, first quartile, second quartile, and third quartile of
the column containing instance durations.

16. Add a column named “description” containing the value “late” if the instance
duration is greater than the third quartile, and “in time” otherwise.

17. Add all the previously defined columns as additional attributes to the Data Frame.
18. Convert the Data Frame into a CSV file.
19. Visualize the correlation table for all variables.
20. Decompose the dataset into independent variables X: process ID, instance ID, actor

who initiated the instance, actor who completed the instance, and the path followed
by the instance and a dependent variable y representing the “description” variable.

21. Encode categorical variables using LabelEncoder to transform them into numerical
values.

22. Encode the variables using OneHotEncoder.
23. Split the dataset (X; y) into a training set (X_train; y_train) and a test set (X_test;

y_test).
24. Standardize the values of the X_train and X_test datasets to reduce the difference

between the values of different variables.

In the fourth phase (Modeling), the first step is to identify the type of problem. In
our case, our objective is to predict whether a process instance is completed on time or
delayed. Therefore, the prediction is a qualitative variable. Thus,we can conclude that our
problem falls under the classification category in the frameworkof supervised learning. In
our paper [34], we addressed the same topic by applying the following machine learning
algorithms: KNN, Decision Tree, Random Forest, SVM, and Logistic Regression. SVM
with an RBF kernel outperformed the other algorithms in terms of accuracy (84%). In
this work, we create a deep learning model based on the new TensorFlow tool. We start
by importing the Keras library from TensorFlow. Then, we use the sequential model to
create a neural network composed of four layers: The first layer consists of 13 input
neurons representing the different columns of X, the second and third layers are two
hidden layers, each composed of 7 neurons, and using the relu activation function, and
an output layer with a single neuron, using the sigmoid activation function for our
binary classification problem. For model compilation, we use cross-entropy for error
calculation, batch gradient descent with a batch size of 128 to adjust neuron weights,
and accuracy for evaluation. Finally, we configure the compiler to run 300 epochs (1
epoch = propagation + Backpropagation).

In the fifth phase (Evaluation), we employ accuracy, which denotes the rate of correct
classification. It quantifies how effectively instances are classified compared to the total
instances.

At the end of our work, in the sixth phase (Result released), we deploy the PBMPED
method for predicting the execution delays of business processes to end-users.
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6 iBPMS4PED (intelligent Business Process Management System
for Prediction Execution Delays)

In this section, we present iBPMS4PED (Intelligent Business Process Management
System For Prediction Execution Delays), an intelligent business process management
system developed using our PBMPED method. The objective of this system is to pre-
dict the execution delays of a specific business process. For our study, we chose to
apply iBPMS4PED to the intelligenceWay group (https://iway-tn.com/), which uses an
IT solution called I-Santé (https://i-sante.tn/). This solution offers comprehensive and
tailored management for all healthcare professions, including health funds, mutuals, and
insurance companies. I-Santé is built on a 100% digital platform and uses highly secure
health cards. Leveraging advanced technologies such as the BPM workflow engine,
ECM (Electronic Content Management), and rule engine, I-Santé meets the needs of
policyholders, insurers, and healthcare professionals. In this study, we specifically focus
on the “Incoming Mail” process, which is modeled on the Bonitasoft BPMS platform
(see Fig. 3). Our approach aims to enhance the management of this process by predicting
execution delays, which can have a significant impact on the overall efficiency of the
business process management system.

Fig. 3. Incoming mail process

In this study, we used two CSV format event log files extracted from a MySQL
database configured on the I-WAY platform. These files record the execution data of a
workflow engine from the BonitaSoft BPMS. The first file, “BN_PROC_INST.csv,”
records the execution traces for each process instance, while the second file,
“BN_ACT_INST.csv,” records the execution traces for each task. Using the Python pro-
gramming language, we processed these two event logs following the steps described
in the PBMPED method. For data preparation, we utilized the pandas, numpy, pylab,
scipy-optimize, matplotlib, and seaborn libraries. The result of this processing is a sin-
gle file named “Result.csv,” containing 4817 rows and 24 columns. The columns ready
for modeling include: [PROCESS_UUID_, INST_UUID_, START_BY, END_BY,
user_act0, user_act1, user_act2, ..., useractnb, duration_INST, description]. Here’s a
brief explanation of these columns:

– PROCESS_UUID_: Represents the process identifier.

https://iway-tn.com/
https://i-sante.tn/
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– INST_UUID_: Represents the instance identifier of the process.
– START_BY: Indicates the user who started the process instance.
– END_BY: Indicates the user who completed the process instance.
– user_acti: Designates the executor (person or machine) of activity number i.
– duration_INST: Gives the execution time of the process instance.
– Description: Contains a description of the observed delay in the process instance.

These data are essential for our approach to better understand and predict the exe-
cution delays of the analyzed business processes. In terms of modeling, we start by
importing the Keras library from TensorFlow and selecting the sequential model. Then,
we build a neural network with 13 input neurons, two hidden layers with 7 neurons
each, and one output neuron. During the evaluation step, we utilize the metrics: Loss to
calculate the error (see Fig. 4) and accuracy to compute the rate of correct classification
(see Fig. 5). The achieved results are: accuracy = 85% and Loss = 34%.

Fig. 4. Model Accuracy Fig. 5. Model Loss

7 Conclusion and Perspectives

In this research article, we addressed the problem of predictive monitoring of business
processes, which is a current topic in the Business Process Management (BPM) domain
and plays a crucial role in process-oriented organizations. To do so, we developed a
method called PBMPED, which allows predicting the execution delays of a business
process. We followed the CRISP-DM method, a well-known procedure in data science,
to develop a Process Mining approach. We applied Process Mining techniques to event
logs that record the execution data of a BPMS workflow engine. During the data prepa-
ration phase, we performed data cleaning on the recorded event logs. Then, for each
instance, we defined and added additional attributes, including the relative path, execu-
tion time, and a description of the execution time. If an instance’s execution time was
less than or equal to the third quartile of the execution time column, we considered it as
completed on time (description= “in time”); otherwise, it was considered as completed
late (description = “late”). For encoding categorical variables, we used the LabelEn-
coder method. Next, to reduce discrepancies between their values, we standardized all
the independent variables. In the modeling phase, we used TensorFlow and Keras to
create a neural network for predicting the execution delays. The goal of this prediction
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was to determine whether a new process instance would be completed on time or late.
In terms of accuracy, the evaluation demonstrated that this Deep Learning model out-
performed the six Machine Learning models studied in our work [34], namely decision
trees, random forest, SVM with rbf kernel, SVM with linear kernel, KNN, and logistic
regression. For implementation, we applied the PBMPEDmethod to create an intelligent
Business Process Management system called iBPMS4PED, which enables predicting
execution delays. This system was applied to an incoming mail management process in
the health mutual insurance domain.

In addition to the contributions made in this article, some points deserve further
investigation. In the short term, it would be feasible to explore other types of event logs.
In the medium term, we plan to leverage business data stored in relational or NoSQL
databases, in conjunction with the workflow engine’s execution data, to detect bottle-
necks. Furthermore, we intend to develop a monitoring system that allows visualizing
performance indicators related to business processes.
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