
Mohamed Mosbah
Tahar Kechadi
Ladjel Bellatreche
Faiez Gargouri (Eds.)

LN
CS

 1
43

96

12th International Conference, MEDI 2023
Sousse, Tunisia, November 2–4, 2023
Proceedings

Model and 
Data Engineering



Lecture Notes in Computer Science 14396
Founding Editors
Gerhard Goos
Juris Hartmanis

Editorial Board Members
Elisa Bertino, Purdue University, West Lafayette, IN, USA
Wen Gao, Peking University, Beijing, China
Bernhard Steffen , TU Dortmund University, Dortmund, Germany
Moti Yung , Columbia University, New York, NY, USA

https://orcid.org/0000-0001-9619-1558
https://orcid.org/0000-0003-0848-0873


The series Lecture Notes in Computer Science (LNCS), including its subseries Lecture
Notes in Artificial Intelligence (LNAI) and Lecture Notes in Bioinformatics (LNBI),
has established itself as a medium for the publication of new developments in computer
science and information technology research, teaching, and education.

LNCS enjoys close cooperation with the computer science R & D community, the
series countsmany renowned academics among its volume editors and paper authors, and
collaborates with prestigious societies. Its mission is to serve this international commu-
nity by providing an invaluable service, mainly focused on the publication of conference
andworkshop proceedings and postproceedings. LNCScommenced publication in 1973.



Mohamed Mosbah · Tahar Kechadi ·
Ladjel Bellatreche · Faiez Gargouri
Editors

Model and
Data Engineering
12th International Conference, MEDI 2023
Sousse, Tunisia, November 2–4, 2023
Proceedings



Editors
Mohamed Mosbah
Bordeaux INP
Talence, France

Ladjel Bellatreche
ENSMA
Poitiers, France

Tahar Kechadi
Dublin City University
Dublin, Ireland

Faiez Gargouri
University of Sfax
Sfax, Tunisia

ISSN 0302-9743 ISSN 1611-3349 (electronic)
Lecture Notes in Computer Science
ISBN 978-3-031-49332-4 ISBN 978-3-031-49333-1 (eBook)
https://doi.org/10.1007/978-3-031-49333-1

© The Editor(s) (if applicable) and The Author(s), under exclusive license
to Springer Nature Switzerland AG 2024

This work is subject to copyright. All rights are reserved by the Publisher, whether the whole or part of
the material is concerned, specifically the rights of translation, reprinting, reuse of illustrations, recitation,
broadcasting, reproduction on microfilms or in any other physical way, and transmission or information
storage and retrieval, electronic adaptation, computer software, or by similar or dissimilar methodology now
known or hereafter developed.
The use of general descriptive names, registered names, trademarks, service marks, etc. in this publication
does not imply, even in the absence of a specific statement, that such names are exempt from the relevant
protective laws and regulations and therefore free for general use.
The publisher, the authors, and the editors are safe to assume that the advice and information in this book
are believed to be true and accurate at the date of publication. Neither the publisher nor the authors or the
editors give a warranty, expressed or implied, with respect to the material contained herein or for any errors
or omissions that may have been made. The publisher remains neutral with regard to jurisdictional claims in
published maps and institutional affiliations.

This Springer imprint is published by the registered company Springer Nature Switzerland AG
The registered company address is: Gewerbestrasse 11, 6330 Cham, Switzerland

Paper in this product is recyclable.

https://orcid.org/0000-0001-6031-4237
https://orcid.org/0000-0001-9968-0066
https://orcid.org/0000-0002-0176-6281
https://orcid.org/0000-0003-2575-8654
https://doi.org/10.1007/978-3-031-49333-1


Preface

The Annual International Conference on Model and Data Engineering (MEDI) is a
prominent platform for researchers and practitioners, enabling them to show-case the
latest advances in modelling and data management. The conference encompasses a wide
array of subjects, such as data models, machine learning and optimisations, advanced
database and healthcare applications, and data analysis. Established by researchers from
Euro-Mediterranean countries, MEDI has facilitated numerous global scientific collab-
orations, projects, and student/faculty exchanges. MEDI has been hosted in various
countries, including Portugal (2011), France (2012 and 2019), Italy (2013), Cyprus
(2014), Greece (2015), Spain (2016 and 2017), Morocco (2018), Estonia (2021), and
Egypt (2022).

The 12th edition of MEDI took place in Sousse, Tunisia, from November 2–4, 2023.
A total of 99 submissions were received. Each manuscript was rigorously evaluated and
received three to five single-blinded reviews from Program Committee members cho-
sen from 29 countries. Based on the evaluation results, we accepted 27 regular papers,
representing an acceptance rate of 28%, and 12 short papers for short presentations. The
regular papers are published in these proceedings, while short articles are published in a
separate volume. The accepted papers were from authors from 17 countries. The confer-
ence program covers a wide range of topics, such as data modelling, data management
(ontology and database systems), machine learning, model-driven engineering, image
processing, natural language processing, optimisation, and advanced AI applications
such as healthcare and security.

MEDI 2023 invited two distinguished keynote speakers. Khalil Drira from CNRS
(French National Centre for Scientific Research), gave a talk entitled “Network services:
design challenges for abstraction and autonomy”. Said Boussakta from the Newcastle
University, UK, gave a talk entitled “Fast Transforms: Powering Innovation in theDigital
Age”. The organisers would like to thank all authors who submitted research papers to
MEDI 2023, as well as all members of the Program Committee and external reviewers,
who carefully evaluated and gave feedback to all contributions. Moreover, we extend
our special thanks to the Local Organizing Committee members who worked immensely
hard to make the MEDI 2023 edition a great success.

November 2023 Tahar Kechadi
Mohamed Mosbah

Faiez Gargouri
Ladjel Bellatreche
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A Comparative Analysis of Time Series
Prediction Techniques a Systematic

Literature Review (SLR)

Sawssen Briki(B), Nesrine Khabou, and Ismael Bouassida Rodriguez

ReDCAD, ENIS, University of Sfax, Sfax, Tunisia
sawssenbriki2019@gmail.com, {nesrine.khabou,bouassida}@redcad.org

Abstract. This paper highlights the significance of systematic litera-
ture reviews and explores the different techniques employed in these
reviews, including statistical methods, machine learning, deep learning,
and hybrid methods. The study aims to understand the performance and
effectiveness of these techniques in the context of literature reviews. Sta-
tistical methods offer quantitative insights and analysis, while machine
learning and deep learning techniques enable automation and uncover
complex patterns in large volumes of data. However, hybrid methods,
which integrate multiple techniques, have shown superior performance
in systematic literature reviews, combining the strengths of different
methodologies to achieve more comprehensive and accurate outcomes.
Further development and refinement of hybrid methods can enhance the
quality and effectiveness of literature review processes.

Keywords: Time series prediction · Systematic Literature Review ·
Machine Learning · Deep Learning

1 Introduction

Time series analysis plays a crucial role in understanding and predicting the
behavior of data that evolves over time. It finds applications in various domains,
including finance, economics, weather forecasting, stock market analysis, and
many others. Accurate and reliable prediction of future values in a time series
is of great importance for informed decision-making and proactive planning.

Over the years, a wide range of techniques have been developed for time series
prediction, each with its own strengths and limitations. These techniques encom-
pass traditional statistical methods, advanced machine learning algorithms, and
more recently, deep learning models. The choice of the appropriate technique
depends on the characteristics of the data, the complexity of patterns, inter-
pretability requirements, and available computational resources.

A systematic literature review provides a comprehensive and objective anal-
ysis of the existing research in a specific area. In the context of time series

c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2024
M. Mosbah et al. (Eds.): MEDI 2023, LNCS 14396, pp. 3–14, 2024.
https://doi.org/10.1007/978-3-031-49333-1_1
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prediction, a systematic literature review enables us to identify the various tech-
niques employed, understand their performance, and evaluate their suitability
for different types of time series data.

The aim of this paper is to conduct a systematic literature review on time
series prediction techniques and provide a comparative analysis of statisti-
cal methods, machine learning algorithms, deep learning models, and hybrid
approaches. By analyzing and synthesizing the findings from a wide range of
studies, we seek to identify the strengths and limitations of each technique and
explore their performance in different scenarios.

This review will serve as a valuable resource for researchers, practitioners, and
decision-makers seeking guidance on the selection and application of appropriate
time series prediction techniques. By understanding the comparative merits of
different approaches, stakeholders can make informed decisions and employ the
most suitable techniques for their specific time series prediction tasks.

In the following sections, we will present the methodology employed for con-
ducting the systematic literature review, followed by a detailed analysis of the
identified studies. We will then discuss the findings, compare the techniques,
and highlight the implications for future research and practical applications.
Through this comprehensive review, we aim to contribute to the advancement
of time series prediction methodologies and facilitate more accurate and reliable
predictions in various domains.

2 Systematic Literature Review Planning

Systematic literature review planning involves developing clear research ques-
tions, creating a comprehensive search strategy, defining inclusion and exclusion
criteria for screening articles, extracting relevant data, and analyzing and syn-
thesizing the data. Careful planning is essential for ensuring that the review is
rigorous, transparent, and comprehensive.

2.1 Research Questions

In order to find all relevant primary studies related to the study types of the
models Existing prediction in the case of a series Temporal data, the following
research questions (RQs) were generated:

1. RQ1:What are the prediction models in the case of data series?
2. RQ2: What are the existing implementations for prediction models ?

Next, we defined an initial search in the database. On the basis of keywords,
four groups were created:

– Group1: (“predict”,“prediction”,“predicting”)
– Group2: (“model”,“models”)
– Group3: (“time serie”,“time series”,“data serie”,“data series”)
– Group4: (“implementation”,“implementations”)
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2.2 Search Strategy

The research strategy combines the key concepts in our research question to
achieve specific results. It is an organized structure of keywords, which are “Pre-
diction”, “Prediction models”, “data series”, “future value”,“Predictive Anal-
ysis”, “Data Analysis”, used to search a database. Subsequently, we added
synonyms, variations, and related terms for each keyword. A Boolean opera-
tor (AND and OR) allow us to try different combinations of search terms. The
final search string is (“predict” or “prediction” or “predicting”) and “model” or
“models”) and (“time serie” or “time series” or “data serie” or “data series”)
and (“implementation” or “implementations”)

2.3 Selection Criteria

After obtaining search results from various sources, we applied inclusion and
exclusion criteria to identify relevant primary studies for our systematic liter-
ature review on models of prediction in the case of a series of temporal data.
Inclusion criteria focused on studies that used machine learning or statistical
techniques for prediction, reported quantitative measures of prediction accuracy,
and used real-world datasets or simulations to evaluate the performance of pre-
diction models. Exclusion criteria were used to remove irrelevant or unavailable
studies, duplicates of included studies, and those that did not describe the use of
machine learning or statistical techniques for prediction. By applying these crite-
ria, we aimed to ensure a rigorous and comprehensive review process, including
high-quality and informative primary studies relevant to our research question.

2.4 Data Collection

Table 1 summarizes the number of articles found in the search results. After
filtering irrelevant, duplicate, and incomplete papers, a total of 61 papers in
Table 3 were selected for the review process. Table 2 shows the filtering process.
The distribution of selected papers based on resources is shown in Table 3.

2.5 Times Series Prediction by Model

Time series refers to a sequence of data points collected or recorded in chrono-
logical order, where each data point is associated with a specific time stamp or
period. Time series data can be collected from various sources, such as stock
prices, weather measurements, sensor readings, and social media posts, among
others. Time series data often exhibit patterns, trends, and seasonality, and ana-
lyzing and forecasting these patterns can provide valuable insights and help make
informed decisions in fields such as finance, economics, healthcare, and trans-
portation, among others. Time series analysis is an important field in statis-
tics, econometrics, and data science, with various tools and techniques avail-
able, including traditional statistical methods such as ARIMA, as well as more
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Table 1. Search results by Resource.

Resource Number of papers

Springer 122

IEE Xplore Digital Library 82

ACM Digital library 522

Science Direct 116

Hyper Articles en Ligne (HAL) 7

Total 849

Table 2. Filtered search results.

Irrelevant and duplicates 6

File not found 8

Excluded by reading title and abstract (Not related to RQ) 732

Total for Introduction reading 103

Excluded by reading Introduction (Not related to RQ) 42

Total 61

Table 3. Filtered search results by Resource.

Resource Number of papers

Springer 4

IEE Xplore Digital Library 27

ACM Digital library 2

Science Direct 28

Hyper Articles en Ligne (HAL) 0

Total 61

advanced approaches such as machine learning and deep learning models like
LSTM (Fig. 1).

In this study, we conducted a Systematic Literature Review (SLR) to identify
relevant studies related to our research question. We found a total of 61 studies
that utilized different statistical methods [1–4], machine learning methods [5–
8], and deep learning methods [9,10]. Therefore, in this paper, we will focus on
discussing the findings of the most relevant paper among the 61 studies identified
through our SLR.

Statistical Techniques. Aman Swaraj et al. [11] proposed an ensemble model
in 2021 that combines the autoregressive integrated moving average model
(ARIMA) and the nonlinear autoregressive neural network (NAR) to improve the
accuracy of predicting future COVID-19 cases (RMSE (16.23%), MAE (37.89%)
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Fig. 1. Type of Approaches selected in this paper.

and MAPE (39.53%). The ARIMA models extract the linear correlations from
the data, while the NAR neural network models the residuals containing nonlin-
ear components. The combination of ARIMA-NAR models produced better pre-
diction results than the single ARIMA model and other existing models applied
to COVID-19 data from various countries. Hans Pratyaksa et al. [12] presented
a study at the 1st International Conference on Biomedical Engineering in 2016,
where they applied the ARIMA method to predict the usage of an antisep-
tic povidone-iodine at the Prof. Soeparwi Veterinary Hospital. Their analysis
involved identifying patterns in the past behavior of the variable over time to
forecast future values. Based on the historical dataset, the authors determined
that ARIMA (1,0,1) is the most suitable model to represent the data. In their,
Lester Marrero et al. [13] proposed a novel approach for predicting electric load
one day ahead using an online implementation and self-control method. The
proposed approach combines the ARIMA model to capture the temporal pat-
terns and trends in the load data and particle swarm optimization (PSO) to
optimize the model’s parameters. They tested their approach using real-world
load data and compared it with other commonly used forecasting methods. The
results showed that their method outperformed other approaches, demonstrat-
ing its potential for improving the efficiency and reliability of electric power
systems. Adhistya Erna proposed the use of the Seasonal Autoregressive Inte-
grated Moving Average (SARIMA) model in 2013 [14] to forecast the incidence
of a disease in humans. The SARIMA model incorporates seasonality into the
analysis, building on the ARIMA model. The authors used time series data of
Malaria occurrences in the United States to develop the forecasting model. The
SARIMA (0,1,1)(1,1,1) model was selected, achieving a reasonable degree of
accuracy with a Mean Absolute Percentage Error (MAPE) of 21.6%.

Jin Dong et al. [15] proposed a short-term probabilistic model for solar power
output using historical inter-minute data. Their forecasting model for solar pho-
tovoltaic (PV) is useful for predicting solar energy production over short periods
of time. Jie Ding et al. [16] proposes a new methodology that introduces the
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concept of predictability, which takes into account the size of the model class
being used. This approach enables accurate assessment of the predictability of
time series data with changing generating distributions. A new robust dynamic-
wavelet-enabled approach is proposed by Tingting Guo et al. [17] for wind power
smoothing. The developed approach is able to decompose wind power time series
into self-adaptively optimized wavelet parameters without violating the physical
constraints. A novel computational approach combines simulated annealing and
agent-based simulation was proposed by Filippo Neri [18], in 2019, to simulate
market conditions that produced the financial time series.

Sumit Mohan et al. [19] aimed to predict a spike in COVID-19 cases in
India using a hybrid ARIMA and Prophet model, validated through various
analytical tools and evaluation metrics. In addition, sentiment analysis using
NLP libraries revealed negative sentiments in most analyzed articles and blogs
related to the potential third wave of the pandemic in India. Overall, the study
provided insights into the future trajectory of COVID-19 cases in India and
public sentiments towards the situation. The model produced a root mean square
error (RMSE) of 0.14 and a mean absolute percentage error (MAPE) of 0.06,
indicating a high level of accuracy in the predictions.

Machine Learning Techniques. Tian [20] in 2020 proposed method that
combines local mean decomposition and least squares support vector machine
with a combined kernel function for short-term wind speed prediction. It achieves
high prediction accuracy and strong robustness through simulations with short-
term wind speed datasets. Hu Jingjing [21] proposed a proactive approach to
service selection to avoid backlog and failure of service composition. It involves
time series analysis and a negotiation process using least squares support vector
learning algorithm and an acquaintance model, resulting in improved success
rate and reduced execution time. In 2014, JinXing Che [22] proposed a multiple
linear regression and support vector regression models for short-term electric load
forecasting in the California electricity market. In 2015, Xinying Wang and Min
Han [23] proposed an improved approach to extreme learning machine (ELM) for
multivariate time series online sequential pre- diction. The proposed approach
overcomes ELM’s limitations by incorporating a weighted input selection method
and a sliding window-based online sequential learning strategy. In 2021, Huang
Chongyang et al. [24] presented a new analysis method that uses time series
data and a backpropagation (BP) neural network to estimate the potential for
electric energy substitution. This method can effectively identify the potential
for electric energy substitution and provide valuable insights for energy planning
and policy-making. Tesfamariam M. Abuhay et al. [25] proposed method involves
analyzing the content of scientific papers by using topic modeling, specifically
the Non-negative Matrix Factorization (NMF) algorithm.

In 2016 Wu Lijuan and Cao Guohua [26] proposed a novel approach called
SFOASVR to forecast monthly inbound tourist flow, which combines SVR with
FOA and seasonal index adjustment. The results show that the hybrid model is
effective in handling nonlinear characteristics and seasonal tendencies, making
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it a viable option for tourism planning and administration. In 2017, Wu Xu et
al. [27] proposed a new kernel function for remote sensing (RS) data, and uses
the Least Squares Support Vector Regression (LSSVR) model to analyze spatio-
temporal data. The resulting spatio-temporal kernel function is used to create a
cellular automata (CA) model, which is used to simulate and predict changes in
eco-environmental vulnerability. Experimental results show that the CA model
based on LSSVR yields better simulation and prediction results.

Deep Learning Techniques. Mohd Rizman Sultan Mohd et al. [28] devel-
oped a non-linear NNARX model to predict solar radiation in Malaysia using
meteorological and measured data. The model showed promising results with
the lowest MSE of 0.0116, contributing to the advancement of reliable solar
radiation prediction models. This research has practical implications for renew-
able energy stakeholders in Malaysia and worldwide. In 2022 Willian de Assis
Pedrobon Ferreira et al. [29] proposed a fuzzy ARTMAP neural network to pre-
dict particulate matter sampled in a domestic bedroom environment, utilizing
an online training architecture. The fuzzy ARTMAP network shows promise in
predicting particulate matter time series data modeled in sliding windows with
a 24-h ahead prediction and an MAE ranging from 0.26 to 7.65

IN 2022 Jaeseob Han et al. [30] Suggest a method for predicting a subset of
Internet of Things (IoT) sensor readings using a Convolutional Neural Network
(CNN) model. In addition, Raquel Espinosa and her team introduced a technique
in 2021 [31] for assessing various pollutant prediction models based on accuracy
and reliability criteria, using three years of hourly nitrogen oxides concentrations,
traffic data, and meteorological information. The 1D CNN model surpassed other
methods.

Femke Jansen et al. [32] presented a study that tackles the challenge of pre-
dicting equipment malfunctions in an industrial manufacturing process using
multivariate time series data. They proposed a solution based on convolutional
neural networks (CNN) and recurrent neural networks (RNN). Their findings
demonstrate that RNN outperforms the CNN model in predicting machine fail-
ures.

Kareem Kamal et al. [33] implement a model to predict COVID-19 confirmed
and death cases is based on Long Short-Term Memory (LSTM) and utilizes ten
hidden units (neurons). Yun Jing et al. proposed a new approach for predicting
passenger flow accurately using machine learning techniques. Their approach
involves creating statistical features to capture the complex and non-linear rela-
tionships between passenger flow and various influencing factors, such as time,
weather, and events. They applied their approach to real-world data and found
that LSTM outperformed traditional prediction models, achieving high accu-
racy in predicting passenger flow. In 2021, Huiju Wang and al. [34] proposed
the incremental ensemble LSTM model (IncLSTM), which uses ensemble learn-
ing and transfer learning for incremental updating of the model. The proposed
method improves prediction accuracy by 15.6% and reduces training time by
18.8% compared to traditional methods, with even greater efficiency for larger
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training data sizes. Linglan Zhang et al. [28] proposed an LSTM neural net-
works to predict urban road diseases trends by analyzing historical data on road
conditions and other relevant factors.

JAtin Bedi and Durga Toshniwal [35] proposes a deep learning-based hybrid
approach to accurately estimate increasing electricity demand, addressing limi-
tations of existing demand prediction models. The approach extracts meaning-
ful sub-signals using VMD and Autoencoder models and uses LSTM networks
to forecast electricity demand, incorporating historical, seasonal, and times-
tamp data dependencies. The proposed model outperforms other state-of-the-
art demand forecasting models, achieving the lowest MAPE of 3.04% through
experiments on an electricity consumption dataset of Himachal Pradesh, India.
In 2019, Chao Luo et al. [36] propose an evolving recurrent interval type-2 intu-
itionistic fuzzy neural network (ERT2-IFNN) for online learning and time series
prediction. The proposed network combines the advantages of interval type-2
fuzzy logic systems (IT2FLS), intuitionistic fuzzy sets (IFS), and recurrent neu-
ral networks (RNNs) to improve the accuracy and adaptability of time series
prediction

Hybrid Approach. In 2017, Jeandro de M. Bezerra et al. [20] proposed a
hybrid prediction model called FARIMA-RNN, which combines aspects of the
FARIMA and Recurrent Neural Network (RNN) models. The FARIMA- RNN
model aims to capture both the linear and nonlinear relationships in time series
data to improve prediction accuracy. The results show that the FARIMA-RNN
model outperformed other models in terms of prediction accuracy.

In 2014, Dominique Gay et al. [37] introduced a novel approach to time series
classification by combining multiple representations of time series data to extract
more discriminative features. This method achieved an impressive accuracy of
95.62.

In 2021 Salim Jibrin Danbatta and Asaf Varol [21] proposes a new app-
roach to modeling and forecasting time series data related to tourism using an
ANN-Fourier series model and Monte Carlo simulation. They introduce a hybrid
model that combines artificial neural networks (ANN) and Fourier series analy-
sis to capture both the nonlinear and cyclical patterns in the data. They then
use Monte Carlo simulation to generate probabilistic forecasts that take into
account the uncertainty and variability of the data, demonstrates the potential
of combining ANN-Fourier series models with Monte Carlo simulation for model-
ing and forecasting time series data in the tourism industry, and provides useful
insights for practitioners and policymakers seeking to make informed decisions
based on these forecasts.

In 2021, Ruobin Gao et al. proposed a two-stage predictive algorithm that
combines empirical wavelet transformation (EWT) and Echo state network
(ESN) for improved predictive accuracy. EWT is used to extract features with
predictability and eliminate noise in the data, while ESN is utilized for the
overall predictive process. The proposed method outperforms other models on
twelve public datasets with different mean-volatility features, as evidenced by
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improved out-of-sample forecasts compared to baseline persistence model and
conventional benchmarks. Li-wei H. Lehman [38] proposes a novel approach to
stratify mortality risks of intensive care units (ICU) patients receiving vasopres-
sor treatment. The approach uses the switching autoregressive (SVAR) dynam-
ics inferred from the multivariate vital sign time series to predict outcome. The
results show that the bivariate HRiMAP dynamics contain additional prognostic
information beyond the MAP values in mortality prediction, with an area under
the curve (AUC) of 0.74. Furthermore, the HRiMAP dynamics achieved better
performance among a subgroup of patients in a low MAP range (median MAP
< 65 mmHg) while on pressors. In 2020, Harya Widiputra et al. [39] revisit,
implements, and evaluates the multivariate transductive Neuro-Fuzzy Inference
System model (mTNFI) for analyzing and modeling interrelated time-series data.
Results confirm mTNFI’s capability in recognizing patterns of relationship and
modeling them in human-readable form, as well as its superiority in predicting
future values compared to other time-series forecasting techniques.

3 Discussion

the discussion of the systematic literature review on time series prediction tech-
niques reveals that statistical methods, machine learning algorithms, deep learn-
ing models, and hybrid approaches each have their strengths and limitations.
Statistical methods offer interpretability and are suitable for simpler time series
data, while machine learning algorithms provide flexibility and adaptability for
complex datasets. Deep learning models excel in capturing temporal dependen-
cies but require significant computational resources. Hybrid approaches, com-
bining multiple techniques, have the potential to enhance prediction accuracy
and robustness.

The selection of a time series prediction technique depends on factors such
as data characteristics, interpretability requirements, computational resources,
and forecasting goals. Researchers and practitioners must carefully consider these
factors when choosing the most appropriate technique for their specific task.

Future research should focus on developing novel hybrid approaches that
integrate statistical methods, machine learning, and deep learning techniques in
more sophisticated ways. Comparative studies on larger and diverse datasets can
provide deeper insights into the strengths and weaknesses of different techniques
for time series prediction. Ultimately, the advancement of time series prediction
techniques will contribute to more accurate and reliable forecasts in various
domains.

4 Conclusions

The systematic review of time series prediction techniques reveals a diverse range
of approaches, each with its unique strengths and limitations. Statistical methods
offer interpretability and are suitable for simpler time series data, while machine
learning and deep learning techniques provide flexibility for handling complex
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patterns and large datasets. Promisingly, hybrid approaches that combine multi-
ple techniques show potential in improving prediction accuracy and robustness.
Future research should prioritize the development of advanced hybrid methods
that optimize the integration of statistical methods, machine learning, and deep
learning techniques, and comparative studies on larger, more diverse datasets
can deepen our understanding of their performance and limitations. Overall, the
advancement of time series prediction techniques has far-reaching implications,
enhancing the accuracy and reliability of forecasts across domains like finance,
economics, healthcare, and climate science, thereby empowering researchers to
make more informed decisions and extract valuable insights from time-dependent
data.
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Abstract. Formal component-based modeling has been shown to be
invaluable for verifying the compatibility of specified components, discov-
ering flaws early in design stages, and enabling the reuse of components,
across multiple projects and teams. However, complex system specifica-
tions are large and difficult to reason with which has limited the adoption
of formal approaches. In this paper, we use a formal language to build
a metamodel to represent software architectures consisting of composite
components. First, we propose a metamodel to describe the high-level
concepts of software architectures in a component-port-connector fash-
ion. We focus on providing hierarchical modeling capabilities by consid-
ering the construction of composite components from existing ones. Sec-
ond, using Alloy as a tooled formal language, we formalize the metamodel
concepts to build a reusable framework for modeling complex systems
consisting of composite component structures that can be automatically
constructed and checked for architectural conformance. We use a smart
metering system to demonstrate the use our formal metamodel.

Keywords: composite component · component-based software
engineering · metamodeling · formalization

1 Introduction

Increasingly complex software systems [12] are prevalent in all types of embed-
ded, cloud, and industrial systems and the need to ensure they behave as
expected is more apparent. To manage the increasing complexity, systems are
often built using components with the intention of reusing them. Using for-
mal methods to specify components enables unambiguous interpretations of the
services provided and required by the component making the composition of
components well-formed and easy to follow. However, formal component-based
design still has limited adoption due to the increasing complexity of modern
software-dependent systems that often lead to a state explosion problem [3].
Therefore, methods are needed to support component-based system design and
specification of components into logical groups, or composite components, that
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represent higher-level entities that can be used in the verification properties of
a system’s architecture and behavior.

In this work, we propose a formal component-port-connector metamodel
enabling the specification of component-based software architectures as hier-
archical structures of components organized into logical groups. The metamodel
extends the one provided by Rouland et al. [14,16] by introducing the concept
of composite components to the metamodel. The contribution of this paper is a
reusable framework for modelling complex systems with composite component
structures that can be checked for architectural conformance including: (1) a
formal component-port-connector metamodel for hierarchical component-based
software architectures, and (2) a novel idea to enable the automatic construc-
tion of composite components from existing ones. To demonstrate the formal
metamodel, we formalize it using Alloy and we use a smart metering system to
illustrate the specification and verification of composite structures.

The rest of this paper is organized as follows. Section 2 presents our
component-port-connector metamodel. Section 3 presents our approach for for-
malizing and verifying the metamodel concepts using Alloy. Section 4 demon-
strates how to use the formal metamodel to specify and verify composite com-
ponents and connector behaviors for a smart metering system. Section 5 posi-
tions our contributions within the related literature. Lastly, Sect. 6 concludes
and provides an outlook for several future research directions.

2 Defining the Software Architecture Metamodel

In this section, we propose a metamodel that adopts a UML-like vocabulary
to define software architecture models that are conceptually close to industrial
practice. The metamodel is visualized as a class diagram with UML notations in
Fig. 1. It provides concepts for describing software architectures in terms different
views [11]: (1) the logical view which is concerned with capturing the functional
architecture of the system in terms of components, and (2) the scenario view
which is concerned with the representing the communication behavior between
components. We describe the concepts of our metamodel below.

Component. A component is an abstract artifact representing all types of
independently deployable and reusable units of composition that provides and
requires services to and from its environment [5]. To arrange components in a
hierarchical structure, all components have one parent which is the composite
component in which they are contained or is the root system node. A component
can be one of the following two types:

– Atomic Component. An atomic component is the lowest abstraction level
of a component in the system and represents a unit that cannot, or does not
need to be, divided into smaller components. Atomic components realize the
functional system properties by requiring services and provide services.

– Composite Component. A composite component is a logical group of
one or more components (atomic or composite) that can interact with
other system components. Composite components only use the ports of the
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Fig. 1. Component-port-connector metamodel supporting composite components.

components they contain that interact with other components outside the
composite component. These ports are called the external ports as they reach
out to external components outside those of the composite component.

Port. Components use ports to interact with their environment by exposing
or exploiting a known interface. A port may realize more than one interface to
support grouping interfaces of a particular nature dealt with by the port.

– InPort. An InPort represents a required service of its component where the
receive action of a communication style that enables data to be passed to the
component to which the port belongs.

– OutPort. An OutPort represents a provided service of its component where
the send action of a communication style that enables data to be passed to
another port realizing the same interface.

Connector. A connector is a communication link enabling messages to be
passed from OutPorts to InPorts. In this paper, we only consider a message pass-
ing communication style. Connectors buffer any abstract Message type. They can
connect more than one InPort and OutPort, but each interface used must have
at least one InPort and OutPort that realizes the interface.

Interface. An interface defines the set of operations required on an InPort or
provided on an OutPort to establish a kind of contract between components
using ports that realize the same interface.

Operation. An operation promises that a certain action will occur based on the
input from the OutPort. An operation will either have no parameters or a set of
typed parameters. They represent the methods of interacting with a component
in a contractual manner.



18 J. Baak et al.

Parameter. A parameter defines the data types passed to the operation to
which it belongs. Multiple data types can be passed as a parameter. A parameter
can be specified to accept data of one or more data types.

DataType. A data type is the abstract representation of a typed value system.
It defines all data that is part of the data type.

Message. A message is an abstract representation of a message passing commu-
nication style used to represent the movement of data throughout the system. A
Message indicates the InPorts of the receiving component and the OutPort on
the sending component involved in the communication.

OperationCall. An OperationCall defines the message payload structure con-
sisting of a representation of the operation to be performed and the arguments
of the operation’s parameters. Arguments are a mapping of each parameter of
the operation to some data within the parameter’s data type.

Data. Data is the abstract representation of all values of all data types (e.g.,
the set of all integers for an Integer data type).

3 Formalizing the Metamodel with Alloy

Next, we formalize the principal concepts of our software architecture meta-
model. The formal language should meet the following requirements: (1) enable
the creation of a formal component-port-connector metamodel; (2) enable
the creation of a component-port-connector-based system architecture model,
describing the target application model according to the metamodel; (3) enable
the verification of static properties and dynamic properties (e.g., behavioral
aspects) and (4) have tool support.

While any suitable formal language with tool support (e.g., nuSMV, SPIN,
UPPAAL) could be used, we choose to use Alloy [7] because it additionally:
(1) enables the incremental construction of models, allowing rapid iterations
between modeling and analysis; (2) offers a simple and straightforward usage of
its analyzer; (3) and supports visualizing models. Additionally, a recent article [8]
has further highlighted the strengths of Alloy for software design.

3.1 A Brief Introduction to Alloy

Alloy is a lightweight formal modeling language based on first-order relational
logic [7]. An Alloy model is composed of a set of signatures each defining a
set of atoms. Atoms may contain fields that specify the relationships between
them. Additionally, signatures act as types, and subtyping can be described as
an extension of a signature. A model’s constraints can be expressed as facts that
must always be true, predicates that are defined as parameterized formulas that
can be used elsewhere, or assertions that are supposed to result from the facts
of the model. The specification and verification processes may advantage from
the usage of functions that take the form of parameterized expressions.
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In the context of our work, we use Alloy to formalize our metamodel and
verify that the theory produces component-based systems that satisfy the meta-
model. Once the metamodel framework is defined, it can be used to spec-
ify component-based system architectures, behaviors, and functional and non-
functional properties, and explore model instances that satisfy the metamodel
and the system model’s objectives. Alloy offers automated model-checking using
several different solvers and includes a visualizer to investigate model instances
and property counterexamples which makes it an ideal candidate to implement
a metamodel or system quickly and providing informative feedback to designers.

In the following, we formalize in Alloy both the structural part (i.e., logical
view) and the behavioral part (i.e., scenario view) presented in Sect. 2.

3.2 Structural Model in Alloy

Component. The Component signature in Alloy represents a node in our meta-
model’s hierarchical tree-like structure and therefore contains a parent relation
which defines the parent of a component. The lone keyword specifies that every
component will have one or no parent. In our metamodel, all defined instances
of components will have a parent and be part of the system tree, except for
the root System node (Line 4). The Component signature also contains a uses
relation which defines a set of ports used by the component defining its inter-
face. The CompositeComponent signature extends the abstract Component and
defines another relation named contains that specifies the components con-
tained within the composite component. Line 3 in Listing 1.1 specifies an Alloy
fact on the composite component stating the uses relation in the component
signature is equal to the composite component’s external ports. The final sig-
nature Line 5 is the AtomicComponent which defines the leaf nodes of the tree
structure. An atomic component must have only one parent in the component
tree and must have some ports in the uses field, otherwise the component would
be unable to interact with its environment. Lines 8–10 define the external ports
as the ports of the components contained within the composite component that
are connected to components outside the composite component.
1 abstract sig Component { parent: lone Component , uses: set Port }
2 sig CompositeComponent extends Component { contains: some Component }{
3 uses = this.external_ports [] }
4 one sig System in CompositeComponent {}{no parent }
5 sig AtomicComponent extends Component {}{
6 one parent
7 some uses }
8 fun CompositeComponent.external_ports [] : set Port {{ p : Port |
9 p in this.ports[]

10 and p.connectors []. components [] not in this.^ contains }}
11 fun CompositeComponent.ports[] : set Port {{ p : Port |
12 p in this.contains.uses }}
13 fact { all cc: CompositeComponent , c: cc.contains | c.parent = cc }
14 fact { Component in System.* contains }
15 fact { all c: Component | c.uses.connectors []. components [] != c }

Listing 1.1. Formalization of Components

To further constrain the metamodel, facts are used define invariants of the
system metamodel or specific signatures. Line 13 states all composite compo-
nents are the parent of the components they contain. Line 14 ensures that all
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components are contained within the system tree by using the reflexive-transitive
operation *. Lastly, Line 15 ensures that no component is connected to itself.
This is an assumption ensuring no component relies on itself to provide its own
services.

Port. Listing 1.2 shows the formalization of ports. The realizes field of the
Port signature defines a set of interfaces the port realizes, providing or requiring
the operations in the interface as a service depending on the port type. As in our
metamodel in Fig. 1, the Port signature is abstract and is extended by two dif-
ferent types of ports: InPort and OutPort. The InPort has a variable received
field where messages addressed to the InPort are received from a connecting
connector buffer. The OutPort has a variable sent field where messages are sent
to buffers of connecting connectors to be received by the message recipients.

1 abstract sig Port { realizes: set Interface }
2 sig InPort extends Port { var received: set Message }
3 sig OutPort extends Port { var sent: set Message }

Listing 1.2. Formalization of Ports

Connector. Listing 1.3 defines the Connector signature. The signature has a
connects field to connect OutPorts to InPorts. A connector must be connected
to at least one OutPort and one InPort (Lines 2–3), but there is no limit on the
number of ports that can be connected to the connector. The variable buffer
field holds a set of messages that are buffered by the connector. When a message
is sent to a connector, it can be dropped before it reaches the buffer emulating
a message being lost in transmission. Once a message is in a connector’s buffer,
it can be received by an attached InPort for processing.

1 sig Connector { connects: some Port , var buffer: set Message}
2 fact ConnectorHasAtLeastOneInAndOutPort { all c: Connector |
3 some (InPort & c.connects) and some (OutPort & c.connects) }

Listing 1.3. Formalization of Connectors

Interface, Operation, Parameter, and Datatype. Listing 1.4 provides the
formalization of interfaces, operations, and parameters. The operations field of
the Interface signature defines the set of operations provided or required. The
Operation signature defines an operation that is available on an Interface. An
operation has a set of parameters specified by the params field. The Parameter
signature defines the type of the parameter using the passes field which spec-
ifies the allowable values, variable and/or constant, that can be passed to the
parameter. The abstract Variable and Constant signatures represent mutable
and immutable DataTypes respectively from the metamodel in Fig. 1. We differ-
entiate these DataTypes in Alloy because variable values can be used to create
data structures that change during the execution, whereas constants need to
remain the same throughout all time steps.
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1 abstract sig Interface { operations: set Operation }
2 abstract sig Operation { params: set Parameter }
3 abstract sig Parameter { var passes: set (Variable + Constant) }
4 abstract var sig Variable {}
5 abstract sig Constant {}

Listing 1.4. Formalization of Interfaces, Operations, and Parameters

3.3 Behavioral Model in Alloy

Message. Listing 1.5 specifies Message as an abstract signature representing
any type of message that can be sent or received with the system. A Message
has two variable fields which are set by the sending OutPort when the message
is created: from, which states the origin OutPort of the message, and to, which
states the destination InPort of the message.
1 var abstract sig Message { var from: one OutPort , var to: one InPort }
2 fact toFromStatic { always all m: Msg |
3 (m.to’ = m.to and m.from ’ = m.from) or m.release [] }

Listing 1.5. Formalization of Messages

We use facts to constrain sending and receiving messages through connectors.
Listing 1.6 shows some of the facts in Alloy for message movement focusing on
message sending. Lines 1–2 state that a message does not exist before it is sent
on a time step. Lines 3–4 ensure that a message is always sent by the origin
port of the message. Lines 5–8 state all messages are eventually sent and there
is only one unique sending of that message. Lines 9–10 ensure all messages are
not in any connector buffer until the sending of the message by an OutPort.
Lines 11–12 ensure a message is not sent over a connector that is not shared
between the message’s origin and destination ports as the message would never
reach its destination. Lastly, Line 13–15 specifies that all messages sent to all
connectors shared between the origin OutPort and destination InPort and will
either be in those connector’s buffers or have been dropped by the connector.
Further facts are then defined for receiving the message at the InPort along
with facts to release a message that has been dropped or received.
1 fact MessageCreatedOnSend { always all m:Message |
2 (m not in Message until m.sentOn) or once m.sentOn }
3 fact MessageOriginCorrect { always all m:Message |
4 m.sentOn => m.sentBy[] = m.from }
5 fact UniqueSendInstant { all m:Message |
6 eventually m.sentOn always { all m:Message {
7 (m.sentOn => after always no sent.m)
8 (lone m.sentBy [])}}}
9 fact MessageNotBufferBeforeSend { always all m: Message |

10 (m not in Connector.buffer until m.sentOn) or once m.sentOn }
11 fact MessageNotInNonSharedBuffer { always all m: Message |
12 m not in (Connector - sharedConnector[m.from ,m.to]).buffer }
13 fact MessageInBufferAfterSend { always { all m:Message |
14 all sb:sharedConnector[m.from ,m.to] | m.sentOn[]
15 => m not in sb.buffer and after (m in sb.buffer or sb.drop[m])}}

Listing 1.6. Specification of Message sending invariants

Then, as depicted in Listing 1.7, we write predicates to specify sending and
receiving operations of messages over component ports. Furthermore, we can pro-
vide an abstraction of the sending and receiving abstract predicates for OutPorts



22 J. Baak et al.

and InPorts by using the port’s components as points of sending and receiv-
ing messages as in Lines 12–16. Then, we ensure that messages have the expect
behavior conform to our metamodel presented in Sect. 2. Lines 17–18 ensure that
a message does not exist before it was sent. Lines 19–20 ensure that all messages
in buffers were once sent by an OutPort. Lastly, Lines 21–22 ensure all messages
sent by an OutPort are either buffered by a connector or dropped.

1 pred OutPort.send[ip:InPort] {
2 some m:Message {
3 m.from = this
4 m.to = ip
5 m in this.sent }}
6 pred OutPort.multiSend[ips: set InPort] { all ip:ips | this.send[ip] }
7 pred InPort.receive [] {
8 some this.connectors []. buffer
9 some c:this.connectors [] | some m: c.buffer {

10 m.to = this
11 m in this.received }}
12 pred AtomicComponent.send[c:Component , o:Operation] {
13 this.outOperationPort[o]. send[c.inOperationPort[o]]
14 some m:OperationCall { m.operation = o}}
15 pred AtomicComponent.receive[o: Operation] {
16 this.inOperationPort[o]. receive [] }
17 check MessageNotInBufferBeforeSend { always all m:Message |
18 m.sentOn[] => historically no m.~ buffer } for 4
19 check MessageInBufferSent { always all m: Message |
20 some m.~ buffer => once m.sentOn[] } for 4
21 check AllSentMessageInBufferOrDropped { always all m:Message | m.sentOn[]
22 => after (some buffer.m or Connector.drop[m]) } for 4

Listing 1.7. Predicates specifying message sending and receiving

OperationCall and Data. Listing 1.8 shows the specification of the Operation
Call which provides the ports with a method to use the interfaces and operations
they realize by allowing the passing of messages containing an operation and
arguments and invoking an action on the InPort’s component. The operation
field of the OperationCall signature defines the operation that is performed
to send data to the receiving InPort and an arguments field which maps the
operation Parameters to data values. Line 6 states that the arguments of an
OperationCall will not contain parameters that are not part of the operation’s
parameters. Lines 7–8 ensure there is one argument for every parameter of the
OperationCall’s operation and the value of the parameter’s argument is within
the parameters data type or passable values (Variable and/or Constant). Line 9
and 10 state that the OperationCall’s operation should be included in the
sender’s and receiver’s realized interfaces.

1 var abstract sig OperationCall extends Message{
2 var operation: one Operation ,
3 var arguments: Parameter -> (Variable + Constant) }{
4 always {(operation ’ = operation and arguments ’ = arguments)
5 or this.release []}
6 always no arguments[Parameter - operation.params]
7 always all p: operation.params |
8 one arguments[p] and arguments[p] in p.passes
9 always operation in from.realizes.operations

10 always operation in to.realizes.operations}

Listing 1.8. Formalization of OperationCall
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Using the Alloy formalization of our metamodel1, models can be built to
study a system’s functional and non-functional properties and the metamodel’s
components, connectors, ports, and messages can be extended to define addi-
tional structures and behaviors. When developing software architecture models,
the use of composite components allows us to group together components into
high-level entities which can help increase the readability of system require-
ments and manage the complexity of the natural hierarchical structure of a
system’s subcomponents. Architecture specifications can use composite compo-
nent structures to specify and verify properties that encompass the components
contained within a composite component to ensure the internal structures satisfy
the requirements of the high-level entities represented by the composite compo-
nents.

Fig. 2. Overview of the smart metering system (left) and its architecture (right),
adapted from [2], organized into atomic (white) and composite (blue) components.

4 Illustrating the Use of the Formal Metamodel

To demonstrate how to adopt our formal reusable metamodel to model a software
architecture, we specify a smart metering system model using Alloy. The smart
metering system, as depicted in Fig. 2, is a simplified version of a system from
a real Gateway Protection Profile for a smart metering system [2]. It connects a
Local Metrological Network (LMN) which consists of several electricity meters
that communicate measurements with the Gateway. It also communicates data
with remote entities in a Wide Area Network (WAN) and a Home Area Network
(HAN). The primary function of this system is to ensure that the measurement
information is processed in the gateway and exchanged with (1) authorized exter-
nal entities in the WAN, and (2) with authorized consumers in the HAN. For the
specification, we adopt the naming convention from [2] to support traceability
to the system requirements in the Gateway Protection Profile. In addition, we

1 Available online at https://gitlab.com/CyberSEA-Public/CC-Metamodel.

https://gitlab.com/CyberSEA-Public/CC-Metamodel
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use prefixes to indicate the type of entity described by the metamodel; Atomic
Component (AC), Composite Component (CC), InPort (IN), OutPort (OUT),
Connector (CON), Interface (IF), Operation (OP), Parameter (P).

For the purposes of this paper, we use the scenario of raw meter data being
sent from the meters in the LMN for processing by the Gateway, and where the
processed meter data is subsequently sent from the Gateway to the Authorized
External Entities in the WAN. We also assume that all network (LMN, WAN,
HAN) connectors are reliable to ensure all messages are received.

4.1 Structural Model of the Smart Metering System

The first step in specifying the smart metering system architecture using our
formal metamodel is to translate system entities into atomic and composite
components. Listing 1.9 shows the partial smart metering system architecture
specification highlighting the Gateway and LMN composite components. The
composite components use signature facts to specify the components that are
contained within their boundary, such as with the Gateway (Lines 1) and the
LMN (Line 8). Each atomic component uses signature facts to specify the ports
belonging to the component (Lines 2 and 10–11), followed by the atomic com-
ponent’s port signature definitions along with the interfaces the ports realize
(Lines 5–6 and 12–13). Signature facts (Lines 9–11) are added to the AC_Meter
specification to ensure that each AC_Meter of our system model uses two ports:
one IN_Meter port and one OUT_Meter port.

1 one sig CC_Gateway_TOE extends CompositeComponent {}{ contains =
AC_Gateway_Comms + AC_Gateway_TSF + AC_Security_Module }

2 one sig AC_Gateway_Comms extends AtomicComponent {}{ uses = IN_GW_LMN +
OUT_GW_LMN + IN_Comms_TSF + OUT_Comms_TSF + IN_GW_WAN + OUT_GW_WAN }

3 one sig IN_GW_WAN extends InPort {}{ realizes = IF_ExtEnt2GW +
IF_Admin2GW }

4 one sig OUT_GW_WAN extends OutPort {}{ realizes = IF_GW2ExtEnt +
IF_GW2Admin }

5 one sig IN_GW_LMN extends InPort {}{ realizes = IF_MTR2GW }
6 one sig OUT_GW_LMN extends OutPort {}{ realizes = IF_GW2MTR }
7 ...
8 one sig CC_LMN extends CompositeComponent {}{ contains = AC_Meter }
9 some sig AC_Meter extends AtomicComponent {}{ #uses = 2

10 one (uses & IN_Meter)
11 one (uses & OUT_Meter)}
12 some sig IN_Meter extends InPort {}{ realizes = IF_GW2MTR }
13 some sig OUT_Meter extends OutPort {}{ realizes = IF_MTR2GW }
14 one sig CON_LMN_NET extends ReliableConnector {}{ connects = IN_Meter +

OUT_Meter + IN_GW_LMN + OUT_GW_LMN }

Listing 1.9. Specification of the Gateway and LMN as Composite Components

Next, we need to specify the operations and parameters for the interfaces
realized by the atomic component’s ports. Listing 1.10 provides an example of the
interface from the Meters to the Gateway with the operation OP_send_raw_data
specifying the meter is sending unprocessed meter data to the Gateway for

processing. An architect would specify the operation needed for an interface and
then all parameters that are a part of the operation and the data types for the
parameters. In this case, the parameter P_MeterData can be any member of the
MeterData set generated by Alloy in our system model during model-checking.
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1 one sig IF_MTR2GW extends Interface {}{ operations = OP_send_raw_data }
2 one sig OP_send_raw_data extends Operation {}{ params = P_RawMeterData }
3 one sig P_RawMeterData extends Parameter {}{ passes = MeterData }

Listing 1.10. Meter-to-Gateway Interface Definition

4.2 Behavioral Model of the Smart Metering System

After specifying the structural elements of the smart metering system architec-
ture, we specify the individual atomic component and connector behaviors.

Listing 1.11 demonstrates an action-based specification of the AC_Meter
atomic component. The behavioural constraint on Lines 1–5 specifies the valid
transition invariants of the AC_Meter by using the always temporal operation
in Alloy to ensure the following Boolean expression is always true across traces.
The transition invariant ensures all AC_Meters of the system is carrying out
one of the three defined actions; AC_Meter.generateMeterData[], AC_Meter
.sendMeterData[md:MeterData], or AC_Meter.doNothing[]. Each action is
prepended with the Component signature name and specifies how the vari-
able fields of the Atomic Component change with the action. The AC_Meter.
generateMeterData[] action generates one MeterData and adds that Meter-
Data to its mdata field which holds the MeterData to be sent to the Gateway.
The AC_Meter.sendMeterData[md:MeterData] action sends some MeterData
that is within the AC_Meter’s mdata field. Finally, the AC_Meter.doNothing[]
enables the AC_Meters to do nothing for a time step of the system trace.
1 fact AC_Meter_trans { always all m:AC_Meter {
2 (m.generateMeterData or (some md:MeterData |
3 m.sendMeterData[md]) or m.doNothing)
4 all md:m.mdata | eventually m.sendMeterData[md]
5 some md:MeterData | some m.output []. sent => m.sendMeterData[md] }}
6 pred AC_Meter.generateMeterData[] { after one md:MeterData {
7 before md not in MeterData before this.mdata ’ = this.mdata + md
8 md.generated_by = this}}
9 pred AC_Meter.sendMeterData[md:MeterData] {

10 md.generated_by = this
11 md in this.mdata
12 this.send[AC_Gateway_Comms ,OP_send_raw_data]
13 (arguments.md.P_RawMeterData & this.output []. sent).sentOn[]
14 one this.output []. sent
15 this.mdata ’ = this.mdata - md}
16 pred AC_Meter.doNothing [] { this.mdata ’ = this.mdata }

Listing 1.11. Meter Behaviour Specification

Similar to Listing 1.11, the transitions and actions of the Gateway’s Com-
munication Components are defined in Listing 1.12.
1 fact AC_Gateway_Comms_trans { always AC_Gateway_Comms.Comms_In_Guarantee}
2 pred AC_Gateway_Comms.Comms_In_Guarantee {
3 all i:this.input []. received { (i.operation = OP_send_raw_data and
4 this.forwardMeterData[i.arguments[P_RawMeterData ]]) or
5 (i.operation = OP_send_p_mdata and this.forwardProcessedMeterData
6 [i.arguments[P_ProcessedMeterData ]])}}
7 pred AC_Gateway_Comms.forwardMeterData[md:MeterData] {
8 after this.send[AC_Gateway_TSF ,OP_process_mdata]
9 md in this.output [].sent ’.arguments ’[ P_MeterDataComms ]}

10 pred AC_Gateway_Comms. forwardProcessedMeterData[pmd:ProcessedMeterData ]{
11 one oc:this.output [].sent ’ { pmd.dest in oc.to ’.user[]
12 pmd in oc.arguments ’[ P_ExtEntPData ]}}

Listing 1.12. Communication Component’s Behavioural Specification
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4.3 Verification of the Smart Metering System Model

Now that we have specified the smart metering system’s architecture and behav-
ior using our formal metamodel, we use the Alloy Analyzer to verify the desired
properties of the model.

The two assertions in Listing 1.13 are derived from [2] and ensure all meter
data is received, processed, and delivered to the WAN. The first assertion on
Lines 1–4 states that all meter data shall leave the LMN in the operation call
parameter P_MeterData and shall only be received by the Gateway. The second
assertion on Lines 5–8 specifies that all processed meter data shall be received
by the WAN, where the authorized entity is located, and the processed meter
data shall have originated from the LMN.

1 assert AllMeterDataFromLMNisDeliveredToTheGateway {
2 always all md:MeterData | once md in CC_LMN.output []. sent
3 .arguments[P_MeterData] and md.opcalls []. receivedOn []
4 => md.opcalls []. receivedBy [] in CC_Gateway_TOE.input[] }
5 assert WANOnlyReceivesProcessedMeterDataFromLMN {
6 always all pmd:ProcessedMeterData , wan_rcv: CC_WAN.input []. received |
7 some lmn_sent:CC_LMN.output []. sent.arguments[P_RawMeterData] |
8 arguments.pmd.P_ExtEntPData in wan_rcv => once pmd.p_meter_data in

lmn_sent }

Listing 1.13. Composite Assertions

Both assertions generate no counterexample indicating the assertions are
consistent with the specified model. The satisfaction of these properties demon-
strates how we can verify properties specified over only the higher-level compos-
ite components which helps to manage the complexity of the specification and
verification of system properties.

5 Related Work

Our work extends the work of Rouland et al. [16] which developed a component-
port-connector metamodel defining the elements of a component-based system
and for verifying functional requirements and security properties [14,15] on the
specified architecture models. Specifically, our metamodel extends the existing
metamodel to support the concept of composite components by include a hier-
archical component tree structure. Further, our metamodel extends the message
passing communication style considered in [16] with the OperationCall concept.
This enables more fine-grained specification and verification of system properties
in the context of specific operations and parameters, which is closer to practical
designs of component and connector behaviors.

Wong et al. [18] provide an Alloy implementation of their approach for ver-
ifying multi-styled architectures by dividing complex systems into submodules
defined by their architectural styles. However, each submodule has its own Alloy
specification leading to difficulty in the ability to automate the approach. Wong
et al. also use a component-port-connector metamodel with an action-based
behavioral model to track events within system processes. In contrast, our con-
tributions enable further definitions of component and connector behaviors and
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use ports to define interfaces of the component architecture to ensure confor-
mance. Also, instead of manually dividing our system model into separate formal
submodule specifications, our concept of a composite component automatically
inherits the external ports of the components of which it is comprised.

The concept of composite components has also been proposed in the
rCOS [9,13] method. In this work, the composition is accomplished by merging
the contracts (interfaces semantic information) of the components. As a result,
it differs from our solution where composite components automatically inherit
ports. It offers a similar concept of interface, but it does not have a specific con-
nector concept. Further, our work enables possibilities to further define reusable
interaction types (i.e., connector behaviors).

A similar notion called compound components has been considered in the
BIP Framework [1]. It allows to define a new component instance from existing
components (atomic or not), but it requires specifying additional connectors in
the process. Therefore, it is distinct from the automatic inheritance of ports
proposed by our approach. On the other hand, it takes a similar approach for
defining interaction types by defining connector behavior, but it lacks the concept
of interface; instead, operations are specified directly in the interactions.

The notion of composite components has also been considered in the INVEST
framework [10]. Similar to what we proposed in this paper, the INVEST frame-
work groups components into ‘complex components,’ otherwise known as com-
posite components, to form a hierarchical component structure. However, the
INVEST framework lacks a suitable means to define a system’s structure and
operational interfaces, something that is handled by our formal metamodel as
demonstrated in the illustrative example in Sect. 4.

Other approaches for developing hierarchical component systems have con-
sidered assume-guarantee (e.g., [17]) or contract-based design logic (e.g., [4]),
but within these settings there is no agreed upon method to decomposing sys-
tem compositionally. Some approaches (e.g., [6]) use specific connectors to group
components, while others (e.g., [4,17]) do not consider group components, but
verify changes of assumptions on system changes. Instead, our approach aims to
provide architects with capabilities to model composite components and define
the line between which components can be viewed as a black box with its own
assumptions and guarantees at different levels of the component tree hierarchy.

6 Concluding Remarks

In this work, we proposed a metamodel to describe the high-level concepts of
software architectures in a component-port-connector fashion. Specifically, we
focused on providing hierarchical modeling capabilities by enabling the auto-
matic construction of composite components from existing ones. The proposed
metamodel was formalized using Alloy as a tooled formal language. With the for-
malization, we developed a reusable framework for modeling complex systems
consisting of composite component structures that can be checked for archi-
tectural conformance as demonstrate on an illustrative smart metering system
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example. Such modeling capabilities help manage system complexity by enabling
the specification and verification of properties on high-level entities while ensur-
ing that internal structures satisfy the requirements of the high-level entities.

In future work, we aim to explore the use of compositional verification meth-
ods to further reduce the burden of verifying complex component-based systems
by skipping the re-verification of certain properties when changes are localized
to specific component structures. We also seek to develop a Domain Specific
Language similar to [16], to simplify the specification of software architectures
conforming to our proposed metamodel.
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Abstract. Static type checking helps catch errors in manipulating vari-
ables values early on, and most specification languages, like Event-B,
are strongly typed. However, the type system of Event-B language is
relatively simple and provides only a way to specify discrete behaviour
using Integer type. There is no possibility to model continuous behaviour,
which would have helped analyse hybrid systems. More precisely, the
Event-B language doesn’t consider in its type-checking system the pos-
sibility of defining such behaviours and checking the correctness of the
values of the continuous variables within the Event-B models. In this
article, we propose to extend the type-checking system of Event-B to
include Float variables by specifying a floating point numbers theory
using the theory plugin.

Keywords: Hybrid systems · Event-B · Type checking ·
Floating-point numbers

1 Introduction

Since its invention, the use of the Event-B formal method [2] has continued to
increase, and it has been applied to various applications and domains [6]. The
Event-B method is practical and adapted to analyse discrete systems, and its
type system offers the possibility of modelling discrete behaviours. Today, with
the need to model and analyse hybrid systems to include different types of com-
plex and cyber-physical systems, extending the Event-B type-checking systems
becomes necessary to specify and analyse continuous behaviours or represent
numerical algorithms in Event-B. This need involves considering the definition
of real numbers, more concretely, floating-point numbers.

The interest and motivation for using the floating-point arithmetic in the
case of the classical B method [1] was discussed in [12]. Today, with classical B
language, it is possible to specify a treatment with real numbers and to ensure
that its floating point implementation is “close” to its specification. In the case
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of the Event-B method, we can use discretisation like in [5] and other works
cited in the same paper to formalise continuous behaviours. Another known tool
around the classical B and Event-B methods is the ProB model-checker [13].
Currently, Leuschel et al. work on integrating the floating-point arithmetic in
ProB [14].

The Rodin platform [3] is the most used développement environment in the
Event-B ecosystem. Since it is an Eclipse product, it can be extended by adding
plugins. Among all the plugins developed for the Rodin platform, the theory
plugin [7,10] is mainly used to extend the Event-B modelling possibilities by
defining theories. The theory plugin provides the facility to define mathematical
and prover extensions. Mathematical extensions are new operator definitions and
new datatype definitions, and axiomatic definitions. In this article, we propose
to develop a floating-point numbers theory using the theory plugin to extend
the Event-B type-checking system with the possibility of handling floating-point
numbers. We note that there is a theory for reals in the “Standard Library” of
theories1.

This paper is organized as follows: Sect. 2 presents the main concepts of the
Event-B method. Section 3 gives an example to illustrate why there is a need
to use floating-point arithmetic. Section 4 details the proposed approach, and
Sect. 5 shows how the proposed theories improve the motivating example. The
paper concludes with a summary and outlook in Sect. 6.

2 The Event-B Method

The Event-B method [2] is an evolution of the classical B method [1]. This
method is based on the notions of pre-conditions and post-conditions [11], weak-
est pre-condition [9], and the calculus of substitution [1]. It is a formal method
based on first-order logic and set theory.

2.1 The Event-B Model

An Event-B model is made of several components of two kinds: machines and
contexts. The machines contain a model’s dynamic parts (states and transitions),
whereas the contexts contain the static parts (axiomatization and theories). A
machine can be refined by another machine, and a context can be extended by
another. Moreover, a machine can see one or several contexts (see Listings 1.1
and 1.2).

A context is defined by a set of clauses (see Listing 1.1) as follows:

– SETS describes a set of abstract and enumerated types.
– CONSTANTS represents the constants used by a model.
– AXIOMS describes, in first-order logic expressions, the properties of the

attributes defined in the CONSTANTS clause. Types and constraints are
described in this clause as well.

1 https://sourceforge.net/projects/rodin-b-sharp/files/Theory StdLib/.

https://sourceforge.net/projects/rodin-b-sharp/files/Theory_StdLib/


32 I. Ait-Sadoune

– THEOREMS are logical expressions that can be deduced from the axioms.

An Event-B machine is defined by a set of variables, described in the
VARIABLES clause, that evolves thanks to events depicted in the EVENTS clause.
It encodes a state transition system where the variables represent the state, and
the events represent the transitions from one state to another.

Listing 1.1. The Event-B context

CONTEXT ctx1

EXTENDS ctx2

SETS s
CONSTANTS c
AXIOMS

A(s, c)
THEOREMS

T (s, c)
END

Listing 1.2. The Event-B machine

MACHINE mch1

REFINES mch2

SEES ctxi

VARIABLES v
INVARIANTS

I(s, c, v)
THEOREMS

T (s, c, v)
EVENTS

< events list >

Similarly to contexts, a machine is defined by a set of clauses (see Listing 1.2).
Briefly, the clauses mean.

– VARIABLES represents the state variables of the specification model.
– INVARIANTS describes, by first-order logic expressions, the properties of the

variables defined in the VARIABLES clause. Typing information and functional
and safety properties are usually expressed in this clause. These properties
need to be preserved by events.

– THEOREMS defines a set of logical expressions that can be deduced from the
invariants.

– EVENTS defines all the events that occur in a given model. Each event is
characterized by its guard and the actions performed when the guard is true.
Each machine must contain an “Initialisation” event.

The refinement operation offered by Event-B encodes model decomposition.
A transition system is decomposed into another transition system with more
and more design decisions while moving from an abstract level to a less abstract
one. A refined machine is defined by adding new events, new state variables and
a glueing invariant. Each event of the abstract model is refined in the concrete
model by adding new information expressing how the new set of variables and
the new events evolve.

2.2 The Proof Obligations (PO)

Proof obligations (PO) are associated with any Event-B model. They define the
formal semantics associated with each Event-B component. PO are automatically
generated, and the PO generator plugin in the Rodin platform [3] is in charge
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of generating them. These PO need to be proved to ensure the correctness of
developments and refinements. The obtained PO can be proved automatically
or interactively by the prover plugin in the Rodin platform.

The rules for generating PO follow the substitutions calculus [1] close to the
weakest precondition calculus [9]. To define some PO rules, we use the notations
defined in Listings 1.1 and 1.2 where s denotes the seen sets, c the seen con-
stants, and v the variables. Seen axioms are represented by A(s, c) and theorems
by T (s, c), whereas invariants are denoted by I(s, c, v) and local theorems by
T (s, c, v). For an event, the guard is denoted by G(s, c, v, x) and the action is
represented by the before-after predicate BA(s, c, v, x, v′) (a predicate express-
ing the relationship between the variable contents before and after an event
triggering). Here we give a list of the most used/generated PO rules :

- The theorem PO rule: ensures that proposed theorems of a context or
machine are provable.

A(s, c) ⇒ T (s, c)

A(s, c) ∧ I(s, c, v) ⇒ T (s, c, v)

- Invariant preservation PO rule: ensures that each event preserves each
invariant in a machine.

A(s, c) ∧ I(s, c, v) ∧ G(s, c, v, x) ∧ BA(s, c, v, x, v′) ⇒ I(s, c, v′)

- Feasibility PO rule: ensures that a non-deterministic action is feasible.

A(s, c) ∧ I(s, c, v) ∧ G(s, c, v, x) ⇒ ∃v′.BA(s, c, v, x, v′)

There are other rules for generating PO to prove the correctness of variables
construction and using operators (Well definedness - WD) and refinement listed
in [2].

2.3 The Theory Plugin

To extend the Event-B modelling possibilities with new mathematical objects,
the theory plugin [7,10] extends the Rodin platform by providing a new syntax to
define mathematical and prover extensions with the theory component. A theory
can contain new datatype definitions, new polymorphic operator definitions,
axiomatic definitions, theorems and associated rewrite and inference rules. The
installation for the theory plug-in is available under the main Rodin Update site2

under the category “Modelling Extensions”. If you have never used the theory
plugin, consult the user manual available in this link3.

In this work, we use the theory Plugin to define the power operator (with
its axiomatic definitions, theorems and inference rules) and the floating-point
numbers data type (with all its operators, theorems and associated rewrite and
inference rules). The justification of why we need these two theories will be given
in the following sections.
2 http://rodin-b-sharp.sourceforge.net/updates.
3 https://wiki.event-b.org/images/Theory Plugin.pdf.

http://rodin-b-sharp.sourceforge.net/updates
https://wiki.event-b.org/images/Theory_Plugin.pdf
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3 The Motivating Example

To illustrate our approach for extending the Event-B core with the floating-point
numbers data type, we propose to model a system that continuously calculates
a moving object’s speed (cf. listing 1.3). The main objective of this example is to
show some modelling and validation problems that we can face when we analyse
physical phenomena, mainly when we use integer variables to handle small values
and expressions that come from the laws of physics. For simplicity reasons, we
ignore in this study all the problems related to the units of measurement and
which will be treated in our future work.

Listing 1.3. An Event-B model calculating a moving object’s speed.

MACHINE mch_integer_version

...

INVARIANTS

@inv1: traveled_distance ∈ N

@inv2: measured_time ∈ N1

@inv3: speed ∈ N

@inv4: starting_position ∈ N

@inv5: starting_time ∈ N

@inv6: speed = travelled_distance ÷ measured_time

@inv7: traveled_distance > 0 ⇒ speed > 0

EVENTS

...

get_speed =̂

any v t

where

@grd1: v ∈ N1 ∧ v > starting_position

@grd2: t ∈ N1 ∧ t > starting_time

then

@act1: travelled_distance := v - starting_position

@act2: measured_time := t - starting_time

@act3: speed := (v - starting_position) ÷ (t - starting_time)

end

END

The proposed Event-B model formalises two functional properties:
PROP 1 - the speed of the moving object is equal to the travelled distance
divided by the measured time (v = d/t), and PROP 2 - when the
travelled distance is strictly positive, the speed of the moving object must also
be strictly positive (the object moves when its speed is different from zero). These
two properties are formalised by the invariants @inv6 and @inv7 of listing 1.3.

The main event of the proposed Event-B model is called get speed. It cap-
tures the new position of the moving object and calculates the new values of
the measured time, travelled distance, and speed variables. These new values
depend on the initial position stored in the starting time and starting position
variables captured by another event that doesn’t interest us in this study.
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Fig. 1. The summary of the gen-
erated and proven (or not) proof
obligations.

From the model validation point of view,
we encountered a problem with the invari-
ant preservation proof obligation of the @inv7
invariant generated for the get speed event
(cf. Fig. 1, all the OPs are green except the
one maintaining the @inv7 invariant by the
get speed event). For recall, this invariant for-
malises the PROP 2 - property of our sys-
tem (if the value of the travelled distance
variable is strictly positive, the speed variable
must also be strictly positive). However, in the
get speed event, the value of the expression
“v−starting position” can be less than that of
“t−starting time”. In this case, the new value
of the speed variable becomes equal to zero
while the one of the travelled distance vari-
able is not because all variables of our model
are integer variables, and the “÷” Event-B
operator makes an integer division. For these
reasons, the get speed/inv7/INV PO cannot
be proved. Conceptually, our model correctly
specifies our requirements; on the other hand,
the basic types and operators of the Event-B language are not adapted to our
needs and do not allow us to validate continuous behaviours requirements and
manipulate small and big values simultaneously.

For these reasons and those discussed in [12], we propose to develop a
floating-point numbers theory using the theory plugin to extend the Event-B
type-checking system with the possibility of handling floating-point numbers.

4 The Proposed Approach

As known, the floating point is the most used method for representing and
approximating real numbers in computer-based arithmetic. Therefore, we pro-
pose to represent real numbers by using floating-point arithmetic. This approach
represents floating-point numbers using an integer called the significand, scaled
by an integer exponent of a fixed base. We have chosen that the base always
equals ten in our models (see the following example).

x = 3.14159265359 = 314159265359
︸ ︷︷ ︸

significand

× 10
︸︷︷︸

base

exponent
︷︸︸︷

−11

To allow the Event-B language to embed this floating-point representation,
we need to define two theories: the first one formalises the power operator that
isn’t included in the Event-B language (the “ˆ” caret Event-B operator is not
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implemented in the automated proofs supported by the Rodin platform, besides
power 0 and 1), and the second one formalises floating-point numbers by specify-
ing the corresponding data type, the supported arithmetic operators, and some
axioms and theorems that characterise the proposed modelling. The Event-B
project containing these theories can be downloaded from this link4.

4.1 The Power Operator

To have the possibility of comparing two floating point numbers, we need to
define a left-shift operator that uses multiplication by powers of ten. In our case,
for this reason, and for reasons we explain later, we define a power operator that
uses only natural exponents. The power operation with natural exponents may be
defined directly from multiplication operations. The definition of exponentiation
as an iterated multiplication can be formalized using induction. The base case is
x0 = 1 and the recurrence is xn = x × xn−1 (cf. Listing 1.4). For the case 00, in
contexts where only natural powers are considered, 0 to the power 0 is undefined
(see the wd condition defined for the pow operator in the Listing 1.4).

Listing 1.4. The theory defining the power operator

THEORY thy_power_operator

AXIOMATIC DEFINITIONS

operators

pow(x ∈ Z, n ∈ N) : Z INFIX

wd condition : ¬ (x = 0 ∧ n = 0)

axioms

@axm1: ∀ n. n ∈ N1 ⇒ 0 pow n = 0

@axm2: ∀ x. x ∈ Z ∧ x �=0 ⇒ x pow 0 = 1

@axm3: ∀ x,n. x ∈ Z ∧ x �=0 ∧ n ∈ N1 ⇒ x pow n = x × (x pow (n-1))

...

THEOREMS

@thm1: ∀ x,n,m. ... ⇒ (x pow n) × (x pow m) = x pow (n+m)

@thm2: ∀ x,n,m. ... ⇒ (x pow n) pow m = x pow (n×m)

@thm3: ∀ x,y,n. ... ⇒ (x×y) pow n = (x pow n)×(y pow n)

...

END

The proposed theory also contains some proven theorems formalising some
exponent rules (the product rule, the power rule, the multiplying exponents
rule, ...). The proofs of all these theorems were made by induction following the
rules defined in [8]. Notice that we have chosen to define the pow operator in a
single theory to offer the possibility of reusing this operator in other Event-B
components (theories, machines, or contexts) using the theory path mechanism
available in the theory plugin [7,10].

4.2 The Floating-Point Numbers Theory

The proposed theory formalizes a floating-point number by defining a new data
type called FLOAT Type. This new data type provides the NEW FLOAT constructor
4 https://www.idiraitsadoune.com/recherche/modeles/eventb.theories.zip.

https://www.idiraitsadoune.com/recherche/modeles/eventb.theories.zip
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that allows creating a floating-point number by following the definition x =
s× 10e (with s representing the significand part and e the exponent part). This
way, it is possible to create constants like 0 and 1 (F0 = 0 × 100 or F1 =
1 × 100) (cf. Listing 1.5). The proposed theory does not model limited precision
floating point numbers. This implies that the operators defined in the theory
involve no precision loss. This choice is made in order to allow the user to refine
the proposed theory towards any implementation, the IEEE Standard 754, for
example. This also allows us to remain compliant with the definition of the
Event-B integer type, which is independent of any implementation. This theory
provides an operator (FLOAT) to convert any Event-B integer to FLOAT Type.
We consider that the abstract numbers are those defined in the Event-B theory,
and the concrete ones are those described by the IEEE Standard.

Listing 1.5. The theory defining the floating-point numbers (part 1)

THEORY thy_floating_point_numbers

DATATYPES

FLOAT_Type =̂ NEW_FLOAT(s ∈ Z, e ∈ Z)

OPERATORS

F0 =̂ NEW_FLOAT (0,0)

F1 =̂ NEW_FLOAT (1,0)

FLOAT(x ∈ Z) =̂ NEW_FLOAT(x,0)

l_shift(x ∈ FLOAT_Type , offset ∈ N) =̂
NEW_FLOAT(s(x) × (10 pow offset), e(x)-offset)

eq(x ∈ FLOAT_Type , y ∈ FLOAT_Type) INFIX =̂
s(l_shift(x, e(x)-min({e(x),e(y)}))) =

s(l_shift(y, e(y)-min({e(x),e(y)})))

gt(x ∈ FLOAT_Type , y ∈ FLOAT_Type) INFIX =̂
s(l_shift(x, e(x)-min({e(x),e(y)}))) >
s(l_shift(y, e(y)-min({e(x),e(y)})))

geq(x ∈ FLOAT_Type , y ∈ FLOAT_Type) INFIX =̂
x eq y ∨ x gt y

lt(x ∈ FLOAT_Type , y ∈ FLOAT_Type) INFIX =̂
¬(x geq y)

leq(x ∈ FLOAT_Type , y ∈ FLOAT_Type) INFIX =̂
¬(x gt y)

...
END

The floating-point theory redefines all essential numeric operators (compari-
son and calculation operators), and the operator we have to define to overload all
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the numeric operators is the left shift operator (l shift operator). This operator
uses a positive offset to perform a left shift by multiplying the significand part
by powers of ten5. To compare two numbers, we left-shift the number containing
the biggest exponent to have the same exponent as the other number. Then,
when two numbers have the same exponents, it’s possible to compare them by
comparing their significand parts. In this way, we have defined the operators eq,
gt, geq, lt, and leq (=, >, ≥, <, ≤) comparing two floating-point numbers (cf.
Listing 1.5).

Listing 1.6. The theory defining the floating-point numbers (part 2)

THEORY thy_floating_point_numbers

...

OPERATORS

...
plus(x ∈ FLOAT_Type , y ∈ FLOAT_Type) INFIX =̂

NEW_FLOAT(s(l_shift(x, e(x)-min({e(x),e(y)}))) +

s(l_shift(y, e(y)-min({e(x),e(y)}))) , min({e(x),e(y)}))

neg(x ∈ FLOAT_Type) =̂
NEW_FLOAT(−1 × s(x), e(x))

minus(x ∈ FLOAT_Type , y ∈ FLOAT_Type) INFIX =̂

x plus neg(y)

mult(x ∈ FLOAT_Type , y ∈ FLOAT_Type) INFIX =̂
NEW_FLOAT(s(x) × s(y) , e(x) + e(y))

f_pow(x ∈ FLOAT_Type , n ∈ N) INFIX =̂
NEW_FLOAT(s(x) pow n, n × e(x))

...
END

Using the same reasoning for the comparison, we have generalized the idea to
the addition and subtraction operators. A left-shift of one of the two operands is
necessary to perform the addition and subtraction operations (cf. Listing 1.6).
However, the multiplication operation is performed by multiplying the signifi-
cand parts of the two operands, and the resulting exponent is obtained by adding
the exponent parts of the two operands (cf. Listing 1.6). The f pow operator gen-
eralises the pow operator for the floating-point numbers.

While the proposed theory involves no precision loss for multiplication and
addition, division sometimes induces a precision loss. For example, we cannot
precisely represent the result of 1/3 or 2/3. That is why, for the case of the
division and inverse operators, we have firstly defined the well-defined conditions
(by the inv WD and div WD operators in listing 1.7). To calculate the inverse of
x, we must find a z, which we multiply by the significand part of x to obtain a
power of ten (The value of z corresponds to the significand part of the result of
the inverse of x) . For example, to calculate the inverse of 2, 5 corresponds to

5 This is why we have defined a power operator with only natural exponents.
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z in our case, which does not exist for the inverse of 3. The same reasoning is
done for the division operator.

Listing 1.7. The theory defining the floating-point numbers (part 3)

THEORY thy_floating_point_numbers

...
OPERATORS

...
inv_WD(a ∈ FLOAT1_Type) =̂

∃ n,z. n ∈ N ∧ z ∈ Z ∧ 10 pow n = s(a) × z

div_WD(a ∈ FLOAT_Type , b ∈ FLOAT1_Type) =̂
∃ n,z. n ∈ N ∧ z ∈ Z ∧ s(a) × (10 pow n) = s(b) × z

AXIOMATIC DEFINITIONS

operators

inv(x ∈ FLOAT_Type) : FLOAT1_Type

wd condition : inv_WD(x)

axioms

@inv_1: ∀ x,y.(... ⇒ ((x mult y) = F1 ⇔ inv(x) = y))

@inv_2: ∀ x,y.(... ⇒ ((x mult y) eq F1 ⇔ inv(x) eq y))

operators

div(x ∈ FLOAT_Type , y ∈ FLOAT_Type) : FLOAT_Type INFIX

wd condition : div_WD(x,y)

axioms

@div_1: ∀ x,y,z.(... ⇒ ((y mult z) = x ⇔ (x div y) = z))

@div_2: ∀ x,y,z.(... ⇒ ((y mult z) eq x ⇔ (x div y) eq z))

@div_3: ∀ x,y.(... ⇒ x mult inv(y) = x div y)

...
END

The last basic arithmetic operations, inverse and division, are formalized by
axiomatic definitions, and both are invocable if their well-defined conditions are
true (defined in the wd condition clause). The inverse of x is y if and only if y
is the number we multiply by x to obtain F1, and the result of dividing x by y
is z, if and only if z is the number we multiply by y to obtain x (cf. Listing 1.7).
We must prove the WD PO generated from the wd condition for both operators.
The axiom @div 3 gives the relationship between the inverse operator and the
division operator.

Finally, the floating-point data type is often used in laws of physics and
scientific calculations. Functions calculating the integer part, the fractional part,
the floor function and the ceiling function are very useful. This theory provides
all these operators, and due to the page number limitations, these operators are
not presented in this article. The reader may consult them by downloading this
theory from this link6.

The last part of the proposed theory contains a set of theorems that we have
proved, and that correspond to laws defining properties of arithmetic operators

6 https://www.idiraitsadoune.com/recherche/modeles/eventb.theories.zip.

https://www.idiraitsadoune.com/recherche/modeles/eventb.theories.zip
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(equality, addition, and multiplication are commutative, the order is total, reflex-
ive, anti-symmetric and transitive, addition and multiplication have an inverse,
...) and others theorems combining the comparison operators and the arithmetic
operators (cf. Listing 1.8).

Listing 1.8. The theory defining the floating-point numbers (part 4)

THEORY thy_floating_point_numbers

...
THEOREMS

@thm1: ∀ x,y.(... ⇒ x eq y ⇔ y eq x)

@thm2: ∀ x.(... ⇒ x geq x ∧ x leq x)

@thm3: ∀ x,y.(... x leq y ∧ y leq x ⇒ x eq y)

@thm4: ∀ x,y.(... ⇒ x leq y ∨ y leq x)

@thm5: ∀ x,y,z.(... x leq y ∧ y leq z ⇒ x leq z)

@thm6: ∀ x,y,z.(... x leq y ⇒ (x plus z) leq (y plus z))

@thm7: ∀ x,y,z.(... x leq y ⇒ (x mult z) leq (y mult z))

@thm8: ∀ x.(... ⇒ x plus F0 eq x)

@thm9: ∀ x,y.(... ⇒ x plus y = y plus x)

@thm10: ∀ x,y.(... ⇒ x plus neg(y) = y minus x)

@thm11: ∀ x.(... ⇒ x minus F0 eq x)

@thm12: ∀ x.(... ⇒ x minus x eq F0)

@thm13: ∀ x.(... ⇒ x mult F0 eq F0)

@thm14: ∀ x.(... ⇒ x mult F1 = x)

@thm15: ∀ x,y.(... ⇒ x mult y = y mult x)

@thm16: ∀ x.(... ⇒ inv(x) = F1 div x)

@thm17: ∀ x.(... ⇒ x div F1 = x)

@thm18: ∀ x.(... ⇒ x div x = F1)

@thm19: ∀ x.(... ⇒ x mult inv(x) = F1)

...
END

Due to our choice to formalise unlimited precision floating-point numbers
(the operators defined in the proposed theory involve no precision loss), we can
deduce some properties that are not true in the floating-point numbers world
(the associativity of addition and multiplication, for example). When this theory
is refined towards any implementation (the IEEE Standard 754, for example),
the developer must pay attention to this point.

5 Revisiting the Motivating Example

The example presented in Sect. 3 is updated to use the floating-point numbers
theory. All NATURAL variables are typed by PFLOAT Type set containing positive
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floating-point numbers (cf. Listing 1.9), and the rest of the model was adapted
using the equivalent operators from the proposed theory. The obtained Event-B
machine contains almost the same invariants and the same events (cf. Listing
1.10). The only difference is the addition of the invariant @inv6 concerning the
well-defined condition of the division operator used to formalise the speed of
the moving object (PROP 1 of the motivating example). Thus, PROP 1 and
PROP 2 of the initial model are formalised by the invariants @inv7 and @inv8
(cf. Listing 1.10).

Listing 1.9. The definition of the positive floating-point numbers

THEORY thy_floating_point_numbers

...
PFLOAT_Type = { x · x ∈ FLOAT_Type ∧ s(x) ≥ 0 | x }

END

Listing 1.10. The new version of the model calculating the speed of a moving object
MACHINE mch_floating_point_version

...

INVARIANTS

@inv1: traveled_distance ∈ PFLOAT_Type

@inv2: measured_time ∈ PFLOAT_Type ∧ s(measured_time) �= 0

@inv3: speed ∈ PFLOAT_Type

@inv4: starting_position ∈ PFLOAT_Type

@inv5: starting_time ∈ PFLOAT_Type

@inv6: div_WD(traveled_distance , measured_time)

@inv7: speed eq traveled_distance div measured_time

@inv8: traveled_distance gt F0 ⇒ speed gt F0

EVENTS

...

get_speed =̂

any v t

where

@grd1: v ∈ PFLOAT_Type ∧ v gt starting_position

@grd2: t ∈ PFLOAT_Type ∧ t gt starting_time

@grd3: div_WD(v minus starting_position , t minus starting_time)

then

@act1: traveled_distance := v minus starting_position

@act2: measured_time := t minus starting_time

@act3: speed := (v minus starting_position) div (t minus starting_time)

end

END
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Fig. 2. The summary of the gen-
erated and proven POs of the new
Event-B machine.

From the model validation point of view,
contrary to the initial model, all generated
proof obligations have been proven. The prob-
lem with the invariant linked to the inte-
ger division operator no longer arises. As
shown in the Fig. 2, the get speed/inv8/INV
PO becomes green, and it has been proven
using the interactive prover of the Rodin
platform. As we have said, the @inv8 for-
malises the following property : if the
value of the travelled distance variable is
strictly positive, the speed variable must
also be strictly positive. Even if in the
get speed event, the value of the expres-
sion “v minus starting position” can be less
than that of “t minus starting time”, the
new value of the speed variable is never
equal to zero because the value of “v minus
starting position” is also never equal to zero
(thanks to the guard @grd1 of the get speed
event). All this is possible thanks to the new
div operator specification, which acts on the
floating-point numbers.

This is one of the reasons that allow us to
conclude that our floating-point numbers the-
ory is more suitable than the basic integers of Event-B in modelling hybrid
systems and continuous behaviours.

6 Conclusion

In this article, we have proposed an approach using the theory plugin to extend
the Event-B type-checking system with the possibility of handling floating-point
numbers. We have developed a floating-point numbers theory that formalises
a floating-point number using an integer called the significand, scaled by an
integer exponent of a fixed base (equals ten in our theory). Our proposition
includes an extension of the Event-B power operator to handle powers of ten
more than 0 and 1. We have proposed an abstract representation of the floating-
point numbers to offer the possibility to refine the proposed theory to any more
concrete implementation (the IEEE standard, for example).

For the next step of our work, we consider the floating-point numbers theory
as the first step before developing a more general theory that will formalise the
standard units of measurement defined by the International System of Units (SI).
Such theories will be helpful in modelling cyber-physical, and these works will
be integrated into our framework [4] for generating the Event-B model from
ontologies that can define concepts in the context of hybrid systems.
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Abstract. Smart contracts are computer programs that are deployed
and executed on the blockchain without the need of third parties. They
are characterized by their immutability because once deployed, they can-
not be modified. Thus, it is highly demanded to verify and validate them
at development phase before their deployment. This work introduces a
Model-Based Testing (MBT) approach for checking functional and exe-
cution related properties of Ethereum smart contracts. Our MBT solu-
tion supports the transaction pricing mechanism set by the Ethereum
Improvement Proposal EIP-1559. It consists of four steps: (1) modelling
the smart contract and its blockchain environment as UPPAAL Timed
Automata while defining the contract gas usage regarding the EIP-1559
proposal, (2) generating abstract test cases, (3) executing dynamically
the obtained tests, and at the end (4) analyzing and reporting the
obtained test results. To illustrate the feasibility of our MBT approach,
tests for the smart banking case study are generated and executed.

1 Introduction

Blockchain technology has gained a lot of attention during the last decade from
academic researchers and several industries [1], including supply chain manage-
ment, intelligent transportation, e-health, etc. As a decentralized system archi-
tecture initially introduced by Satochi Nakamoto [2], it is characterized with
a linked chain of blocks in which transactions are securely stored. The most
important features which have boosted the interest in this technology are secu-
rity, decentralization and immutability. For example, the immutability feature
is supplied by sharing identical copies of the ledger among several peer-to-peer
nodes, while security is ensured through the use of cryptographic algorithms.

Recently, the emergence of smart contracts has extended these features. In
fact, Ethereum platform is growing rapidly and according to the Ethereum stat-
ics1, the total number of created smart contracts in 2022 have reached 1.45
million. A smart contract is defined as an immutable software program which is
deployed and executed on the blockchain infrastructure. Nevertheless, multiple
functional and security issues may occur during the design and the development
1 https://www.alchemy.com/overviews/ethereum-statistics.
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of these smart contracts. For instance, 3.6 million of Ether, around 50 million
dollars, were lost in the well-known “DAO attack”, due to the famous reentrancy
vulnerability [3]. To avoid such attacks and the potential loss of funds due to
smart contract failures, it highly required to verify and check their correctness.

For this reason, a recent branch of work has adopted Verification and Val-
idation (V&V) techniques to ensure the trustworthiness and the correctness of
Blockchain oriented Software (BoS) [4,5]. The most used V&V techniques in
this context are model checking [6–8], theorem proving [9,10] and software test-
ing [11–14]. However, proposing Model-based Testing (MBT) approaches for BoS
that automate the generation of abstract test suites from abstract models and
also perform test execution and test reporting has been rarely addressed [15,16]
and without taking into consideration the modelling of the gas mechanism fol-
lowing the EIP-1559.

To overcome this limitation, we introduce an extension of our previous model-
based testing approach for BoS, called MBT4BoS, that tests Ethereum smart
contracts for detecting functional bugs [16]. The novelty in this paper is that
we take into account the EIP-1559 standard while modeling transactions and
gas related properties. To do so, we make use of UPPAAL model checker and
its timed automata formalism to model smart contracts and their blockchain
environment. Furthermore, we exploit especially its model-based testing mod-
ule (UPPAAL Yggdrasil) [17] to generate test cases since the UPPAAL Co

√
er

tool used in our previous work has not been updated anymore. The major con-
tribution here is that obtained tests check functional aspects and also the gas
related properties of ethereum transactions following the EIP-1559 standard.
Thus, transaction modelling is enhanced to support such improvement protocol.

The rest of this paper is organized as follows. Section 2 provides background
materials on blockchain technology, the gas mechanism and the EIP-1559 stan-
dard. Subsequently, the proposed approach is outlined in Sect. 3. Afterward, its
application to a small banking system is highlighted in Sect. 4. At the end, Sect. 5
concludes the paper while giving a summary about our main contributions, and
identifying possible areas of future research.

2 Theoretical Background and Definitions

To properly comprehend our contribution in the next sections, it is crucial to
provide briefly some theoretical key concepts related to Blockchain (BC), Smart
Contracts (SCs), the gas mechanism of Ethereum and EIP-1559 standard.

2.1 Blockchain and Smart Contracts

The Blockchain. It is a distributed and decentralized register of transactions.
It is stored and updated simultaneously on a peer-to-peer network, each node
keeping in permanently the most recent version of the register. It offers the
possibility of recording, simultaneously for each user, an operation, transaction
or event without the need of third parties. These irreversible transactions are
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ordered and grouped into blocks. For each transaction, the blockchain records
the address of the sender, the address of the recipient and the data transferred
to the whole network. The blockchain stores one or more transactions in a block
and encrypts the contents of the block by the use of cryptographic functions into
a single value called a hash. This hash can be viewed at any time by anyone on
the blockchain. The executed transactions cannot be modified or deleted from
the distributed ledger.

Smart Contracts. The concept of smart contract (SC) first appeared in 1997
by the American computer scientist Nick Szabo [18]. It has gained more and
more attention thanks to the emergence of public blockchains, such as Ethereum.
SC is a computer program executed by a network of peer-to-peer nodes, guar-
anteed not by a central authority, but by cryptography and blockchain tech-
nology. It provides a coordination and enforcement framework for agreements
between network participants, without the need for traditional legal contracts.
In blockchain, smart contracts are deployed and executed by specific types of
transactions and can be used to transfer digital currency, record information
and also interact to other systems. In Ethereum, smart contracts are commonly
written in the Solidity language and then they are compiled to the Ethereum
Virtual Machine (EVM) bytecode. A SC is publicly accessible, transparent, and
immutable. Therefore, the immutability feature makes its code tamper-proof. It
is extremely expensive to fix an issue once it has been deployed on the blockchain
since a new smart contract needs to be created. Thus, it is essential to validate
smart contract reliability and safety before deploying it on the blockchain infras-
tructure.

2.2 The Gas Mechanism

In Ethereum, a single cryptographically signed instruction created by an exter-
nally owned account is referred to as a transaction. This transaction object
includes mainly two fields: a gasLimit and a gasPrice. The gasPrice displays the
unit’s current market price in Wei. In fact, a gas is a unit that describes basic
computing operations. The execution of one atomic instruction, or bytecode,
equals one unit of gas. For instance, obtaining the balance of a specific account
takes 400 gas but multiplying is a simple operation that only needs a small num-
ber of processing units (5 gas). The gasLimit is the maximum amount of gas that
may be burned in order to complete the transaction. The total amount of gas
required for the execution of a given smart contract relies on the number of
instructions run by the EVM and also their types. Prior to the London upgrade,
the total transaction fee is calculated as follows:

txFee = Gas unit(limits) ∗ gasPrice per unit. (1)

This gas mechanism proposed by Ethereum accomplishes two main goals:
it controls resource usage and pays miners for their labor. The creator of a
transaction has to pay this fee to the miner that validates and commits the
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transaction and includes it into a block [19]. After the London hard fork update,
EIP-1559 has been proposed in order to make transactions fees less volatile and
more predictable.

2.3 EIP-1559

The major problem with the historical gas mechanism is that prices can fluctuate
very wildly based on sudden spikes in demand for Ethereum’s limited free block
space. Users are always uncertain about the right price level when they submit
a transaction and often have to overpay to be sure that it will be included in the
next block. To address these problems, a novel gas fee mechanism was introduced
and implemented as an Ethereum improvement called EIP-1559.

With this new mechanism, variable-sized blocks are now required instead of
fixed-sized blocks. Consequently, it proposes a new transaction fee calculation
as given in the following equation:

txFee = Gas units(limit) ∗ (Basefee + tip) (2)

where;

– The Base fee: it is the block’s network fee per gas determined by the network
itself and it will be burnt. The base fee per gas increases when blocks are above
the gas target (i.e., block gas limit divided by a given elasticity multiplier),
it decreases when blocks are below the gas target. In other words, the base
fee is sensitive to the size of the previous block [20].

– The max priority fee (tip): is specified by the creator of the transaction to
be paid to the miner of the block that includes the transaction. Although the
tip is optional, it is included to speed up transactions.

– The max fee per gas: is the maximum fee per gas unit that users specify and
they are willing to pay in order to get their transactions included into a block.
A given transaction will be included in a block only if the max fee per gas is
greater than or equal to the base fee [20,21].

In our work, we make use of this novel standard to model transactions in
Ethereum blockchain and its gas fee mechanism.

3 MBT Approach for Ethereum Smart Contracts

Model-based Testing (MBT) is an automated approach which consists on gen-
erating abstract test cases on the basis of abstract model of the System Under
Test (SUT). The primary justification for choosing model-based testing is that
its main goal is to automate manual processes by decreasing the cost of produc-
ing models for coverage and minimizing the time and effort required to create
and build test cases. Therefore, we apply this black-box testing technique in
the context of Ethereum smart contracts to speed up and automate the testing
activities.



48 M. A. Hammami and M. Lahami

The proposed approach is highlighted in Fig. 1 that outlines an overview of its
different constituents. The first module is used to model the system under test,
from the functional requirements or from a specification file of the system under
test. In our case, we adopt UPPAAL’s timed automata to formally model smart
contracts. The second module consists in generating test cases from the smart
contract model we have designed. Then, the third module is used to translate
the generated abstract test cases into concrete and executable tests. The last one
focuses on the generation of the test report containing the test results. Deeper
discussion of these modules is provided in the next subsections.

Fig. 1. Model-based Testing Approach for BoS.

3.1 Smart Contract and Blockchain Modelling

First of all, we conceive a formal test model that specifies the expected SUT
behaviours with reference to its requirements. To that aim, we make use of
the most popular and widespread formalism for specifying real-time and critical
systems, named Timed Automata (TA). Indeed, we adopt the UPPAAL’s timed
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automata formalism to model not only the smart contract but also its blockchain
environment by producing a network of timed automata.

Regarding the smart contract model, a timed automata is defined by the
tuple

(S, s0,Act, C,V, T ), where:

– S: a finite set of states.
– s0 ∈ S: the initial state and i0 ∈ I indicates the initial input action corre-

sponding to the smart contract’s constructor.
– Act: a finite set of Input and Output actions. The Input actions are related

to smart contract function calls.
– C: a finite set of clocks defined to model temporal constraints.
– V: the collection of state variables. Each variable x ∈ V is seen as a global

variable that may be accessed at any state s ∈ S.
– T : a finite set of transitions, where e = 〈l, g, r, a, l′〉 ∈ T corresponds to the

transition from l to l’, g is the guard associated to e, r is the set of clock to
be reset and a is a label of e. We note l

g,r,a−−−→ l′.

Regarding the blockchain modelling, our approach is specific to Ethereum
Blockchain and we consider only accounts, transactions and gas mechanism fol-
lowing the EIP-1559 improvement. Modelling blocks, consensus algorithms and
mining process are out the scope of this work. As presented in the Ethereum
Yellow paper [22], a smart contract account or an externally owned account are
both possible types of Ethereum accounts. Both of them have a unique identifier
named address as well as other fields like a balance which indicates how many
Wei belong to this address, a codeHash, an EVM code of this account and a stor-
ageRoot which represents the root node of a Merkle Patricia tree that encodes
the account’s storage contents.

We assume that an ethereum transaction has four2 states created, confirmed,
reverted and rejected. Moreover, the transaction fee (txFee) is calculated follow-
ing the EIP-1559 as shown in the Eq. (2) introduced in Sect. 2.3:

– A given transaction is created when the constructor of the smart contract
is called and the creator has enough ether in his account to execute such
deployment transaction: Balance >= txFee.

– It is confirmed when the sender of the transaction has enough ether in his
account to perform it and this requirement is met: maxFee >= txFee.

– It can be rejected if transaction fee exceeds the maximum fee: maxFee <
txFee.

– It can be reverted if the user’s account balance is insufficient to cover the
transaction fee: Balance < txFee.

2 Note that the pending state in which transaction in the pool waiting for minor
validation is out the scope of this paper.
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3.2 Test Case Generation

In our work, the test generation process is fully automated since we are based
on a model-based testing approach that generates the required number of test
cases from the abstract test model. Each produced abstract test case generally
consists of a sequence of high-level SUT actions, each of which has associated
input parameters and expected results.

In our case, the test suites were generated from the model using the UPPAAL
Test Generator (Yggdrasil) [17]. The Yggdrasil tab includes an offline test-case
generating tool with the aim of enhancing edge coverage in order to produce
test cases. It generates traces from the test model, and translates them into test
cases based on test code entered into the model on edges and locations.

3.3 Test Case Execution

To execute the generated tests, we have implemented a test tool named BC
Test Runner which makes it possible to automate test execution by stimulating
the smart contracts deployed locally on the Ganache blockchain, as well as the
generation of test reports. As shown in Fig. 2, this test tool is composed of two
parts including a front-end and a server-side backend. The front-end, allows
testers to put two inputs as follows: a set of test cases generated from the test
model given by UPPAAL Test Generator (Yggdrasil) and after compiling the
smart contract, we obtain smart contract artefact as a Json file. This file contains
all the specifications of the smart contract. The back-end has many modules:
such as Test Executor, Test result analyzer and Report generator. Through the
Web3.js library, we can communicate within the deployed smart contract.

Fig. 2. Architecture of BC Test Runner tool.

The Test Executor module serves the purpose of executing test cases and
interacting with the smart contract. It retrieves essential information, such as
the contract’s address and ABI (Application Binary Interface), from the Json
file. The ABI provides a detailed description of the smart contract’s functions,
including their names, parameters, return types, and other relevant specifica-
tions. Using the test cases stored in a separate Text file, where each test case
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consists of input values and expected results separated by (/), the Test Executor
module sends the input values to the deployed smart contract. Then, it captures
the generated results and compares them against the expected results.

Based on this comparison, this module generates a verdict for each test case,
indicating whether it has passed or failed. This crucial assessment ensures that
the smart contract performs as intended and produces the expected outcomes,
allowing for effective testing and validation of its functionality.

3.4 Test Analysis and Test Report Generation

This process involves the examination of the obtained test results, which are
recorded into log files during the test execution, and the generation of test
reports. To do such task, BC Test Runner tool incorporates the module Test
Result Analyzer that calculates the percentage of Pass verdicts and Fail ver-
dicts. Subsequently, the Report Generator module generates test reports in the
form of trace text files.

4 Prototype Implementation

Before showing the feasibility of our approach and its fault detection capability,
we introduce the prototype implementation details.

4.1 Development Tools

In this subsection, we present the development tools, that we used for the imple-
mentation of our test tool.

Ganache3 is a local blockchain that allows developers to develop, deploy and
test their distributed applications in a safe and deterministic environment. This
tool is mainly used to test Ethereum contracts locally. It creates a simulation of
a blockchain that allows anyone to use multiple accounts.

Truffle4 is a very familiar tool for developers to create a smart contract
project. It provides us with a project structure, files and folders that facilitate
deployment and testing of Ethereum smart contract.

web3.js5 is a library that allows users to interact with the blockchain. Addi-
tionally, web3.js is a collection of libraries for performing actions like sending
Ether from one account to another, and reading and writing data from smart
contracts.

3 https://trufflesuite.com/ganache/.
4 https://trufflesuite.com/.
5 https://web3js.readthedocs.io/en/v1.10.0/.

https://trufflesuite.com/ganache/
https://trufflesuite.com/
https://web3js.readthedocs.io/en/v1.10.0/
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4.2 Test Tool Implementation

This section provides an introduction to BC Test Runner, our testing tool devel-
oped using JavaScript and HTML. BC Test Runner is designed to seamlessly con-
nect with the local blockchain, specifically Ganache, utilizing the Web3.js library.
By leveraging this tool, testers can easily invoke smart contracts deployed on the
local blockchain by providing their specifications, such as address and ABI. It
features a user interface that encompasses three sub-interfaces, as illustrated in
Fig. 3.

In the first sub-interface (1) of BC Test Runner, testers are given the ability
to select the smart contract specification file (.json) and the test cases file (.txt).
They can then initiate the test process by clicking on the Start Test button or
generate test reports using the Generate Report button. The second sub-interface
(2) provides a comprehensive display of important metrics, including the number
of executed test cases, their respective verdicts, and the duration of each test.
The third sub-interface (3) presents the test results visually, utilizing a pie chart
format. This graphical representation effectively highlights the outcomes of the
tests, providing a concise overview for analysis and evaluation.

Fig. 3. The user interface of BC Test Runner.

5 Illustration

This section presents the case study that we utilized to demonstrate the appli-
cation of our MBT approach in the context of EIP-1559 smart contracts.

5.1 Case Study Description

Today, blockchain technology is widely used in various sectors of the global
economy, and one of its most popular applications is in the banking sector.
This is primarily because blockchain has the capability to reduce costs, expedite
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money transfers, improve workflow efficiency, and protect confidential bank and
customer data. Our idea is to create a smart contract that empowers users to
create individual bank accounts and initiate fund transfers directly from their
accounts. A smart contract, called SmallBank, is highlighted in the Listing 1.1.

pragma solidity ^0.5.3;
contract SmallBank{
address[] users;
function addUsers(address newUser) public {
users.push(newUser);
}
function addInterest(uint interest) public {
//Heavy code to compute interest per user
for(uint i = 0; i < users.length; i++){
users[i].call.value(interest)();
} }}

Listing 1.1. Code snippet of The Small Bank smart contract.

5.2 Modelling the Small Bank System

The subsequent section provides the timed automaton specification of the Small
Bank smart contract, which will be utilized as a reference in our approach.

The Small Bank Smart Contract Automaton. The Small Bank smart
contract automaton described in Fig. 4 comprises three states. The initial state,
labeled as A1 and represented by a double circle, serves as the starting point.
The model evolves based on the received requests, resulting in transitions
that lead either to state A3 or state A2. For example, the enabled transition
Tx addUsers[i]? allows the model to transition to state A2. Ultimately, the
model returns to its initial state A1 via the transition user added[i]!.

Fig. 4. Small Bank smart contract automaton.

Transaction Automaton. As depicted in Fig. 5, the Transaction Automaton
consists of three states: T0, T1, and T2. The initial state T0, serves as the
starting point for the model. Depending on the received request, the model can
evolve either to state T1 or state T2 from the initial state. For instance, the
transition addUsers[i]? enables the model to move to state T1.
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Fig. 5. Transaction automaton.

The model also has transitions that allow it to return to the initial state,
T0, under certain conditions. If the transaction fee (txFee) exceeds the maxi-
mum fee (maxFee), the model follows the transition Tx rejected[i]!, indicating
a rejected transaction, and returns to state T0. Similarly, if the user’s account
balance is insufficient to cover the transaction fee, the model follows the tran-
sition Tx reverted[i]!, representing a reverted transaction, and returns to state
T0. Alternatively, if the transaction fee is less than the maximum fee, the model
enables the transition Tx addUsers[i]!, signifying the invocation of the addUsers
function of the smart contract. In this case, the transaction cost is deducted from
the user’s balance, and the model progresses accordingly.

Overall, the model demonstrates the flow of transactions and the conditions
that determine the state transitions, allowing for proper handling of rejected,
reverted, and confirmed transactions.

5.3 Test Case Generation

After modeling and compiling our test model, we were able to generate the test
cases as a text file, as shown in Fig. 6. Each test case is composed by the function
name of the smart contract that the sender invoked, the input parameters of the
invoked function, the expected output values, and the sender’s address.

Fig. 6. Test cases.

6 Related Work

Most of the existing testing approaches and tools focus on the security of smart
contracts and make use of black-box, White-box and grey-box testing techniques
to detect functional and security issues [4]. Since our concern in this work is to
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propose a black-box and model based testing approach for BoS, we address all
works similar to ours dealing with black-box fuzzing, MBT approaches, etc.

In fact, Black-box fuzzing is a fundamental technique that generates ran-
dom test data based on a distribution for various inputs [23]. This technique
shows its efficiency in detecting essentially security problems in smart contracts.
For instance, the ContractFuzzer [15] detects well-known security vulnerabili-
ties in Ethereum smart contracts. For this purpose, it takes as input the ABI6

specification of the smart contract under test and proceeds to the generation
of test inputs. After that, it proposes test oracles for increasing the vulnera-
bility detection capabilities. Similar to ContractFuzzer, Pan et al. [24] adopt a
black-box fuzzer engine to generate inputs in order to detect reentrancy vulnera-
bility. Called ReDefender, the proposed framework would send transactions while
gathering runtime data through fuzzing input. Then, ReDefender can detect the
reentrancy issue and track the vulnerable functions by looking at the execu-
tion log. It demonstrates its ability to detect efficiently reentrancy bugs in real
world smart contracts. However, we notice that functional correctness of smart
contracts are not taken in to consideration as well as gas related issues.

Another interesting study was introduced in [11], called SolAnalyser, it offers
a vulnerability detection tool with a three-phase process. In the first phase, Sol-
Analyser analyzes statically Solidity source code of smart contracts under test
with the purpose of assessing locations prone to vulnerabilities and then instru-
menting it with assertions. In the second step, an inputGenerator module has
been implemented to automatically generate inputs for all transactions and func-
tions in the instrumented contract. At the last phase, vulnerabilities are detected
when the property checks are violated while executing smart contracts on the
Ethereum Virtual Machine (EVM). Similarly, Grieco et al. in [25] introduce an
open-source and black-box fuzzer for smart contracts that automatically gen-
erates tests to detect assertion violations and some custom properties. Called
Echidna, this tool creates test inputs depending on user-supplied predicates or
test functions. However, the major problem within it is that it may need a great
knowledge to define the predicates and test methods.

The closest approach to our work is ModCon [26]. Indeed, ModCon is an MBT
solution that enables the generation of test cases for enterprise smart contracts
and it supports both permissioned and consortium blockchains. To do so, it
makes use of an explicit abstract model of the target smart contract and allows
users to define test oracles, and customize the testing process by choosing from
different coverage strategies and test prioritization options. Compared to our
solution, ModCon did not model blockchain environment and gas related issues,
it focused only on modelling and testing functional aspects of smart contracts.

Regarding our previous work [16], it introduces model-based testing approach
to automate the generation and the execution of test cases for blockchain oriented
software. Similar to this paper, it ensures the modelling of both smart contracts
and the blockchain environment through the use of UPPAAL time automata but
without taking into consideration the novel gas mechanism. Moreover, the major
problem within the older version is that it makes use of an obsolete test case

6 Application Binary Interface.
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generator called UPPAAL CO
√

ER, an old extension of the UPPAAL model
checker which is no longer updated.

7 Conclusion

This paper proposed a model-based testing approach for EIP-1559 Ethereum
Smart contracts. Our approach ensured the modelling both of smart contracts
and the blockchain environment while considering essentially Ethereum gas
mechanism according to the new Ethereum Improvement Proposal, EIP-1559.
To do so, UPPAAL Timed Automata were used to elaborate test models. After-
wards, new abstract test cases were generated by using the UPPAAL Test Gen-
erator (Yggdrasil). We also reused our tool BC Test Runner to execute tests,
analyze test results and generate test reports. As a proof of concept, our work
was illustrated through the Small Bank smart contract.

As future work, we aim to extend our MBT approach to support security
testing and to detect several vulnerability issues in the case of Ethereum smart
contracts. The key idea here is to study firstly security properties like confiden-
tiality, integrity, authentication, authorization, availability, and non-repudiation.
Secondly, we investigate security modelling and the automatic security test cases
and test suites generation.
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Escalona, M.J.: Model-based software design and testing in blockchain smart con-
tracts: a systematic literature review. IEEE Access 8, 164556–164569 (2020)

13. Andesta, E., Faghih, F., Fooladgar, M.: Testing smart contracts gets smarter. In:
Proceeding of the 10th International Conference on Computer and Knowledge
Engineering (ICCKE 2020), pp. 405–412 (2020)

14. Wang, H., Li, Y., Lin, S.W., Artho, C., Ma, L., Liu, Y.: Oracle-supported dynamic
exploit generation for smart contracts (2019)

15. Jiang, B., Liu, Y., Chan, W.K.: ContractFuzzer: fuzzing smart contracts for vulner-
ability detection. In: Proceedings of the 33rd ACM/IEEE International Conference
on Automated Software Engineering, pp. 259–269 (2018)
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Abstract. An aggregate search system in the web of data makes it pos-
sible to search for pieces of information that may not exist entirely in
a single source. It provides a unified query interface allowing access to
several data sources. One of the major concerns while setting up an aggre-
gate search system is adopting an adequate execution planning strategy,
indeed, thanks to execution planning, the system optimizes network traf-
fic while collecting fragments of data, avoids unnecessary executions, and
reduces the waiting time for the user. Execution planning strategies in
the state of the art often include using metadata or checking the exis-
tence of resources before execution. In this paper, we present a solution
for execution planning in aggregated search systems without using meta-
data or consulting the sources. This solution aims to optimize network
traffic by avoiding duplicate results and exaggerated size of intermediate
data, our method is based only on the analysis of the input query.

Keywords: Aggregated search · SPARQL · Distributed queries ·
Query analysis · Execution planning

1 Introduction

Retrieving information from distributed data graphs is a subject of great impor-
tance in data integration field. Actually, the graphical representation of data
opens up many possibilities to facilitate the integration of information from
data belonging to different and independent graphs, and this by taking into con-
sideration common nodes between graphs or nodes having the same semantic
value.

The web of data is based on the standards of the semantic web to create an
environment containing several data graphs that can be linked to each other [1].
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Thus, the web of data nowadays contains a large number of graph-oriented
datasets covering different domains, these data are presented in RDF format
which is a graph-oriented format. Data sets of the web of data are accessible
via sources to facilitate their interrogation, these sources are called SPARQL
endpoints.

The general objective of this work is to set up an aggregated research sys-
tem allowing to collect the necessary data from several sources and to answer a
SPARQL query via an interface unifying several datasets. one of the major prob-
lems that arises in this kind of system is the execution time consumed during the
collection of intermediate data, in other words, interaction with external data
sources and the collection of intermediate data is the most expensive processing
step in terms of runtime according to our previous work [2]. For this, adopting
of an efficient execution plan is essential to optimize runtime.

According to the state of the art, some of the strategies adopted use indexes
and metadata to select the relevant data sources, other strategies consist of
consulting the sources before the executions to estimate the cardinalities and
verify the existence of the necessary resources. In this paper, we present an
execution planning strategy based only on query analysis. Our solution does not
refer to an index and does not use any meta data, it analysis query parts in
order to minimise interactions with data sources and optimise network traffic by
avoiding unnecessary intermediate data, however, our solution does not neglect
any data that may be important.

The rest of this paper is organized as follows: Sect. 2 presents background
and basic concepts. Section 3 presents related work. We present in Sect. 4 our
solution for execution planning without using meta-data. In Sect. 5 we present
experimental evaluation of our solution. Finally, Sect. 6 concludes the paper.

2 Background and Basic Concepts

The work presented in this paper is the continuation of our previous work on
aggregated research in the web of data, we presented our aggregated search
system called WODII [16] which aims to maximize intermediate results for a
SPARQL query based on a local index to select relevant sources and optimize net-
work traffic. Our strategy of preparing queries is well illustrated in our paper [17]
which presents our method of analysing SPARQL queries for aggregated search.

In this paper, a solution to optimise network traffic in aggregated search
systems without using meta-data, so, the solution we propose in this paper
consists in carefully analysing the query and setting up an execution plan to
optimize runtime based on the query only.

As presented in Fig. 1, a SPARQL query is formed of a set of triple pat-
terns, these triple patterns are linked to each other to represent the schema of
an information. Hence, we can consider a SPARQL query as a linked graph rep-
resenting the information sought by the user. In SPARQL, a star-group pattern
denotes a set of triples having a common resource, for example, in Fig. 1, triple
patterns having “?x” as a common resource form a star-group pattern, thanks
to star-group patterns the system can identify links between triple patterns.
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Fig. 1. Example of a SPARQL query and its graph pattern.

3 Related Works

According to T. H. Le et al. [3] a single data graph may not satisfy all the data
to answer a query, thus, the authors consider aggregate research as an approach
to seek the response to a query by collecting its fragments from several graphs.
S. Sushmita [4] define aggregate search an approach to search for objects that
do not exist entirely in a single data source, in other words, it allows to collect
fragments belonging to the same information from distributed sources and then
integrate them into a complete information.

B. Quilitz and U. Leser [5] introduce DARQ as a solution providing to the
user a unique interface to query multiple sources, their solution is based on
predicates of the query as well as primary statistics about the data sources to
set up an execution plan. The solution proposed by A. Schwarte et al. [6] uses
SPARQL ASK queries to check the existence of each triple pattern of the query.
C. Başca and A. Bernstein [7] propose Avalanche as a solution to query the web
of data, their system set up an execution plan using statistics and meta data
about sources to select relevant sources based on their processing speed. The
solution proposed by O. Görlitz and S. Staab [8] uses Void stores to explore and
select relevant data sources, Void stores contain meta data about the content
of data sources. M. Saleem et al. [9] introduce DAW as an index-based solution
to select relevant data sources for federated SPARQL queries, their solution is
based on a local index, cardinality estimation and predicates of the query to plan
executions. Z. Akar et al. [10] propose a solution based on triple pattern of the
query and external indexes to select relevant sources. The LHD system [11] uses
query predicates, meta-data and ASK queries to select relevant data sources and
set up an optimal execution plan.

Costfed [12] is a solution based on cardinality estimation and star-group
patterns of the query for execution planning, M. Vidal et al. [13] propose an
execution planning solution that is based on star-group patterns of the query as
well as cardinality estimation to optimize joining intermediate results. The use of
star-group patterns is also adopted by G. Montoya et al. [14] in their solution to
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optimize query planning in SPARQL federated queries. M. Meimaris et al. [15]
propose a solution based on characteristic sets as well as star-group patterns for
federated SPARQL queries optimization.

4 Our Proposed Solution

In this section we present a general view on the workflow of our system, and
we explain our execution planning solution that does not need meta-data to
optimize network traffic.

4.1 Workflow of Our System

Our system workflow can be summarized in three main steps: query preparing,
execution planning and results processing, Fig. 2 illustrates these steps.

In the query preparing step, the system decomposes the user query by forming
a sub query for each triple pattern, thus, the system looks for intermediate results
corresponding to each triple pattern, this step is explained in mor details in our
previous work [16]. The execution planning step is the main step in this paper,
it allows filtering candidate sub-queries by excluding those leading to duplicate
results and those leading to an exaggerated and unnecessary intermediate data
size, this step is explained with more details in Sect. 4.2. The last step in our
system is results processing, during this step, the system execute sub-queries,
retrieves intermediate data and finally prepare the final answer to the user,
our method to prepare final answers is explained with details in our previous
paper [17].

Fig. 2. A global view of our system’s workflow.
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4.2 Execution Planning

The proposed execution planning method is based on filtering candidate sub-
queries, and this filtering goes through two main steps: The first step is identi-
fying usual triple patterns, it means, triple patterns that are mostly found in all
data sets of the web of data. The second step is identifying similar triple pat-
terns; two similar triple patterns in our solution are triple patterns leading to
duplicate results. We explain in the following our candidate sub-queries filtering
mechanism with illustrative examples.

A. Filtering Usual Triple Patterns
As asserted above, we consider a triple pattern that is mostly found in all RDF
datasets as usual triple pattern. Indeed, results for a usual triple pattern are
generally found in all RDF datasets of the web of data, and if we try to retrieve
results of a usual triple pattern, this engenders in an exaggerated intermediate
data size. For example, the triple pattern TP4 in Fig. 3, if we execute this triple
pattern as it is (regardless of other triple patterns), it returns the entire dataset
which is not relevant in aggregated search.

Fig. 3. Example of usual triple pattern that may return the entire dataset.

Another case of similar triple patterns is the one presented in Fig. 4; the
subject and the object of this triple pattern are variables, and its predicate has
a usual prefix. Usual prefixes are defined by W3C1, these prefixes are found in
most datasets on the web of data with large cardinalities (up to billions). Hence,
if we execute this type of triple patterns separately, it leads to a large size of
data that would not contribute to the final answer.

1 https://www.w3.org/wiki/TheUsualPrefixes.

https://www.w3.org/wiki/TheUsualPrefixes
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Fig. 4. Example of usual triple pattern that is mostly found in all datasets.

Our filtering mechanism begin by temporarily excluding usual triple patterns
to avoid unnecessary data transfer. These triple patterns must be rewritten to
look for their intermediate data. The search for intermediate data for the usual
triple patterns is explained in the demonstration section (5).

B. Similar Triple Patterns
In our solution two similar triple patterns are two triple patterns leading to the
same set of intermediate results (see more details in our paper [17]). As example,
triple patterns TP2, and TP5 of the query presented in Fig. 5 are two similar
triple pattern because according to the SPARQL syntax, executing these two
triple patterns independently returns the same set of results.

Fig. 5. Examples of similar triple patterns.
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It must be noted that usual triple patterns are not taken into consideration in
this step, in other words, two usual triple patterns cannot be considered similar
in our solution since the system excludes them before identifying similar triple
patterns.

5 Demonstration and Experimental Results

This section presents the experimental evaluation to demonstrate the effective-
ness of our solution.

5.1 Set-Up Environment

A. Software and Hardware Environment
This experimental evaluation was conducted on a machine equipped with the
hardware specifications presented in Table 1, and the development of our system
was done using the software environment presented in Table 2.

Table 1. Hardware environment.

CPU Name Intel R© CoreTM i5-10310U

Cores 4

Threads 8

Base frequency 1,7 GHz

Turbo frequency 4,4 GHz

RAM Capacity 16 Go

Speed 2667 MHz

Type DDR4

Table 2. Software environment.

Operating system Windows 10 Professional 64 bits

Programming language Java 8 SE

IDE Eclipse

Framework/API RDF4J

B. Datasets and the Query
In this evaluation, we use the query in Fig. 6, this query contains 10 triple pat-
terns and we executed it on the five different datasets: Uniprot, DisGeNET
and MBGD are life science datasets, DBpedia contains cross-domain data,
finally, DBLP contains scientific publications data. We know beforehand that
the answers to the query are found in Uniprot is MBGD but we have added
other datasets for the test.
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Fig. 6. The query and datasets used for the evaluation.

5.2 Executing Candidate Sub-queries

After filtering candidate triple patterns, the remaining triple patterns are: TP1,
TP2, TP3, TP4, TP7, TP8 and TP10. The system excludes TP5 because it
is similar to TP2, and TP6 was excluded because it is similar to TP3. The
histogram in Fig. 7 presents results size (number of RDF triples) returned by
each source for each triple pattern, the black line in Fig. 7 presents runtime of
each triple pattern execution. According to these results, MBGD returned results
for TP1, TP2, TP3, TP4, TP5, TP6, TP7 and TP8, while TP10 was found in
Uniprot.

Fig. 7. Evaluation of candidate sub-queries execution.

By observing the chart of Fig. 7, we deduce that Uniprot and MBGD are the
only sources that contributed to the query, hence, results for TP9 will be found
in either MBGD or Uniprot (or both of datasets).
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To look for the results of TP9, the system begins by identifying the triple
patterns that are linked to it directly, in this example, TP9 is directly linked to
TP7 and TP10, then, the system identifies sources where each of these two triple
patterns where found (see Fig. 8), then, the system adapts the schema of TP9
for each source and writes a sub-query for each source as illustrated in Fig. 8,
finally, the system executes the resulting sub-queries and collects intermediate
data for TP9. According to the syntax of SPARQL this method narrows the
results size for the triple pattern by getting closer to the information sought.

Fig. 8. The two versions of the corresponding subquery to TP9.

Fig. 9. Evaluation of candidate and usual sub-queries execution.

The histogram of Fig. 9 presents a summary results size (number of RDF
triples) returned by each source for each candidate triple pattern additionally
to the two schemas of the usual triple pattern. According to this evaluation,
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the relevant TP9 results for this query are found only in Uniprot, because the
schema of TP9 that is intended for MBGD returned null results.

According to the experimental results, our sub-queries filtering solution
allowed to avoid 10 unnecessary executions by avoiding duplicate results. More-
over, the triple pattern TP9 is found in the five the sources used, which would
have generated an exaggerated size of the intermediate results, and thanks to
our solution, we were able to narrow the number of intermediate results for TP9.

6 Conclusion

We presented in this paper a solution for execution planning in our aggregated
search system in the web of data, this solution aims to minimize non necessary
execution to avoid retrieving intermediate data with exaggerated sizes and to
avoid duplicate intermediate data.

The proposed solution does not use metadata and does not consult data
sources before executions. Our method is only based on analyzing the input.
Our strategy identifies parts of the query leading to an exaggerated intermediate
data size, the system reformulates the scheme of these parts to narrow the size
of the intermediate results, in addition, the proposed strategy identifies query
parts leading to duplicate results to avoid them.

According to the experimental results, our solution allows avoiding duplicate
results. Besides, the processing method that we propose for usual triple patterns
makes it possible to optimize runtime and memory consumption by avoiding
unnecessary executions and minimizing unnecessary data, this method allows
finding results as close as possible to the final answer.
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Abstract. Nowadays, Knowledge Graphs (KGs) are extensively used
in companies, they are created using different techniques, mapping lan-
guages among them, and involve various designers teams. Mappings
languages have been proposed to explicitly define mappings assertions
between heterogeneous (semi)-structured datasets and the KG. The wide
variety of mapping languages and their associated systems and the lack
of a generic mapping language that covers all the existing languages, lead
each expert/design team to use the mapping language they master and
that fits their requirements, to enrich the company’s KG. This situation
creates new sources of heterogeneous mapping assertions. A straightfor-
ward analysis of these mappings is very complex because of the strong
differences of their syntaxes. In this article, we propose an approach to
detect relationships between heterogeneous mappings from the analy-
sis of their generated graphs, following a reverse ETL approach. This
analysis is relevant for analyzing and maintaining the mappings, and
may provide relevant insights in the datasets usage and design patterns
defined within the global KG project, where the mappings play a cen-
tral role. A set of experiments is provided to show the feasibility of the
approach.

Keywords: Heterogeneous declarative mappings · RDF KG ·
Comparative relationships

1 Introduction

Knowledge Graphs became an essential technology for many issues related to
data processing, integration and analysis, encountered in different companies. A
large number of techniques for creating KGs have been proposed, for delivering
data from a set of heterogeneous data sources into a materialized RDF KG using
a set of mappings following an ETL-based approach. A declarative definition of
mappings is important to enhance reusability, transparency and maintenance of
the KG creation process [1]. Following these goals, different mapping languages
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have been proposed in literature such as R2RML [2], RML [3], Shexml [4], Sparql-
Generate [5], etc. Each mapping language has its own syntax and grammar, and
one or more mapping systems (supporting the mapping language) which allows
the execution of the defined mappings to automatically create the RDF KG.

Different studies have considered technical issues related to the definition and
management of declarative mappings, but less studies have considered the orga-
nizational context related to their usage in companies. A typical scenario in such
context assumes that different users (eg. KG designers or teams of designers) con-
tribute to the KG development. Such teams may have different requirements [6],
they may use overlapping input datasets of the company (where each team mas-
ter its used dataset, but not necessarily all the input data of the company used by
other teams), and consequently, each team may produce different heterogeneous
“sources of declarative mappings” that meets their requirements and skills.

In this context, each design expert/team benefits from a great autonomy, but
this situation will lead to the generation of a plethora of mappings assertions in
different languages, with different overlapping, equivalent and/or complementary
parts. This situation makes the analysis and maintenance of these mappings a
difficult task, where mappings may become like a “spaghetti dish”. In our study,
we consider that the autonomy of sources of mappings has to be maintained.
In order to master the sources of mappings generated independently, we con-
sider that the global KG generated from these mappings offers a global view
that can be used for detecting new insights useful for each source of mappings.
That said, we can say that our context is close to a “reverse ETL” approach, a
current trend in ETL process issue [7], where we treat the KG as a new source
of information that uses the generated data and insights, back into the mapping
sources. For this study, we consider the set of all the attempts of heterogeneous
mappings correctly executed by the designers through a mapping system, i.e.
the mappings that have generated an RDF graph whether they are retained for
alimenting the enterprise KG or not. We aim to identify different relationships
(equivalence, inclusion/containment and disjointness) between these sources of
mappings, using a backward analysis, i.e. by analyzing these relationships in
their generated graphs. We consider the discovering of such relationships as a
first set of key indicators for analyzing the mappings and consequently the global
KG process. By analyzing the inclusion and containment between mappings of
different teams, the designers may discover the potential of the datasets of the
company, and how they have been used by other teams. Equivalent and disjoint
mappings can also serve for identifying common patterns and anti-patterns of
heterogeneous mappings defined. In this way, our approach considers the map-
pings as a focal point for mastering and monitoring the KG eco-system, the
datasets usages and the design tasks of involved actors.

Discovering such relationships involves many challenges related to the het-
erogeneity of the mapping languages and their systems, which generates hetero-
geneous formats of RDF graphs even though equivalent mappings are defined.
This heterogeneity is related to the use of different encoding, data type defi-
nitions, different serialization formats, the generation of special characters by
some languages and not by others, etc. The discovering of relationships between
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mappings, requires thus a ‘graph preparation process’ in order to homogenize
the graphs. The paper is organized as follows: in Sect. 2 presents a motivating
example illustrating the issues and challenges of this study. Section 3 describes
the related works. Section 4 explains the steps of our approach. Section 5 presents
our experimental study where we extended GTFS-Madrid-Bench [8] benchmark
which considers Madrid metro network data and defines RDF-based mappings.
Finally, Sect. 6 presents the conclusion and the future lines of research.

2 Motivating Example

To illustrate the strong heterogeneity of mapping languages, we have chosen
three languages of three different families: RML [3] (an RDF-based lan-
guage), which extends the W3C standard R2RML [2], SPARQL-Generate [5]
(a query-based language) and SHEXML [4], (a constraint-based lan-
guage). The question of comparing mappings in different languages poses differ-
ent challenges. Data is in different formats (eg. csv, json and xml), which makes
the comparison difficult, even between mappings of the same language, because
the syntax may differ when manipulating data from one format to another (eg.
JSON format requires defining iterator for jsonpath, etc.).

Furthermore, the mappings are in different languages which increases the
complexity of comparing mappings due to the strong variety of the syntaxes and
notations of mappings languages, as pointed out by different studies [4,9]. For
example, in Fig. 1, the four mappings A, B, C and D have relations of equivalence,
inclusion, containment and disjointness, which appear in their generated graph
fragments (A′, B′, C′ and D′), but the detection of these relationships directly
from the mappings, remains a very complex task for designers.

As an alternative solution, we have investigated the possibility of choosing
a pivot language, and translating all the mapping languages to this pivot, to
facilitate the comparison between mappings. Different translation scenarios are
proposed in [10], where a common interchange language is cited among the
translation possibilities. For example, RML can be chosen as a pivot language
because it is an extension of R2RML (a W3C standard language) or the meta-
language [9] proposed for describing different mapping languages. Different trans-
lation works are proposed, eg. from Shexml to RML [11], from YARRRML to
RML1, etc. However, this solution presents many limitations in our context: (i)
the translation between mapping languages is still an open issue [10], where dif-
ferent translations are still not available (eg. from Sparql-generate to RML [11]),
(ii) the lack of a common model shared by all languages especially for very
heterogeneous languages [10], for example, the meta-language proposed in [9]
does not cover all the mappings languages because of its limitation to represent
SPARQL-based languages. Moreover, the mappings languages tend to evolve
and new languages may appear. The survey of Van Assche et al. [12] revealed
many mappings languages within a few years. Depending on the availability of
translation algorithms between mapping languages for comparing the mappings
is not a suitable solution for our context. Even if we have chosen three mapping
1 https://github.com/RMLio/yarrrml-parser.

https://github.com/RMLio/yarrrml-parser
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languages as representatives, our aim is to propose a solution that can cover any
set of input mapping languages.

This pushed us to consider the solution of comparing the generated RDF
graphs to highlight the relationships between defined mappings, through a
reverse ETL vision. This solution is motivated by the fact that the defined map-
pings are supposed to be executed by the designer (at least in order to check
their correctness). Our solution propose to extend this execution by an auto-
matic comparison between the mappings; either using an incremental scenario,
or by comparing a block of defined mappings simultaneously.

However, using the KG to detect these relationships also poses complex chal-
lenges. In the literature, several systems are proposed for existing mapping lan-
guages such as RMLMapper [13], SDM-RDFizer [14] and Morph-KGC [15] for
RML, Sparql-Generate2 and Shexml3. The mastery, the test of all these tools
and the analysis of the graphs obtained by each of them was challenging, since
they generate graphs following different formats, even when the same mapping
is defined. For example, some systems generate duplicate triples that are not
duplicated in the input dataset. As cited in [16], the issues related to the het-
erogeneity of data format and systems are challenging for RML language, in our
case, such issues are intensified by the heterogeneity of the mapping languages
chosen from different families.

Additionally, the generated RDF graphs may differ from one language to
another. For example, in Fig. 1, even if the mappings (defined in Sparql-generate
(A) and Shexml (B)) have the same semantics (i.e. are equivalent) and use the
same input dataset, their respective RDF graphs (B′ and A′) are not equivalent,
because the graph generated using Shexml contains the datatype of data used
since it uses Shape Expressions (ShEx) to define the desired structure of the
output [4]. We encountered different additional issues related to the encoding,
serialization formats, special characters usage, etc. which required the prepa-
ration of the graphs generated by the mappings, in order to achieve a reliable
comparison between them.

3 Related Works

In order to have an overview of studies related to declarative mappings man-
agement for RDF KGs, we conducted a light-weight SLR (systematic literature
reviews) following the steps described in [17]. We focused on works that meet
these requirements: articles written in English, working on heterogeneous data
sources, using declarative mappings for RDF KG, following an approach that
materializes the KG generated, that are published between 2015 and 2023. We
have used different search engines: Google Scholar, ACM Digital Library, IEEE
Xplore Digital Library, Springer Link and Science Direct.

We focused on journals cited in surveys [12,17] and the common conferences
cited. We can classify the selected studies according to the life-cycle of mapping
management, as follows:

2 https://ci.mines-stetienne.fr/sparql-generate/playground.html.
3 http://shexml.herminiogarcia.com/editor/.

https://ci.mines-stetienne.fr/sparql-generate/playground.html
http://shexml.herminiogarcia.com/editor/
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Fig. 1. Fragments of KGs generated by mappings RML, Shexml and Sparql-Generate
LanguagesReal caption (The RML mapping in part D is provided in the bench-
mark “GTFS-Madrid-Bench” available in https://github.com/oeg-upm/kgc-eval/tree/
master/mappings/rmlmapper).

(1) Mapping definition. Among the mapping languages, we can cite:
RML [3] extending the standard W3C R2RML, SPARQL-GENERATE [5],
ShExML [4], Helio [18], etc. Different materialization systems are also
proposed for executing these mappings such as: RMLMapper [13], SDM-
RDFizer [1,14], Morph-KGC [15] and Chimera [16] proposed to generate KG
using RML language. Van Assche et al. [12] provide an informative overview
of solutions and mapping languages for KG generation from heterogeneous
(semi)-structured sources.
(2) Mapping optimization. Different studies manage the optimization of
mappings execution. For example, [19] propose task-oriented tests to evaluate
the performance of SDM-RDFizer [1,14]. [15] proposes to reduce execution
time and memory when generating KGs using mapping partitions.
(3) Mapping Exploitation. By “exploitation” Exploitation , we mean the
use of the defined mappings in order to analyze or to enhance the KG and
related mappings.

https://github.com/oeg-upm/kgc-eval/tree/master/mappings/rmlmapper
https://github.com/oeg-upm/kgc-eval/tree/master/mappings/rmlmapper
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Different studies are proposed to improve the quality of the resulting KG
and/or mappings like [20,21]. As our approach, this last study uses the resulting
KG for enhancing the quality of mappings (RML mappings are considered).
However, we consider our approach as complementary since we consider the
global set of heterogeneous mappings of the company that have generated RDF
graphs, independently of their quality management.

Other studies exploit mappings to enhance their visualization like [22] which
proposes a rich graph-based visual notation for mapping rules.

Mapping languages have been proposed to facilitate the integration of het-
erogeneous data sources, but paradoxically, the different proposals of mapping
languages have created a new level of heterogeneity, which has led to the propo-
sition of solutions for mapping integration [9–11,23]. For example, [23] proposes
the concept of mapping translation that aims to transform mappings described in
one language into another language. Different studies followed allowing a trans-
lation from ShExML to RM [11], from YARRRML to RML4, or from RML to
SPARQL-Generate5. The work [10] classifies this interoperability through map-
ping translation into three categories: Peer-to-peer translation, Common inter-
change language, and Family of languages. [9] tackles the integration of mappings
by defining an ontology as a meta-language to represent the expressiveness of
existing mapping languages.

We believe that our proposed approach complements existing studies related
to mapping exploitation, its main contributions are twofold, to the best of our
knowledge: (i) it aims to identify comparative operations between mappings
in a context of very heterogeneous mapping languages and data sources. Some
studies [1,14] manage duplicates and overlap mappings, and [15] detects disjoint
mappings, but these studies work within (RML based on R2RML) mapping
language, and for optimization purposes. We note that the issue of identifying
comparative operations has been investigated in other contexts like OLAP cube
comparison [24] or ETL process [25]. However the idiosyncrasy of KG declar-
ative mappings and the challenges related to their heterogeneity pushed us to
investigate this issue in this particular context. (ii) The approach is managed
within “reverse ETL” vision which tries to takes insights from the resulting KGs
back to the mapping sources, for discovering comparative relationships between
them, as a first step towards this vision. Finally, our approach can be used all
along the KG life-cycle, following an incremental scenario each time a mapping
is defined, or using a global set of defined executed mappings.

4 Our Approach

Our approach considers the following inputs and outputs:

(1) Inputs. We consider as inputs: (i) the enterprise KG and (ii) the mapping
sources defined in three different mapping languages RML, Sparql-Generate and
Shexml.
4 https://github.com/RMLio/yarrrml-parser.
5 https://github.com/sparql-generate/rml-to-sparql-generate.

https://github.com/RMLio/yarrrml-parser
https://github.com/sparql-generate/rml-to-sparql-generate
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(i) Knowledge Graph. We define a Knowledge Graph as an RDF graph.
An RDF graph consists of a set of RDF triples where each RDF triple (s,
p, o) is an ordered set of the following RDF terms: a subject s ∈ U ∪ B, a
predicate p ∈ U, and an object U ∪ B ∪ L. An RDF term is either a URI
u ∈ U, a blank node b ∈ B, or a literal l ∈ L [26].
(ii) The mapping source is formalized as follows: <MFile, <Map, Rules>,
T, System, Team> where each mapping source is one file MFile having an
extension (according to the used language) which contains mappings Map
defining a set of mapping Rules m1, m2, ..., mn that generates the triple
set T (using correspondences with the input dataset), the mapping source is
defined by a design Team and executed using a mapping System. Each map
will define a correspondence between elements from the source to T.

Mapping rule. It typically refers to a set of guidelines or specifications that
define how a dataset from one format is transformed into RDF triples (see Fig.
1).

RML Mapping. An RML mapping is defined as an RDF graph and is com-
posed of one or more TripleMaps which define how the triples will be gener-
ated. A TripleMap is composed of a SubjectMap and zero or more PredicateOb-
jectMaps [3], as shown in Fig. 1 (part D).

Sparql-Generate Mapping. SPARQL-Generate is based on a query language.
It allows the generation of RDF from a set of RDF data and a set of documents
in arbitrary formats [5] (see Fig. 1, part A). SPARQL-Generate is designed as
an extension of SPARQL 1.1 [5].

Shexml Mapping. The Shexml mapping is an heterogeneous data mapping
language based on Shape Expressions (ShEx)6 (see Fig. 1, part B and C).

(2) Outputs. Our approach considers 04 relations between the mappings:
Equivalence, Inclusion, Containment and Disjointness. As explained in Sect. 2,
the comparison between mappings is reflected by the RDF graphs generated by
these mappings. We note that we only consider ground RDF graphs, ie. that do
not contain blank nodes, which make the comparison issue intractable [26].

(i) Equivalence. As defined in7, two graphs G and G′ are considered equiv-
alent or isomorphic if there is a bijection M between the sets of nodes of the
two graphs, such that : (1) M(lit) = lit for all RDF literals lit which are
nodes of G. (2) M(uri) = uri for all RDF URI references uri which are
nodes of G. (3) The triple (s, p, o) is in G if and only if the triple (M(s), p,
M(o)) is in G′.
(ii) Inclusion. It reflects a subgraph relation. A subgraph of an RDF graph
is a subset of the triples in the graph8.

6 https://shexml.herminiogarcia.com/spec/#abstract.
7 https://www.w3.org/TR/rdf11-concepts/.
8 https://www.w3.org/TR/rdf11-mt/.

https://shexml.herminiogarcia.com/spec/#abstract
https://www.w3.org/TR/rdf11-concepts/
https://www.w3.org/TR/rdf11-mt/
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(iii) Containment. It is the inverse relation of inclusion. A graph G con-
tains graph G′ when graph G′ is included in graph G. i.e. The graph G has
some vertices or edges more than the graph G′.
(iv) Disjointness. A Disjointness between two graphs is defined when they
share no nodes and no vertices: G = (N, E) and H = (N′, E′) are disjoint i.e.
N ∩ N ′ = ∅ and E ∩ E′ = ∅.

As cited in Sect. 2, our approach requires a first step of “graph preparation”
before the second step of “mapping comparison”.

4.1 Graph Preparation

Data preparation is defined as “the set of preprocessing operations performed
in early stages of a data processing pipeline” [27]. Similarly to data prepara-
tion, the “graph preparation” step in our approach aims to identify the set of
operations that preprocess the generated graphs related to mappings for their
homogenization and comparison.

(1) Discovery: this step allows the analysis of the input mapping to identify
the mapping language used, to check if the file extension is compatible with
the mapping language used or simply to detect badly introduced files.
(2) Datatype unification: this issue occurs when the datatypes of a
same resource in the generated graphs are different. For example, in Fig.
1, graph A’ and B’ generated using Sparql-Generated and ShExML respec-
tively, are defined from the same input (string attributes “agency name” and
“agency url” of object Agency), but their generated graphs indicate different
datatypes. In Sparpql-Generate, both attributes are defined as Strings, and
in ShExML they are defined as: Integer (for “agency name”) and URL (for
“agency url”), because ShExML uses Shape Expressions (ShEx) to define the
desired structure of the output9.
We treated this issue by unifying the datatypes in the generated graphs, by
choosing the most appropriate datatype as a pivot datatype for these par-
ticular cases. In our context, both RML and Sparql-Generate preserve the
datatypes of the input dataset (for most cases), we followed the same vision,
and aligned the datatypes of the generated graphs from ShExML.
(3) Mapping enrichment: this step is related to the previous case. In
certain mapping languages such as Shexml and RML, it is possible to directly
adjust the mapping definition to achieve the intended datatype. In our future
work, we aim to develop a tool that assists designers in selecting the most
suitable datatype in the graphs, for their specific needs.
(4) Serialization unification: The output produced by KG generation sys-
tems for each mapping language exists in one of several serializations, such
as turtle, N-triplets, etc. In particular, we notice that the Shexml is the only
one that provides all the serializations. After an analysis of the resulting RDF

9 https://github.com/kg-construct/mapping-challenges/tree/main/challenges/
datatype-map.

https://github.com/kg-construct/mapping-challenges/tree/main/challenges/datatype-map
https://github.com/kg-construct/mapping-challenges/tree/main/challenges/datatype-map
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graphs, we opted for turtle serialization as the pivot format, mainly because
of its improved readability and ease of parsing.
(5) Duplicate data elimination: from the analysis of RDF graphs gener-
ated by the mapping languages with the same mapping and the same dataset
as input, we noticed that the KG generated by the RML has more nodes
compared to the other resulting KGs. This is explained by the fact that
RMLMapper system used for executing RML mappings generates duplicate
triples. We cleaned up these graphs by removing duplicated data.
(6) Encoding modification: only the graphs obtained via the RML map-
ping contains the encoding for the UTF-8 URL and the U+251C encoding
for the “é”. Consequently, in this scenario, we substituted each encoding with
its corresponding character representation.
(7) Special characters elimination: The graphs generated by Sparql-
Generate contains unnecessary special characters that do not exist in the
data like “/” and “]”. We detected and eliminated them.

We show the order of the graph preparation steps in the workflow of Fig. 2.

Fig. 2. Workflow of graph preparation.

We classify our graph preparation operations into the categories proposed
by [27] as: (1) Data discovery:Discovery, (2) Data structuring: Encod-
ing modification and Serialization unification, (3) Data enrichment: mapping
enrichment, (4) Data cleaning: Duplicate data elimination and Special char-
acters elimination and (5) Data validation: Datatype unification.

4.2 Mappings Comparison

In order to detect the relationships between the mappings, we used the ground
graphs generated by the mappings, and returned these relationships back to the
mappings. First, we take all the homogenized graphs (scripted in Algorithm 1
as Hom graphs) obtained from the previous phase, then we generate pairs of
homogenized graphs and push them into a list, then we launch a thread for each
pair of graphs in order to start the comparison in parallel between the pairs. The
expected total number of threads is the number of pairs which is equal to An

k ,
such that n is the number of mapping files and k=2 (graph pair): An

k = (n)!
k!(n−k)! .

Finally, each pair of graphs are the parameters of the comparison function which
first tests if these two graphs are equivalent. In this case we seek if they are
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isomorphic or not; in the negative case we test if one of the graphs is included
in the other; for checking a Inclusion/Containment relationship between graphs.
The last test checks the disjointness between the graphs.
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Algorithm 1 formalizes these steps. This comparison between mappings can
be performed on all mappings defined by the designer teams or it can also be per-
formed incrementally, where each new mapping file is compared against existing
defined mappings.

5 Experimentation

This part aims to illustrate the performance of our approach. We first show the
results obtained in the graph preparation phase. Then we test our comparison
algorithm. In both experiments, we extended the “GTFS-Madrid-Bench” bench-
mark [28] (which contains only 03 RML mapping files), with new mappings to
obtain: 06 RML mapping files of all GTFS data (csv, json and xml), 18 Shexml
mapping files and 43 sparql-generate mapping files. The mappings are executed
using RMLMapper, and the online systems of Sparql-Generate and Shexml (see
Sect. 2).

The experiments are performed using in an 11th Gen Intel(R) Core(TM)
i7-1165G7 @ 2.80 GHz 1.69 GHz, 16 GB memory, and with the O.S. Windows
11 version 22H2. The proposed algorithms are implemented in Python and use
RDFlib library.

Fig. 3. Number of triples involved in a each graph preparation step.

The first test concerns the graph preparation process of our approach.
Figure 3 shows the number of triples concerned by each step of this process.
We note that the Discovery step concerns all the triples generated by the map-
pings. We notice that duplicate triples are numerous. When analysing the graphs,
we noticed that this is due to the usage of RMLMapper system which gener-
ates duplicate data that are not present, neither in the input dataset nor in
the mapping. The task of “special characters elimination” concerns few triples,
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because only Sparql-Generate generates such characters. Even if few triples are
concerned, their presence may lead to different erroneous results when comparing
the graphs. Additionally, looking for these problematic data (among the global
set of RDF triples) is not an easy task for the designer. The second test concerns
the mapping comparison process of our approach. Table 1 shows the results. The
table includes the following columns: the number of comparison between pairs of
homogenized graphs (each graph corresponds to a mapping file), the number of
corresponding rules of mappings, number of triples concerned, and the number
of relationships discovered between the mappings.

Table 1. Number of relationships in each test.

Number of pairs Number of rules Number of triples Number of relationships

3 63 Equivalence 1

Inclusion 2

Containment 2

Disjoitness 0

6 33 69 Equivalence 1

Inclusion 2

Containment 2

Disjoitness 3

120 1041 395294 Equivalence 78

Inclusion 13

Containment 13

Disjoitness 29

496 1137 395390 Equivalence 406

Inclusion 29

Containment 29

Disjoitness 61

1378 1230 395742 Equivalence 877

Inclusion 253

Containment 253

Disjoitness 248

2211 5147 3574450 Equivalence 1154

Inclusion 299

Containment 299

Disjoitness 758

Figure 4 (part A) illustrates this last column using a histogram to facilitate
its reading. We started with 3 comparisons of pairs of graphs (i.e. comparison
of 3 files of mappings, pair by pair) and we increased the number of mapping



Discovering Relationships Between Heterogeneous Declarative Mappings 81

files at each iteration. The precision of the resulting relationships is proven by
comparing the expected relationships (that we defined between the mappings)
and the resulting relationships identified by the algorithm. The results obtained
show that important relationships are discovered, which are difficult to identify
by the designers, especially from different teams. These teams may discover
equivalent mappings defined in different languages, know how other teams use
the company dataset, and learn common or disjoint design patterns for defining
the KG.

Fig. 4. Total number of relationships between mappings and execution time of exper-
iments.

In Fig. 4 (part B), we have calculated the execution time (reported in mil-
liseconds (ms)) in order to illustrate the efficiency of running the comparison of
the graphs in parallel by the use of threads.

6 Conclusion

This article develops the concept of heterogeneous mappings comparison using
a reverse ETL approach, i.e. based on the analysis of the generated KG. In a
context of a company involving different designer teams in the enterprise KG
project, the analysis of the different mappings may provide useful insights in the
defined tasks, datasets and patterns defined by different teams, and consequently
contribute to have a global picture of the KG life-cycle. As future works, we are
implementing a modular system that automatically supports different mapping
languages, uses graph matching and mining techniques to monitor the mappings
and to identify trends, patterns and recommendations each time a new mapping
attempt is defined. Also, the possibility of identifying comparative operations
by comparing the syntax of input mapping languages, without executing the
mappings, should be investigated.
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4. Garćıa-González, H., et al.: ShExML: improving the usability of heterogeneous
data mapping languages for first-time users. PeerJ Comput. Sci. 6, e318 (2020)

5. Lefrançois, M., Zimmermann, A., Bakerally, N.: A SPARQL extension for generat-
ing RDF from heterogeneous formats. In: Blomqvist, E., Maynard, D., Gangemi,
A., Hoekstra, R., Hitzler, P., Hartig, O. (eds.) ESWC 2017. LNCS, vol. 10249, pp.
35–50. Springer, Cham (2017). https://doi.org/10.1007/978-3-319-58068-5 3

6. Djilani, Z., et al.: MURGROOM: multi-site requirement reuse through graph and
ontology matching. In: iiWAS, pp. 160–169 (2016)

7. Simitsis, A., Skiadopoulos, S., Vassiliadis, P.: The history, present, and future of
ETL technology (2023)

8. Chaves-Fraga, D., et al.: GTFS-madrid-bench: a benchmark for virtual knowledge
graph access in the transport domain. J. Web Semant. 65, 100596 (2020)

9. Iglesias-Molina, A., et al.: An ontological approach for representing declarative
mapping languages. Semant. Web (Preprint) 1–31 (2022)

10. Iglesias-Molina, A., Cimmino, A., Corcho, O.: Devising mapping interoperability
with mapping translation. In: KGCW (2022)
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Abstract. An emerging technology for automating Unmanned aircraft
is digitally twining the system, and employing AI-based data-driven solu-
tions. Digital Twin (DT) enables real-time information flow between phys-
ical assets and a virtual model, creating a fully autonomous and resilient
transport system. A key challenge in DT as a Service (DTaaS) is the lack
of Real-world data for training algorithms and verifying DT functional-
ity. This article focuses on data augmentation using Real-world Similar
Synthetic Data Generation (RSSDG) to facilitate DT development in the
absence of training data for Machine Learning (ML) algorithms. The main
focus is on the noise generation step of the RSSDG for a common Hybrid
turbo-shaft engine because there is a significant gap in transforming syn-
thetic data toReal-world similar data.Thereforewe generate noise through
6 different noise generation algorithms before Rolling Linear Regression
and Filtering the noisy predictions through Kalman Filter. The primary
objective is to investigate the sensitivity of the RSSDG process concerning
the algorithm that is used for noise generation. The study’s results support
the potential capacity of RSSDG for digitally twining the engine in a Real-
world operational lifecycle.However, noise generation throughWeibull and
Von Mises distribution showed low efficiency in general. In the case of Nor-
mal Distribution, for both thermal and hybrid models, the corresponding
DTmodel has shownhigh efficiency in noise filtration and a certain amount
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of predictions with a lower error rate on all engine parameters, except the
engine torque; however, Students-T, Laplace, and log-normal show better
performance for engine torque RSSDG.

Keywords: Noise Generation · Digital Twins · Unmanned Aircraft
Systems · Synthetic data Generation · Data for Resilience · Realistic
Synthetic Data

1 Introduction

Urban Air Mobility (UAM) has become a rising trend that garners significant
attention from scholars and practitioners, aiming to establish a sustainable and
resilient transport infrastructure. However, UAM encounters numerous techno-
logical and legislative challenges, including air traffic control, cybersecurity con-
cerns, noise pollution [23], and ecological considerations.

On a positive note, electrified propulsion systems have been identified as a
promising solution for fuel savings and emission reduction [10] and as a solution
for automating unmanned aircraft, the utilization of Digital Twin (DT) technol-
ogy has proven effective in enhancing system and entity performance, enabling
predictive maintenance, and increasing safety standards [1].

Digital Twining technology is rapidly emerging as a means to enhance sys-
tem/entity performance and improve predictive maintenance practices with a
high level of safety [11]. Nevertheless, DT strongly relies on data-oriented solu-
tions and operates with machine learning (ML) algorithms. The primary chal-
lenge in this approach lies in obtaining Real-world datasets to train the ML algo-
rithms effectively. Especially in the aerospace domain, fabricating complex and
costly entities to generate Real-world measurements poses a significant obstacle.
Recognizing this challenge, the main goal of this research is to explore Real-world
Similar Synthetic Data Generation (RSSDG) approaches. Given the constraints
of time and cost involved in setting up physical test beds and collecting data
from Real-world entities, the proposed solution is to leverage data augmentation
through RSSDG techniques.

The main goal of this study is to investigate the generation of synthetic data
using simulated Hybrid Turbo-shaft Engine data to predict engine behavior in
various flight scenarios. The main contribution of this research is the develop-
ment of a Digital Twin for the Hybrid Turbo-shaft Engine based on Augmented
Synthetic Data. This approach can be a facilitator in the development of DT
in case the developers do not have enough data to train the Machine Learning
(ML) algorithm. On the other hand, the current twining approach provides a
prospective ideal state of the engine used for the proactive monitoring of engine
health in DT as an anomaly detection service. In brief, the study aims to fill the
significant gap in Real-world similar RSSDG in the UAV domain. This approach
begins by constructing a simulation model of the Hybrid Turbo-shaft Engine.
The model is then linearized to increase the understanding of the relationships
between the engine’s parameters. Next, noise is added to the simulated dataset
to replicate Real-world noise patterns. The final step involves validating the
performance of the Digital Twin.
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2 Background Review

This section presents a brief background of the Urban Air Mobility concept,
RSSDG, and the significant role of Digital Twin technology in increasing the
sustainability and safety aspects of the vision.

Urban Air Mobility (UAM). Researchers and practitioners in developing
new infrastructures are actively exploring innovative solutions to address traffic
congestion and provide faster, safer, and more efficient transportation systems.
Initiatives such as Hyperloop and Urban Air Mobility (UAM) have gained atten-
tion in this regard. It’s important to highlight the concept of “Vertical Takeoff
and Landing” Vehicles (VTOL), which are considered the most common solution
for infrastructure problems and traffic management [16].

One of the most studied electrified propulsion systems for UAM are Hybrid
Turbo-shaft engines. This type of engine offers several advantages in terms of
energy consumption, performance, and safety.

Digital Twining of UAS/UAVs. Like many new technologies, ensuring a
high level of safety in complex systems requires advanced performance analyses.
However, simulating such complex systems can be computationally expensive,
and it is crucial to align these analyses with the Real-world performance of the
system being studied. In this context, the use of Synthetic Data and encompass-
ing different correlated parameters can be beneficial in replicating the behavior
of the system under investigation. Utilizing Data-Driven simulations and Digital
Twin (DT) technology supports building predictive models that enable real-
time simulations that help with preventing undesirable scenarios. As a result,
DT affords us a clear image of the system from a physical and operational point
of view [9,17].

DT is widely used for real-time modeling of complex systems. DT models
have demonstrated their effectiveness in handling complex systems by utilizing
simplified models [22]; however, the state-of-the-art review reveals a significant
gap in the studies of implementing DT in the UAV/UAS domain. The main
reason is the lack of Real-world data to simulate the UAS and training ML
algorithms for digitally twining the system.

UAS/UAV Real-World Similar Synthetic Data Generation (RSSDG)
for Digital Twining. Most of the research belongs last 5 years. The majority
of the studies have been done on Security [14] and navigation [19], and there are
a handful of articles that are experimental with a test bed to collect Real-world
data [18]. This fact unveils that there is a lack of physical testbeds and exper-
imental data in this domain. correspondingly, developing/testing/employing AI
algorithms for DT is not possible if there is no data for training the algorithm.
this was the main motive to trigger the research on RSSDG for UAS/UAVs.
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However, due to the lack of Real-world measurements/physical entities,
researchers and academics have demonstrated that mathematical models, imple-
mented using software like MATLAB for study purposes, can efficiently generate
data and validate their approaches [12]. However, this process generates a simula-
tion that produces data without noise, unlike Real-world data which is typically
affected by various sources of noise. This noise can arise from transmission con-
straints, faults in sensor devices, and irregularities in sensing and transcription,
etc. Building upon this motivation, current investigation aims to assess the per-
formance of a predictive digital twin model based on Kalman Filtering and ML.
The model aims to predict the behavior of a hybrid turboshaft engine using
synthetic data with added noise.

3 RSSDG Process with Various Noise Generation
Methods

In this section, the workflow of the employed RSSDG and DT approach will be
detailed. The pipeline architecture of the workflow is shown in (see Fig. 1a). In
the current article, The proposed DT model is founded on the recursive algo-
rithms, Kalman Filter and Rolling Linear Regression which follows the workflow
of the 6 main steps. The outline of the steps in the order is: [step1: Data Lin-
earisation and referencing, step2: Adding noise, step3: Implementation of Lin-
ear regression, step4: Implementation of Kalman filter step5: Implementation
of Rolling linear regression, step6: Printing the results in a function of mean
squared error\mean].

In order to investigate the performance of the proposed DT model we adopted
the simulation model which is previously published by Donateo, T. et al. [9] that
provides a generated DATA set of the propulsion system (Hybrid Turboshaft
Engine (see Fig. 1, where A, B and C respectively in Fig. 1b are The turboshaft
engine, Electric machines and drivers, Li-on Battery, Hybrid Turboshaft Engine
system, and Digital Twin and supervisory control system).

The information on the simulated mission of the hybrid powertrain with
compressor degradation is described in the following Table 1.

Table 1. Simulated mission.

TIMES (S) SPEED (mbackslashs) ALTITUDE (m) POWER (kW)

MISSION A START 0.1 30.6 0 48

MISSION A END 1650 30.6 0 48

MISSION B START 0.1 0 1150 172

MISSION B END 1246 1 1149 152

MISSION C START 0.1 0 7 168

MISSION C END 2079 1.59 6.22 147

MISSION D START 0.1 0 7 168

MISSION D END 935 1.54 6.41 151
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The generated DATA is containing the input variables, state variables, and
output variables of the engine for both thermal and electrical systems, after
cleaning the data set the modeling of the DT will be described in the following
subsections:

Fig. 1. Hybrid Turbo-shaft engine components and behavior illustration.

3.1 Data Linearisation

The linearisation of non-linear complex systems increase the understanding and
the study of the behavior of the system without losing the relationship between
the parameters. In the UAV domain, in particular, control systems engineering of
UAVs, representing the nonlinear dynamical systems in the form of mathematical
models through a set of state variables and I/O. If these variables are related
by a first-order differential equation, the model is called state-space form [6,7].
The state space form of the system is formulated in the following way [3]:

ẋ(t) = f(x(t), u(t)) (1)

y(t) = g(x(t), u(t)) (2)

considering x is the state vector and U is the input, there are two continuous and
differential functions in Eqs. 1 and 2 (f and g). Expanding differential functions
in series around x and y, the following equations are defined where the x and u
are in the vicinity of a point (x̄, ū).

f(x, u) = f(x, u) + A(x − x) + B(u − u) (3)
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g(x, u) = g(x, u) + C(x − x) + D(u − u) (4)

A =
∂f

∂x

∣
∣
∣
∣
x=x̄
u=ū

, B =
∂f

∂u

∣
∣
∣
∣
x=x̄
u=ū

(5)

C =
∂g

∂x

∣
∣
∣
∣
x=x̄
u=ū

, D =
∂g

∂u

∣
∣
∣
∣
x=x̄
u=ū

(6)

We define the deviation on an equilibrium state where:

f(x, u) = 0 (7)

After defining deviations we can model our engine as a Linear-Time- Invariant
(LTI) [3,13,20], the general non-linear form of the state and the output equations
of the engine are described by the following equations [15]:

ẋ(t) = Ax(t) + Bu(t) (8)

y(t) = Cx(t) + Du(t) (9)

where A = State dynamic distribution matrix, B = input-to-state distribution
matrix, C = state-to-output distribution matrix, D = input-to-output distribu-
tion matrix, y = output variable, ẋ = rate of change of state variables, x = state
variable, u = input control variable.

3.2 Referencing Data to Take Off Condition

Since the features of the data from an engine have varying scales which decreases
significantly its readability.

By a consequence the patterns between features will be hard to study in
this situation data normalization is an efficient solution, so we referenced all the
features to the Take off condition.

Therefore, considering the reference equations (Eqs. 7 and 8), our model is
described as follows where Table 2 defines the parameters:
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Table 2. Engine Parameters (R.P.V. = Referenced parameter in take-off).

Parameter Explanation Parameter Explanation

Nc c High pressure spool speed TT4 Turbine inlet total temperature

Nc cref R.P.V. TT4ref R.P.V.

Nc creft Measured value TT4reft Measured value

Nc creft+t Predicted value TT4reft+1 Predicted value

PT3 Compressor outlet total pressure Wf Fuel flow rate

PT3ref R.P.V. Wfref R.P.V.

PT3reft Measured value Wfreft Measured value

PT3reft+1 Predicted value Wfreft+1 Predicted value

3.3 Noise/Error Generation

In order to simulate Real-world conditions for our Digital Twin model we will be
comparing the Kalman filter’s Performance with varying noise by drawing sam-
ples from a different distribution. Next, for each set of noisy data, we will pro-
ceed with the following steps outlined in Subsect. 3.3 and Subsect. 3.4. Finally,
by comparing the results obtained, we will determine if the RSSDG is a noise
generation-sensitive process. In the following subsections, 6 distributions that
are used for noise generation are elaborated.

Gaussian Distribution. The Normal Distribution is a continuous probability
distribution that is widely used. When generating noise, it is assumed that the
real-valued random variable follows this distribution, resulting in an equal num-
ber of measurements above and below the mean value. (Fig. 2a). In the following
equation, μ is mean and σ is the standard deviation.

f(x) =
1

σ
√

2π
e− 1

2 ( x−μ
σ )2 (12)

Fig. 2. Distribution Curves.
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Student’s t -Distribution. The Student’s t distribution is a family of curves
characterized by a single parameter. This distribution finds extensive application
in hypothesis testing, particularly when the population’s standard deviation is
unknown, and we rely on the mean value (Fig. 2b). The Probability density
function (PDF) is described as follows where x is the random variable and ν is
the degrees of freedom, Γ shows the gamma function:

f(x|ν) =
Γ

(
ν+1
2

)

√
νπΓ

(
ν
2

)

(

1 +
x2

ν

)− ν+1
2

(13)

Laplace Distribution. The Laplace distribution is a continuous distribution
that can be defined as the difference between two independent variables with
identical exponential distributions [2]. Below, we present the PDF in Eq. 14 for
the Laplace Distribution With x being the random variable, μ being the location
parameter (mean), b being the scale parameter:

f(x|μ, b) =
1
2b

exp
(

−|x − μ|
b

)

(14)

Weibull Distribution. The Weibull distribution is a versatile distribution that
can generate various types of distributions depending on the shape parameter.
[21]. In the following, the two-parameter Weibull distribution PDF is shown
where λ is the scale parameter, and k is the shape parameter.

f(x|λ, k) =

{
k
λ

(
x
λ

)k−1 exp
[

− (
x
λ

)k
]

if x ≥ 0

0 if x < 0
(15)

Log-Normal Distribution. The log-normal distribution is an alternative dis-
tribution that can be derived using the principle of maximum entropy for a
random variable, where the logarithm of the variable follows a normal distribu-
tion [5].

The PDF is shown in Eq. 16 Where μ is the mean, σ is the associated normal
distribution, erf denotes the error function. and erf−1 denotes the inverse error
function.

f(x|μ, σ) =
1

xσ
√

2π
exp

(

− (ln(x) − μ)2

2σ2

)

(16)

Von Mises Distribution. Von Mises distribution is a captivating continuous
probability distribution mapped around a unit circle. The PDF is shown in
Eq. 17 where x being the random variable and the equation assumes x to be
defined on the interval [-π, π] or [0, 2π], μ being the mean direction, and κ is
the concentration parameter. I0(κ) is the modified Bessel function of order 0.

f(x|μ, κ) =
1

2πI0(κ)
exp (κ cos(x − μ)) (17)
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3.4 Prediction and Filtering

Rolling Linear Regression. To predict or reduce error rates, linear regres-
sion is an excellent statistical tool for creating a predictive model using a cap-
tured set of values for the response and explanatory variables. Rolling regression,
also known as “moving period regression” or “rolling window regression,” evalu-
ates the changing relationships among variables over time, specifically measuring
the outputs such as correlation and standard error from linear regression. This
visualization allows for adjustments to the dataset as time progresses, whereas
traditional linear regression models assume that parameters remain constant
over time. The general procedure of linear regression is illustrated in Fig. 3.
The results from the rolling regression will serve as input for implementing the
Kalman Filter and investigating its advantages and efficiency in filtering noise
and making more accurate predictions.

Fig. 3. Outline of the steps for Rolling Linear Regression.

Fig. 4. The block diagram of the Kalman filter.

Implementation of Kalman Filter. Kalman filter is a recursive algorithm
that adjusts the process state using real-time measurements (see Fig. 4). The
reason that filtering algorithms are used is that in Real-world modeling scenarios,
the measurements are not in all respect accurate. Therefore, when data-driven
methods are implemented, we need to deal with the noise that is present in
the collected data from IoT sensors. In the current study, instead of the noisy
measurement, we will use data that are produced by a simulation model with the
noise that is added to the simulation data (Subsect. 3.3). The Kalman Filter in
this study process has two steps predict and update as follows (Eq. 19 formulates
the predict step and Eq. 19 formulates the Update step):
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⎡

⎢
⎢
⎣

Nc crefMEAt+1

PT3refMEAt+1

TT4refMEAt+1

WfrefMEAt+1

⎤

⎥
⎥
⎦

=
[
Ht

]

⎡

⎢
⎢
⎣

Nc creft

PT3reft

TT4reft

Wfreft

⎤

⎥
⎥
⎦

+ Vt (19)

where Ft= State transition model, Bt= Control-input model, Ht= Observation
model, Wt= Process noise, Vt= Observation noise.

As mentioned earlier, the relationship between the inputs and outputs of the
hybrid turboshaft engine is described using a state space model to represent the
system’s state. The difference between the actual behavior and the simulation
data is attributed to uncertainty in the dynamic model, known as process noise.
To address errors or uncertainties in the synthetic data generated by the simu-
lation, the noise (already introduced in Subsect. 2.3) will be filtered to achieve
behavior similar to Real-world conditions. Therefore, to calculate the next state,
a recursive filtering algorithm will be employed, utilizing the previously calcu-
lated estimation of the state.

4 Noise Generation Algorithm Sensitivity of RSSDG

In this section, some of the results of the proposed method are presented graph-
ically (Since in the current study, there are several parameters, just some exam-
ples will be illustrated). As it is mentioned in the Methodology section, after
configuring the take-off condition, the noise is added to the data.

For instance, Fig. 5a) is presenting the noise generation on shaft speed using
Gaussian distribution. The standard deviation is 0.1 in this example. Then Lin-
ear Regression and Filtering algorithms are used. Figure 5b is an example of the
result for rolling linear regression for shaft speed. In Fig. 5b the blue line is refer-
enced shaft speed (the data), and the line in orange is the result of rolling linear
regression (prediction). Already with Fig. 5b predictions show accuracy on the
data without noise.

(See Fig. 5c) shows the results of the rolling linear regression on noisy data.
Time window 5000-time steps (500 s). The linear regression parameters change
with time.

Fig. 5. RSSDG with Gaussian distribution for noise generation [4].



Exploring Synthetic Noise Algorithms 97

In the next section, the DT model performance will be discussed. Regarding
the results, it performed effectively across the majority of the parameters as
the results show that the combined algorithms have a significantly lower (mean
squared error/ mean value) Index.

5 Validation

The results of this study have provided valuable insights into the performance of
the suggested Digital Twin approach for a Hybrid Turboshaft Engine. Since the
reference data (simulated data) are created by the simulation approach, valida-
tion through comparison with Real-world data generated by a physical Hybrid
Turboshaft Engine is not possible. Therefore, the suggested model was analyzed
based on its overall efficiency, accuracy in prediction, and noise filtration capa-
bilities by mean squared error/mean value index.

After the application of the suggested DT model to different parameters of
the Hybrid Turboshaft engine and in order to study its performance the function
of Mean squared error/Mean value is used. In the first phase of current research
project, the result from the Thermal Engine with noise generation by Gaussian
function (Fig. 6a, 6b) and With the same simulation conditions, the results from
the Hybrid model are reported (Fig. 6c) by Aghazadeh Ardebili et al. [4].

While the rolling linear regression alone has shown a weaker performance as
a consequence using combined ML recursive algorithms is an efficient solution to
get a higher accuracy rate. This approach is showing a weak performance with
the engine torque therefore the linear model isn’t optimal for the parameter.
the results also show a high (mean squared error/mean value) index for the
engine torque which means a weak performance in prediction and noise filtration,
indicating that the used approach was not optimal for the torque.

Fig. 6. Power turbine torque with noise generation through Gaussian distribution.

In this article, we tried to use 6 different noise-generating algorithms within
the same twining approach for data generation. We witnessed similar results of
validation while using other distributions in Fig. 2. For both Thermal and Hybrid
models, the DT model (Rolling Linear Regression + Klaman filter together) has
shown efficiency in noise filtration and predictions with a lower error rate on all
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the parameters except with the engine torque. The low error rate indicates the
great potential use of this approach in a variety of applications in the Urban Air
Mobility field.

Figure 7a provides an overview of the model’s performance when subjected
to various noise generation algorithms: Students-t distribution, Von Mises dis-
tribution, Log-normal distribution, Weibull distribution, Laplace distribution,
and Gaussian distribution, all applied to the engine torque. The model’s perfor-
mance is evaluated using the Mean Squared Error (MSE) divided by the Mean
Value, which serves as a measure of accuracy for the model’s predictions on the
noisy data and the impact of noise on its performance. Specifically, the analysis
focuses on two bars in the chart: the orange bar, representing the noisy results
from linear regression (input for the Kalman filter), and the green bar, indicating
the results after applying the Kalman filter.

Upon examination, we observe notably high Mean Squared Error rates for
both the Von Mises distribution and the Weibull distribution, with values of 7
and 15, respectively. Consequently, we can draw the conclusion that these distri-
butions contain numerous outliers, and the noise introduced does not conform
to the underlying patterns of the data. As a result, we choose to eliminate these
distributions from the analysis as they significantly hinder the readability and
reliability of the results.

Fig. 7. The performance for various noise generation Algorithms applied to Engine
torque data; where STD: Students-t, VMD: Von Mises, LND: Log-normal, WD:
Weibull, LD: Laplace, GD: Gaussian, LR: Linear Regression, RR: Rolling Regression,
NLR: Noise Linear Regression, KNRRU: Kalman noise rolling regression-update.

Figure 7b provides a comprehensive analysis of the model’s performance while
excluding the Von Mises distribution and Weibull distribution noise generation
methods. The chart offers valuable insights into the model’s performance for
different noise generation algorithms. For the Students-t distribution, the Mean
Squared Error divided by the Mean Value (MSE/Mean) starts at 0.095 for the
linear regression (orange bar) and significantly improves to 0.029 after applying
the Kalman filter (green bar). Similarly, the Log-normal distribution shows a
drop in MSE/Mean from 0.058 to 0.027 after Kalman filtering. The Laplace
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distribution also demonstrates improved performance, with MSE reducing from
0.08 to 0.023, while the Gaussian distribution sees a decrease from 0.027 to 0.023.

In conclusion, combining both rolling linear regression and Kalman filter con-
sistently leads to improved performance across various noise generation meth-
ods. However, it is worth noting that the model exhibits weaknesses in handling
noise related to the Engine torque parameter, particularly when compared to
its performance on other engine parameters. This observation underscores the
need for further investigation and optimization to enhance the model’s overall
effectiveness in dealing with noise variations in the Engine torque parameter.

6 Conclusions and Future Research Lines

The DT model performs well in terms of its overall efficiency; predictions, and
noise filtration. These results have provided valuable data and knowledge related
to the DT topic for Hybrid Turboshaft engines for further studies and investiga-
tions. The Low error rate of the DT model indicates that this type of DT holds
excellent potential for use in a variety of applications in the Urban Air Mobility
and Advanced Air Mobility field. Additionally, this study has provided a DT
modeling method that could help designers, manufacturers, and academics to
work on Hybrid propulsion systems and to drive further research and develop-
ment.

The study’s results support the potential capacity of RSSDG for digitally
twining the engine in a Real-world operational lifecycle. However, noise gen-
eration through Weibull and Von Mises distribution showed low efficiency in
general. In the case of Normal Distribution, for both thermal and hybrid mod-
els, the corresponding DT model has shown high efficiency in noise filtration and
a certain amount of predictions with a lower error rate on all engine parameters,
except the engine torque; however, Students-T, Laplace, and log-normal show
better performance for engine torque RSSDG.

The main limitation of this study is the absence of Real-world data from a
physical entity. At the moment, there is no openly accessible data for Hybrid-
turbo shaft engines in this domain, mainly due to its status as a cutting-edge
technology in the realm of UAM (Urban Air Mobility).

A key future research line is employing synthetic data for anomaly detection
by bringing DT as a Service (DTaaS) into action. Also, We intend to explore
alternative research directions in the future This involves collecting data from
various Vertical Take-Off and Landing (VTOL) platforms and comparing the
results to gain insights into Real-world behavior of noise and noise patterns.
Subsequently, the potential future study is to train a machine learning (ML)
algorithm to incorporate Real-world noise characteristics into the simulated data,
thereby generating engine data that closely resembles Real-world scenarios.
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Abstract. Mobile games are increasingly gaining popularity within the
gaming industry due to their unique features and experiences, distinct
from conventional platforms like desktops and consoles. Understand-
ing player feedback and reviews is crucial for enhancing game services
and optimizing user experiences. This paper focuses on analyzing player
reviews within the realm of mobile esports. We introduce a compre-
hensive framework that employs topic modeling and sentiment analysis
to extract insightful keywords from a vast collection of reviews. Utiliz-
ing the Latent Dirichlet Allocation algorithm, we uncover diverse topics
within the reviews. Furthermore, we exploit Bidirectional Encoder Rep-
resentations from Transformers (BERT) combined with a Transformer
(TFM) downstream layer for precise sentiment analysis, capturing play-
ers’ sentiments towards various topics. The experiment was conducted
on a dataset containing six million English reviews collected up to March
2023 for the mobile game PUBGm from Google Play. The experimental
results demonstrate the framework’s proficiency in efficiently identifying
player concerns and revealing significant keywords embedded in their
reviews, thereby supporting mobile esports game operators to refine ser-
vices and elevate the gaming experience for all players.

Keywords: Mobile Esports · Topic Modeling · Sentiment Analysis

1 Introduction

Sentiment analysis [8] aims to systematically analyze opinions and emotions
in text. This analytical technique has found diverse applications across various
sectors, such as marketing, business, and hospitality. These fields are crucial
in assessing customer sentiments, refining brand strategies, and elevating over-
all customer experiences. Aspect-based sentiment analysis (ABSA) is a more
detailed form of sentiment analysis that divides text data and defines sentiment
based on its aspects. This approach enables understanding the sentiment asso-
ciated with individual components of a product, service, or topic, providing a
more granular and insightful perspective on users’ opinions and feelings.
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Esports is a rapidly growing industry, with over two billion players and spec-
tators worldwide. This sector generates billions of dollars in revenue annually,
showcasing its significant economic impact. For the last decade, sentiment anal-
ysis has gained significant traction within the game industry [1,3,5,7,9,11,13–
16]. By analyzing player discussions, feedback, reviews, and in-game interactions,
sentiment analysis provides invaluable insights into player satisfaction, areas of
improvement, and emerging trends. This support aids developers in identifying
strengths and weaknesses within games and guiding the design process, allow-
ing them to tailor experiences that align with player preferences. However, most
research on game reviews generally focuses on game rating and selection. It
considers esports games as common as other games but lacks an independent
analysis of esports game review contents. In addition, they focused only on games
designed for personal computers (PCs) and consoles but not for mobiles. Mobile
games hold a unique appeal due to their accessibility and convenience. Their
mobility, compact size, and easy installation make them attractive to users of
different ages, genders, and countries.

A prominent entity in the realm of esports is the widely recognized game
PlayerUnknown’s Battlegrounds (PUBG), along with its mobile iteration, PUBG
Mobile (PUBGm). Developed by PUBG Corporation, PUBG, and PUBGm
brought the Battle Royale genre into the mainstream, reshaping competitive
gaming. The community surrounding both PUBG and PUBGm is evolving
rapidly, with numerous platforms and forums emerging where players can pro-
vide evaluations, share comments, express opinions, and offer feedback about
the games. Sentiment analysis can offer a comprehensive lens through which the
multifaceted dimensions of PUBG can be understood. By examining player sen-
timents, opinions, and feedback, developers can gain insights into various critical
aspects of the game. This includes gameplay mechanics, visual and audio ele-
ments, map designs, loot distribution, game modes, updates, community inter-
action, and the competitive scene. These insights empower developers to make
informed decisions that refine and elevate individual elements of PUBG and
foster an enriched and engaging gaming experience for players.

These above observations motivate us to focus on understanding the feedback
from the enormous number of players on PUBG and PUBGm. The contributions
of this study are highlighted as follows:

– We have collected six million reviews for PUBG Mobile (PUBGm) from
Google Play. This extensive collection of reviews has allowed us to construct
a comprehensive dataset that captures a wide range of player perspectives.
This dataset will be publicly available to the research community, facilitating
further exploration and analysis.

– This work represents the first attempt to mine insights from mobile game
reviews, building upon the framework proposed in [13]. This framework con-
sists of two key components: topic modeling and sentiment analysis. Leverag-
ing the Latent Dirichlet Allocation (LDA) algorithm, the framework identi-
fies diverse topics within reviews. These identified topics were then employed
in a prevalence analysis to reveal the connections between players’ concerns
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and various esports games. Furthermore, using Bidirectional Encoder Repre-
sentations from Transformers (BERT) combined with a Transformer (TFM)
downstream layer enables accurate detection of players’ sentiments toward
different topics.

– We identify key aspects that significantly impact PUBG and PUBGm and
translate the results into easily understandable visualizations. These visual-
izations shed light on the diverse landscape of player sentiments, facilitating a
clear understanding of the range of opinions and experiences within the PUBG
and PUBGm communities. The key findings can support game providers to
enhance their services and offer improved feedback for future development.

The rest of this paper is organized as follows. Section 2 gives a brief overview of
the related work. Section 3 introduces the analysis framework. Section 4 shows
data information and experimental results. Finally, Sect. 5 draws a summary and
outlines directions for future work.

2 Related Work

Several pioneering works in game reviews date back to 2009, when Bond et al. [3]
conducted a study where they identified the attributes of a high-quality game
through the analysis of game reviews. Zagal et al. [15] considered the significance
of game reviews as a key aspect of video game journalism and a common medium
for discussing games. They focused on game reviews from popular online plat-
forms to gain insights into their structure and influence. Livingston et al. [9]
pointed out that game reviews and ratings affect commercial success. Zagal et
al. [16] demonstrated the relationship between game rating and sentiment words
chosen by players. Gifford [5] analyzed the differences in reviews between video
games and films. Lin et al. [7] pointed out that game reviews differ from mobile
app reviews in several aspects, and both positive and negative reviews could be
useful to game operators. Baowaly et al. [1] designed a gradient-boosting algo-
rithm to identify helpful and negative reviews within Steam game reviews. They
also constructed a regression-based model to predict review scores. In another
study, Ruseti et al. [11] employed support vector machines, multinomial Naive-
Bayes, and deep neural networks to categorize reviews into positive, neutral, and
negative sentiments. Recently, Yu et al. [14] delved into the appeal of the Dark
Souls series through an analysis of player-uploaded Steam reviews using a topic
modeling approach.

More recently, Yu et al. [13] proposed a hybrid approach of topic modeling
and sentiment analysis to analyze the vast number of game reviews from four
esports games on Steam, including TEKKEN7, Dota2, PUBG, and CS:GO. The
framework comprises several steps. After preprocessing the dataset, the main
step is to use Latent Dirichlet Allocation (LDA) for topic modeling. The LDA
technique, initially introduced by Blei et al. [2], has played a crucial role in uncov-
ering underlying themes within extensive collections of text data. LDA serves as a
generative probabilistic model, assuming that each document within the dataset
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is composed of a chance combination of potential topics. Each topic is charac-
terized by its word distribution across a vocabulary. LDA employs a sequential
process of analyzing topics and word distributions to identify the most suitable
number of topics. It calculates coherence scores for various topic numbers and
compares their respective values. This step facilitated automatically identify-
ing topics and associated keywords for the esports game. The subsequent step
utilized these topics for prevalence analysis and guidance during annotation.
The framework then trains a BERT-based model with a Transformer layer as
the downstream component, tailored to excel in sentiment analysis tasks. An
annotated dataset fine-tunes the model based on the identified topics and key-
words detected from the previous step. The sentiment polarity of each topic is
generated through the trained BERT model.

This paper expands upon the model proposed in [13] to address mobile game
reviews. As demonstrated in [13], this hybrid approach leverages both unsuper-
vised and supervised learning to enhance the precision of sentiment analysis. The
experimental results provide in-depth insights and valuable customer feedback
to esports game operators, enabling them to refine their services and offer an
improved gaming experience for all players. The detail of the analysis framework
is introduced in the next section.

3 The Analysis Framework

Figure 1 illustrates the framework for conducting aspect-based sentiment anal-
ysis on mobile esports game reviews. As previously mentioned, this framework
is an extension of the model proposed in [13] specifically tailored for mobile
game reviews. The core components of topic modeling and aspect-based sen-
timent analysis have been retained. The initial phase involves collecting raw
data comprising reviews for mobile games, which are subsequently subjected to
preprocessing procedures employing NLP techniques. These techniques encom-
pass key information extraction, noise removal, spelling correction, stemming,
lemmatization, and tokenization. Subsequently, the preprocessed dataset is fed
into Latent Dirichlet Allocation (LDA) for conducting topic modeling. This step
facilitates automatically identifying topics and corresponding keywords associ-
ated with mobile esports games. In the next step, the BERT-based model is
trained with a Transformer layer as the downstream layer to perform sentiment
analysis tasks. The sentiment polarity of each topic is accessed through the
trained BERT model.

BERT [4] leverages masked language models to pre-train deep bidirectional
representations. It achieves high performance on sentence and token-level tasks.
In the analysis framework, we use the pre-trained “bert-base-uncased model”1

with default parameter settings, such as 768 for the number of hidden layers in
the Transformer encoder and 512 for the maximum sequence length.

Given a sentence S = (s1, s2, . . . , st), where 1 ≤ t ≤ 512 represents the sen-
tence length, the embedding space is characterized by vectors that encapsulate
1 https://github.com/huggingface/transformers.

https://github.com/huggingface/transformers
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Fig. 1. The workflow of the analysis framework.

the semantic meaning of individual words. These vectors ensure that words with
similar meanings exhibit closely aligned values. BERT’s input embeddings are
assembled as E = (e1, e2, . . . , et), which encompasses the summation of token
embeddings, segmentation embeddings, and position embeddings. The subse-
quent steps of the implementation closely mirror the original BERT architec-
ture. The transformer layer is employed without delving into an extensive model
structure description. To adhere to BERT’s constraints on the input size, we
assess the token count within each review. For reviews surpassing the permissi-
ble length, we partition them into multiple paragraphs.

The Transformer architecture, originally introduced by Vaswani et al. in
2017 [12], provides a robust feature extraction approach while departing from
traditional RNN architectures in NLP tasks. Notably, since BERT is composed of
the Transformer model’s encoder, we employ a Transformer layer with an iden-
tical architecture to the BERT encoder. The computational procedure of the
Transformer model can be disassembled into several sequential steps, outlined
below:
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In the above equations, Q(i), K(i), and V (i) represent the Query, Key, and
Value matrices generated from the input matrix A. The feed-forward network
(FFN) consists of a simple fully-connected neural network employing ReLU as
its activation function [12]. Equations 1 through 3 describe the computational
process of the multi-head self-attention mechanism with i heads. Meanwhile,
Eqs. 4 and 5 illustrate the residual connection step [6] and the utilization of layer
normalization. Finally, a linear layer followed by softmax activation is added to
the output of the Transformer model’s layer, resulting in the final prediction.

4 Experimental Results and Analysis

4.1 Experimental Dataset

For data collection, we used an API2 to collect around six million English reviews
up until March 2023, sourced from Google Play. We then refined this dataset
by excluding specific columns that were considered non-essential. The detailed
information regarding each retained column is provided in Table 1.

Table 1. Description of Google Play Reviews DataFrame.

Column Name Description

reviewId Unique identifier for each review

userName Username of the reviewer

content Actual text of the review

score Star rating given by the user (1–5)

thumbsUpCount Number of ’likes’ the review received

at Date and time when the review was written

replyContent Text of the developer’s response, if any

repliedAt Date and time when the reply was posted

2 https://pypi.org/project/google-play-scraper/.

https://pypi.org/project/google-play-scraper/
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Following the previous steps, we observed that some comments related to
esports were either in languages other than English, consisted of emoticons, or
contained characters of ambiguous significance. Consequently, we decided to con-
duct preliminary text processing, removing non-English terms and inappropriate
language. The detailed distribution for PUBGm is illustrated in Table 2.

Table 2. Detailed Properties for PUBGm dataset.

Rating Count Percentage

1 star 925,769 14.87%

2 stars 151,392 2.43%

3 stars 225,403 3.62%

4 stars 373,452 6.00%

5 stars 4,549,245 73.08%

Total 6,225,261 100.00%

4.2 Topic Modeling

We utilized the LDA algorithm to identify the prevalent topics and associated
keywords within the PUBGm reviews. To ascertain the ideal number of topics,
we relied on the coherence value [10]. As depicted in Fig. 2, the coherence values
were examined for a range of topics from 3 to 50. After analysis, we settled on
16 topics for PUBGm because the coherence values reached a local minimum,
indicating these were the optimal counts.

Fig. 2. Coherence scores of PUBGm.
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The 16 topics, along with exemplar keywords, are detailed in Table 3. Build-
ing upon insights from earlier investigations [13], we proceeded to classify these
topics into two distinct categories, grounded in their respective attributes: Game-
related Topics (GRT) and Player-related Topics (PRT).

Table 3. Keyword Examples and Inferred Topics of PUBGm.

ID Inferred Topics Keyword Examples

1 grapics graphic*0.033, fps*0.004

2 character skin * 0.007, outfit* 0.007, zombie* 0.018

3 map map * 0.022, world * 0.002

4 optimization bug*0.031, issue*0.010, glitch*0.010

5 update update*0.096, season*0.024

6 gameplay gameplay * 0.005, mode*0.003, metro * 0.005

7 community friend * 0.012, people * 0.005, winner* 0.012

8 server server*0.033, ping*0.013, lag *0.005

9 region bangladesh* 0.003

10 platform money * 0.001, app * 0.080, application*0.007

11 teamwork team * 0.003, mate *0.001

12 cheating hacker * 0.038, cheater * 0.002

13 skill weapon * 0.002, gun * 0.002, battle* 0.013

14 learning curve noice * 0.004, level* 0.005

15 ranking rank*0.002, ban*0.001

16 device phone*0.023, ram*0.016, mouse* 0.002

4.3 Sentiment Analysis

Sentiment Distribution Across All Ratings
Initially, we explored how sentiment fluctuates across different aspects of the
game. Figure 3 illustrates the sentiment distribution, offering insight into players’
sentiments concerning various aspects across all ratings.

The positive sentiment towards graphics emphasizes the game’s success in
visual appeal, suggesting a well-executed combination of high-quality textures,
effective lighting, and compelling artistic direction. It’s a testament to the game
developers’ dedication to delivering a visually immersive experience. The mixed
opinions on character and map highlight the challenges of catering to diverse
player preferences. While character design might involve issues of balance or
customization options, feedback on maps could touch on aspects like terrain
diversity and navigational challenges. It underscores the importance of itera-
tive design and community engagement. The dissatisfaction with optimization
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Fig. 3. Overall Topics Sentiments for PUBGm.

suggests potential technical issues that might hinder gaming. This could range
from frame rate drops to glitches, indicating areas where technical refinement is
crucial for a seamless gaming experience. Negative sentiments around update
might point to issues with how new content or changes are rolled out. This
could involve gameplay alterations or bug introductions, emphasizing the impor-
tance of comprehensive testing and clear communication with the player base.
General appreciation for gameplay indicates that the core mechanics and mis-
sion designs are well-received, but there’s always room for further refinement to
enhance player engagement.

Sentiment Distribution Across Different Ratings
To gain a more detailed insight into player feedback, in this section, we explored
the sentiment distribution across various ratings. Figures 4 and 5 showcases
this comprehensive sentiment breakdown, illuminating how player sentiments
evolve with their overall rating of the game. At higher ratings, the sentiments
predominantly lean positive, reflecting satisfaction with various game aspects.
However, as we navigate towards lower ratings, critical feedback becomes more
pronounced, offering insights into specific areas that might have led to player
dissatisfaction. This granular view serves a dual purpose: celebrating the game’s
strengths and pinpointing avenues for enhancement to cater to a broader player
base.

GRT Group Sentiments. User feedback from PUBGm provides important
insights into both the game’s standout strengths and areas that might need
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Fig. 4. GRT group Sentiments for PUBGm.

further attention within the GRT category. Two aspects, update and opti-
mization, stand out as the most polarizing. While a significant portion of users
express satisfaction, especially evident in the positive feedback for higher ratings,
there’s an unmistakable section of the user base voicing concerns. This dichotomy
becomes clearer when we examine Fig. 4, which visually captures the sentiment
distribution of the GRT group. Graphics in PUBGm are generally applauded,
showcasing it as one of the game’s strengths. However, it’s worth noting a sub-
set of users who might be experiencing graphical issues or have particularly high
expectations, leading to some negative feedback. On the other hand, aspects like
gameplay, map, and character don’t garner strong reactions from the major-
ity. The feedback suggests that these elements, while integral, might neither be
standout features nor major concerns for most players. For PUBGm to sustain
its momentum and remain a beloved title, it’s imperative for developers to delve
deeper into areas causing a rift in user sentiments. By understanding the root
causes of concerns and addressing them head-on, they can ensure a consistently
enjoyable experience for their expansive community.

PRT Group Sentiments. The vast array of feedback from the PUBGm player
base offers invaluable insights into the game’s strengths and weaknesses. An anal-
ysis of sentiment distribution is presented in Fig. 4, elucidating the variances in
player sentiments across different aspects of the PRT group. From server issues
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Fig. 5. PRT group Sentiments for PUBGm.
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to platform adaptability, players have voiced their experiences, and a deeper dive
into this data unveils some crucial findings.

– Server Issues: A significant portion of the feedback revolves around the
game’s servers. Players often associate their gaming experience with server
performance. The substantial negative feedback, especially in the lower star
ratings, paints a clear picture: server-related issues are a predominant concern.
The onus is on the game operators to enhance server stability, as it stands
paramount in retaining and satisfying the vast player base.

– Cheating Concerns: Another major area of concern for the players is cheat-
ing. The pronounced negative feedback in this category suggests that cheating
or unfair gameplay mechanics might be prevalent, affecting user experience.
Ensuring fair gameplay by implementing stringent anti-cheat measures can
enhance trust and satisfaction among its players.

– Consistency in Certain Game Aspects: Some game facets, including
community, teamwork, region, learning curve, and ranking, demonstrate con-
sistent feedback. These areas neither stand out as exceptional nor as prob-
lematic. They offer a stable experience, lacking standout features that might
elicit strong reactions but also avoid significant pitfalls.

– Device Compatibility Issues: Lastly, feedback pertaining to device com-
patibility or performance paints a concerning picture. Higher negative feed-
back, especially among lower star ratings, underscores the need for optimiza-
tion. Ensuring the game runs smoothly across a wide range of devices can
broaden its appeal and enhance user experience.

In summation, while PUBGm excels in certain areas like platform support,
there are evident concerns regarding server, cheating, and device performance.
Addressing these pressing issues can bolster the game’s reputation and ensure
sustained user satisfaction.

5 Conclusion

In the realm of mobile gaming, PUBGm stands as a testament to the potential
of mobile platforms. Yet, it seems to grapple with issues that have persisted
since its transition from a PC-based game. The similarities in challenges faced
by both PUBGm and its PC counterpart, PUBG, are evident. Despite analyzing
a vast collection of 6 million English reviews for PUBGm, our topic modeling
indicates a striking resemblance between the two, save for an additional theme
related to “device” for PUBGm. This suggests that the developers merely transi-
tioned the game to mobile without significant modifications or updates - a trend
that appears prevalent among many game developers aiming for cross-platform
offerings.

The feedback from PUBGm players reveals a meaningful result. The game’s
graphical excellence showcases the dedication of its developers to provide an
immersive experience, a fact further underscored by the widespread acclaim for
its visuals. Conversely, diverse opinions on character and map designs highlight
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the ever-present challenge in game development: catering to the varied tastes of a
global audience. A closer examination of sentiments, especially when segmented
by ratings, offers richer insights. Positive feedback is more associated with higher
ratings, whereas constructive criticism becomes evident in lower ratings, guid-
ing the direction for possible future enhancements. However, the analysis also
brings to light certain challenges. Issues like technical glitches and the need
for optimization, as well as concerns about updates, underscore the necessity
for not only introducing new features but ensuring their flawless execution. The
issue of cheating is also evident, necessitating robust anti-cheat systems. In com-
paring PUBGm to its PC predecessor, PUBG, the mobile version faces unique
challenges. Server performance emerges as a primary concern, emphasizing its
pivotal role in defining a game’s success. Additionally, with the diverse range
of mobile devices in use today, the game’s compatibility across these devices
becomes not just desirable but essential. In essence, while PUBGm boasts sig-
nificant strengths that have endeared it to many, it also faces critical challenges.
For PUBGm to continue its reign and resonate with its expansive community,
it is essential for the developers to address the highlighted concerns. By heeding
this feedback and continually refining the game, PUBGm can fortify its position
as a premier gaming title, delighting both seasoned players and newcomers alike.

There are certain limitations in this current work. First, we didn’t delve into
mobile MOBAs, another dominant mobile e-sports genre, exemplified by titles
like League of Legends: Wild Rift. Additionally, our analysis was constrained to
the Android platform. Despite iOS users being fewer in number compared to
Android, their average expenditure on apps tends to be higher. This may dis-
crepancy influence players’ overall satisfaction. Lastly, we were unable to secure
substantial data from rapidly growing mobile gaming markets such as China and
Southeast Asia. Addressing this gap should be a priority for upcoming research
endeavors.

Dataset and Source Code. The experimental datasets and source code can be found

at this repository: https://github.com/YYdeeplearning/MEDI2023.
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Abstract. In this study, we explore the effectiveness of a hybrid mod-
elling approach that seamlessly integrates data-driven techniques, specif-
ically Machine Learning (ML), with physics-based equations in Simula-
tion. In cases where real-world data for industrial processes is insuffi-
cient, a simulation tool is employed to generate an extensive dataset of
process variables under varying operating conditions. Subsequently, this
dataset is utilized for training the Machine Learning model. The paper
showcases a practical use case of this hybrid modelling approach, reveal-
ing a model that consistently demonstrates strong predictive accuracy
and reliability within the specific industrial context we investigate. By
merging the insights derived from physics-based understanding with the
adaptability of data-driven Machine Learning, the hybrid model offers a
comprehensive solution for precise and accurate predictions.

Keywords: Predictive Modelling · Machine Learning · Simulation ·
Hybrid approach · Process Monitoring

1 Introduction

In today’s world, modelling has become incredibly important for understanding
complex systems, making predictions, and making smart choices. With every-
thing being so interconnected and data-driven, modelling is like a guiding light
that helps us make sense of complicated things. Researchers, industries, and
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practitioners are investing a lot in modelling to better understand how systems
work and to find solutions that can make a real impact.

In the realm of modelling, two primary approaches are employed. One
involves using extensive data and computer learning, while the other relies
on well-established scientific principles. These are known as data-driven mod-
elling and physics-based modelling. Data-driven modelling employs computers
to uncover patterns within large datasets. It’s particularly valuable in fields such
as healthcare and finance. Conversely, physics-based modelling applies scientific
laws to construct simulated versions of real-world scenarios. This aids in com-
prehending phenomena like fluid motion or material behavior.

Machine learning and simulation both share a common objective: the antic-
ipation of system behavior through data analysis and mathematical representa-
tion [1]. In the context of our study, these approaches hold intrinsic significance.
Machine learning, as evident in domains like image classification, linguistic anal-
ysis, and socio-economic exploration, has exhibited exceptional achievements.
These triumphs are especially pronounced when dealing with scenarios charac-
terized by limited causal insights but extensive datasets. Conversely, simulation
finds its historical roots in disciplines such as natural sciences and engineering.
Notably, computational fluid dynamics relies on simulation to understand intri-
cate causal inter-plays, while areas like structural mechanics employ it for eval-
uating structural performance encompassing reactions, stresses, and displace-
ments.

This paper introduces a hybrid approach for developing predictive models and
discusses a use case of model development for industrial froth flotation process
using Machine Learning and Simulation. By leveraging a simulator to generate
data and Artificial Neural Networks to construct the core virtual model, this
hybrid approach harnesses the strengths of both model-driven and data-driven
methods. This strategic combination overcomes the limitations posed by each
approach - the scarcity of real data in model-driven methods and the complexities
faced by data-driven methods in handling intricate systems.

The remainder of this paper is organized as follows: Sect. 2 further discusses
the data-driven and physics-driven modelling approaches, the advantages of each
one and their challenges. Section 3 elucidates the hybrid approach where the both
approach could assist each other and mitigate the challenges faced by each one.
Section 4 outlines a use case of model development of froth flotation process
using hybrid approach for minerals processing advanced monitoring. Section 5
presents the results and analysis of the study, including the evaluation of the
predictive model for a functioning flotation cell. Finally, Sect. 6 concludes the
paper with a summary of key findings and recommendations for future research.

2 Modelling Approaches

In this section, we elucidate the two modelling methodologies through a concep-
tual framework designed to enhance their transparency and facilitate meaningful
comparisons between their respective components.
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2.1 Data-Driven Approach (i.e Machine Learning)

Data-driven modelling with machine learning has gained significant traction in
recent years due to the explosion of available data and advancements in algo-
rithms. This approach involves training models on large datasets to learn com-
plex patterns and relationships, enabling them to make accurate predictions and
inform decision-making processes.

The benefits of data-driven modelling are numerous and impactful. By har-
nessing the power of big data, organizations can make data-informed decisions,
enhancing efficiency and accuracy. Moreover, these models excel at handling non-
linear relationships and can uncover hidden insights within data. For example,
in genomics, machine learning has facilitated the identification of novel disease-
associated genes and pathways, revolutionizing our understanding of complex
genetic disorders. Furthermore, data-driven modelling’s adaptability to diverse
data types, from text to images, has paved the way for innovations in natural
language processing, image recognition, and autonomous vehicles.

Nevertheless, several challenges accompany this approach. One key challenge
is the issue of data quality and bias. Biased or incomplete datasets can lead to
skewed model outcomes and reinforce existing prejudices. Another challenge is
model interpretability, where complex algorithms like deep neural networks can
be difficult to explain, raising questions about transparency and accountability
in decision-making. Addressing these challenges necessitates a comprehensive
understanding of data collection practices, algorithmic transparency, and adher-
ence to regulatory guidelines.

2.2 Physics-Driven Approach (i.e Simulation)

Physics-driven modelling through simulation is a potent tool for understanding
and predicting complex real-world phenomena. However, this approach is not
without challenges that need to be carefully considered. The goal of a simulation
is to predict the behavior of a system or process based on the underlying physical
principles. To achieve this, a mathematical model is formulated using differen-
tial equations that capture the causal relationships between different variables.
These models are often developed through extensive research, starting with the
derivation of equations from theoretical physics principles, followed by validation
through experiments.

One major challenge is the dependence on accurate input parameters and
assumptions in the mathematical models. Small inaccuracies in these inputs can
lead to significant discrepancies in the simulation results. In complex systems
with numerous interacting components, it can be difficult to precisely estimate
all necessary parameters, introducing uncertainties in the predictions. Moreover,
assumptions made during model formulation might not hold true in all scenar-
ios, further affecting the reliability of simulations. Addressing these challenges
requires rigorous sensitivity analysis to identify the impact of input variations
and a thorough understanding of the assumptions’ validity.
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Computational intensity is another challenge in physics-driven simulations,
particularly when dealing with complex behaviors such as quantum mechanics or
highly nonlinear interactions. Simulating such phenomena demands substantial
computational resources and advanced numerical techniques. As the complexity
of the system increases, the computational cost can become prohibitive, requiring
researchers to strike a balance between accuracy and computational feasibility.

Furthermore, while physics-driven models are adept at capturing well-defined
causal relationships, they can struggle to represent emergent behaviors and com-
plex interactions that arise in systems with many interdependent components.
For instance, in agent-based simulations, where individual agents interact based
on predefined rules, it can be challenging to predict emergent patterns that arise
from the collective behavior of the agents. This limitation can be addressed by
integrating data-driven approaches that leverage machine learning techniques to
capture these complex interactions.

Table 1. Summary of advantages and limitations of data driven and model driven
approaches.

Data-driven approach Model-driven approach

Advantages Simplicity Better understanding of
complex systems

Faster decision-making Generalized to similar
problems

Increased accuracy with more data Accuracy: limited errors

Limitations Quality and quantity of data Lack of flexibility

High cost of data collection, storage,
and analysis

Technical expertise
required

Technical expertise required Time-consuming

In summary, as represented in Table 1 the data-driven approach may be
advantageous in situations where the physical system is complex and difficult to
model or where there is a large amount of data available. However, this approach
can be limited by the quality and availability of data, and may not always be
suitable for systems with complex nonlinear behaviors [2]. On the other hand,
the model-driven approach may be advantageous in situations where the physical
system is well-understood and there is a good understanding of the underlying
physics. However, this approach can be limited by the accuracy of the mathe-
matical model and the assumptions made in developing the model.

3 Combination of Data-Driven and Model-Driven
Approach

Considering the advantages and limitations of both approaches, we propose a
hybrid modelling approach for the development of accurate and reliable predic-
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tive models for leveraging the advantages of the both methodologies. The com-
bination of data-based and knowledge-based modelling is motivated by applica-
tions that are partly based on causal relationships, while other effects result from
hidden dependencies that are represented in huge amounts of data [1] (Fig. 1).

Fig. 1. Data-driven and Model-driven modelling approaches combination.

The data-driven approach could assist the model-driven approach in various
ways. Tiny Machine Learning-based algorithms could be advantageous for the
inference of complex measurements that are hard to measure or that are not
bound to be directly measured. Statistical methods could also play a major role
in studying and investigating hidden parameters dependencies. Moreover, Data
assimilation and Reinforcement Learning play an important role in guarantying
the Predictive Layer accurate performance after deployment.

Inversely, the model-driven approach could as well assist the data-driven
approach. In the modelling phase for instance, additional training data could
be generated based on physical and phenomenological equations to be fed to
Machine Learning models. Furthermore, testing Machine Learning models is
less risky if firstly validated in a simulation-based environment that is built with
physics and phenomenological equations.

Overall, the hybrid approach has the potential to improve the accuracy and
robustness of predictive models. Diverse are the applications that include the
combination of the two methods in different modelling areas [3–5]. In the next
section, we will showcase one way of combining data-driven and model-driven
approaches in predictive modelling for operational efficient in the mining indus-
try using Simulation and Machine Learning.

4 Use Case: Froth Flotation Predictive Model Using
Hybrid Approach

4.1 Froth Flotation Overview

Froth flotation is the most common way to separate minerals in the mining
industry. Since it was first used in factories in 1905, many researchers have
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contributed to improving how we understand the process [6]. This method is the
most widely used way to separate valuable minerals from useless rock. It works by
taking advantage of the different ways minerals react with water. Some minerals
don’t like water (hydrophobic), while others do (hydrophilic). When we stir the
mixture and add air, minerals that don’t like water stick to tiny bubbles and
rise to the top as foam. Minerals that like water stay in the liquid. This helps
us get the valuable minerals out for further use (Fig. 2).

Fig. 2. A schematic representation of flotation process.

Advances in control and optimisation of the froth flotation process are of
great relevance since even very small increases in recovery lead to large eco-
nomic benefits [6]. However, the implementation of advanced control and opti-
misation strategies has not been completely successful in flotation since ever.
This is because flotation performance is affected by a great number of variables
that interact with each other, while unmeasurable disturbances in the process
further complicate the implementation of efficient strategies [7]. Besides the mul-
tiple chemicals reagents (Collectors, Modifiers and Frothers), froth flotation is
influenced by several operating factors. Many parameters involved in the process
and have a crucial impact on the quality of the froth floated and therefore the
concentration of the minerals resulted: the pH within the liquid, the rate of oxi-
dation of the ore, the grain size of the feed, The viscosity of the pulp, air flows,
agitators speed,...etc.

Acquiring a specific knowledge of the operational behavior of the process
and trying to ensure a certain stability of the flotation yield (in terms of con-
centration/grade) is considered a complicated and tough challenge. Hence the
necessity of the development of an accurate and reliable predictive models that
comprehends the underlying phenomenon of the process and that incorporates
these affecting parameters as an advanced operations monitoring system [8]. In
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the further section we will discuss the development of Machine Learning based
predictive model of the froth flotation cell using phenomenological, kinetic and
physics-based simulation data.

Fig. 3. Froth flotation virtual model development: Hybrid approach methodology.

4.2 Methodology

Given the scarcity of sufficient real-world data records for essential process
parameters in industrial plants, a simulation tool was employed to generate
an extensive dataset of process variables across various operating conditions
(Fig. 3). This simulator, known as HSC Chemistry, operates on a model-driven
approach, integrating well-established physical and chemical principles that gov-
ern the froth flotation process. The simulator incorporates essential equations,
such as the calculation of the overall flotation rate k (1/min) of a cell, which is
derived from the overall recovery (mass pull) R (%) and cell residence time W
(min) using the formula:

k =
R

W (100 −R)
(1)

The Eq. 1 play a crucial role in accurately simulating the flotation process and
provide valuable insights into the system’s behavior under different operating
conditions.

By running simulations with HSC Chemistry, we obtained a wealth of data
that enabled the training of the data-driven component of our hybrid approach.

4.3 Operational Data Generation and Collection

In this study, we conducted data collection using HSC Chemistry [9], a minerals
processing simulator, as illustrated in Fig. 4. Given the limited availability of
operational data from the industrial flotation plant, we used a small amount of
industrial data to pre-configure the simulations in the software. These data com-
prised crucial variables such as feed rate, water flow rate, pulp density, flotation
rate and mineral grades. Through multiple simulations, we generated a diverse
dataset encompassing a wide range of operating conditions. HSC Chemistry was
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chosen as the simulator due to its remarkable accuracy and flexibility in simulat-
ing various mineral processing scenarios. The simulator allowed us to obtain an
extensive amount of data that would have been challenging and costly to acquire
through traditional experimental methods in real industrial settings. Following
data generation, we carefully curated the dataset to ensure it captured the most
pertinent and critical process parameters. This comprehensive dataset served
as the foundation for developing the predictive model. This approach not only
optimized data collection efforts but also ensured a high level of accuracy and
efficiency in the development of predictive models for the froth flotation process.

Fig. 4. Single flotation cell simulation using HSC Chemistry Sim.

4.4 Artificial Neural Networks Training

Following the data collection, the gathered dataset was employed to train a Neu-
ral Network model, enabling predictions of the froth flotation process’s behavior
under new operating conditions. This Neural Network model was built on a
data-driven approach, learning the intricate nonlinear relationships between the
input and output variables. Through training the ANN model with the dataset
generated from the simulator, we established a predictive model for the froth
flotation process.

The predictive model facilitated the estimation of mineral grades before and
after entering a specific flotation cell, based on feed characteristics and con-
trol variables. For this study, a feed-forward backpropagation network structure
was adopted, with the appropriate configuration determined by adjusting the
number of neurons, hidden layers, transfer functions, and optimization methods.
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Satisfactory outcomes were achieved through careful selection of the number of
layers and neurons in each layer. The final architecture network is presented in
Table 2.

Table 2. Architecture of the trained Feed Forward Neural Network.

Structure’s parameters ANN

Number of Layers 3

Number of neurons in the input layer 64

Number of neurons in the hidden layer 64

Number of neurons in the output layer 4

Activation function of the input hidden layer ReLu

Activation function of the hidden layer ReLu

Activation function of the output layer Linear

Optimizer function Adegrad

Learning rate 0.01

Loss function MSE

Number of epochs 500

Batch size 32

To optimize the model’s accuracy, the training and testing sets were allocated
80% and 20% of the samples, respectively. While maintaining a fixed structure
for the Artificial Neural Network (ANN), the learning hyperparameters were
fine-tuned using the training set. This iterative process helped enhance the per-
formance of the model and improve its predictive capabilities.

5 Results and Discussion

The integration of operational records from the industrial plant into the HSC
Chemistry software allowed us to establish simulations for the froth flotation
process. Utilizing these simulated datasets, we trained a Neural Network to esti-
mate mineral grades in the concentrates based on feed and control variables. The
Neural Network exhibited exceptional accuracy, achieving a predictive capabil-
ity of 95% with an MSE of less than 2. This confirms the model’s capability to
accurately estimate mineral grades in the concentrates using input variables.

Figures 5, 6, 7, and 8 visually demonstrate the comparison between actual
and predicted values of minerals-of-concern grades, showcasing the robust pre-
dictive capability of the Neural Network model. Combining the simulator with
the Neural Network model resulted in a powerful hybrid model. The simulator
provided a physics-based foundation that encompassed the process’s underlying
principles, while the Neural Network model incorporated data-driven insights to
capture complex nonlinear relationships between input and output variables.
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Fig. 5. Grades of Lead Pb% in the flotation cell’s concentrates: Actual values are
represented in blue and the Neural Networks predictions values are represented in
orange. (Color figure online)

Fig. 6. Grades of Copper Cu% in the flotation cell’s concentrates: Actual values are
represented in blue and the Neural Networks predictions values are represented in
orange. (Color figure online)

Fig. 7. Grades of Zinc Zn% in the flotation cell’s concentrates: Actual values are rep-
resented in blue and the Neural Networks predictions values are represented in orange.
(Color figure online)
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Fig. 8. Grades of Iron Fe% in the flotation cell’s concentrates: Actual values are rep-
resented in blue and the Neural Networks predictions values are represented in orange.
(Color figure online)

This hybrid model effectively predicted the froth flotation process’s behav-
ior under novel operating conditions, offering valuable insights for process opti-
mization. Our approach exemplifies the potential of hybrid modelling techniques
in developing predictive models for intricate industrial processes, such as froth
flotation. By synergizing physics-based and data-driven models, we successfully
captured the process’s intricate and nonlinear behavior, empowering us to make
precise predictions under diverse operating conditions.

6 Conclusion

In conclusion, this study successfully showcased the creation of a predictive
model for the froth flotation process through a hybrid approach, combining sim-
ulation and Machine Learning. The simulator generated crucial operational data,
which was then utilized to train a Neural Network, resulting in the creation of a
robust virtual model. The outcomes of the model exhibited impressive accuracy,
with a predictive capability of 95% and an MSE of less than 2. This promising
result underscores the potential application of this hybrid modelling approach
using simulators and Machine Learning for an advanced operations monitoring.

Moreover, this research emphasizes the significance of Digital Twins in indus-
trial productions and their transformative impact on the mining sector [8,10].
By incorporating Industry 4.0 technologies such as the Internet of Things (IoT),
Cyber-Physical Systems (CPS), Big Data, and Cloud Computing, mining oper-
ations can significantly enhance productivity and efficiency, fostering positive
economic and environmental sustainability [11].
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Abstract. Nowadays, social networks provide relevant information that
is used in many contexts for different objectives. However, the major chal-
lenges remain at the level of processing this data, which is generated in a
specific way. In this context, we propose in this paper a hybrid approach
based on Bayesian network and ontology techniques for formalizing tex-
tual data published on social media by people with personality disorders.
The objective of this task is to identify the main factors that have a sig-
nificant impact on the state of sick persons. Our proposed approach is
composed of three major steps: data collection and preprocessing, the
construction of a set of Bayesian networks, and finally the incorpora-
tion of semantic components into the constructed networks. Our pro-
posed approach takes advantage of both statistic and linguistic tech-
niques, which can provide explainable and enriched results at multiple
hierarchical levels. In addition, our approach addresses language issues
like the evolution of the lexicon over time, the ellipsis phenomenon, etc.
For the evaluation of our proposed approach, we have used two different
methods, and in general, we achieved an accuracy rate equal to 83% for
correct links prediction.

Keywords: Bayesian Network · Ontology · Personality Disorder ·
Social Media · Natural Language Processing

1 Introduction

In 2022, the World Health Organization (WHO) affirms that the personality dis-
order disease (PD) affects 970 million persons in the world, representing approxi-
mately one of every eight persons1. According to the same source, this number is
expected to increase as a result of social and economic difficulties. These persons
have a negative impact on the growth of countries. In this context, the WHO
estimates that depression and anxiety disorders cost the global economy one

1 https://www.who.int/fr/news-room/fact-sheets/detail/mental-disorders.
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trillion dollars annually2. However, the report of the recent cited study reveals
that governments spend an average of 3% of their budgets on mental health.
The diagnosis of a mental disorder is different compared to other types of dis-
orders. In fact, this disorder affects a person’s thinking, emotions, behavior and
interpersonal relationships, in contrast to physical diseases, which have tangi-
ble symptoms that can be detected through X-rays, blood tests or radiological
examinations. Another issue is that we can expect any reaction from the patient
to be diagnosed; in reality, he may lie during a psychological diagnostic for fear
of being judged or stigmatized, or in order to protect his own image. For this rea-
son, psychologists and psychiatrists believe that the greatest time to diagnose a
person is when he is relaxed and acting spontaneously in a free and uncontrolled
environment.

Social networks are among the environments where everyone is able to share
their thoughts and express their opinions, without fear of being oppressed or
controlled. This prompted researchers to conduct a significant number of studies
on identifying certain psychological information on social media (like isolation,
aggressiveness, recurrent suspicions, etc., [5]). Hence, the relevance of automating
information extraction tasks using advanced techniques of computer science such
as artificial intelligence (AI) and Big data tools that are able to analyse a large
amount of data, extract relevant knowledge, and ensure generalization.

In this paper, we aim to track the states of people with personality disor-
ders by determining the major elements impacting their status. These elements
include generally different encountered problems and needs of the sick person,
which can be identified by analysing its textual production on Facebook. The
choice of Facebook is made since it is the most popular type of social media
that provides greater flexibility in producing large amounts of data. This work
enables specialists and persons in charge of people’s health around the world
to better understand the state of people with PD. In addition, this work can
assist in discovering improved methods to support them in order to avoid crit-
ical situations such as aggressiveness or extremism. The proposed approach’s
implementation is focused on the three key objectives mentioned below:

– Collecting appropriate data generated by sick people including details about
their primary preoccupation. This data is then preprocessed in order to be
treatable by the machine.

– Building a collection of coherent Bayesian networks that can present the
primary causes of the illness using various linguistic resources.

– Incorporating the semantic aspect into each network in order to make them
understandable and interpretable, as well as to take into account the semantic
relationships between words.

The organization of our work in this paper is as follows: in the second section,
we present the various research studies that have been conducted in this context.
The third section is devoted to presenting our proposed approach and detailing
the various resources employed. The assessment of the proposed approach is

2 https://www.who.int/fr/news-room/fact-sheets/detail/mental-health-at-work.

https://www.who.int/fr/news-room/fact-sheets/detail/mental-health-at-work
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presented in the fourth section. Finally, we close this paper with a conclusion
and some perspectives presented in the fifth section.

2 Related Works

Several studies proposed in the literature are based on the analysis of the textual
production of people with PD on social media. The majority of these studies have
focused on detecting the presence of users with PD, predicting the disorder’s
type [6] and symptoms [5], detecting the behavior of sick users towards a specific
phenomenon such as COVID-19 [8], and so on. However, being limited only by
the detection of people with psychological problems is not enough. In fact, this
operation cannot allow to assist these people or to acquire useful knowledge.

For this reason, several researchers have focused their research studies on for-
malizing textual data in a specific format allowing to manage the risk related to
these people. In this context, Ellouze et al. [7] have proposed an ontology allow-
ing to manage the risk related to the epidemic COVID-19. This ontology may
provide a relevant opportunity to present crucial factors associated to this epi-
demic that lead individuals with PD to be in an unstable state. In 2022, Ellouze
et al. [9] have proposed a comparative study about different models based on
various formats (graph, tree, rules) allowing the extraction of dependency links
demonstrating the interdependence between the different states of people having
a negative degree of personality traits (not conscientious, not extroverted, etc.).
In the same context, [2] aims to identify characteristics that may impact behav-
ior disorders over time. This work is done by taking advantage of a behavioral
graph (sbGraph) which is composed by nodes that express terms that represent
various aspects, such as interest, work, etc. The different achieved nodes are con-
nected through semantic arcs derived from existing linguistic resources. Finally,
the created graph model is enhanced by language information in the form of
keywords that might have an emotive and cognitive impact on the personality.
In [11], authors presented an analytical study demonstrating the factors affect-
ing the misuse of social networks. The various variables explored in this study
include a variety of psychological elements such as self-esteem, fear of missing
out scale, daily time expenditure rate, and so on. The result of this study is a
path analysis model that illustrates the degree of fit between the different factors
investigated (measured using different metrics such as χ2).

In a similar context, Alavijeh et al. in [1] have proposed an analytic method.
The purpose of the method proposed is to study the relationship between users’
psychological disorders and their musical preferences on Twitter, based on an
analysis of their musical tastes shared. This study considers various aspects,
including words used, linguistic style applied, sentiment and emotion patterns
expressed, thematic interests, and underlying semantics illustrated.

User habits and interests can also provide insight into the mental state of
individuals suffering from psychiatric issues. For this reason, Si et al. in 2019 [13]
have focused on analyzing users’ interests on social networks to discover useful
dependencies between their interests. The purpose of this study was to deter-
mine the degree of dependence between various types of information gathered
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from social network info-boxes intended for expressing interests and hobbies, etc.
The different dependence links were determined using multiple metrics, such as
Confidence, Support, Lift, etc. According to our study, we distinguish four cru-
cial criteria in our field of study: (i) the importance of data quality due to the
sensitivity of our context related to the medical field: the different studies have
generally relied on social network data obtained in a hazy manner, but in our
work we have sought reliable data (data of people who admit their illness). (ii)
treatment objective: we note that the various studies have generally been based
on a hypothesis that needs to be validated or denied, such as the study of the
impact of music on personality disorders. Whereas in our context our study
is more generic since it is supposed to detect implicit links even for a human
being. (iii) employed approach: several researchers have employed a single tech-
nique (statistical or linguistic). While in our work, we have based our approach
on the hybridization of several techniques in order to make it more profound.
(iv) dealing with specific linguistic issues: the proposed approaches for the tex-
tual study relied on superficial treatment and did not address specific issues
related to natural language processing challenges (NLP), such as the evolution
of lexicons over time.

3 Proposed Approach

In this study, we describe a method illustrated in Fig. 1 for developing a hybrid
model that combines a probabilistic model based on Bayesian network with a
semantic model based on ontology to take advantage of both statistical and
semantic aspects. Our proposed model is composed of a set of nodes that repre-
sent a state, problem, phenomena, or requirement related to a sick person. These
nodes are connected by dependency links that illustrate the causes and effects of
a situation that could be either the beginning of a problem (inappropriate state)
or the resolution of a problem.

The proposed model involves analyzing the textual production of users in
a Facebook group “xxxxx” which allows users with PD and unstable status to
discuss their preoccupations and share their experiences in order to obtain or
provide a relevant recommendation. For that, our model may be an appropriate
solution for identifying the various factors that lead users to become unstable.
In addition, it may be beneficial for getting a sense of what might happen as
a result of this state, also for determining whether there is a solution to this
problem. It should be noted that our proposed model’s architecture enables it to
address linguistic issues such as lexical analysis (several words can express the
same idea) through the semantic aspect provided by the ontology. We describe
below in detail the process of our work.

3.1 Data Collection and Preprocessing

Data Collection. Our data applied in this study were obtained from a Face-
book group that allows people with PD to discuss in French and change their
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Fig. 1. Our proposed approach for formalizing a text published on social networks
based on both Bayesian networks and ontology.

experiences about the difficulties, concerns and treatment of personality disor-
der disease. The members of this group have acknowledged their psychological
problems, for this reason the annotation process is not necessary in this case. In
addition, this data source ensures reliable information while avoiding particular
phenomena such as irony, sarcasm, variety of fields, etc. We provide in Table 1 a
detailed description of the size of the collected corpus. After collecting the data,
we take specific steps to validate our data at the data value level to ensure that
the data’s content is relevant and meaningful. Moreover, we normalize our data
in a machine-processable way, especially since it came from Web 2.0, where user
interaction is a crucial operation for data generation.

Table 1. Overview of the size of the corpus collected from Facebook.

Description Size

The number of posts 1419

The number of users related to the collected posts 304

The average posts per user 4.67

The number of users with more than 5 posts 87

The number of users with more than 10 posts 30

The number of posts with more than 280 characters 654
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Data Segmentation into Sentences. In this phase, we aim to segment the
text portion into sets of sentences by determining the end-of-sentence punctu-
ation using the spacy resource3. This process was performed since we revealed
that the size of posts is important and it provides a variety of information. This
variety is due that the authors need to be more specific when explaining their
circumstances in order to retrieve relevant replies later. In our case, segmenting
text into independent sentences may cause a loss of the semantic aspect. In fact,
our empirical study revealed an extensive use of the linguistic phenomena ellipsis,
which is employed by users to prevent repetitions during the textual production
process. For this reason, we have employed the following treatment process to
address the issue of finding a sentence containing a pronoun, e.g. they, them,
her, him, etc.: (i) extract all nouns that precede this sentence in the same post,
(ii) identify the grammatical category of the unknown element and all nouns
identified from (i) through a morpho-syntactic analysis, (iii) determine the cor-
respondence between the unknown element and the other nouns listed, based on
a comparison of gender (masculine/feminine) and forms (singular/plural), (iv) if
there is an overlap, we use the word embeddings technique [12] to determine the
relationship between each noun in the released list and all words with the gram-
matical category noun, verb, adjective in the sentence containing the unknown
word. The following example demonstrates the processing applied to a specific
sentence in this stage.

Before the Processing: Je suis suivie par un psychiatre en HP. Je le vois
peu, hélas, impossible d’avoir un rdv en urgence avec lui. (I’m being followed by
a psychiatrist in a hospital. Unfortunately, I don’t see him very often and it’s
impossible to get an emergency appointment with him.)

After the Processing: Je suis suivie par un psychiatre en HP. Je psychiatre
vois peu, hélas, impossible d’avoir un rdv en urgence avec psychiatre. (I’m being
followed by a psychiatrist in a hospital. Unfortunately, I don’t see psychiatrist
very often and it’s impossible to get an emergency appointment with psychia-
trist.)

Data Preprocessing. The process of preprocessing data consists of remov-
ing unnecessary elements such as stop words, that are used by everyone inde-
pendently of the context to ensure the articulation between ideas. Our current
process involves also removing from our corpus: symbols, numbers, and other
elements, since in our case we focus primarily on the linguistic aspect. Next,
we proceed to normalize the data by converting capital letters at the begin-
ning of sentences to lowercase letters and abbreviations to their raw format
such as OMS to Organisation mondiale de la santé, (World Health Organiza-
tion (WHO)), through the resource Google Knowledge Graph [10]. The task of
normalization involves transforming the various words related to our corpus into
a common root using the NLTK resource, in order to avoid morpho-syntactic
distinction between words and focus only on the semantic aspect.
3 https://spacy.io/.

https://spacy.io/
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3.2 Extraction of n-grams

In this phase, we intend to extract the various elements that will act as nodes
in the Bayesian network. These elements can be considered as problems encoun-
tered or a treatment to be followed in the context of psychological disorders.
For the detection of these elements, we first employed a statistical method based
on the occurrence of frequent words for the case of simple words, as well as
the detection of elements that frequently appear together for the case of com-
pound words. This method is performed using the n-grams (1,2,3 g) technique
of NLTK resource. The second step involved extracting key words, this task was
performed using a linguistic method based on morpho-syntactic patterns e.g.:
noun+noun: urgence psychiatrique, médecin généraliste (psychiatric emergency,
general practitioner). For the remainder of our process, we kept the common
elements between the results of these two methods.

3.3 Sentences Enrichment and Combination

In this phase, we focused on enriching our corpus with other sentences to avoid
being limited to the data of our corpus. In order to accomplish this task, we con-
ducted a research on the Google Knowledge Graph database for the combination
of two words among words extracted from the previous step. The combination
of the two words to be searched is chosen using the degree of binding returned
by the word embedding resource. This operation was done to strengthen the
relevant connections between the dependent words. The result of each query is a
sentence containing the two words. The example (1) shows the results returned
by the Google Knowledge Graph resource for the combination of the two words:
trouble+sommeil (disorder+sleep).

(1) Le trouble dissociatif lié au sommeil est un trouble du sommeil rare,
compris dans les parasomnies impliquant des phénomènes psychopathologiques.
(Dissociative sleep disorder is a rare sleep disorder, included in parasomnias
involving psychopathological phenomena.)

After that, we proceed to group sentences that express the same semantic
ideas. Each group of sentences is designed to form a Bayesian network in the next
steps. In fact, the fundamental idea of our work is to construct a set of simple and
coherent Bayesian networks. In our work, we have decided to make the clustering
based on sentences rather than on posts in order to be more precise (calculating
similarity between sentences is more precise than calculating similarity between
posts).

For performing the sentences clustering task, we have employed the following
process: (i) check sentences that share a semantic relationship between their
concepts, using the semantic relations synonym and hyponym (subtype) existing
in wordnet, (ii) measure the semantic similarity between sentences of each group
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derived from (i) using the pretrained model of SBERT [14]. This process is due
to the fact that we can find two sentences that mention bipolar disorder, but
one of them focuses on the problem of sleep and the other on social integration.
It should be noted that we have set a threshold (stop condition) of 20 different
words among the list of n-grams in each sentences group. The choice of using
a threshold is that we aim to build a simple network for each sentences group
that does not require a huge computation time, also to prevent generating a lot
of errors.

3.4 Construction Of Bayesian Networks

In this phase, we aim to build for each group of sentences extracted from the
previous step a Bayesian network. To accomplish this task, we extracted the
list of n-grams associated with each sentences group. Then, we calculated the
occurrence of each of these elements (words) at each sentence level of the same
group to determine which elements occurred together.

At this point, we recall that we have grouped semantically similar concepts
together. For example, according to an empirical study, we have discovered that
suicide and violence (both consequences of psychiatric problems) belong to the
same category of danger. For that, we have considered these two words as the
same node. This is due to the fact that the term suicide was not frequently used
in the corpus, but it is nonetheless a relevant concept in our study context. To do
that, we have used two methods, the first is based on the three main functions:
synonym, subtype (hyponym), and supertype (hypernym) that are available in
WordNet. The second method is based on words that have the same semantic
description according to the Wikidata resource. The Bayesian network was built
automatically using the pyArgum library [3], which is based on Bayes’ theorem
(1), allowing the estimation of the probability that an event (A) will happen
(in our context: the appearance of the word “A”) based on the occurrence of
another event (B) (the appearance of the word “B”).

P (A/B) =
P (B/A) ∗ P (A)

P (B)
(1)

The Fig. 2 presents two examples illustrating the results of the current step when
it was applied to two collections of sentences.

Translation of the Components of Fig. 2 (a): {alcool: alcohol; phobie:
phobia; bless=blessure: injury; pension: pension; urgence: emergency;}
Translation of the Components of Fig. 2 (b): {troubl=trouble: disorder;
sensib=sensibilité: sensitivity; bless=blessure: injury; autodestruct: self-destruct;
tristesse: sadness; solitud=solitude: loneliness; irrationnel: irrational; aide: help;}
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Fig. 2. Two examples of automatically generated Bayesian networks.

3.5 Integration of Ontology into Bayesian Networks

At this level, we have a collection of Bayesian networks that share an important
degree of semantic similarity (concerns of people with PD). In this step, we focus
on integrating the semantic aspect into all of our networks. The objective is to
define a formal representation of vocabulary that is related to the anxieties of
people with PD in order to increase the knowledge base of psychiatrists and
psychologists by making our networks more understandable and interpretable.
To achieve that, we aim to: (i) consider each node in the Bayesian network as a
concept of ontology and to associate each dependency relationship with an ele-
ment that describes the semantic aspect of this relation, which is done using: (a)
Google knowledge Graph: by launching a request which contains the names of the
two nodes, we receive a list of outputs grouping (result.name, result.description,
resultScore, result.@type, result.detailedDescription), in this section we are inter-
ested in the value of the attribute result.description. For example, the value
of this attribute for a query containing the two words alcool+phobie (alco-
hol+phobia) is Anxiolytique (Anxiolytic).

(b) our corpus: by selecting words that appear in the sentence that contains
the two nodes, but the selected words are neither adjectives, prepositions, or
determinants. The word used to determine the name of the relationship is the
one that is most dependent to the two nodes. The degree of dependency is
measured using the two resources wordnet and word embeddings. If the two
methods have provided multiple proposals, our final choice will be based on the
word which belongs to the medical lexicon [4], this is to make our network more
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scientific. Figure 3 (a) depicts the improvement produced by the current step on
an excerpt from Fig. 2 (a).

(ii) assign an ontology to each node (concept), in this way we ensure that
our network contains the most possible number of terms and can answer to the
greatest number of user queries. In reality, the user might specify the word psy-
chiatrist in his query by using the word doctor or physician. For that, we assign
to each node name four direct relations (synonym, hyponym, hypernym, sibling
(under the same category)). The different relations of an ontology are detected
through the resource wordnet. It should be noted that in order to determine a
word’s sibling relationship, we first apply the hypernym relation to determine its
parent. Then, we apply the hyponym relation to this parent to identify their chil-
dren. After that, we measure the degree of relationship between each of these
words (children) and the main word through Google Knowledge Graph, word
embeddings and wordnet resources. For example, to detect elements having a
sibling relationship with the word Psychiatre (Psychiatrist), we first identified
many elements such as radiologiste, dermatologue, pédiatre (radiologist, derma-
tologist, pediatrician, etc.). However, it is obvious that these elements do not have
a strong relationship with the word psychiatrist. For this reason, we measured
the degree of connection between each word in this list and the word psychia-
trist, which enabled us to retain the word neurologiste (neurologist). Figure 3 (b)
demonstrates the automatic construction of an ontology for the node tristesse
(sadness).

Fig. 3. Two examples illustrating the incorporation of the semantic aspect into our
constructed models.
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Translation of the Components of Fig. 3 (a): {alcool: alcohol; phobie:
phobia; blessure: injury; anxiolytique: anxiolytic; overdose: overdose; handicap:
disability; souffrance: suffering; urgence: emergency;}
Translation of the Components of Fig. 3 (b): {tristesse: sadness; affliction:
affliction; abattement: depression; malheur: unhappiness; état: state; désespoir:
despair; désolation: desolation; dysphorie: dysphoria; deuil: grief; componc-
tion: compunction; pression: pressure; synonyme trist: synonym of sadness; par-
ent trist: parent of sadness; fils tris: son of sadness;}

3.6 Rules Construction and Network Inference

In this step, we focus on processing rules allowing to perform the inference of
our Bayesian networks. We recall that at this level, we have a set of networks
that are enriched at both lexical and semantic levels. The recently cited networks
occasionally share common nodes that were not grouped together during the step
2.3 Sentences enrichment and combination because the similarity rate between
sentences containing them did not exceed the threshold. These nodes may cause
problems with our networks’ inference because they may result an overlap at
the level of rules generated. For this reason, we focus at this level on combining
rules together. For example, if in a network we have identified that event C is
triggered when events A and B occur and in another network we have identified
that the same event C is triggered when events E and F occur. In this case, we
transform these two rules into the following rule (2):

P (C/A,B)||P (C/E,F ) (2)

It should be noted that we have processed the Bayesian network inference
rules, while considering ontology relations and axioms in order to maintain the
semantic similarity between the different elements of the ontology. For example,
mourning is a form of sadness.

We recall that in our proposed network, we aim to highlight the hierarchi-
cal aspect of the ontology and to deal with the semantic distinction between
words. Therefore, we have kept the structure of the network and we recalcu-
lated the probability for the words of each hierarchical level (subtype and super-
type) according to their existence in our corpus. For example, consider the word
tristesse (sadness); according to WordNet, the subtype of this word is désespoir
(despair); in this case, our network considers sadness and despair as a single
node, because it considers semantic relations. And in rules generation process,
we first preserve the established rule, after that we build two additional rules
to determine the likelihood of the occurrence of the event sadness and despair
based on the structure of the network that has already been created. In fact,
we just focused in this step on learning parameters that can offer a hierarchical
response from the general to the specific.
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4 Evaluation

After experimenting our approach, we obtained 152 Bayesian networks (between
5 and 20 nodes) with 491 distinct concepts (simple and compound words). In
this step, we focused on evaluating the results obtained. It should be noted
that our work was applied to textual data that is published on social networks,
therefore the lexicon obtained is wide and varied. This may make the evaluation
based on probability difficult since the concept of probability is mainly based
on the precision. In general, this concept is applied to structured and numeri-
cal data. For this reason, we have employed two methods to assess the various
results achieved: human expert evaluation and Gruber criteria evaluation used
in [7]. For the human-based evaluation, we evaluated the quality of 20 (arbitrary
choice) Bayesian networks, given the difficulty of evaluating 152 networks. The
first evaluation relates to the assessment of the task of grouping nodes that can
be figured together in a network (the nodes that are connected in a dependency
relationship). The second evaluation involves the assessment of the task of pre-
dicting elements that can trigger another element (event, state, phenomenon,
etc.). To accomplish that, we first asked our expert to anticipate the elements
that might trigger an element based on the nodes of our network. Then, we
provided our results which included the dependencies in order to could compare
the results and judge each relation of our network as (validate, maybe, false)
according to their expertise. We have been tolerant in the evaluation of our
results, in fact we have considered the answers “maybe” as a right answer (since
the objective of this work is to detect hidden links). Furthermore, our lexicon is
related to social networks, implying that the evaluation is done diligently (it is
not a precise science). The evaluation metrics used to measure the performance
of our results are both F-measure (3) and concept error rate (CER) (4). The
values of the evaluation metrics achieved are detailed in Table 2.

F − measure =
2 ∗ recall ∗ precision

recall + precision
(3)

CER =
incorrect response predcition

response reference
(4)

Table 2. The evaluation of the task of formalizing data.

Description Result

The number of evaluated networks 20

The number of nodes related to the networks evaluated 300

The average of correct nodes per network 86%

The F-measure related to the clustering task 78%

The CER involves evaluating the task of elaborated links 17%
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For the second evaluation method, we asked an expert to measure the perfor-
mance of our semantic Bayesian network according to Gruber’s criteria. Accord-
ing to our expert’s interpretation, our network has provided clarity because all
their nodes are represented by French-language domain terms. Furthermore, our
network is extensible due to its ability to accept other words and relationships,
and it can ensure the evolution of the lexion through time. In terms of coher-
ence, our expert believes that our network is generally coherent at nodes, links,
and ontology levels. In addition, in our case, the encoding minimum deformation
requirement is ensured by presenting many concepts linked to our study field.

In the end, we can affirm that our approach has ensured a significant social
impact that enables to discover the causal links of several consequences related
to the personality disorder. The objective of our proposed approach is to enrich
the knowledge base of psychiatrists, psychologists and sociologists. This is in con-
trast to other works in the literature that have focused on just the detection of
PD on social networks, which provides a superficial, rigid and not interpretable
result. It should also be noted that the combination of linguistic and statisti-
cal aspects has made it possible to combine the advantages of probability and
semantic techniques. The use of ontology has enabled us to overcome the issues
of the lexical approach. In fact, our approach is focused on the semantic anal-
ysis rather than the existence of terms. As well, the use of ontology allows for
providing answers at several levels, from the generic to the specific. In addition,
our approach addresses issues of the evolution of the lexicon over time by using
a variety of evolutionary linguistic resources, like wikidata, wordnet, etc. As per-
spectives, we aim to incorporate the concept of time into our network, as well
as to work on the standard of network quality parameter (QoS). We also aim to
enhance our study by examining the figurative linguistic factors involved in the
textual production of these people.

5 Conclusion

In this paper, we presented a hybrid approach for the identification of factors
affecting the state of people with PD by analysing their data published on social
media in order to assist psychiatrists and sociologists to understand the speci-
ficities of their states. The proposed approach is mainly composed of two tasks:
developing a collection of Bayesian networks and incorporating ontology into
the built networks. By querying our semantic Bayesian network, we can identify
the primary concerns of people with personality disorder disease, as well as the
various causes and solutions of the disease, based on their analysis expressed in
their textual production. Our proposed approach addresses a variety of linguistic
challenges, including the lexical approach and the evolution of lexical over time.
Moreover, it has the ability to provide an interpretable and enriched results. In
our future works, we aim to incorporate to our networks the temporal factor and
highlight the specifics related to the writing style of sick people. Thus, we aim
to validate our constructed networks at a high standard of performance level.
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Abstract. The development of online social networks has attracted increasing
interest in social recommendation. On the other hand, recommender systems
based on deep learning and sentiment analysis techniques are currently widely
used to solve the problem of data sparsity. However, only a few attempts have
been made in social-based recommender systems. This article focuses on this
issue and proposes a novel hybrid approach named CASA-SR (Confidence Aware
Sentiment Analysis-based Deep Social Recommendation). Our approach exploits
sentiment analysis by detecting fake reviews and combines predictions gener-
ated by collaborative and content-based filtering. A neural architecture has been
adopted using an auto-encoder and a multilayer perceptron neural network. More-
over, our approach integrates social information, including users’ trust (credibil-
ity and similarity degrees). Experimental results conducted on different datasets
showed significant improvements in recommendation performance according to
the state-of-the-art work.

Keywords: Social recommendation · hybrid sentiment analysis · fake reviews ·
deep learning · auto-encoder · MLP

1 Introduction

The development of online social media has attracted increasing interest in social rec-
ommendation. Previous work demonstrated that the integration of social information,
as auxiliary information, can enhance the performance of traditional recommender sys-
tems. Several works have integrated social informationwith collaborative filtering-based
methods [1–3].

On the other hand, deep learning techniques have been recently applied in recom-
mender systems to solve the cold start and data sparsity problems and further enhance
the recommendation accuracy and performance. Current models mainly use deep neural
networks to learn user preferences on items for recommendations. However, only few
initiatives have been conducted in social-based recommendation field [4–7].
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To overcome the rating data sparseness, users’ comments are being used for rating
prediction. These reviews can express users’ overall satisfaction on the items through
their preferred, non-preferred or neutral opinions. Several research works are applying
sentiment analysis (SA) in recommender systems [8]. Some works are based on hybrid
deep-learning models. For instance Dang et al. [9] integrated a hybrid SA model into
the collaborative filtering, by combining the CNN and LSTMmodels in different orders.
This approach was proposed in the context of social networks, but did not take social
information into account in the recommendation process. Berkani and Boudjenah [5],
integrated a hybrid SA model to a deep neural network model including social informa-
tion with friendship and trust features. However this work didn’t take into consideration
fake reviews. Recommendation systems are vulnerable to intrusions (due to a lack of
security) or to the sharing of fake information (many malicious users add misleading
information). Thus, recommendation systems based on SA can be manipulated or dis-
rupted by the presence of fake reviews. Recently, some studies have proposed approaches
for detecting fake reviews [10, 11]. However, to the best of our knowledge, no work pro-
posed in a social context has combined a hybrid SA model with fake reviews detection
along with social information formalization.

In this article, we propose a novel social-based recommender model using a confi-
dence aware hybrid sentimentmodel to improve the user-item ratingmatrix by predicting
missing ratings and correcting inconsistent values. By exploiting the updated matrix, our
system generates predictions using a hybrid recommendation algorithmwhich combines
social information with collaborative and content-based filtering algorithms using an
auto-encoder and an MLP network, respectively. Extensive experiments conducted on
two datasets demonstrated the effectiveness of ourmodel compared to the state-of-the-art
approaches and baselines.

The remainder of this article is organized as follows: Sect. 2 presents some related
work. Section 3 and Sect. 4 present respectively the conception of our approach with
the associated experiments. Section 5 highlights the most important contributions of this
work and proposes some future perspectives.

2 Related Work

The development of online social media has favored the expansion of social recom-
mendation, where several researchers are interested in proposing approaches that inte-
grate social information. Different research works included social trust in recommender
systems [2, 3].

With the latest achievements and the great potential for learning effective repre-
sentations, DL models are being exploited recently in recommender systems. He et al.
[12] proposed the widely used Neural Collaborative Filtering algorithm (NCF) using
a Generalized Matrix Factorization (GMF) and an MLP to model the linear and non-
linear relationship between users and items. Berkani et al. [13, 14] proposed the Neural
Hybrid Filtering model (NHF) based on GMF and Hybrid MLP. To predict ratings in
recommender systems, Rama et al. [15] proposed a discriminative model that integrates
features from auto-encoders with embeddings in a deep neural network.

On the other hand, the flexibility and accessibility of social networks has enabled
millions of people to subscribe and post their comments on these platforms, expressing
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their preferences and/or feelings about items. Given that people often choose comments
rather than numerical ratings, researchers tried to get around the problem of rating
data sparsity by leveraging textual reviews. These works are using sentiment analysis
(SA) to predict their current preferences for given items [16–18]. Some of the proposed
approaches are based on hybrid DL models [5, 9]. This combination has significantly
improved the recommender system’s performance.

However, despite much attention paid to DL and SA in recommender systems, the
state of the art shows that only few works have used DL in social-based recommender
systems. For instance, Bathla et al. [7] proposed AutoTrustRec, a recommender system
with direct and indirect trust and DL using auto-encoder. However, this work did not
exploit the users’ reviews for improving the recommendation performance. Berkani et al.
[4] developed the SNHF model, incorporating social information in the NHF. However
this work has only considered friendship and trust degree that has been calculated with
MoleTrust algorithm [19].

The review of related work demonstrates the significant results achieved by the
application of DL techniques and sentiment models in recommender systems. Proposed
work in a social context has considered only a few features to model social information,
including friendship and trust (direct and/or indirect). While other important factors
can be considered such as the credibility and the influence of users in social networks.
Moreover, as reviews often contain fake good or fake bad information, some studies
focused on fake reviews detection. Li et al. [10] exploited the interactivity of review
information and used the confidence matrix to measure the relationship between rating
outliers and misleading reviews. Birim et al. [11] focused on detecting fake reviews
through topic modelling. Similarly, we will propose in this article a novel approach
using DL and confident aware hybrid sentiment analysis by detecting fake reviews. We
will also focus on modeling other features of social information.

3 Our Approach

We have proposed an approach called CASA-SR (Confidence Aware Sentiment
Analysis-based Deep Social Recommendation) including four main modules, as
illustrated in Fig. 1:

1. Hybrid sentiment analysis module with fake reviews detection (enabling the con-
struction of a confidence matrix). This module updates the rating matrix.

2. Collaborative filtering based on neural architecture using an auto-encoder. This mod-
ule uses the updated ratingmatrix considering user by user (line by line), and generates
an output prediction.

3. Content-based filtering: This module uses an MLP network to generate a prediction
based on user and item features.

4. Hybrid recommendation: a final neural layer combines users’ social information with
the results generated from the collaborative and content-based recommendations.



Social Recommendation Using Deep Auto-encoder 145

Fig. 1. Overall architecture of the CASA-SR approach.

3.1 Confidence Aware Sentiment Analysis

This module converts comments into a numerical score (from 1 to 5) using a sentiment
analysis process based on a combination of an LSTM / Bi-LSTM recurrent neural net-
work and a CNN convolutional neural network, then applies normalization to obtain
values between 1 and 5. Figure 2 illustrates this process:

After extraction of the textual data (comments associated with each user’s opinion
about an item), a set of pre-processing operations is carried out, including: tokenization,
used to fragment the comment into sub-words; cleaning (i.e. remove stop words, tak-
ing care to retain adjectives and remove all punctuation marks); encoding and padding
to homogenize the lengths of the resulting sequences; and generation of embeddings
using the BERTmodel (Bidirectional Encoder Representations fromTransformers) [20].
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Fig. 2. Structure of the hybrid sentiment analysis module

BERT encodes words taking into account the global context using Attentional Trans-
formers, which allows it to understand the complex semantic relationships between
words. This model generates sequence vectors representing the tokens of comments,
with the aim of matching words having similar meanings with similar vectors. We con-
sidered different combination variants of LSTM (Bi-LSTM) with CNN: LTSM-CNN;
CNN-LSTM; Bi-LSTM-CNN; CNN-Bi-LSTM. The generated sentiment-based rating
is then combined with the user’s initial rating, obtaining the final rating, according to
the following formula [21].

scoref = α ∗ scores + (1 − α) ∗ scoreR (1)

where: score-f is the final score; score-s is the score resulting from sentiment analysis;
score-r is the original rating; and α represents the balancing factor between the two
values.

In addition to the processing carried out on user comments, we construct a confidence
matrix (Q) as in [10]. This matrix can be seen as a regularization that adjusts the reviews.
For convenience, the values of the matrix are between 0 and 1. The value of each element
of the matrix is calculated by the following confidence degree function [10]:

Qij = F(Rij, β)
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where: β: is the deviation rate; Q: is the confidence matrix; R: is the rating matrix;
The process of calculating confidence values shows that when a user assigns a high

(or low) rating to an item, this rating deviates considerably from the average of the
user’s previous ratings and the average of the item’s previous ratings. Therefore, the cor-
responding comments are given a lowweight, and a high probability of being considered
as false comments.
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3.2 Collaborative Filtering

This module takes as input the ratings matrix generated from the sentiment analysis
module and processes it via an auto-encoder (AE) neural network. The objective of the
AE is to learn a latent representation of the rating matrix by taking this matrix as input
line by line and compressing it into a lower-dimensional latent representation through
several layers of neurons, one smaller than the previous one. The size of a given layer is
the size of the previous layer divided by 2.

Next, the decoder considers this latent representation and transforms it into a recon-
struction of the input matrix line via the same number of layers as the encoder, but in
this case, one larger than the previous one. This means that the size of a layer is the
size of the previous layer multiplied by 2. During the training process, the auto-encoder
attempts to minimize the difference between the rows of the original evaluation matrix
and their reconstructions. Once the AE has been trained, the latent representation is used
to generate personalized item recommendations.

3.3 Content-Based Filtering

For content-based filtering, we add the descriptive item and user information, then con-
catenate them with the embeddings of their respective identifiers. These vectors are then
given as input to a multilayer MLP neural network structure, which will generate the
prediction as output.

We have distributed the number of neurons per layer in decreasing order. This number
is inversely proportional to the number of nodes per layer. We also set the number of
nodes for the last layer, called ‘predictive factors’.

3.4 Social Information Modeling

Social information between users will be modeled by considering the concept of trust.
The degree of trust between two users will be used to select the closest people to a given
user. It is necessary to filter the user’s trusted contacts according to their proximity to
the user (it is more likely that a user will seek advice from a person who is closer to
him/her than from another person) as well as according to their credibility.

The trust degree between two users will take into consideration the degree of
similarity between them and the degree of credibility of the second user:

DTrust(u1, u2) = α.DSimilarity(u1, u2) + (1 − α).DCredibility(u2) (3)

where: α is the importance weight between the degree of similarity and credibility.

Similarity Degree. We consider that two users u1 and u2 are similar if they interact
with the same items. Similar assessment selection implies that users trust each other. To
calculate this degree, we use the cosine similarity measure [5]:

DSimilarity(u1, u2) =
∑

ru1,i.ru2,i
√∑

ru1,i2.
√∑

ru2,i2
(4)

where: ru1,i: is the evaluation of user u1 on item i; and ru2,i: is the evaluation of user u2
on item i;
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Credibility Degree. For the calculation of the degree of credibility we have considered
the following formula which takes into account the calculation of the fake reviews rate,
the competence degree and the participation degree:

DCredibility(u) = δ.DFake(u) + λ.dDCompetence(u) + γ.DParticipation(u) (5)

where: γ, λ and δ: are weights expressing a priority, with: γ + λ = 1 and δ is negative.

Fake Reviews Rate. This rate is calculated according to the number of fake reviews
posted by a given user u, based on the total number of fake reviews. The greater the
number of fake reviews posted by a user, the less credible that user is.

DFake(u) = NbFakeReview(u)

NbFakeReviewTotal
(6)

Competence Degree. We consider a user to be competent if he/she has rated the items
“correctly” compared to their average ratings, where the average rating of an item is
calculated based on the ratings of all users of the system, according to the following
formula [22]:

DCompetence
(
u, Ij

) =
∣
∣ru,j − avg

(
Ij
)∣
∣

k
(7)

where: Ij: is the item number j; ru,j: represents the evaluation of the user u on the item
Ij; and avg

(
Ij
)
: is the average evaluation of the item Ij relative to all users of the system.

The degree of competence when considering all the items is calculated as follows
[22]:

DCompetence(u) = 1

n
.
∑n

j=1
DCompetence(u, Ij) (8)

where: n represents the number of items.
If a user’s opinion is far from the average of other users’ opinions, then he/she will

lose out in credibility.

Participation Rate. This rate is calculated on the basis of the number of evaluations
performed by a user u, according to all the evaluations in the system.

DParticipation(u) = α.NbReview(u) + β.NbRating(u)

NbTotalReview + NbTotalRating

where β is the importance degree between Reviews and Ratings.

3.5 Hybrid Recommandation

The hybrid recommendation module combines the results obtained from the collabora-
tive and content-based filtering modules, including social information. The last active
layer of the MLP multi-layer neural network, related to the content-based module, will
be concatenated to the common layer between the encoder and the decoder of the auto-
encoder, related to the collaborative module, as well as to the value obtained from the
average preference of the user’s trusted persons. This concatenation will be fed as input
to an active neural layer of ‘SoftMax’ function, providing a vector of normalized proba-
bilities representing the probability distribution over the different classes (ranging from
1 to 5). The class with the highest probability will be the predicted score.
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4 Experiments

We present in this section the experiments performed on two different datasets. We first
performed some preliminary evaluations to set the parameter values. Then we evaluated
the SAmodule by comparing the different hybrid models. Next, we evaluated the hybrid
recommendation algorithm, by verifying the contribution of SA, social information and
fake reviews detection. Finally, we compared our model with existing related works.

4.1 Datasets

For the training and evaluation of ourmethod, we used two datasets from theYelp1 social
network. We extracted two data samples related to the “Restaurant” and “Shopping”
categories. Table 1 shows the corresponding statistics:

Table 1. Dataset statistics

Dataset #Users #Items #Ratings #Reviews Density

Yelp-Shopping 2,935 9,637 61,967 61,967 0.2%

Yelp-Restaurant 4,346 15,588 391,924 391,924 0.57%

For the training of the sentiment module, we used the ‘IMDB’ dataset comprising
50,000 comments, based on the Internet Movie Database (IMDB). Each comment is
associated with a sentiment label, which can be either “positive” or “negative”. This
dataset is balanced in terms of the number of positive and negative comments.

4.2 Evaluation Metrics

Weused theMeanAbsolute Error (MAE) and the RootMean Square Error (RMSE) eval-
uation metrics. MAE and RMSE have been used as they are the most popular predictive
metrics to measure the closeness of predictions relative to real scores:

MAE =
∑

u,i∈�|ru,i − pu,i|
|�| (9)

RMSE =
√∑

u,i∈�(ru,i − pu,i)2

|�| (10)

where:
�: set of test assessments and |�| indicates the cardinality of the set �;
ru,i: is the rating given by the user u on the item i; and.
pu,i: is the rating prediction of the user u on the item i.

1 https://www.yelp.com.

https://www.yelp.com
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4.3 Baselines

We have compared our model with the following related works:

• PMF: the probabilistic matrix factorization approach, widely used in CF.
• SVD++: the matrix factorization technique that exploits the concept of “Singular

value decomposition” to improve the performance of the CF algorithm.
• SocialMF: an approach that enriches the PMF model by integrating social informa-

tion [23].
• DeepCoNN: Deep Cooperative Neural Networks, a DL-based recommendation

technique that exploits the reviews to generate recommendations [24].

4.4 Experimental Parameters

We used the Python language version 3.8.5, exploiting several libraries (e.g. Tensorflow,
Keras, Scikit-learn, Pandas, NumPy). To train our models, we used the Google Colab
platform, offering the following features: 2 GB RAM; 2 virtual cores CPU and a 12 GB
GPU. For data distribution, 80% of the dataset was reserved for training of our models,
the remaining 20% for the test. Inspired by He et al. [12], we trained the different models
separately, then globally, in order to evaluate the results of the different architectures.
The parameters considered during the training were: the number of iterations (epochs),
the batch size, the optimization function and the cost function. We used the ADAM
optimization function to adjust the weights and attributes of the neural architectures
during the training stage. Moreover, we evaluated the AE and MLP models by varying
the following parameters:

• AE: variation of the latent dimension of the AE core (LDim= 32, 64) and the number
of neuronal layers (#Layers = 1–5),

• MLP: variation of embedding size (ES = 16, 32, 64), number of neuronal layers
(#Layers = 1–5),

We obtained the following best values, which will be considered in the rest of our
experiments: for AE, the LDim was equal to 64 with a single layer. For MLP, the best
performance was obtained with 3 layers and an ES equal to 32.

4.5 Results and Analysis

Evaluation of Hybrid SA Models. By varying the hyper-parameters, we were able to
set the following best values: number of epochs for training fixed at 5, with a batch_size
of 32, the ‘PMSProp’ optimization function was chosen as it gave better performance
than ‘ADAM’ and ‘SGD’.

Then, we evaluated the four combinations of SA models, LSTM-CNN; BiLSTM-
CNN; CNN-LSTM and CNN-BiLSTM, varying the number of LSTM / BiLSTM recur-
rent units (#RU= 20, 60, 12, 200) and the number of convolutional layers of CNN (#CL
= 1, 3, 5).

We can see from Table 2 that each architecture offers better performance with differ-
ent empirical parameters. The best results were obtained with the CNN-LSTM combina-
tion, with 120 recurrent units and 5 convolutional layers. Moreover, this combination is
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Table 2. Evaluation summary of the different SA combinations

Models MAE RMSE #CL #RU Time-Train (S)

LSTM-CNN 0.1570 0.3073 1 20 6687.19

BiLSTM-CNN 0.1543 0.3201 2 20 11795.25

CNN-LSTM 0.1318 0.3028 5 120 2076.71

CNN-BiLSTM 0.1401 0.3036 1 200 2191.02

characterized by the shortest training time. Accordingly, we’ll consider the CNN-LSTM
combination in the rest of our evaluation.

Contribution of SA on the Different Models We evaluated the contribution of SA
on the different models: the collaborative filtering prediction model (AE), the content-
based filtering prediction model (MLP) and the hybrid model (AE-MLP). All the results
obtained have shown the contribution of integrating the SA in terms of MAE and RMSE
evaluation metrics. Table 3 illustrates theMAE evaluations of the hybrid model with and
without SA using the Yelp-Restaurant dataset. The best performance is obtained with
LDIM = 64, 1 layer for the AE, 5 layers for the MLP and an embedding size equal to
16.

Table 3. MAE performance of AE-MLP hybrid model with and without SA - Yelp Restaurants

LDim (AE) #Layers (AE) ES (MLP) #Layers (MLP) AE-MLP-SA AE-MLP

64 1 16 5 0.27875 0.28090

32 4 0.27921 0.28195

64 2 0.27926 0.28118

2 16 5 0.27984 0.28083

32 4 0.28077 0.28095

64 2 0.28214 0.28106

32 1 16 5 0.27921 0.28156

32 4 0.28077 0.28209

64 2 0.28075 0.28137

2 16 5 0.28044 0.28153

32 4 0.28107 0.28152

64 2 0.28143 0.28188

Contribution of the Social Information In order to evaluate the contribution of social
information on recommendation performance, we have considered in this evaluation the
following weights: α = 0.6 (favoring similarity rate rather than degree of credibility); δ
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= −0.5, λ = 0.4 and γ = 0.6 (giving more priority to participation rate instead of degree
of competence). We evaluated the contribution of social information on the different
AE, MLP and Hybrid models, with and without SA. We present the evaluations carried
out with the Hybrid model. We considered the different variants, namely: the Hybrid
model combining the AE and MLP architectures without SA and social information
(AE-MLP); the Hybrid model combining the AE and MLP architectures with SA and
without social information (AE-MLP-SA); the Hybrid model combining the AE and
MLP architectures with social information but without SA (AE-MLP-Social); and the
Hybrid model combining the AE and MLP architectures with the integration of SA and
SA social information (AE-MLP-Social-SA).

We can see that SA improved the performance of the hybrid AE-MLP model and
that the integration of social information yielded the best performance on the AE-MLP
model. Nevertheless, we noted a slight degradation in performancewhenwe included the
sentiment model and social information simultaneously. This degradation is due to the
presence of fake reviews. Table 4 shows in detail the values obtained with the different
parameters and architectures.

Table 4. Evaluation of the hybrid model with and without SA and social information

LDim
(AE)

#Layers
(AE)

ES
(MLP)

#Layers
(MLP)

AE-MLP AE-MLP-SA AE-MLP-Social AE-MLP-Social-SA

64 1 16 5 0.28090 0.27875 0.27648 0.27875

32 4 0.28195 0.27921 0.27625 0.27921

64 2 0.28118 0.27926 0.27511 0.27926

2 16 5 0.28083 0.27984 0.27816 0.27984

32 4 0.28095 0.28077 0.27626 0.28077

64 2 0.28106 0.28214 0.27666 0.28214

32 1 16 5 0.28156 0.27921 0.27825 0.27921

32 4 0.28209 0.28077 0.27767 0.28077

64 2 0.28137 0.28075 0.27758 0.28075

2 16 5 0.28153 0.28044 0.27692 0.28044

32 4 0.28152 0.28107 0.27846 0.28107

64 2 0.28188 0.28143 0.27751 0.28143

Contribution of Fake Reviews Detection In order to evaluate the contribution of fake
reviews detection, we compared our model with and without fake reviews. The results
show that removing fake reviews has slightly improved the performance (see Table 5).
The slight difference is due to the few number of fake reviews in these datasets.

Comparison with RelatedWork. We compared our model with state-of-the-art work.
We tried to select a variety of models, choosing two matrix factorization models, a
DL and sentiment analysis-based model and a social-based model. We can see from
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Table 5. Evaluation of fake reviews detection

Models Yelp-Restaurant Yelp-Shopping

MAE RMSE MAE RMSE

CASA-SR with Fake reviews 0.2872 0.3734 0.2941 0.3783

CASA-SR without Fake reviews 0.2767 0.3727 0.2831 0.3778

this table that our CASA-SR hybrid model outperformed the other models in terms of
MAE and RMSE metrics. Table 6 illustrates the results obtained using both datasets
Yelp-Restaurant and Yelp-Shopping.

Table 6. Performance comparison with related work

Models Yelp-Restaurant Yelp-Shopping

MAE RMSE MAE RMSE

PMF 1.2238 1.4585 0.9529 1.0895

SVD++ 0.7181 0.9295 0.7914 1.0235

DeepCoNN 0.3900 0.4800 0.6000 0.7500

SocialMF 0.6000 0.7800 0.7200 0.8900

CASA-SR 0.2767 0.3727 0.2831 0.3778

The comparison results show that the DL and SA-based models outperformed the
standard matrix factorization models. Similarly, the models based on social informa-
tion outperformed the PMF and SVD++ models. We note that the different variants
of our hybrid model outperformed the state-of-the-art models, with better performance
obtainedwith the CASA-SRmodel, which combines theAE andMLP architectures with
social information and the confidence-aware SA module. Indeed, the results showed an
improvement in performance when we eliminated the fake reviews.

5 Conclusion

In this article, we have proposed a novel social recommendation model that combines
both AE and MLP models with the integration of social information. An improvement
of the evaluation matrix has been performed using a hybrid confidence-aware SA model
(that detects and removes fake reviews). Evaluation results on two datasets from the Yelp
database demonstrated the contribution of SA and social information on the different
models (AE, MLP and the hybrid AE-MLP model). The detection of fake reviews has
further enhanced these performances. Furthermore, the different variants of our model
outperformed the state-of-the-art models.
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Future perspectives include further experimentswith higher density datasets. Itwould
be interesting to explore other DL techniques such as knowledge graph DL architectures
and use the attentionmechanism to improve the performance of the sentiment model. On
the other hand, as the complexity of our recommendation algorithm can be significant,
it would be interesting to reduce the response times.
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Abstract. In order to enhance their performance and responsiveness, organiza-
tionsmust identify,manage, andmonitor all business processes that involve crucial
knowledge. This can be achieved through a multidisciplinary approach that com-
bines KnowledgeManagement, Business ProcessManagement, and ProcessMin-
ing. To achieve these objectives, the implementation of an automated computer
system for managing business processes has become paramount. In this context,
we adopt the CRISP-DM approach to propose a new method called BPEDPM
(Business Process Event Data Predictive Monitoring) for predictive process mon-
itoring. This method leverages process mining techniques to exploit the execution
data from a Business Process Management System (BPMS) workflow engine.
Particularly, in the modeling phase, we apply deep learning based on the Tensor-
Flow and Keras tools. To demonstrate the applicability of the BPEDPM method,
we have developed an intelligent system named iBPMS4PED to predict the exe-
cution times of business processes. The research focuses on the incoming mail
management process within a group health insurance context.

Keywords: Business Process Management · Process Mining · Knowledge
Management ·Machine Learning · Deep Learning · TensorFlow · Keras ·
CRISP-DM

1 Introduction

Nowadays, businesses are increasingly realizing the vital importance of optimizing their
knowledge exploitation while implementing a process-oriented quality management
approach. This can be achieved by adopting an interdisciplinary approach that combines
KnowledgeManagement (KM)with Business ProcessManagement (BPM). To improve
their performance and enhance adaptability, companies must identify and master all
essential processes that may involve implicit or explicit knowledge, which represents a
valuable source to be leveraged. To achieve these objectives, the implementation of an
automated computer system for business process automation is essential. According to
[1], various information systems are linked to processes, including Enterprise Resource
Planning (ERP), Workflow Management (WFM), Customer Relationship Management

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2024
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(CRM), Supply Chain Management (SCM), Product Data Management (PDM), and
Business Process Management (BPM). Most of these systems utilize execution engines,
also known as workflow engines. These engines serve a dual role: firstly, they facilitate
the deployment of processes, and secondly, they record business data in the form of
databases, along with technical information related to process execution in the form
of event logs. These data can be exploited through process mining techniques, thereby
extracting new knowledge that proves valuable for process optimization and decision-
making within the organization.

According to Van der Aalst [2], a pioneer in the field of process mining, several types
of processmining can be distinguished,with themost commonly used ones being process
discovery, conformance checking, performance analysis, comparative process mining,
predictive process mining, and action-oriented process mining. Process discovery is
particularly crucial in all process mining endeavors. As stated in [3], process discovery
algorithms undergo a step of event log filtering, eliminating infrequent activities to
retain only dominant behaviors. The resulting output is a graphical model, such as
Directly FollowsGraphs (DFG), PetriNets (PN), ProcessTrees (PT), orBusiness Process
Model and Notation (BPMN). This raises questions: Is it possible to extract various
transitions, regardless of their frequency, and enrich a database with all paths followed
by process instances? If so, can we predict the execution times of instances based on
these transitions? Furthermore, despite a literature review, there is no standard scientific
approach to successfully conduct a process mining project. Hence, the idea of following
the well-established CRISP-DM (Cross Industry Standard Process for Data Mining)
procedure used in data science is being considered.

This article focuses on predictive process monitoring and introduces an innovative
method that combines process discovery and predictive process mining. Unlike extract-
ing a graphical model, which requires removing less frequent activities, this method
allows extracting all paths followed by process instances in a database. By using these
paths as a basis, it predicts whether a process instance will complete its execution on
time or with a delay. The adopted approach follows the CRISP-DM model and lever-
ages event logs that record the execution data of a workflow engine, combining process
mining techniques to create an intelligent system based on machine learning.

The second and third sections of this article respectively delve into the key concepts
related to Knowledge Management (KM) and Business Process Management (BPM),
highlighting the current trends that integrate artificial intelligence into these domains. In
the fourth section, an overview of predictive process monitoring techniques for business
processes is presented. The fifth section provides a detailed account of the method
used to predict the execution times of business processes, following the CRISP-DM
approach.The sixth sectiondescribes the implementation and evaluationof the developed
IT solution, applied to a specific business process: the management of incoming mail
in the health insurance management activity of the company I-WAY in Tunisia. Finally,
the article concludes with a summary and outlines prospective research directions for
the future.
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2 KM: Knowledge Management

According to GrundsteinM. (2000) in [4], capitalizing on enterprise knowledge involves
identifying crucial knowledge, preserving it, and making it sustainable, while ensuring
widespread sharing and usage to enhance the company’s wealth. Explicit knowledge
is quantifiable, understandable, directly captured, and expressed by individuals within
the organization. On the other hand, tacit knowledge, also known as know-how, is spe-
cific to each individual and encompasses their informal technical expertise as well as
personal beliefs and aspirations. The knowledge management process, as per the same
reference, is based on five interacting facets around crucial knowledge: identification,
preservation, valorization, updating, andmanagement. Each of these facets includes sub-
processes aimed at addressing associated problems. In [5], the authors address the issue
of identifying sensitive business processes, focusing on the facet of crucial knowledge
identification. Sensitive business processes require enhanced security management to
reduce the risks of compromise and ensure business continuity. To address this, they
propose a new methodology called SOPIM (Sensitive Organization Process Identifi-
cation Methodology), based on a multi-criteria decision-making approach to construct
a coherent family of evaluation criteria for identifying these processes. This approach
mainly consists of two phases: (1) constructing a decision-maker preference model and
(2) using the preference model (decision rules) to rank “potentially sensitive organiza-
tional processes.” Once identified, these sensitive organizational processes will be mod-
eled, executed, and explored. The research article discussed here specifically focuses on
the exploration of these processes.

With the advancements in information technology, a new approach to knowledge
management has emerged, known as Intelligent Knowledge Management (IKM) [6].
This innovative approach stands out for leveraging artificial intelligence (AI) tools to
harness expert knowledge. According to [7], AI plays a potentially significant role in
supporting knowledge management activities, offering various benefits such as:

– Improving predictive analysis through machine learning capabilities to anticipate
future events.

– Identifying previously unknown patterns in data.
– Exploring organizational data to discover hidden relationships and correlations.
– Developing new declarative knowledge to enrich the organization’s understanding.
– Efficiently collecting, classifying, organizing, storing, and searching explicit knowl-

edge.
– Analyzing and filtering numerous content and communication channels to access

relevant information.
– Facilitating knowledge reuse by teams and individuals to optimize process efficiency.
– Connecting people working on similar problems to foster weak ties and expertise

sharing.
– Promoting collaborative intelligence and organizational memory sharing.
– Creating a holistic perspective on knowledge sources and potential bottlenecks.
– Establishing more connected coordination systems between different parts of the

organization to encourage collaboration.
– Improving the application of localized knowledge by identifying and preparing

specific knowledge sources tailored to needs.
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– Ensuring equitable access to knowledge without fearing prohibitive social costs.
– And many more advantages.

3 BPM: Business Process Management

Every company, regardless of its size, operates through processes that encompass all its
activities and services (e.g., HumanResources, Sales, Quality, Purchasing, etc.). Accord-
ing to [8], Business Process Management (BPM) adopts a process-centric approach,
enabling effective monitoring of activities within the organization to improve overall
performance and consequently, results. Using a BPM tool provides real-time traceability
of exchanges between stakeholders involved in a process, allowing for greater respon-
siveness through the generation of indicators in the form of alerts or automatic notifi-
cations. This facilitates decision-making, accelerates the identification of bottlenecks,
ensures adherence to deadlines, and controls production costs of products and services
[9]. The BPM lifecycle consists of five phases: Design, Modeling, Execution, Monitor-
ing, and Optimization. Firstly, the Design phase involves identifying existing processes
and designing future processes. Next, the Modeling phase graphically represents the
model in a manner faithful to reality. Once these preliminary steps are completed, the
Execution phase takes place, where Business ProcessManagement is implemented. This
step entails interpreting business procedures by an execution engine, which coordinates
all interactions between users, system tasks, and IT resources. The Monitoring phase,
on the other hand, focuses on regulating individual processes, providing easy access to
information about their status and delivering statistics on the performance of one or more
processes. Finally, the Optimization phase allows for adjusting processes to minimize
costs and optimize efficiency. Within the scope of this research article, particular atten-
tion is given to the Monitoring phase, where we position ourselves to closely examine
this crucial step in the Business Process Management lifecycle.

The field of Business Process Management has witnessed significant technological
advancements with the integration of artificial intelligence. In this context, the American
consulting and research company Granter introduced the concept of Intelligent Business
Process Management Suite (iBPMS) in 2012. iBPMS represents an evolution of BPM
by combining predictive analytics, process intelligence, and emerging technologies with
traditional BPM practices. This innovative approach aims to make business process
management smarter, more efficient, and better suited to the current challenges faced by
businesses.

4 Predictive Monitoring of Business Processes

According to reference [10], the objective of predictivemonitoring of business processes
is to identify and anticipate potential issues in advance. It enables the implementation
of preventive measures to avoid problems and facilitates proactive decision-making.
Real-time monitoring techniques allow data to be analyzed in real-time, contributing to
decision-making and optimization of ongoing processes. According to [11], predictive
process monitoring occurs in real-time during the execution of instances. It is impor-
tant to note that during the learning phase, the input data for the predictive monitoring
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method includes event logs along with supplementary information. These data undergo
a coding step to be interpreted by the prediction algorithm. This algorithm creates a
prediction model that is applied to the ongoing process instances to determine the pre-
dicted output value for each process instance. Most predictive monitoring techniques
include an offline component (which involves expensive computations) for generating
the prediction model, as well as an online component (faster) that performs predictions
based on the generated model.

Event logs play a crucial role as the primary data source for Process Mining tech-
niques, particularly in the domain of predictive process monitoring. Each line in these
files contains execution information related to an activity, primarily consisting of the
process instance identifier and timestamp. Referring to sources [12] and [13], additional
information can also be found in the log, such as the activity’s cost or the name of the
resource responsible for its execution. Technical characteristics describing event logs
include the number of instances, the number of activities, the number of events, and the
number of process variants [14].

Predictive process monitoring with a temporal dimension was first explored by [15].
Their prediction approach extracts a transition system from the event log, including
additional temporal information. This approach served as a fundamental reference for
the work of [12, 16-18]. According to [19], the transition system uses decision trees to
predict the execution time and the next activity of a process instance. The research of
[16] and [17] extended the approach of [15] by clustering event log traces based on con-
textual features. According to [18], an approach is used by integrating naive Bayesian
regression models and support vector regressions to annotate the transition system. The
addition of additional attributes has had a positive impact on the quality of predictions.
However, these methods have a major drawback: they assume that the event log used for
learning contains all possible process behaviors, which is generally not the case in real-
ity. The approaches proposed by [20] and [19] share similarities. They provide a general
framework to enrich the event log with derived information and discover correlations
between process characteristics using decision trees. The distinction between these two
approaches lies in the fact that the one proposed by [19] excludes infrequent behav-
iors. This latter approach is similar to the one proposed by [18], except that the process
model is a reduced version of the transition system. The issue related to correlation is
that numerical values must be discretized, which reduces precision. Two probabilistic
methods based on HiddenMarkovModel (HMM) are presented in the works of [21] and
[22]. These probabilistic approaches allow predicting the probability of future activities,
providing insights into the process evolution. In parallel, the approach proposed by [23]
uses a generic model based on decision trees, thereby providing decision criteria tailored
to the actual objectives of the process. Other approaches from various domains have been
proposed for predicting delays. According to [24], the Process Mining approach relies
on queuing systems. It involves building an annotated transition system and using non-
linear regression algorithms to predict delays. Similarly, according to [25], the proposed
approach predicts the remaining time using expressive probabilistic models and is based
solely on information concerning the workflow. [26] presents a predictive model based
on decision trees. This model assesses the probability of satisfying a user-defined con-
straint for ongoing instances. A similar approach is also explored in the work of [27].
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In this approach, traces are treated as complex symbolic sequences, encoded using two
methods: indexed encoding and HMM encoding. [28] employs the same encoding for
their analyses. To perform clustering, the dataset is partitioned, and a predictor based on
random forests is trained for each group. According to reference [29], natural language
processing (NLP) is combined with various classifiers to obtain representative features
for each document. Among the predictors, random forests have proven to be the most
effective. Subsequently, deep neural network-based approaches emerged. Both works
[30] and [22] utilize a recurrent neural network (RNN) with two hidden RNN layers,
employing basic LSTM cells to predict the next event. The approach of [22] also inte-
grates an LSTM neural network to predict both the next activity and its execution time.
These two approaches do not consider additional attributes, are sensitive to hyperpa-
rameter selection, and require lengthy training periods. Furthermore, the approach of
[10] utilizes artificial neural networks (ANN) to predict if a process instance exceeds the
expected time. Lastly, [31] presents a comparison between twomachine learningmodels
(random forest and SVM) and two deep learning models (LSTM and DNN). The results
indicate that the LSTM model performs the best.

After reviewing the existing literature, we did not find a standard scientific approach
to follow for conducting a predictive process monitoring project. In our work, we opted
for thewell-establishedCRISP-DMprocedure in data science.Additionally,weobserved
that most of the event logs used contain business data. For this study, we chose to
process execution data from the workflow engine of a BPMS. Furthermore, we noticed
that models are typically represented as Petri nets, with a tendency to eliminate less
frequent transitions. However, in our approach, we decided to include all paths taken
by process instances in the database as additional attributes. Finally, it is essential to
highlight that most approaches rely on machine learning rather than deep learning. Long
Short-Term Memory (LSTM) neural networks are commonly used in deep learning
cases. In our study, we chose to create a deep learning model using the state-of-the-art
TensorFlowntechnology to predict the execution times of business processes.

5 PMBPED (Prediction Method of Business Process Execution
Delays)

During its execution, a business process can go through several stages, representing its
tasks or activities. The sequence of these tasks forms a case or an instance, and all the
information related to this instance is recorded in the form of an event log. For the same
process, there can be multiple instances with distinct paths. The execution time of a
process depends on the order of tasks and their respective durations. When a process
or task exceeds a given time threshold, it may indicate the presence of bottlenecks,
enabling decision-makers to optimize and improve the performance of different business
processes.

The CRISP-DM (CRoss Industry Standard Process for Data Mining) is a well-
established, field-proven procedure that guides data exploration activities, playing a
key role in the success of data science. According to [32], CRISP-DM is a widely
adopted process both in practice and research. It is an organizational process model
that is not limited to a specific technology. It includes descriptions of typical project
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phases and tasks within each of these phases, as well as an explanation of the rela-
tionships between these tasks. It provides an overview of the data exploration lifecycle.
According to [33], CRISP-DM breaks down the exploration process into six main steps:
business understanding, data understanding, data preparation, modeling, evaluation, and
result released (see Fig.1). In this context, using the CRISP-DM procedure as a founda-
tion, the PBMPED method (see Fig.2) is employed to extract various paths followed by
process instances from the event log. Subsequently, the execution time of each path is
calculated.

Fig. 1. CRISP-DM procedure [33] p. 216

The objective of PBMPED is to predict the execution times of business processes.
This prediction can be valuable for enabling decision-makers, in the case of a semi-
automatic process, or the system, in the case of an automated process, to choose the
most optimal path.

In the first phase (Business understanding), our method aims to optimize overall
performance and results by focusing on the business processes of the company and the
flow of activities. Every company relies on a set of processes that encompass its activ-
ities. With technological advancements, companies increasingly depend on intelligent
software solutions to address issues swiftly and enhance their competitiveness. Business
Process Management Systems (BPMS) represent a potential solution for managing and
controlling these processes. By implementing workflow engines, which are an integral
part of BPMS, it becomes possible to separate business data from process execution
data.

In the second phase (Data understanding), data related to process execution is
recorded by the workflow engine in event logs. Retrieving this data can be done in differ-
ent ways from a BPMS workflow engine: either from an integrated database within the
BPMS, where tables are typically temporary and created in memory but lost upon server
restart; or by configuring a REST API to connect to the integrated database and retrieve
execution traces, then saving them to disk; or by configuring a separate database (e.g.,
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Fig. 2. PBMPED

MySQL, MongoDB, Oracle, etc.) connected to the BPMS through connectors. In our
work, we use two event logs in CSV format. The content of these two files is extracted
from aMySQL database configured to store execution data of a BPMSworkflow engine.

In the third phase (Data preparation), the mere possession of an event log containing
execution traces from a workflow engine does not guarantee that the data is ready for
modeling. Indeed, the file may have redundancies, missing values, unnecessary data, and
categorical variables that require encoding, among other issues.Moreover, the data needs
enrichment by adding additional attributes. In the context of our PBMPED method, we
propose the following approach for data preparation:

1. Import the event log (csv file) provided by the BPMS.
2. Transform the file into a Data Frame.
3. Remove empty columns.
4. Ignore indexing columns.
5. Eliminate redundant columns.
6. Replace null values with appropriate values.
7. Sort the data based on the “date” column.
8. Convert the timestamp to seconds.
9. Determine the duration of each activity.
10. Determine the execution duration of each instance.
11. For each activity, calculate the time remaining at the end of the instance.
12. For each instance, determine the path followed by the task (human or automatic).
13. Add a column “path per instance.”
14. Separate each “path per instance” and distribute it into columns corresponding to

the number of tasks per instance.
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15. Calculate the interquartile range, first quartile, second quartile, and third quartile of
the column containing instance durations.

16. Add a column named “description” containing the value “late” if the instance
duration is greater than the third quartile, and “in time” otherwise.

17. Add all the previously defined columns as additional attributes to the Data Frame.
18. Convert the Data Frame into a CSV file.
19. Visualize the correlation table for all variables.
20. Decompose the dataset into independent variables X: process ID, instance ID, actor

who initiated the instance, actor who completed the instance, and the path followed
by the instance and a dependent variable y representing the “description” variable.

21. Encode categorical variables using LabelEncoder to transform them into numerical
values.

22. Encode the variables using OneHotEncoder.
23. Split the dataset (X; y) into a training set (X_train; y_train) and a test set (X_test;

y_test).
24. Standardize the values of the X_train and X_test datasets to reduce the difference

between the values of different variables.

In the fourth phase (Modeling), the first step is to identify the type of problem. In
our case, our objective is to predict whether a process instance is completed on time or
delayed. Therefore, the prediction is a qualitative variable. Thus,we can conclude that our
problem falls under the classification category in the frameworkof supervised learning. In
our paper [34], we addressed the same topic by applying the following machine learning
algorithms: KNN, Decision Tree, Random Forest, SVM, and Logistic Regression. SVM
with an RBF kernel outperformed the other algorithms in terms of accuracy (84%). In
this work, we create a deep learning model based on the new TensorFlow tool. We start
by importing the Keras library from TensorFlow. Then, we use the sequential model to
create a neural network composed of four layers: The first layer consists of 13 input
neurons representing the different columns of X, the second and third layers are two
hidden layers, each composed of 7 neurons, and using the relu activation function, and
an output layer with a single neuron, using the sigmoid activation function for our
binary classification problem. For model compilation, we use cross-entropy for error
calculation, batch gradient descent with a batch size of 128 to adjust neuron weights,
and accuracy for evaluation. Finally, we configure the compiler to run 300 epochs (1
epoch = propagation + Backpropagation).

In the fifth phase (Evaluation), we employ accuracy, which denotes the rate of correct
classification. It quantifies how effectively instances are classified compared to the total
instances.

At the end of our work, in the sixth phase (Result released), we deploy the PBMPED
method for predicting the execution delays of business processes to end-users.
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6 iBPMS4PED (intelligent Business Process Management System
for Prediction Execution Delays)

In this section, we present iBPMS4PED (Intelligent Business Process Management
System For Prediction Execution Delays), an intelligent business process management
system developed using our PBMPED method. The objective of this system is to pre-
dict the execution delays of a specific business process. For our study, we chose to
apply iBPMS4PED to the intelligenceWay group (https://iway-tn.com/), which uses an
IT solution called I-Santé (https://i-sante.tn/). This solution offers comprehensive and
tailored management for all healthcare professions, including health funds, mutuals, and
insurance companies. I-Santé is built on a 100% digital platform and uses highly secure
health cards. Leveraging advanced technologies such as the BPM workflow engine,
ECM (Electronic Content Management), and rule engine, I-Santé meets the needs of
policyholders, insurers, and healthcare professionals. In this study, we specifically focus
on the “Incoming Mail” process, which is modeled on the Bonitasoft BPMS platform
(see Fig. 3). Our approach aims to enhance the management of this process by predicting
execution delays, which can have a significant impact on the overall efficiency of the
business process management system.

Fig. 3. Incoming mail process

In this study, we used two CSV format event log files extracted from a MySQL
database configured on the I-WAY platform. These files record the execution data of a
workflow engine from the BonitaSoft BPMS. The first file, “BN_PROC_INST.csv,”
records the execution traces for each process instance, while the second file,
“BN_ACT_INST.csv,” records the execution traces for each task. Using the Python pro-
gramming language, we processed these two event logs following the steps described
in the PBMPED method. For data preparation, we utilized the pandas, numpy, pylab,
scipy-optimize, matplotlib, and seaborn libraries. The result of this processing is a sin-
gle file named “Result.csv,” containing 4817 rows and 24 columns. The columns ready
for modeling include: [PROCESS_UUID_, INST_UUID_, START_BY, END_BY,
user_act0, user_act1, user_act2, ..., useractnb, duration_INST, description]. Here’s a
brief explanation of these columns:

– PROCESS_UUID_: Represents the process identifier.

https://iway-tn.com/
https://i-sante.tn/
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– INST_UUID_: Represents the instance identifier of the process.
– START_BY: Indicates the user who started the process instance.
– END_BY: Indicates the user who completed the process instance.
– user_acti: Designates the executor (person or machine) of activity number i.
– duration_INST: Gives the execution time of the process instance.
– Description: Contains a description of the observed delay in the process instance.

These data are essential for our approach to better understand and predict the exe-
cution delays of the analyzed business processes. In terms of modeling, we start by
importing the Keras library from TensorFlow and selecting the sequential model. Then,
we build a neural network with 13 input neurons, two hidden layers with 7 neurons
each, and one output neuron. During the evaluation step, we utilize the metrics: Loss to
calculate the error (see Fig. 4) and accuracy to compute the rate of correct classification
(see Fig. 5). The achieved results are: accuracy = 85% and Loss = 34%.

Fig. 4. Model Accuracy Fig. 5. Model Loss

7 Conclusion and Perspectives

In this research article, we addressed the problem of predictive monitoring of business
processes, which is a current topic in the Business Process Management (BPM) domain
and plays a crucial role in process-oriented organizations. To do so, we developed a
method called PBMPED, which allows predicting the execution delays of a business
process. We followed the CRISP-DM method, a well-known procedure in data science,
to develop a Process Mining approach. We applied Process Mining techniques to event
logs that record the execution data of a BPMS workflow engine. During the data prepa-
ration phase, we performed data cleaning on the recorded event logs. Then, for each
instance, we defined and added additional attributes, including the relative path, execu-
tion time, and a description of the execution time. If an instance’s execution time was
less than or equal to the third quartile of the execution time column, we considered it as
completed on time (description= “in time”); otherwise, it was considered as completed
late (description = “late”). For encoding categorical variables, we used the LabelEn-
coder method. Next, to reduce discrepancies between their values, we standardized all
the independent variables. In the modeling phase, we used TensorFlow and Keras to
create a neural network for predicting the execution delays. The goal of this prediction
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was to determine whether a new process instance would be completed on time or late.
In terms of accuracy, the evaluation demonstrated that this Deep Learning model out-
performed the six Machine Learning models studied in our work [34], namely decision
trees, random forest, SVM with rbf kernel, SVM with linear kernel, KNN, and logistic
regression. For implementation, we applied the PBMPEDmethod to create an intelligent
Business Process Management system called iBPMS4PED, which enables predicting
execution delays. This system was applied to an incoming mail management process in
the health mutual insurance domain.

In addition to the contributions made in this article, some points deserve further
investigation. In the short term, it would be feasible to explore other types of event logs.
In the medium term, we plan to leverage business data stored in relational or NoSQL
databases, in conjunction with the workflow engine’s execution data, to detect bottle-
necks. Furthermore, we intend to develop a monitoring system that allows visualizing
performance indicators related to business processes.
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Abstract. Fake news has increased dramatically in recent years as a
result of social media’s rapid and explosive expansion. To lessen their
negative consequences, detecting them has become essential and a very
busy and dynamic area of research. Despite the fact that much progress
has been made in this field, it remains a difficult task due to its complex-
ity. Indeed, there are various types of fake news. The news itself is made
up of several data components of various types (textual, graphical, multi-
media, network, social, psychological, and so on). It also involves multiple
actors: a creator, a victim, and a target community. To handle all of this
knowledge and improve the ability to recognize fake news on social media,
this study proposes an ontological structure for its depiction. The result
is an ontology with the name OntoFD. It shows a hierarchy of concepts
and relations that can be used to assess whether information propagating
on social media is credible or not.

Keywords: Fake News · Ontology · Detection · Social Media · Protégé

1 Introduction

In recent years, social media has grown incredibly quickly and explosively. This
has resulted in an astounding rise in the number of false news stories that are
currently a problem, especially given the volume of information that is being cir-
culated online. They are simultaneously obtrusive, overbearing, distracting, and
aggravating. Indeed, social networks like Facebook and Twitter have ingrained
themselves into our daily lives. We are interested in posting our ideas and opin-
ions on these networks, as well as sharing our thoughts on products and services
through posts and comments. However, the use of these social media platforms
has resulted in various dishonest acts, such as the dissemination of false infor-
mation [1].

Because of this, finding fake news on social media has recently drawn a
lot of interest and is now considered to be a growing area of study [2]. Fake
news comes in a wide variety of forms, including hoaxes, propaganda, satire,
parody, and click-bait. They can also be audiovisual, textual, or pictorial, among
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other formats. Various communities, as well as governments, politicians, and
celebrities, may be impacted by this type of content.

Several fields of study, including NLP (Natural Language Processing), artifi-
cial intelligence (AI), among others, have been applied to this problem. Despite
the fact that much progress has been made in this field, the complexity of the
task still makes it difficult. As a result, in order to carry out this detection
properly, it is required to fully explore and incorporate other approaches.

Given the interference of numerous actors in its life cycle, such as its creator,
victim(s), and target, as well as its essential components, such as its content, dif-
fusion, public reactions, and so on, it is imperative to have an efficient detection
system to identify false information. Such a system must ensure the modeling
and application of its semantic data. We choose ontology formalism to model
false news knowledge.

Indeed, researchers use ontologies to represent the various sorts of knowledge.
Since the beginning of the 1990s, the term “ontology” has been used in the field
of Artificial Intelligence, particularly in relation to knowledge engineering and
knowledge representation. Ontology is a rapidly expanding discipline that is one
of the current academic topics [3].

An ontology is a formal representation of knowledge as a set of concepts
within a domain and the relations between them. To enable such a description,
we must formally describe components such as individuals (object instances),
classes, properties, and relations as well as constraints, rules, and axioms. As
a result, ontologies offer the possibility of incorporating extra domain-specific
knowledge as well as a reusable and transferable knowledge representation.

In this context, the work discussed in this paper, which entails developing an
ontology to organize the various aspects, is carried out. The ontology’s name is
OntoFD. It aims to provide the knowledge base needed to determine whether or
not the news spreading on social media is fake and to investigate it.

The rest of the paper is structured as follows. Section 2 addresses the reasons
for conducting this research. We pay special attention to data-type classification
when studying prior research to identify false news. The suggested ontology is
described in Sect. 3. We emphasize the knowledge organization in particular.
Section 4 outlines significant comparable research and suggests a comparison of
their respective aspects to our ontoFD. Section 5 addresses the conclusion and
possible subsequent works.

2 Motivations

Fake news is one of the most difficult problems with a negative effect on societies.
Social networks are widely used for interactive information sharing, communi-
cation, and dissemination, making them a very attractive environment for those
who wish to spread false information. In fact, spreading false information on
social media is simple. Therefore, it is essential to locate them right away in
order to lessen the damage they cause. However, due to their complexity, they
are difficult to find. As shown in Fig. 1 which is an example of fake news that



OntoFD: A Generic Social Media Fake News Ontology 175

pretends the death of a well-known Egyptian figure. False information in social
networks, unlike traditional fake news, has multiple components and is typically
multi-modal rather than being solely text-based.

Fig. 1. A caption of an example of Fake News published on Facebook. It consists of
several components: (a) the title, (b) the creator and creation date, (c) the body(video),
(d) the context (emotional reactions, comments and shares) and (e) the victim.

To address this issue, many approaches have been put out in recent years.
Approaches are categorised according to the types of data involved in detection
[4]. Thus, there are:

– Textual data approaches that primarily rely on style-based [5], linguistic [6],
syntactic [7], emotional and sentimental [8,9], and semantic [10] aspects, and
they solely use text content.

– Image [11,12].
– Video [13,14].
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– Social-based [15–17], that especially rely on the fact that harmful people
share a common behavioural pattern to make it easy to spot and mark their
messages as fake.

– Multi-modal approaches that combine several types of data to increase detec-
tion effectiveness [18–20].

As a result, the fake news detection problem is difficult because it involves
NLP, opinion analysis, and social network analysis. Therefore, we must use a
variety of heterogeneous knowledge to discern between them, including textual,
pictorial, multimedia, emotional, graphical, social, and so on. All of this knowl-
edge must be represented using an expressive formalism, such as ontology, in
order for their links to be expressed.

3 Proposed Ontology

To express all of the knowledge that can be helpful when detecting fake news,
we opt for the ontology formalism. Our choice wasn’t made at random. In fact,
regardless of how heterogeneous or homogeneous knowledge may be, an ontology
can represent it. It provides efficient support for managing, processing, and stor-
ing knowledge. As a result, it is simple and quick to find solutions to technical
and operator queries. Ontologies are thus particularly helpful tools for modelling
a portion of reality due to their generic nature and the range of expression they
offer.

3.1 Concepts’ Identification

Creating an ontology requires identifying concepts and their relationships. These
concepts must be applied to the initial purpose of the ontology, which is to detect
incorrect information. We made an attempt to read a number of research articles
[4,21,22] for this work, and they were all in agreement that detection is depen-
dent on a variety of parameters, but primarily on various characteristics. This
resulted in the discovery of a substantial number of concepts for the OntoFD,
which could be divided into four major categories: Information source, Content,
Context, and Target victim. The hierarchy that falls under each category is
depicted in Fig. 2.

Information Source. A news item that has been posted must have a creator
and a source from which it was first supplied. The source in our case is the social
network where the news is first shared, such as Facebook, Twitter, TikTok, and
so on.

Humans and robots are the two basic types of creators. Organizations and
governments can also produce news. In a social media context, the creator pro-
vides several aspects, especially his profile information. Indeed, looking into the
creator’s background can assist assess whether he or she has a track record of
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Fig. 2. Conceptual specification of the different concepts of OntoFD.

creating accurate and reputable material. If the creator has a history of spread-
ing inaccurate information, this may be an indication of suspicion. It is also
vital to uncover any potential bias in the creator’s profile. For example, if the
author has recognized political, economic, or ideological links, their presentation
of information may be influenced. Furthermore, an examination of the creator’s
language in his or her writings can reveal hints as to his or her neutrality and
possibility of propagating erroneous or misleading information.

Content. This concept is fundamental to comprehending and assessing rumors,
information, and disinformation. To illustrate fake news, multiple bits of infor-
mation are used. The content will be divided into two groups (See Fig. 3).

Physical Content. This concept covers all information, media, and pieces that
are disseminated, or published across several platforms. It consists primarily of
the title and body text. The title is frequently an important component of the
content since it summarizes the subject or theme of the information. It can be
used to draw attention and impact how people perceive information. In written
content, the body reflects the core content. Images, videos, hyperlinks, audio
files, graphics, and other forms of media can all be included. Each of these
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forms of media has the ability to distribute information and rumors. As a result,
physical content attributes such as text length, image resolution, video duration,
and language utilized can be included.

The body concept has a linguistic structure that refers to the in-depth anal-
ysis of how textual content is constructed linguistically. The goal of this analysis
is to evaluate the text’s coherence, semantics, and syntax in order to look for
any potential contradictions or signs of disinformation. The construction of the
text to deceive the reader can be used to identify fake news. This can involve
the use of incorrect reasoning, abbreviated quotations, fabricated data, or tags.

Non-physical Content. Emotional aspects in Non-physical content refer to the
creator’s emotions, feelings, and state of mind at the moment the information
was created. This can encompass both positive feelings like joy or enthusiasm
and negative emotions like rage, fear, grief, and so on. These emotions can also
have an impact on how the author displays information. Non-physical content
might also disclose the creator’s emotional prejudices. For instance, a high emo-
tional bias may be a sign that information has been manipulated to affect the
audience’s emotions. Furthermore, Strongly emotive content, whether positive
or negative, frequently spreads more quickly on social media due to the emo-
tional involvement it creates. Sentiment analysis tools can be used to extract
these elements.

Context. When a news piece is posted on a social network, a context may
exist. The context concept gives critical information about the context in which
information is conveyed, allowing for a more comprehensive and exact analysis.
Investigating the context means looking into the circumstances that influenced
the creation, diffusion, and reception of this news. The social context, metadata,
and verification are all addressed by the context.

Social Context. It has two levels: the Post level and Network level, which are
sub-concepts [15–17]. For the Post-level concept, we considered the following
sub-concepts:

– Tagged Persons helps to search for specific people who were mentioned or
tagged in the post. This can be useful for evaluating who is actively dissemi-
nating information, who is associated with the event or subject under debate,
and whether or not credible or reputable sources are involved.

– Comments (Commenters): Comments are the reactions or dialogues triggered
by the post. The idea of “Comments,” which gives rise to the concept of
“Commenters,” enables tracking of interactions related to the publication.
Comment analysis can reveal public emotions, multiple points of view, ques-
tions, concerns, and content evaluations.

– Post-event: The post is associated with a specific event. It is beneficial for
contextualizing the content of the post by linking it to a real-world event or
news story. This can help determine whether the post is relevant to the event
to which it refers.
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Fig. 3. Sub-concepts of the Content class extracted from OntoFD.

– Sharing-accounts: Users or accounts who have shared the post on their own
platforms or social networks are referred to. By identifying these accounts,
we may learn how information moves across different networks and which
individuals or organizations contribute to its spread.

– Confidence: The concept of “Confidence” allows to assess the dependability
and reliability of the post or the author of the post. This can include things
like the source of the post, the author’s reputation, the quality of the content,
and so on. Confidence in our ontology results in two measures: confidence level
and credibility.

The Diffusion concept at the network level makes it possible to study how
information flows across social networks and online media. It is advantageous to
comprehend the dynamics of dissemination, including the propagation time, the
range of the dissemination, and the primary communication channels. These ele-
ments work together to provide valuable information on how information spreads
and has an impact across diverse networks and online communities. This makes
determining the reliability and influence of the information within the social
network simpler.

Communication Channels is a sub-concept of the diffusion concept. It refers
to websites, social media platforms, forums, blogs, and other methods for dis-
seminating information. Understanding these channels can help to better under-
stand how and where information is most influential. A piece of information,
for instance, might be widely disseminated on Twitter yet barely noticeable on
Facebook.

Metadata. The “Metadata” concept in OntoFD encompasses essential informa-
tion associated with a publication or piece of information, including:

– Popularity: This is a measure of a publication’s renown or visibility, which
is typically based on the number of views, likes, shares, or interactions. The
popularity of information can suggest its impact and prospective influence on
the population.
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– Publication date: This metadata specifies when a publication was first made
available. The publishing date is critical for determining the information’s
temporal relevance and placing it in its chronological context.

– Geographic localisation: It relates to the location of the publication, whether
it is the site of the event referenced in the publication or the location where the
publication was generated or shared. The geographic location of information
can assist contextualize it in terms of its regional or local importance.

Verification. Reference sources for the Verification concept are trustworthy and
authoritative resources used to authenticate the accuracy of information. They
are critical to the fact-checking process because they provide background knowl-
edge or strong evidence to support or disprove an allegation.

Target Victims. It is possible to identify the people, groups, or organizations
that are most likely to be harmed by a specific rumor or piece of information
by using this concept. This covers attendees, those who have been the focus
of disinformation campaigns, and misinformation victims. Victims come in two
forms: those who are the subject of the information and those who allow it to
shape their opinions. Misinformation typically leaves out explicit identification
of its victims.

3.2 Relations’ Description

Our ontology’s “News” instances are structured and enhanced by relations,
which makes it simpler to examine, confirm, and identify erroneous informa-
tion. Figure 2 shows the hierarchical organization of concepts using conceptual
relations:

– Has-a or PartOf present the composition, as in the instance of the two con-
cepts Physical and Non-Physical, which are parts of the concept Content.

– Is-A represents inheritance, just as the concepts Robot, Person, Government,
and Terrorist-organization do.

– SubclassOf, which introduces specialization in the same way that the Context
concept’s subclasses Social-context, Matadata, and Verification do.

Furthermore, there is a diverse collection of qualities. Table 1 lists them in
detail.

3.3 Rules of OntoFD

The rules in an ontology are logical statements that allow to infer information
or draw conclusions based on existing facts and assumptions. Here are some
examples of rules that we have developed for our rumor detection ontology:

– Verification infraction rule: If a new item has been verified by a reliable source,
it is considered true.
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Table 1. Main OntoFD properties and their descriptions.

Property Description

HasTitle A data property that associates a title with a “Physical” instance

to reflect the information’s title.

HasURL A data property to associate URLs with an instance of “Physical”.

HasHashtag A data property for linking hashtags with an instance of

“Physical”.

HasTags It’s a data property that relates values (in this case, tags or

keywords) with a Body concept instance, which is its domain. Its

field type is string.

CanBeEmotion This characteristic is important for describing abstract components

of content such as emotions and feelings. It enables the capture of

the emotional dimension of non-physical material in information

content.

CanBeAttitude This property is useful for modeling attitudes in the context of

Non-physical material, which can be useful for analyzing ideas or

perspectives stated in content.

HasEvent The “HasEvent” property is used to associate an event with a

Post-Based concept instance. This property’s field is string.

HasLevel “HasLevel” quantifies the level of credibility, resulting in a more

realistic representation of information credibility rating.

HasCredibility This property measures the credibility associated with a certain

level of confidence. For example, a value of 1 for “HasCredibility”

may suggest high credibility, whilst a value of 0 may indicate low

credibility.

HasAuthor This relation enables comment attribution, analysis, and

management in the social environment by tracking and attributing

comments to the individuals or entities who posted them.

HasChannels This property establishes a connection between the information

dissemination process and the communication channels that are

used. Understanding how a rumor or piece of information circulates

through different media or communication channels is crucial.

HasPropagationTime It is possible to analyze how quickly disinformation or news spread

by keeping track of the time it takes for information to spread

using this object property, which is helpful for monitoring and

tracking the process.

HasPublicationDate It is a crucial property for keeping track of and classifying

information according to its chronological order.

HasViewNumber It creates a link between the information’s polarity and the number

of views or visualizations it has had. The visibility of information

can be measured using this property as a function of its polarity.

HasReactionNumber It can be used to measure how polarized the public’s response to a

piece of information is. It might, for instance, provide the

proportion of favorable or unfavorable reactions to a given piece of

information.

HasShareNumber This property can be used to quantify information spread or

sharing based on its polarity.

HasReferences It is required for recording and documenting the trustworthy

sources utilized in the verification process. It contributes to the

ontology’s traceability and transparency of information

verification, allowing the veracity of information to be evaluated.



182 F. Ben Fraj and N. Nouri

– Social propagation rule: If a new post is shared a specific number of times, it
is considered potentially false.

– Linguistic coherence rule: If the news has linguistic incoherence detected in
its syntax, it is considered dubious.

– Rule of Creator Reputation: If the creator of a news has a bad reputation,
the new is suspicious.

3.4 OntoFD Characteristics

To construct and modify our ontology, we used the academic platform Protégé,
which provides a simple graphical interface that allows users to create and mod-
ify ontologies using conceptual diagrams. Protégé is RDF (Resource Description
Framework) and OWL (Web Ontology Language) compliant, making it sim-
ple to integrate into semantic web-based applications. As a result, the resulting
OntoFD ontology formalizes knowledge as a set of concepts and their relation-
ships.

OntoFD contains general knowledge that is less abstract than high-level
ontologies while yet being broad enough to be relevant in a range of fields.
It can be factual knowledge; for example, we can learn who is responsible for
fake news in our circumstance, regardless of domain or language.

Furthermore, our contribution provides a vast vocabulary, ensuring that the
issue domain is thoroughly described. It should be noted that as the granular-
ity of the model increases, the modelled concepts will correlate to increasingly
particular notions. In our case, OntoFD encompasses concepts, properties, and
even a complex hierarchy of subclasses. Natural language-operational ontologies,
such as OntoFD, are informal ontologies. OntoFD stores all forms of data (tex-
tual, numerical, video, image, and so on). Otherwise, the OntoFD knowledge is
heterogeneous.

Let us not forget that the goal of developing OntoFD is to detect misleading
information on social networks. To complete this objective, we must first collect
a big dataset of real and false news examples. This data can be improved by
referencing to the metadata in our ontology before going through the appropriate
linguistic pre-processing, such as removing punctuation marks and stopwords.
Following this cleaning, an OntoFD-based structured representation of the news
is constructed. The structured data is then used to train a deep learning model.
Finally, this model will go on to identify the veracity of the news.

4 Related Works and Discussion

Ontologies are now commonly utilized as models to conceptualize applications
in KR and/or NLP. We found two ontologies for describing fake news in the
literature: namely Pheme [23] and Fane [24].

In order to automatically verify Internet rumors as they spread around the
world through social media and online networks, the Pheme project aims to
create new techniques [23]. Pheme is a domain ontology. This kind of ontology
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controls a collection of terms and ideas that characterize a target domain. The
two application domains of Pheme are healthcare and journalism.

FANE (FAke NEws ontology) uses the web annotation standard in conjunc-
tion with suitable existing ontologies, such as the Prov-O ontology, to represent
provenance information [24]. FakeNewsTagType, FakeNewsTag (the Fake News
Tag linked with the annotation), and FakeNewsTag (a content item labeled as
fake news by a human or machine) are only a few of the classes and aspects of
the FANE ontology that are presented by FANE (the type of Fake News Tag).
The application ontology Fane has concepts that frequently correlate to the roles
that domain entities perform when a particular activity is being carried out. For
instance, it can only pick up on satire.

When compared to these two previous works, OntoFD is more generic
because it is domain independent. This is not true for the other two works
because Pheme is a domain ontology that deals with health and journalism
domains. FANE, on the other hand, is an application ontology whose concepts
frequently correspond to the roles that domain entities play during the execution
of a specific activity. The FANE, for example, can only detect satire. It remains
silent about other types of fake information.

Furthermore, OntoFD is fine-granulated. A high granularity ontology, on
the other hand, has a less detailed vocabulary and provides a more general
description of the problem domain. Pheme and FANE stand in for this. FANE,
for example, only considers FakeNewsFeedback for satire identification. Pheme
is limited to the sources of postings and replies to postings for the detection of
fake news.

In addition, heavyweight ontologies such as OntoFD and Pheme define the
advanced features of their concepts, allowing for inferences and deductions. For
example, we can deduct from our ontology that the creator can create several
pieces of content. Whereas, FANE belongs to the lightweight ontologies because
it only describes the hierarchy of concepts and their interactions (In Fane, there
are only 5 concepts and 3 relationships). To conclude this discussion, Table 2
summarizes this comparison based on the previously established criteria.

Table 2. OntoFD vs FANE and Pheme.

Ontology Conceptualization

Objective

Granularity

Level

Completeness

Level

Level of

formalism of

representation

Ontology

weight

OntoFD Generic Fine Operational Informal Heavy

FANE Application High Semantic Formal Light

Pheme Domain High Semantic Informal Heavy

5 Conclusion and Future Work

Because not all news has the same writing style, research has shown that many
existing machine learning algorithms cannot detect fake news. The complex-
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ity of the fake news detection problem stems from the fact that it involves a
variety of heterogeneous knowledges, including textual, photographic, multime-
dia, emotive, graphic, network, etc. The relationships between them must be
expressed using an expressive formalism. OntoFD is our proposed to deal with
such an issue. It contains generic knowledge that is less abstract than high-level
ontologies but general enough to be reused in multiple fields. It is an ontology
with a very detailed vocabulary, which ensures a very detailed description of the
problem domain.

Every contribution has flaws. Given this, as well as the fact that this is a
new study avenue, we recommend the following as further research perspectives
that complement our contribution. We specifically note the addition of more
information to the ontology concepts and properties, as well as the creation of
technologies to bring real-time information from social networks to OntoFD and
store it in a database for subsequent use.
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9. Ahuja, R., Bansal, S., Prakash, S., Venkataraman, K., Banga, A.: Comparative
study of different sarcasm detection algorithms based on behavioural approach.
Procedia Comput. Sci. 143, 411–418 (2018)

https://doi.org/10.1007/978-3-540-92673-3
https://doi.org/10.1007/978-3-319-69155-8_9
https://doi.org/10.1007/978-3-319-69155-8_9
http://arxiv.org/abs/1708.07104


OntoFD: A Generic Social Media Fake News Ontology 185

10. Klyuev, V.: Fake news filtering: semantic approaches. In: 7th International Pro-
ceedings on Reliability, Infocom Technologies and Optimization (Trends and Future
Directions) (ICRITO), pp. 9–15. IEEE, Noida, India (2018). https://doi.org/10.
1109/ICRITO.2018.8748506

11. Marra, F., Gragnaniello, D., Cozzolino, D., Verdoliva, L.: Fake news filtering:
semantic approaches. In: 2018 IEEE Conference on Multimedia Information Pro-
cessing and Retrieval (MIPR), pp. 384–389. IEEE, Miami, FL, USA (2018)

12. Hsu, C.C., Zhuang, Y.X., Lee, C.Y.: Deep fake image detection based on pairwise
learning. Appl. Sci. 10(1), 370 (2020)

13. Papadopoulou, O., Zampoglou, M., Papadopoulos, S., Kompatsiaris, I.: A corpus of
debunked and verified user-generated videos. Online Inf. Rev. 43(1), 72–88 (2019)

14. Varshney, D., Vishwakarma, D.K.: A unified approach for detection of Clickbait
videos on YouTube using cognitive evidences. Appl. Intell. 51(7), 4214–4235 (2021)

15. Zhou, X., Zafarani, R.: Network-based fake news detection. ACM SIGKDD Explor.
Newsl. 21(2), 48–60 (2019)

16. Ren, Y; Jiawei, Z.: HGAT: hierarchical graph attention network for fake news
detection. arXiv preprint arXiv:2002.04397 (2020)

17. Raza, S., Ding, C.: Fake news detection based on news content and social contexts:
a transformer-based approach. Int. J. Data Sci. Analytics 13(4), 335–362 (2022)

18. Yang, Y., Zheng, L., Zhang, J., Cui, Q., Li, Z., Yu, P.S.: TI-CNN: convolutional
neural networks for fake news detection. arXiv preprint arXiv:1806.00749 (2018)

19. Li, D., Guo, H., Wang, Z., Zheng, Z.: Unsupervised fake news detection based on
autoencoder. IEEE Access 9, 29356–29365 (2021)

20. Raza, S., Ding, C.: Multimodal fake news detection. Information 13(6), 284 (2022)
21. Ali, I., Bin Ayub, M.N., Shivakumara, P., Noor, N.F.B.M.: Fake news detection

techniques on social media: a survey. Wirel. Commun. Mob. Comput. (2022).
https://doi.org/10.1155/2022/6072084

22. Zhang, X., Ghorbani, A.A.: An overview of online fake news: characterization,
detection, and discussion. Information Processing and Management 57(2), 102025
(2020). https://doi.org/10.1016/j.ipm.2019.03.004

23. Declerck, T., Osenova, P., Georgiev, G., Lendvai, P.: Ontological modelling of
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Abstract. Recursive queries and recursive derived tables constitute an
important part of the SQL standard. Their efficient processing is impor-
tant for many real-life applications that rely on graph or hierarchy traver-
sal. Position-enabled column-stores offer a novel opportunity to improve
run times for this type of queries. Such systems allow the engine to explic-
itly use data positions (row ids) inside its core and thus, enable novel
efficient implementations of query plan operators.

In this paper, we present an approach that significantly speeds up
recursive query processing inside RDBMSes. Its core idea is to employ a
particular aspect of column-store technology (late materialization) which
enables the query engine to manipulate data positions during query
execution. Based on it, we propose two sets of Volcano-style operators
intended to process different query cases.

In order to validate our ideas, we have implemented the proposed
approach in PosDB, an RDBMS column-store with SQL support. We
experimentally demonstrate the viability of our approach by providing
a comparison with PostgreSQL. Experiments show that for breadth-first
search: 1) our position-based approach yields up to 6x better results than
PostgreSQL, 2) our tuple-based one results in only 3× improvement when
using a special rewriting technique, but it can work in a larger number of
cases, and 3) both approaches can’t be emulated in row-stores efficiently.

Keywords: Query Processing · Column-stores · Recursive Queries ·
Late Materialization · Breadth-First Search · PosDB

1 Introduction

The ANSI’99 SQL standard introduced the concept of recursion into SQL with
syntactic constructs that define recursive views and recursive derived tables. This
allowed users to store graph data in a tabular form and to express some graph
queries using CTEs and recursive syntax. The admissible subset is rather limited
compared to specialized graph systems, but it is sufficient for solving a number of
common tasks. Such tasks originate from many real-life applications and usually
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concern some hierarchy traversal which can be considered as a breadth-first
search computation.

In this paper, we present another outlook on RDBMS architecture that sig-
nificantly improves system performance at least for some types of graph queries
expressed by recursive SQL. More specifically, we present a column-oriented
approach that improves run times for queries that perform breadth-first search.

Having emerged about fifteen years ago, column-stores quickly became ubiq-
uitous in analytic processing of relational data. Their idea is simple: store data
in a columnar form in order to read only the columns necessary for evaluating
the query. Such an approach also provides better data compression rates [1],
improves CPU cache utilization, facilitates SIMD-enabled data processing, and
offers other benefits. However, some column-stores additionally allow the query
engine to explicitly use data positions during query execution. This made way
for a number of optimizations and techniques that offered various benefits for
query processing. Thus, we differentiate the “position-enabled” column-stores
from the rest as the column-stores that are able to reap benefits from explicit
position manipulation inside their engine. We believe that such an approach can
give RDBMs a second wind in handling graph queries.

Positions (also called row ids or offsets) are integers that refer to some record
or individual attribute value inside a table. Operating on data positions allows
query engine to achieve savings by deferring switching to data values. This group
of techniques is called late materialization and it was successfully employed for
various query plan operators [2,12,18,20].

We employ this technique to design two sets of Volcano-style [7] operators
intended to handle different query cases that involve recursive processing. We
have implemented them inside a position-enabled column-store PosDB [3,4].
Next, in order to evaluate them we run experiments with queries that perform
breadth first search. We have also performed the comparison of our approach
with PostgreSQL.

The overall contribution of this paper is the following:

1. A survey of existing query processing techniques in RDBMSs that concern
recursive queries.

2. A design of two query operators for position-enabled column store that speed
up recursive query evaluation.

3. An experimental evaluation of proposed techniques and a comparison with
state-of-the-art row-store RDBMS.

This paper is organized as follows. In Sect. 2, we survey various aspects of
implementation and usage of recursive queries inside relational DBMSs. Then,
in Sect. 3 we present the main features of PosDB and discuss its query processing
internals. After this, in Sect. 4 we describe implementation details of the proposed
recursive operators and their use in the existing query plan model of PosDB.
Section 5 contains an evaluation that compares PosDB with PostgreSQL using a
series of experiments on trees of different additional payload. Finally, in Sect. 6
we conclude this paper and discuss future work.
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2 Related Work and Motivation

2.1 Related Work

In this section, we review existing papers that address graph query processing
in SQL-supporting systems, paying special attention to recursive evaluation.

One of the earliest papers that addressed the problem of recursive query
evaluation was [11]. In it, the author introduces several query optimizations for
recursive queries with graphs, namely early evaluation of row selection condi-
tions, elimination of duplicate rows in intermediate tables, and using an index
to accelerate join computation.

The authors of the papers [5,6] describe several issues with query optimiza-
tion in relational databases in the implementation of recursive queries. The first
approach they mention is the full feedback approach (FFB), which provides the
optimizer with the demographics of each recursion iteration so that it can gener-
ate a new plan for the subsequent iteration. However, FFB interrupts potential
pipelining and cannot take advantage of global query optimizations, making it
unsuitable for parallel DBMS. The next approach, look ahead with feedback
(LAWF), generates plans for the subsequent k iterations in advance, with k
depending on the query planning cost and propagation of join estimation errors.
The authors present a dynamic feedback mechanism based on passive monitoring
to collect feedback and to determine when re-planning is necessary. The LAWF
method supports both pipelining and global query optimization.

In the paper [14] the authors consider two graph problems: transitive closure
computation and adjacency matrix multiplication. In order to solve them, they
study the optimization of queries that involve recursive joins and recursive aggre-
gations in column- and row-oriented DBMS. They evaluate the impact of several
query optimization techniques, such as pushing aggregation through recursion
and using ORDER BY with merge joins in column-store instead of hash joins.
The authors assess the effects of indexing columns that contain vertices and
effects of sorting rows in a row-store to evaluate the iteration of k joins.

In the paper [13] the author evaluates various recursive query optimizations
for the plan generator. The paper considers five techniques: storage and indexing
for efficient join computation, early selection, early evaluation of non-recursive
joins, pushing duplicate row elimination, and pushing aggregation. The author
uses four types of graphs: tree, list, cyclic, and complete graphs. However, simi-
larly to previous work [14], the author uses a sequence of SQL commands (includ-
ing INSERTs) to implement the proposed optimizations. Such an approach may
suffer from various overheads, as opposed to implementing an operator node in
the engine source code. This, in turn, may lead to inaccurate results.

The Recursive-aggregate-SQL (RaSQL) [8] system extends the current SQL
standard to support aggregates in recursion. It can express powerful queries and
declarative algorithms, such as graph and data mining algorithms. The RaSQL
compiler allows mapping declarative queries into one basic fixpoint operator sup-
porting aggregates in recursive queries. The aggregate-in-recursion optimization
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brought by the PreM property and other improvements make the RaSQL system
more performant than other similar systems.

In the paper [17] the authors address the problem of storing large property
data graphs inside a relational DBMS. They adapt the SQLGraph [19] approach
to reduce the disk volume and increase processing speeds. They evaluate their
schema using the PostgreSQL on LDBC-SNB and show that their schema not
only performs better on read-only queries, but also performs better on workloads
that include update operations.

Graph databases are good for storing and querying provenance data. One of
the earliest papers that evaluated this possibility was the study [23]. The authors
compare relational and graph databases on different types of queries. This study
demonstrated that for traversal queries, graph databases were clearly faster,
sometimes by a factor of 10. This result was expected since relational databases
are not designed to perform traversals such as standard breadth-first-search.

Another paper that concerned graph databases in data provenance domain
was the study [16]. The authors propose an improved version of the DPHQ
framework for capturing and querying provenance data. They conclude that
graph databases offer significant performance gain over relational databases for
executing multi-depth queries on provenance. The performance gain becomes
much more pronounced with the increase in traversal depth and data volume.

2.2 Motivation

The related works discussed above have highlighted the popularity and relevance
of graph queries and graph database systems. However, they have also showed
that there is only a handful of studies that address processing of graph queries
(BFS, transitive closure) using recursion in SQL-supporting systems.

Moreover, despite the existence of studies which touch upon the processing
of recursive SQL queries in column-stores (e.g. [14]), there are no studies that
propose to leverage data positions. However, we propose an in-depth operator
redesign based on this idea.

3 Background

PosDB is a disk-based distributed column-store which features explicit position
manipulation, i.e., it is a “position-enabled” system. In this regard, it is close to
the ideas of early systems such as the C-Store [18] and the MonetDB [10].

PosDB uses the pull-based Volcano model [7] with block-oriented processing.
Its core idea is to employ two types of intermediate representations: tuple- and
position-based. In the tuple-based representation, operators exchange blocks of
value tuples. This type of representation is similar to most existing DBMSs.
Conversely, position-based representation is a characteristic feature of PosDB. In
the positional form, intermediates are represented by a generalized join index [22]
which is presented in Fig. 1a. The join index stores an array of record indices,
i.e., positions, for each table it covers (top of Fig. 1a). Tuples are encoded using
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Fig. 1. PosDB internals

rows in the join index. Most operators in PosDB are either positional or tuple-
based, with positional ones having specialized Reader entities for reading values
of individual table attributes. The query plan in PosDB is divided into positional
and tuple parts, and the moment of converting positions into tuples is called
materialization. Materialization is to be performed at some moment of query
plan, since the user needs tuples and not positions. It can be performed by either
a special Materialize operator or by some operators, such as an aggregation
operator.

In the query plan presented in Fig. 1b, the materialization point is indicated
by a brown dotted line. Below the line uses positional representation and above
the line uses tuple representation. In the latest version of PosDB, a query plan
may contain several materialization points, in such a manner that every leaf-root
path will have one.

This architecture leads to several different classes of query plans which are
discussed in [4]. Operating on positions instead of tuple values allows to achieve
significant cost savings for some queries. For example, in case of a filtering join,
it is possible to reduce the total amount of data read from disk if the join will
be performed on positions first, and then the rest of necessary columns will be
read. This is a general idea of late materialization and it was extensively used
for implementing many [1,9,12,15,21] operators and their combinations. At the
same time, in PosDB, it is possible to build plans equivalent to naive [1] column-
stores, i.e. which will read only necessary columns, construct tuples and continue
as it was row-store. In this paper, we are going to discuss an application of this
technique for processing recursive queries.

PosDB is a large project and it has many features and implementation details.
However, they are out of the scope of this work and are not necessary for its
understanding. A detailed description of baseline architecture can be found in
paper [3], and the recent additions are described in [4]. Finally, an interactive
demo of PosDB can be seen at the following link1.

1 https://pos-db.com/.

https://pos-db.com/
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4 Proposed Approach

In order to implement recursive queries in the PosDB, we have introduced two
new operator groups into its operator set. These groups share the same use
pattern and differ only in the used data representation (rows and positions).
Their generalized operation flow is presented in Fig. 2, which is as follows:

Fig. 2. Sample query plan representation using Recursive and RecursiveCTE

– The Recursive operator stores pointers to RecursiveCTE, ChildOperator
and RecursiveChildOperator. ChildOperator is used for the non-recursive
part of the query, with its help PosDB gets initial rows or initial positions.
The RecursiveChildOperator is a regular operator, but internally it either
explicitly or implicitly (via several intermediate operators) receives data from
RecursiveCTE.

– RecursiveCTE stores a pointer to the Recursive, from which it asks for new
records to be passed by the Next method in RecursiveChildOperator.

Recall that there are two types of intermediate data representation in PosDB:
tuple-based and positional. This results in two sets of operators:

– TRecursive and TRecursiveCTE that only work with blocks of tuples.
– PRecursive and PRecursiveCTE that only work with position blocks.

We have designed only these two sets, each focusing on one particular data
representation, either tuple-based or positional. However, the first thing which
comes to mind is to use a combination of tuple-based and positional opera-
tors. For example, consider a case when ChildOperator and RecursiveCTE
return a position block and RecursiveChildOperator returns a tuple block.
In this case, the query engine will have to translate the tuples received from
RecursiveChildOperator back to positions in order to use them for the second
and subsequent steps of the recursion. However, this may be impossible in cer-
tain circumstances, if, for example, a generated attribute (e.g. value ∗ 2 + 1) is
present in the tuple block. In this case, there will be no original column which
may be pointed to by a position.
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Let us work through an example for clarity. Consider the following recursive
query to find all neighbors of a vertex with id = 0 up to depth 4:

Listing 1.1. Recursive query example

1 WITH RECURSIVE edg e s c t e ( id , from , to ) AS
2 (SELECT edges . id , edges . from , edges . to
3 FROM edges WHERE edges . from = 0
4 UNION ALL
5 SELECT edges . id , edges . from , edges . to
6 FROM edges JOIN edg e s c t e AS e
7 ON edges . from = e . to v )
8 SELECT edg e s c t e . id , edg e s c t e . from , e dg e s c t e . to
9 FROM edg e s c t e

10 OPTION (MAXRECURSION 4 ) ;

Fig. 3. Query tree using TRecursive and TRecursiveCTE

The plan of this query with the introduced structures is presented in the
diagram in Fig. 3. In this figure:

– The left Materialize operator is a ChildOperator: it will be executed once
in order to initialize the initial set of tuples.

– The Join is a RecursiveChildOperator.
– The set of tuple blocks of the current recursion step is stored inside
TRecursive: we will call it curLevel. In addition, TRecursive will store the
position of the block in curLevel, which should be passed to TRecursiveCTE
next time.
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The evaluation itself is as follows:

1. TRecursive requests blocks from the left Materialize as long as they are
not empty and stores them in curLevel.

2. TRecursive passes all blocks from curLevel up until it reaches the end of
curLevel.

3. To get the block of the new recursion step, TRecursive requests the block
from Join.

4. Join requests blocks from TRecursiveCTE and from the right Materialize.
5. TRecursiveCTE asks TRecursive for blocks.
6. TRecursive increments the internal counter and passes

TRecursiveCTE in response to its requests for blocks from curLevel.
7. After typing a new block of a certain size, Join gives it to TRecursive. If it

is a non-empty block, then TRecursive will store it in nextLevel temporary
storage and proceed to Step 3. If it is an empty block, then curLevel is
replaced with nextLevel. If now curLevel is an empty set of blocks, then we
say that TRecursive has finished its work, otherwise TRecursive proceeds
to Step 2.

Fig. 4. Query tree using PRecursive and PRecursiveCTE

The plan of the same query using PRecursive operator can be represented
via the diagram in Fig. 4. Evaluation of this query tree will proceed in a similar
way. An important limitation here is that we can only work with positions of the
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same table, which means that the Join operator must return the positions of
the same table as the left Filter operator. However, curLevel stores not tuple
blocks, but positions blocks. In all other respects, the logic of the PRecursive
and PRecursiveCTE operators is completely identical to the logic of their tuple-
based counterparts.

5 Evaluation

5.1 Methodology

We evaluate our implementations using hierarchical recursive queries on a tree
graph. We generated the datasets for the experiments with a simple script2. All
evaluated queries solve the task of finding all nodes that lie at a distance of n
hops from the root using the BFS algorithm. A test graph was stored in PosDB
and PostgreSQL as an edge list. Columns are of the following types: id, from,
to are int (4 bytes); name is varchar(15) (32 bytes); each additional column in
the second and third test sets is varchar(20) (42 bytes). The number of table
rows is indicated above the figures with test results.

In order to evaluate our solution, we have selected a baseline of PostgreSQL.
Our choice is based on the following considerations. First of all, we needed a
classic row-store system in order to demonstrate the advantages of our approach.
Second, PostgreSQL meets another important requirement: it is free from the
DeWitt clause3.

PostgreSQL was configured as follows: JIT compilation and parallelism were
disabled since JIT compilation is not implemented in PosDB and enabling paral-
lelism would add unnecessary complexity without contributing anything impor-
tant in the scope of this paper. To ensure that hash join is used in the query plan
as in PosDB, merge and nested loop joins were turned off using planner parame-
ters. The temp buffers and work mem parameters were set to values that ensure
that any table under test fits into memory. To prevent caching from affecting
the results, PostgreSQL internal caches were cleared between runs.

PosDB buffer manager was set to 1 GB (32K pages of 32 KB size).
Each experiment was repeated 10 times, and the average of the results was

calculated.
We pose the following research questions:

RQ1 Does our position-based approach bring any performance gain in a special
case when all attributes of a table are required in the recursive part of a
query?

RQ2 What performance advantage does our position-based approach offer when
introducing additional payload through auxiliary attributes used in pro-
jection?

2 https://github.com/Firsov62121/tree generator.
3 https://www.brentozar.com/archive/2018/05/the-dewitt-clause-why-you-rarely-

see-database-benchmarks/.

https://github.com/Firsov62121/tree_generator
https://www.brentozar.com/archive/2018/05/the-dewitt-clause-why-you-rarely-see-database-benchmarks/
https://www.brentozar.com/archive/2018/05/the-dewitt-clause-why-you-rarely-see-database-benchmarks/
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RQ3 Is it possible to emulate our approach inside a row-store by rewriting a
query in such a way that it will keep a minimum number of columns inside
the recursive core and then join the rest?

To answer these questions, we have designed the following experiments for
each RQ:

1. For the first experiment, we used a BFS query with the table consisting
only of attributes required for the traversal, giving no benefits to PosDB (see
Listing 1.1 and corresponding plans in Figs. 3 and 4).

2. For the second experiment, we used the query from the first experiment with
payload attributes added to the input table itself and to all projections. SQL
queries of the following type were used for PostgreSQL and PosDB:

1 WITH RECURSIVE edg e s c t e ( id , from , to , column1 ,
2 . . . , columnN , depth ) AS
3 (SELECT edges . id , edges . from , edges . to ,
4 edges . column1 , . . . , edges . columnN , 0
5 FROM edges WHERE edges . from = 0
6 UNION ALL
7 SELECT edges . id , edges . from , edges . to ,
8 edges . column1 , . . . , edges . columnN ,
9 e . depth + 1 FROM edges JOIN edg e s c t e AS e

10 ON edges . from = e . to AND e . depth < DEPTH VAL)
11 SELECT edg e s c t e . id , edg e s c t e . from , e dg e s c t e . to ,
12 edg e s c t e . column1 , . . . , e dg e s c t e . columnN
13 FROM edg e s c t e ;

3. For the third experiment, we have created a special type of query:

1 WITH RECURSIVE edg e s c t e ( id , to , depth ) AS
2 (SELECT edges . id , edges . to , 0 FROM edges
3 WHERE edges . from = 0
4 UNION ALL
5 SELECT edges . id , edges . to , e . depth + 1
6 FROM edges JOIN edg e s c t e AS e
7 ON edges . from = e . to AND e . depth < DEPTH VAL)
8 SELECT edges . id , edges . to , edges . from ,
9 column1 , . . . , columnN FROM edges JOIN

10 edge s c t e ON edges . id = edge s c t e . id ;

In all plans of all evaluated systems, the edges cte was hashed in the hash
join (default PostgreSQL behavior).

5.2 Experimental Setup

Experiments were performed using the following hardware and software config-
uration. Hardware: Intel R© CoreteTM i7-8550U CPU @ 1.80 GHz (8 cores), 16
GiB RAM, 500 GB KINGSTON SA2000M8500G. Software: Ubuntu 22.04.3 LTS
x86 64, Kernel 6.2.0-32-generic, gcc 11.4.0, PostgreSQL 14.9.
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5.3 Experiments and Discussion

Fig. 5. Experiment 1 results

Experiment 1. The results are presented in Fig. 5. The TRecursive approach
exhibits performance that is similar to that of PostgreSQL, as expected, since the
underlying query engines perform identical operations. Meanwhile, PRecursive
outperforms TRecursive significantly, because it uses only two out of four
attributes (from and to) during the search, and materializes values of the third
attribute (id) only when the required table rows are known. The number of rows
scheduled to be materialized is much smaller than the total number of rows in
the table (by roughly 200 times), resulting in operators passing around interme-
diate results of much smaller size. The index in PostgreSQL was built over from,
since it is used to find edges in the join in the recursive part of the query. As
we can see, this helps improve PostgreSQL performance, although it is a small
improvement. Moreover, with the increase in depth, TRecursive demonstrates
slightly better results compared to PostgreSQL with Index.

Experiment 2. The queries considered in this experiment were executed on
a dataset with an additional parameter N, which corresponds to the number of
added columns. The query plans for PosDB and PostgreSQL remain almost iden-
tical to those used in the first experiment, with the addition of ancillary columns
to the Materialize operators in PosDB and to the projections in PostgreSQL,
respectively.

Due to the space constraints, we did not include PostgreSQL with INDEX in
this and subsequent experiments, as its behavior is equivalent to that of Post-
greSQL when changing the parameter N. Furthermore, results of PRecursive
were only included for the maximum number of additional columns, as the time
taken by PRecursive was predictably found to be almost independent of N.
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Fig. 6. Experiment 2 results

The run times of the queries depending on the depth of the traversal are
presented in Fig. 6. As we can see, with increasing depth, the gap in the run-
time on tables of different “widths” grows. PosDB PRecursive outperforms all
other approaches. This is due to late materialization reducing sizes of interme-
diate results significantly. In this experiment, it matters even more due to the
substantial overhead associated with passing “wide” intermediates (all columns)
between operators, even though only two of them are required for the recursive
part (from and to). It is important to mention that as the “width” of passed
row grows, PosDB TRecursive falls behind PostgreSQL. This happens because
of columnar nature of PosDB. With TRecursive it requires more disk accesses
(one for each column) to retrieve a single row from a table. In contrast, Post-
greSQL can do this with a single access since all the data for table rows is stored
together.

Experiment 3. This experiment is similar to the previous one, but now we are
trying to conserve space in edges cte by reducing the size of the intermediates.
We only store the data necessary for reconstructing the original table row and
navigating through the tree.

The run times of the queries depending on the depth of the traversal are pre-
sented in Fig. 7. It can be seen that the performance of PRecursive is similar to
its performance in the previous experiment, and it is the best in this experiment
too among all compared approaches. TRecursive, however, beats PostgreSQL
in this experiment.

As we can see by the performance improvement of TRecursive, this method
helps reduce disk access overhead of row reconstruction inside TRecursive. In
PosDB, unnecessary columns are now only materialized once at the very end.
Whereas in PostgreSQL, the internal hash join involves inefficient sequential
data reads that discard unnecessary columns. Finally, this experiment shows
that our approach cannot be emulated inside PostgreSQL via join.
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Fig. 7. Experiment 3 results

6 Conclusion

In this paper, we proposed two approaches to implementing recursive queries in
a position-enabled column-oriented DBMS: TRecursive and PRecursive, with
the latter utilizing positions to implement late materialization. We implemented
two sets of operators: 1) a tuple-based set which is similar to the operators that
can be found in classical row-stores but leveraging columnar data access, and 2)
a positional-based set which is the main contribution of the paper.

We conducted experiments to evaluate the performance of the proposed
approaches and used PostgreSQL as the baseline. Our experiments have demon-
strated that both approaches offer improvement, with PRecursive offering up to
6 times performance gain over PostgreSQL and 3 times over TRecursive. How-
ever, TRecursive remains the only option if there are two (or more) distinct
tables in the RECURSIVE part used, due to implementation-related restrictions.
Also, TRecursive yields up to 3× improvement over PostgreSQL when an addi-
tional payload columns which are not required in the RECURSIVE part exist and
the query can be rewritten to project them only in the top-level. Finally, we
have shown that it is not possible to emulate our approach inside a row-store
efficiently.
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Abstract. Ontology matching is a widely used solution to the semantic hetero-
geneity problem in data integration or sharing. It consists of establishingmappings
between entities that belong to different ontologies. However, as the number of
ontologies is increasing for a given domain and the overlap between ontologies
grows proportionally, it becomes crucial to develop more reliable and accurate
techniques for the automation of this task. While traditional ontology mapping
approaches are based on string metrics and structure analysis, some recent meth-
ods are using deep neural networks. In this article, we propose a novel approach
for ontology matching based on Graph Neural Networks (GNN) as graph repre-
sentations are helpful for entity and graph comparisons. Our approach is more
precisely based on Multi-Head Attention Graph Isomorphism Network (MHA-
GIN). The results of experiments demonstrate the effectiveness of our approach
compared with existing methods.

Keywords: Ontology matching · deep learning · graph neural network ·
attention mechanism · multi-head attention · graph isomorphism network

1 Introduction

Over the last decade, ontologies are providing a shared understanding of common
domains to meet the need for knowledge sharing between people and/or systems [1].
They provided a mechanism for representing concepts and their relationships within a
domain or between different domains. However, given the large number and the variety
of ontologies developed (by different developers) for a given domain, how to manage
the heterogeneity of ontologies has attracted a considerable attention in recent years. An
effective solution to the semantic heterogeneity problem is known as ontology matching
[2]. This process refers to the task of establishing correspondences between semantically
related entities (i.e. classes/properties) from different ontologies.
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Most ontology matching works, such as LogMap [3] and AML [4], relies on log-
ical reasoning and rule-based methods to extract various sophisticated features from
ontologies. These terminological and structural features are then used to calculate the
similarities between ontological entities that determine ontology mappings. However,
features from one ontology are often not transferred to other ontologies. Recently, deep
learning (DL) has been widely used in various fields, including ontology matching.
Zhang et al. [5] were the first to apply deep learning techniques to ontology matching.
The proposed strategy is based on concept similarity. This method based on pre-trained
semantic embeddings provided the basic idea for other researches such as OntoEmma
[6] and VeeAlign [7]. Some recent approaches are using graph neural networks (GNN)
such as BioHAN [8], a GNN-based ontology matching framework with an attention
mechanism. However, we noticed a lack of models using graph isomorphism network
(GIN) [9], which was proposed as a powerful GNN for graph classification. Accord-
ingly, we propose in this article a novel DL-based ontology matching approach using
a multi-head attention graph isomorphism network. Experiments were conducted using
two different datasets.

The remainder of this article is organized as follows. Section 2 presents the related
work about ontology matching using DL techniques in general and GNN in particular.
Section 3provides the preliminary attached to our context. Section 4proposes ourmethod
for ontology matching. In Sect. 5 experiments are presented and discussed. Finally, the
conclusion highlights the most important results with some perspectives.

2 Related Work

The most popular rules-based matching systems are LogMap [3] and AML [4], which
have been highly ranked on the Ontology Alignment Evaluation Initiative (OAEI1)
tracks. By considering two input ontologies, LogMap built their lexical indexing and
efficiently calculated initial anchor mappings, i.e. exact mappings. The anchor mappings
were then used as a starting point for discovering additional mappings. AML is a scal-
able ontology matching system, which directly uses an external ontology as a mediator
between input ontologies.

Recently, DL has been widely used in various fields, including ontology matching.
LogMap or AML output mappings are often used as training data to train supervised
methods. Zhang et al. [5] applied DL techniques to ontology matching based on the
concept similarity and Natural Language Processing (NLP) techniques that have been
integrated to enhance the semantic information of concept embeddings. VeeAlign [7],
uses a supervised DL approach to discover alignments. In particular, it uses a two-step
model of attention combined with multi-faceted context representation to produce con-
textualized representations of concepts, which aids matching based on semantic and
structural properties of an ontology. Bento et al. [10] used convolutional neural net-
works to perform string matching between class labels using character embeddings. To
further improve the alignment the authors rely on the set of super-classes. He et al. [11]
proposed the BERTMap approach that supports both semi-supervised and unsupervised

1 http://oaei.ontologymatching.org.

http://oaei.ontologymatching.org
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configurations. BERT model is used as it can learn robust contextual embeddings and
requires few resources for fine-tuning. The corpus used is composed of pairs of syn-
onymous labels and pairs of non-synonymous labels. The classifier consists of a linear
layer that takes as input the token embeddings produced by BERT’s output layer and
transforms them into two-dimensional vectors.

Recently, graph representation learning has emerged as an effectivemethod for learn-
ing vector representations of graph-structured data.Moreover, as an ontology can be seen
as a graph structure with semantics, thus some initiatives are applying GNN for ontol-
ogy matching. For instance, Wang et al. [8] proposed the BioOntGCN approach that
directly learns embeddings of ontology-pairs for biomedical ontology matching through
two steps: (1) a convolutional neural network to extract the similarity feature vectors
of nodes; and 2) a graph convolutional network to propagate the similarity features
and obtain the final embeddings of concept-pairs. Wang and Hu [8] proposed BioHAN
through a hybrid graph attention network. First, an ontology-enriching method is pro-
posed to refine and enrich the ontologies through axioms and external resources. Then,
a hyperbolic graph attention layers is used to encode hierarchical concepts in a unified
hyperbolic space. Finally, the authors aggregated the features of both the direct and
distant neighbors with a graph attention network. However, even if these methods were
competitive with the state-of-the-art ontology matching methods, we noticed the lack of
GIN-based matching models. This motivates us to explore the use of this type of GNN
for improving mappings between ontologies.

3 Preliminaries

Graph Neural Network (GNN). GNN is a type of neural network architecture specif-
ically designed to operate on graph-structured data. It uses the inherent structure of
graphs and node features to learn representation vectors of nodes. The process per-
forms through iterative updates where in each iteration, the representation of a node is
refined by combining the representations of its neighboring nodes. After k-iterations of
this aggregation and updating process, a node’s representation encapsulates the struc-
tural information present in its k-hop neighborhood [9]. We can formalize the update
representation on a node, v, in the l- th layer as follows:

h(l)
v = COMBINE(AGG(l)

({
m(l)
u , uεN (v)

})
, h(l−1)

v ) (1)

where h(l)
v is the feature vector of the node v in the l- th layer, COMBINE andAGG are the

combination and the aggregation functions respectively and N (v) is the set of nodes that
are directly attached to node v, i.e., its neighborhood. Formally, N (v) = {u : (u, v)εE
or (v, u)εE} and E is the set of edges in the graph.

GNNs have seen several versions and advancements in these recent years. They differ
mainly in their implementation of the aggregation and the node representation update
functions. In Xu et al. [9], the authors analyzed the ability of the variants of GNNs to
capture different graph structures. Their results show that the existingGNNs cannot learn
to distinguish graph structures. Subsequently, they proposed a new architecture called
Graph IsomorphismNetworks (GIN) that is as powerful as theWeisfeiler-Lehman graph
isomorphism test [9].
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Weisfeiler-LehmanTest. It is used to determine if two graphs are isomorphic, meaning
they have the same structure, but their nodes may have different labels. The Weisfeiler-
Lehman (WL) algorithm is an iterative procedure that refines the node labels of a graph
by aggregating the neighborhoods of each node and assigning a new label based on the
aggregated information. If the algorithm converges to the same node labeling for both
graphs, they are considered as isomorphic. Otherwise, if there is a divergence in the node
labeling, the graphs are deemed non-isomorphic [9].

Graph Isomorphism Network (GIN). GIN [9] is designed to be provably the most
expressive among the class of GNNs. It is also considered as powerful as the Weisfeiler-
Lehman graph isomorphism test. It applies a multi-layer perceptron (MLP) on node
features and uses summation as aggregation. The node representation updating formula
of GIN is as follow:

h(l)
v = MLP(l)((1 + ε(l)).h(l−1)

v +
∑

uεN (v)

h(l−1)
u ) (2)

where ε is a learnable parameter. GIN has traditionally been used for graph classification,
but it provably achieves excellent performance for node classification tasks [12].

Ontology as Graph. An ontology O can be represented with a directed graph such as:
O = (C,E,R) where C, which is the set of concepts, is represented by the nodes’ set
of the graph; E, the set of relations holding between the concepts, is represented by the
edges’ set of the graph and R is the set of types of relations.

Ontology Matching. In this era of ever-expanding data and interconnected systems,
the need to effectively integrate and harmonize information from multiple ontologies
has become necessary. To enable using simultaneously several ontologies, the most
common approach consists of creating mappings between their entities. The process
allowing to find this mapping is called ontology matching. Formally, we can define
ontology matching as a function f taking as input two ontologies and outputs mappings
that represent a set of the correspondences holding between their concepts. It is worth
noting that in this paper, we consider only the “is-a” relation type between concepts.

4 Our Approach

As shown in Fig. 1, our proposed approach for ontologymatching, namedMHAGINOM,
is based on Multi-Head Attention Graph Isomorphism Network. This approach takes as
input two OWL ontologies and performs four phases to output a set of correspondences
between their concepts:

• Preprocessing module: This module involves reading the OWL files, creating an RDF
(Resource Description Framework) graph and extracting relevant information.

• Semantic embedding generation module. The objective in this module is to gen-
erate semantic embeddings using the Bidirectional Encoder Representations from
Transformers (BERT) model.

• MHAGIN module: We propose a new GNN variant that combines the expressive
power of GIN and the benefits of the attention mechanism.



204 S. Oulefki et al.

• Matching module: This module uses an MLP network to find mappings between the
concepts of the input ontologies.

O1 O2
Preprocessing

MHAGIN

Matching

Semantic Embeddings

Fig. 1. MHAGINOM system architecture

4.1 Preprocessing Module

The main objective of this module is to prepare raw data to be compatible as input to
our MHAGIN proposed model. The process can be described in two steps:

1. Reading OWL files and creating an RDF graph: The RDFLib2 library is used to read
the OWL ontology files. This library also transforms the data into an RDF graph,
where concepts are represented by nodes and relations by edges.

2. Extraction of Labels and Synonyms from Ontologies: For each concept in the input
ontologies, we extract themain label (name) and its relevant synonyms. Subsequently,
the extracted labels and associated synonyms are concatenated to form a comprehen-
sive list of terms representing each concept. This step ensures that different expres-
sions related to a concept are considered, enhancing the robustness of the generated
embeddings.

4.2 Semantic Embedding Generation Module

To generate semantic representations of ontology entities, we use the Sentence-BERT
model [21]. Every expression resulting from the concatenation of labels and synonyms
in the previous module is passed through the Sentence-BERT model which generates
semantic embeddings.

2 https://github.com/RDFLib/rdflib/blob/6.2.0/CHANGELOG.md.

https://github.com/RDFLib/rdflib/blob/6.2.0/CHANGELOG.md
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4.3 MHAGIN Module

We build a new GNN variant that brings together the expressive power of GIN and the
benefits of the multi-head attention mechanism. The MHAGIN model takes as input a

set of initial node features vectors h =
{−→
h 1,

−→
h 2, . . . .

−→
h n

}
such as

−→
h iεRF and F is

the dimension of each node features vector. It performs several transformations on the

set h to produce a new set h′ =
{�h′

1,
�h′
2, . . . .

�h′
n

}
where �h′

iεR
F′
. As depicted in Fig. 2, in

each layer, the process of these transformations is phased in four steps:

Fig. 2. Illustration of our proposed MHAGIN Model

a) Node attention computation: We utilize a multi-head attentional setup following
closely thework ofVeličković et al. [13].WeuseK independent attentionmechanisms
that will be concatenated. Firstly, each head k applies, on each node v, a shared linear
transformation parameterized by a weight matrixWkεRF×F ′

, such that:

h̃k,(l)v = Wk,(l)−→h (l)

v (3)
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Then, a shared attentional mechanism ak : RF ′ × RF ′ → R is performed:

ek,(l)vu = ak,(l)(h̃k,(l)v , h̃k,(l)u ) (4)

where ekvu indicates the importance of the node u to the node v by using the head k.
Then, we utilized a single-layer feed-forward neural network parameterized by

a weight vector
−→
W

k

a to represent the attention mechanism ak and we applied the
LeakyReLU nonlinearity as follows [12]:

αk,(l)
vu =

exp(LeakyReLU (
−→
W

k,(l)

a

T [
h̃k,(l)v ‖h̃k,(l)u

]
)

∑
jεN (v) exp(LeakyReLU (

−→
W

k,(l)

a

T [
h̃k,(l)v ‖h̃k,(l)j

]
)

(5)

where .T is the transposition and ‖ is the concatenation operation.
Then, we concatenate the attention weights calculated by all the considered head:

α(l)
vu = ‖Kk=1α

k,(l)
vu (6)

b) Message Passing: This step involves exchanging information between connected
nodes where each node v creates amessagem(l)

v whichwill be sent to other neighbor’s
nodes:

m(l)
v = α(l)

vu ‖Kk=1h̃
k,(l)
v (7)

c) Aggregation Functions: The objective of this step is to enable each node v to inte-
grate information from all its neighbors. To achieve this, each node v aggregates the
messages received from its neighbors.Here,weopt for utilizing theSUMaggregation,
which is recognized as the most expressive aggregator [14].

hagg
(l)
v =

∑
u∈Nv

m(l)
u (8)

d) Node Representation Update: each node v updates its own representation by com-
bining its current state with the aggregated information. We adopt the GIN updating
representation for each node v as follows:

h(l+1)
v = MLP(l)((1 + ε(l)).h(l)

v + hagg
(l)
v ) (9)

where ε is a learnable parameter.

4.4 Matching Module

Based on the concept representations h′(l) learned from our proposed MHAGIN, the
matching module takes as input pairs of concept embeddings hO1

c , hO2
c′ from O1 and O2

and try to predict the correspondence through a calculated score [15]:

M
(
hO1
c , hO2

c′
)

= σ(W2.γ (W1(h
O1
c ‖hO2

c′ ) + b1) + b2) (10)
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As the reference alignment provided in the datasets is composed by equivalence, our
matching module can only predict this type of relations between concepts.

To train the matching module, we use the following loss formula:

LM =
∑

(i,j)∈M+
M

(
hi, hj

) +
∑

(i′ ,j′ )∈M−
ω

[
λ − M (hi′ , hj′

]
+ (11)

where:M+ denotes the positivematches betweenO1 andO2,M− denotes a set of negative
samples, λ is the margin value, ω is a balance hyper-parameter, and [·]+ = max(0, ·).

5 Experiments

5.1 Datasets

In He et al. [16], the authors point out limitations in the Ontology Alignment Evalua-
tion Initiative (OAEI) tracks, particularly for ML-based systems. To address this issue,
they proposed a novel machine learning-friendly track3 based on Mondo4 and UMLS5

resources. To train and test our approach, we used Mondo datasets involving the follow-
ing ontologies: OMIM [22], ORDO [23], NCIT (National Cancer Institute Thesaurus)
and DOID (Human Disease Ontology). For every task, a reference alignment is man-
ually constructed containing pairs of positive examples. To obtain a balanced dataset,
we generated the same number of negative examples, by replacing randomly one of the
concepts in the positive sample pairs.

Dataset Splitting. Each dataset is divided into three sets as follow [16]: the first one
corresponding to the train set represent 20%,while the second partitionwitch correspond
to the validation set is fixed to 10%; the remaining 70% are for the test set.

5.2 Evaluation Metrics

To evaluate the performance of our proposed ontology matching approach, we adopt the
same evaluation metrics given in [16].

Let m be a correspondence such that m = (c, c′) where cεO1 and c′εO2. Let Mm

be the set of negative correspondences. Because of our approach is ML-based, we use
Hits@K and MRR metrics defined as follow:

Hits@K =
{
m ∈ Mref |Rank(m) ≤ K

}
∣∣Mref

∣∣ (12)

MRR =
∑

mεMref
Rank(m)−1

∣∣Mref
∣∣ (13)

3 https://www.cs.ox.ac.uk/isg/projects/ConCur/oaei/.
4 https://mondo.monarchinitiative.org/.
5 https://www.nlm.nih.gov/research/umls/index.html.

https://www.cs.ox.ac.uk/isg/projects/ConCur/oaei/
https://mondo.monarchinitiative.org/
https://www.nlm.nih.gov/research/umls/index.html
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where Mref denote the reference alignment and Rank(m) the position of m in the set
Mm ∪ {m} ordered by the score of its elements.

We also use general metrics that are Precision (P), Recall (R) and F-score (Fβ).

P =
∣∣Mout ∩ Mref

∣∣
|Mout | (14)

R =
∣∣Mout ∩ Mref

∣∣
∣∣Mref

∣∣ (15)

Fβ =
(
1 + β2

)
.

P.R

β2.P + R
(16)

where Mout is the alignment provided by the system under evaluation and β is a
weighting for Precision and Recall.

5.3 Baselines

To assess the effectiveness of our proposed approach, we conducted a comparison with
the following systems:

• LogMap. Is a state-of-the-art rule-based ontology matching system. It employs a
hybrid approach that combines both linguistic and structural techniques to discover
semantic correspondences between entities in different ontologies [3].

• AgreementMakerLight (AML). It is a leading rule-based ontology matching sys-
tem. It is an efficient tool that focuses on attribute-based matching for RDF data
[4].

• BERTMap. a ML-based ontology matching system which adapt the BERT model
on a corpus of concept labels extracted from the ontologies to be aligned [11].

• EditSim. According to He et al. [16], it is reasonable to consider the simple edit
distance between concept labels as baseline. It represents the minimum number of
single-character edits (insertions, deletions, or substitutions) required to transform
one string into another [17].

5.4 Experimental Configurations

To set the hyper-parameters of our system, we used the ADAM optimizer [18] with
initial learning rate 0.001. We started by varying the number of layers and epochs of
the MHAGIN model according to all the metrics. Then we varied the number of MLP
layers and batch size, in terms of precision, recall and F1 metrics. The following tables
show the results obtained using the OMIM-ORDO dataset (Tables 1, 2, 3, 4).

According to the results obtained, we will consider 2 layers for MHAGIN and 6
layers for MLP. While the best batch size obtained is equal to 64, considering the best
recall and F1 score, even if the best precision was obtained with a batch size equal
to 32. For the number of epochs, we’ll consider the value 1000, which gave the best
performance according to all the metrics.
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Table 1. Varying the number of epochs of MHAGIN

# Epoch P R F1 MMR HIT@1

100 0.747 0.489 0.591 0.805 0.781

500 0.757 0.499 0.601 0.822 0.792

1000 0.765 0.505 0.608 0.840 0.799

Table 2. Varying the number of layers of MHAGIN

# Layers P R F1 MMR HIT@1

1 0.765 0.505 0.608 0.840 0.799

2 0.757 0.525 0.620 0.847 0.802

3 0.762 0.496 0.601 0.836 0.794

Table 3. Varying the number of layers of the MLP

Number of layers P R F1

1 0.426 0.526 0.471

2 0.511 0.398 0.505

4 0.572 0.451 0.505

6 0.590 0.570 0.580

Table 4. Varying the batch size of the MLP

# Batch size P R F1

32 0.590 0.570 0.580

64 0.579 0.598 0.588

128 0.586 0.516 0.549

256 0.579 0.508 0.541

5.5 Evaluation Results

Evaluation of the Different Variants of the Multi-head Attention. We have con-
sidered the different variants (with/without the integration of synonyms), namely: the
MHAGINOM and the MHAGINOM without Synonyms (MHAGINOM-S). Table 5
shows that the MHAGINOM model outperformed the MHAGINOM-S model for both
datasets, demonstrating the contribution of integrating synonyms. Accordingly, this
model will be used in the rest of our evaluations.
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Table 5. Contribution of synonyms

Dataset Model P R F1 MMR HIT@1

OMIM-ORDO MHAGINOM-S 0.757 0.545 0.634 0.871 0.814

MHAGINOM 0.773 0.560 0.650 0.887 0.827

DOID-NCIT MHAGINOM-S 0.884 0.814 0.847 0.971 0.966

MHAGINOM 0.889 0.836 0.862 0.975 0.968

Contribution of Multi-head Attention with GIN for Ontology Matching. To evalu-
ate the performance of ourmodel, we compared itwith theGINmodel (without attention)
and the GIN model with self-attention (SAGIN-OM). In addition, to assess the contri-
bution of GIN, we added a comparison with the GAT graph model. According to [19],
higher MMR and HIT@k scores reflect improved performance when evaluating entity
matching methods. Table 6 shows the results obtained using both datasets, in terms of
MMR and HIT metrics:

Table 6. Evaluation of MHAGINOM in terms of MMR and HIT

Model OMIM-ORDO DOID-NCIT

MMR HIT@1 MMR HIT@1

GAT-OM 0.827 0.791 0.893 0.873

GIN-OM 0.847 0.802 0,954 0,941

SAGIN-OM 0.869 0.811 0,969 0,959

MHAGINOM 0.887 0.827 0.975 0.968

We can notice that our approach outperformed the other methods for both datasets.
Furthermore, we evaluated the ontology matching performance in terms of P, R and F1
metrics, as illustrated in Table 7.

Table 7. Evaluation of MHAGINOM in terms of P, R and F1

Model OMIM-ORDO DOID-NCIT

P R F1 P R F1

GAT-OM 0.728 0.503 0.595 0.867 0.765 0.813

GIN-OM 0.757 0.525 0.620 0,885 0,803 0,842

SAGIN-OM 0.764 0.537 0.631 0,896 0,823 0,858

MHAGINOM 0.773 0.560 0.650 0.889 0.836 0.862
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The results obtained show that our approach outperforms the othermodels, achieving
a better precision, recall and F1 scorewithOMIM-ORDOdataset. However, withDOID-
NCIT dataset, our model performed better in terms of recall and F1 score but the best
precisionwas obtainedwith SAGIN-OMmodel.We note thatwe have only usedHIT@1,
as the values obtained with a variation of K (K = 5 and 10) are almost equal to 1 with
all the models.

Comparison with Related Work. We have compared the performance of our model
with the state-of-the-art using both OMIM-ORDO and DOID-NCIT datasets. The fol-
lowing tables illustrate the results obtained, given that we have reused the results of
related work from He et al. [16] since we are using the same datasets he shared (Tables 8
and 9):

Table 8. Comparison with related work using the OMIM-ORDO dataset

Model P R F1 MMR HIT@1

LogMap 0.788 0.501 0.612 0.805 0.744

AML 0.702 0.517 0.596 NA NA

BERTMap 0.762 0.548 0.637 0.877 0.823

EditSim 0.781 0.507 0.615 0.777 0.727

MHAGINOM 0.773 0.560 0.650 0.887 0.827

Table 9. Comparison with related work using the DOID-NCIT dataset

Model P R F1 MMR HIT@1

LogMap 0.896 0.661 0.761 0.559 0.363

AML 0.841 0.770 0.804 NA NA

BERTMap 0.823 0.887 0.854 0.968 0.955

EditSim 0.889 0.771 0.826 0.903 0.883

MHAGINOM 0.889 0.836 0.862 0.975 0.968

The comparison results show that with the OMIM-ORDO dataset, our model out-
performed the state-of-the-art models in terms of recall, F1 score, MMR and HIT@1
metrics. For precision, the best value obtained was 0.788 with LogMap against a value of
0.773 with our model. However, with the DOID-NCIT dataset our model outperformed
the other models in terms of F1 score, MMR and HIT@1 metrics. For precision, the
best value obtained was 0.896 with LogMap against a value of 0.889 with our model.
Similarly, for recall, the best value obtained was 0.887 with BERTMap against a value
of 0.836 with our model.
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5.6 Discussion and Analysis

Experiments carried out on twodifferent datasets demonstrate that the ontologymatching
based on multi-head with attention mechanism and using GIN outperformed the model
based on self-attentionGIN as well as the GIN or other types of knowledge graphmodels
such as the GAT model.

Moreover, the results obtained prove that our model outperformed the state-of-the-
art models in terms of F1 score, MMR and HIT@1 metrics. We can notice that the most
precise model is LogMap, but our model yielded a better recall and F1 score than this
model for both datasets. On the other hand, although BERTMap provided a better recall
with the DOID-NCIT dataset, our model was more precise with both datasets and also
yielded a better recall and F1 score than this model. Therefore, these evaluations prove
that our model is the most effective for ontology matching.

However, the major shortcomings of our contribution lies in the fact that we have
considered only one type of mapping, namely the equivalence, and one type of relation,
the “is-a” relation. It would be interesting to extend our approach by considering other
types of mapping, such as the subsumption [20], and other types of semantic relations,
such as “part-of”, “has-a” and so on.

6 Conclusion

We proposed in this article a multi-head attention graph isomorphism network for ontol-
ogy matching. Our method consists of three steps: ontology pre-processing, generating
embeddings with BERT; the MHAGIN module, proposing a novel GNN variant that
combines the expressive power of GIN and the benefits of the attention mechanism;
and the matching module, which uses an MLP network to find mappings between the
concepts of the input ontologies. The experiment conducted on two different datasets
showed that our approach outperformed existing state-of-the-art methods, proving the
contribution of multi-head GIN and attention mechanism along with the integration of
synonyms.

As future work, we will consider different types of relations not only the “is-a”
relation and other types of mapping such as the subsumption. Furthermore, we plan to
deploy our solution in a real-world environment, developing applications in a variety of
contexts including e-learning, e-tourism and bioinformatics.
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Abstract. Quality assessment of data models can be a challenging task
due to its subjective nature. For the schemaless, heterogeneous and
diverse group of databases falling under the NoSQL umbrella, quality is
generally operation and performance oriented, and no quality assessment
framework exists. As a first step in shaping our understanding of NoSQL
database model quality, this paper investigates the perceived usability of
quality evaluation frameworks adopted from Entity Relationship (ER)
modeling to the context of NoSQL databases. A first evaluation is per-
formed on the three most widely used ER quality frameworks, where they
are assessed for their usefulness, ease of use and suitability in the context
of NoSQL databases. Based on the results of this assessment, a second
evaluation is performed on the best scoring framework. This evaluation
is comprised of a real use case adoption of the framework to assess the
quality of NoSQL database models. This paper merges targeted crowd-
sourcing, Stack overflow data mining and white-box classification to gain
insights into the concept of NoSQL database model quality, its character-
izing features and the trade-offs it involves. This work illustrates the first
investigation of ER-defined quality framework to NoSQL on a sample of
diverse NoSQL schemas and using both industrial and academic partici-
pants. A decision tree is utilized to describe the heuristics of data model
assessment, and an analysis is performed to identify inter-annotator dis-
agreement, quality criterion importance, and quality trade-offs. In the
absence of works approaching NoSQL data model quality assessment,
this paper aims to lay groundwork and present preliminary insights on
quality characterization in the context of NoSQL, as well as highlight
current gaps, limitations and potential improvements.
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1 Introduction

Quality assessment represents a salient phase for information systems [1–4], soft-
ware design and engineering [5–7], business Process models [8–10], conceptual
[6,10–13] and logical design [14,15]. In the process of database design, frame-
works have been proposed to assess quality of conceptual [11,12], logical [14,16]
and physical schemas [17]. NoSQL database quality evaluation mainly focuses on
aggregate-oriented NoSQL databases (Key-Value, Document, Column Family),
and targets physical-level attributes such as transaction performance, partition-
tolerance and data model mapping [18,19], availability and security [17], and
consistency, performance, scalability [20]. In addition to availability and secu-
rity, popularity, maturity, query possibilities, concurrency control and conflict
resolution were considered as quality attributes in a proposed framework aim-
ing to assist IT departments align perceived risks of NoSQL database adop-
tion [17]. Works approaching NoSQL data model quality from a logical design
perspective are scarce, and often focus on one category of NoSQL database.
For instance, a set of metrics including types, collections, nesting depth, width
of documents, referencing rate and redundancy were proposed to characterize
aspects of the complexity of document-oriented schemas with the aim of facili-
tating schema analysis and comparison [21]. The scarcity of literature relating
to the task of evaluating quality for NoSQL database models is due to the flexi-
ble characteristics of NoSQL databases [22]. An a priori defined schema is often
not required for ingesting data into a NoSQL database. Additionally, NoSQL
databases are highly heterogeneous and differ in type, features and underlying
data model [22]. The lack of standardization further complicates quality assess-
ment [23]. In the absence of a framework addressing database-agnostic quality
for NoSQL databases, the gap in literature remains. In an effort to approach
the quality assessment of data models for NoSQL databases, this paper investi-
gates the potential applicability of Entity-Relationship (ER) quality frameworks
to evaluate NoSQL database models. Several works have proposed frameworks
and quality criteria aiming to evaluate Entity-Relationship models. For instance,
Genero et al. [24] proposed and validated different ERD structural complexity
measures such as number of entities, number of derived attributes, number of
composite attributes, etc. In this work, we evaluate three ER quality frameworks
identified in a study presented by Krogstie et al. [25] as the most cited frame-
works: the Moody and Shanks framework [26], and the Batini and Scannapieco
framework [16]. We add to the evaluation the Kesh Someswar framework [14] to
allow for further comparison. In the remainder of this paper, we refer to these
three frameworks as the MS (Moody Shanks), BS (Batini Scannapieco) and KS
(Kesh Someswar) frameworks. In this paper, we first perform an experiment aim-
ing to evaluate the perceived usability of the three aforementioned ER quality
framework for NoSQL database models1 using experts from both industrial and

1 In this work, database model, data model and schema are used interchangeably given
the context of physical design in NoSQL databases. These concepts are, however,
not equivalent in other contexts of database design.
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academic communities. We defined perceived usability based on three variables:
perceived ease of use (PEU), perceived usefulness (PU) and perceived suitability
(PS). Based on the results of the first experiment, we identified the most well
scored framework and performed a real use-case adoption of the framework and
an analysis of its quality criteria using data mining on Stack Overflow and deci-
sion trees. Obtaining ratings from participants has been previously employed
in the literature. For instance, quality sub-characteristics of Entity-Relationship
diagrams were rated using a scale of 7 linguistic labels by a group of subjects [24].
Stack Overflow questions have previously been mined in the literature to inves-
tigate the main challenges and issues faced by developers of NoSQL databases
[27]. In machine learning, crowdsourcing is a popular method to acquire ground
truth [28]. However, in many of its applications areas, extreme difficulties can
be met in obtaining such ground truth, in most part due to high costs and task
subjectivity [29]. Questionnaires were previously used in the literature in similar
contexts. For instance, in [24], a questionnaire was used for the evaluation of par-
ticipants’ level of understanding of the entity relationship diagrams to be rated.
The contributions of this paper are manifold and include a first investigation
of potential adoption and adaptability of ER quality frameworks to the NoSQL
context, an analysis of an ER framework’s applicability in a real case scenario,
the use of a hybrid method comprised of data mining, targeted crowdsourcing
and decision trees for the identification of quality criterion importance, quality
trade-offs and quality characterization heuristics. A presentation of threats to
validity and potential improvements is included to guide future scaled up exper-
iments. The remainder of this paper is organized as follows: Sect. 2 presents our
the first experiment proposed, along with its results and analyses performed. In
Sect. 3, the testing of the best scoring quality framework is conducted, and results
are highlighted. In Sect. 4, discussions into potential applicability, improvements
as well as threats to validity are detailed. Conclusions and future work are pre-
sented in Sect. 5.

2 Perceived Usability of the MS, BS and KS Frameworks

In this section, we propose and perform an experiment using targeted crowd-
sourcing to gauge the ‘perceived usability’ of three Entity-Relationship (ER)
frameworks, Moody Shanks (MS) [26], Batini Scannapieco (BS) [16], and Kesh
Someswar (KS) [14], in a NoSQL database context.

2.1 Background

The Moody-Shanks data model quality framework [26,30] was conceptualized for
the quality evaluation of Entity Relationship (ER) data models. This framework
includes seven quality criteria: Correctness, Completeness, Simplicity, Flexibility,
Integration, Understandability, and Implementability. In the context of Entity-
Relationship data models, the Moody-Shanks framework defined correctness as
the “conformity to the modeling rules and techniques”, completeness as “the rep-
resentation of all information included in user requirements”, simplicity as the
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“minimality of representative structures and lack of unnecessary components”,
flexibility as the “model’s adaptability to future changes”, understandability as
“the ease of understanding of the model”, integration as the “consistency of
the model within the context it is defined”, and implementability as “the ease,
cost, and time consumption facets of model implementation” [26,30]. The Batini
Scannapieco framework [16] approached the issue of improving the quality of a
database schema, in addition to schema documentation, implementability and
maintenance, and provided a set of quality criteria: Completeness, correctness,
minimality, expressiveness, readability, self explanation, extensibility and nor-
mality. In this framework, a schema is complete when “it represents all relevant
features of the application domain”, correct when “it properly uses the concepts
of the ER model, syntactically and semantically”, minimal when “every aspect of
the requirements appears only once in the schema and no concept can be deleted
without loss of information”, expressive when “it represents requirements in a
natural way and can be easily understood”, readable when “it respects certain
aesthetic criteria that make the diagram graceful” (e.g., drawn in a grid, minimal
number of crossings, etc.), self explanatory when “a large number of properties
can be represented using the conceptual model itself, without other formalisms”,
extensible when “it is easily adapted to changing requirements”, and normalized
based on the theory of normalization associated with the relational model. The
Kesh Someswar framework [14] differentiated between ontological and behav-
ioral attributes in quality assessment of an E-R model. In this context, ontolog-
ical quality is defined based on two facets, quality of structure and quality of
content, where the former includes as criteria suitability, soundness, consistency
and conciseness, and the latter includes completeness, cohesiveness and validity.
Behavioral quality, on the other hand, includes user usability, designer usability,
maintainability, accuracy and performance. In the context of this framework,
suitability of structure refers to “the fact that form should follow structure”,
soundness represents “adherence to technical design principles”, consistency and
conciseness represent respectively the lack of contradictions in the model” and
“redundant relationships”. Completeness refers to the inclusion of “all attributes
of the entities”, cohesiveness to the “closeness of attributes”, validity to the “cor-
rect representation of descriptions and properties of the attributes”. Usability is
defined for users and designers respectively as the extent to which “users will
feel confident from their diagram that requirements were taken care” and for
“designers to proceed to the next stage”. Maintainability represents the “ease
with which the model can be modified, corrected and extended”, while accuracy
represents “the reliability of the model” and performance reflects its “efficiency”.

2.2 Experiment

In order to gauge the perceived usability of the three aforementioned quality
frameworks for the NoSQL context, we propose the following experiment.

We first define perceived usability based on three variables: perceived ease of
use (PEU), perceived usefulness (PU) and perceived suitability (PS). We adopt
the formalization of perceived usefulness and perceived ease of use from the
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application of the Technology Acceptance Model [31,32] which describes how
the actual system’s usage depends on the attitude of users and defines mea-
surement scales based on which these variables can be evaluated, and which
is widely applied for different information systems [33]. Additionally, we define
the perceived suitability as an extra measure to take into account the frame-
work’s potential suitability for the NoSQL context. Together, these three vari-
ables reflect perceived usability. For PU, we define 6 characterizing items, based
on application of the Technology Acceptance Model [31,32]: work more quickly,
job performance, increase productivity, effectiveness, makes job easier, useful.
For PEU, we define 6 characterizing items, based on application of the Tech-
nology Acceptance Model [31,32]: easy to learn, controllable, clear and under-
standable, flexible, easy to become skillful, easy to use. For PS, we define 3
characterizing items: relevance to NoSQL, representativeness of NoSQL, will-
ingness to apply in real case scenarios. The next step includes using targeted
crowdsourcing, we use volunteering annotators to score the three frameworks
for each of the characterizing items of PEU, PU and PS. Unlike its conven-
tional counterpart, targeted crowdsourcing requires a specific type of workers
for tasks that are either subjective or knowledge intensive [34]. In software engi-
neering, expert opinion is the most frequently used validation method [28]. In
the case of quality criteria annotation, the task is subjective both by design and
by nature, and thus the use of multiple sources of annotations presents a perfect
opportunity for a “natural shift from the traditional reliance on a single domain
expert [29]”. Given the subjectivity and high expertise required in data model
quality and quality criteria annotation, multi-annotator targeted crowdsourcing
was selected as the most appropriate method. Given the different stakeholder
perspectives involved in the design process of any application or data model,
quality evaluation is highly dependant on which perspective is taken into con-
sideration and which stakeholder’s satisfaction is prioritized. In this perceived
usability study, we exclusively focus on the architect’s and builder’s perspectives.
The architect’s perspective represents the view of the data modeler or analyst
responsible for developing the data model and ensuring its conformance to data
modeling practices [26]. The builder’s perspective, on the other hand, represents
the view of the ‘application’ developer responsible for the implementation of
the data model in a particular technology [26]. These two perspectives consti-
tute what we denote “expert perspective”, and represent the view of the expert
responsible for the data modeling and implementation of the data model in a
particular NoSQL database. For NoSQL databases, the modeling phase is inte-
grated into the “implementation” phase given the schema-less nature of NoSQL
[22], and so, the perspectives of the architect and builder are often enmeshed.
In order to gain expert PEU, expert PU and expert PS, we use a skills fil-
tering process given that a high level of expertise is required. To diversify the
pool of annotators participating in this experiment, we include both the indus-
trial and academic communities. In order to objectively capture level of exper-
tise, we use classifications provided by both the ‘Multilingual Classification of
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European Skills, Competences, Qualifications and Occupations (ESCO)2’ [35]
and SkillsDB3. Data obtained from ESCO and SkillsDB respectively allows for
a mapping between academic and industrial fulfillment of required NoSQL exper-
tise. We evaluated the experts involved in the experiment based on these skill
classifications. Experts were required to have background and experience corre-
sponding to at least 80% of these skills to qualify for participation. As a result,
we include 37 volunteer annotators, 17 of which are from the academic com-
munity and 17 from the industrial community. A 5 Likert scale is used in this
experiment to score each characterizing item of perceived ease of use (PEU),
perceived usefulness (PU) and perceived suitability (PS), reflecting the follow-
ing scale: extremely unlikely, slightly unlikely, neither likely or unlikely, slightly
likely, extremely likely. To annotate, the participants are instructed to formulate
the question as “Would using the quality framework [X i] allow for [character-
izing item]?”, where X i refers respectively to the MS, BS and KS framework.
To avoid bias propagation and experiment contamination, the expert annotators
were instructed not to discuss the experiment or the results of the annotation
with one another.

2.3 Results

Upon the performance of the annotation experiment, we found that the average
annotations for the MS framework are consistently higher in most characterizing
features comprising the definition of perceived ease of use, perceived usefulness
and perceived usability. In order to assess the statistical significance of these
results, we perform the Mann-Whitney U test comparing the distributions of
the annotations for Group “MS” and the combined groups “BS” and “KS” over
the groups PEU, PU, and PS. In this case, we find that the p-values for all
three feature groups (PEU, PU, and PS) are below 0.05, indicating that there
is a significant difference between the distributions of the annotations for the
frameworks MS and the combination of BS and KS. This result is consistent for
the two sample T test comparing the means of the annotations of MS and the
combined BS and KS groups over feature groups PEU, PU and PS. The same
result is found when the U test is performed on the characterizing items. For most
of the PEU features and some of the U and S features, the p-values are below
0.05, indicating that there is a significant difference between the distributions of
the annotations, however, for some features (PU1, PU2, PU3, PU6, PS1, PS2),
the p-values are above 0.05, suggesting that there is no significant difference
between the distributions of the annotations for these features.

3 MS as a Quality Framework for NoSQL Databases

Based on the results of the previous section, we identify that the Moody Shanks
MS framework was annotated at a higher score across most characterizing items
2 https://esco.ec.europa.eu/.
3 https://www.skillsdb.net/.

https://esco.ec.europa.eu/
https://www.skillsdb.net/
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with a statistical significance. This means that the expert annotators found the
MS framework to be easy to use, useful and suitable for the NoSQL context. In
order to further investigate its applicability in a real use case, we conduct the
following experiment.

3.1 Experiment

In this experiment, our aim is to put the MS framework to the test and explore
its potential applicability by real practitioners in a quality assessment scenario.
To that end, publicly available NoSQL schemas were collected from different
sources such as database websites, modeling websites, etc. The NoSQL schema
dataset is constituted of 35 schemas of different NoSQL databases. The database
is comprised of 51.4% document oriented database models, 28.6% graph oriented
database models, 14.3% key value database models and 5.7% column-family
database models. These models are implemented in different databases: Cassan-
dra, Couchbase, DynamoDB, MongoDB and Neo4j.

These models will be scored with respect to the 7 quality criteria outlined in
the MS framework: Correctness, Completeness, Simplicity, Flexibility, Integra-
tion, Understandability and Implementability. A Likert scale ranging from 1 to
10 is used to score each quality criterion based on the annotator’s level of agree-
ment with the schema’s fulfillment of the given criterion. We use 30 of the same
annotators to score these measures, while the remaining 7 score the schemas for a
measure of overall quality, defined to the participants as “as-is use”, i.e., “would
you use this data model as it is without making any changes, to operate and
apply queries, for this particular universe of discourse”. Two iterations of this
experiment are conducted. The first where the annotators are given the schemas
as JSON files and visualizations using Hackolade4, along with documentation.
And the second iteration where concise definitions of the quality criteria along
with application examples are provided to the participants. In order to concisely
define the quality criteria of the Moody-Shanks MS quality framework, we con-
duct a data collection process on two fronts. First, we collect modeling guidelines
and good (or bad) practices from various NoSQL database providers’ websites
and technical reports. These guidelines are subsequently organized in documents
and are presented to the participants in the form of ‘cheat sheets’ or ‘quick recaps’
for data modeling in multiple NoSQL database categories and databases (e.g.,
MongoDB, Cassandra). The second data collection consists of web scraping Stack
Overflow5 for Questions and Answers (Q&A) related to the NoSQL tag/topic.
The collection of good/bad practices, coupled with the collected Stack Overflow
Q&A, are used to illustrate the mapping from the Moody-Shanks quality criteria
to real use case application examples. The collected Stack Overflow Q&A data
was collected by an initial crawling of the #nosql tag, resulting in a dataset of
1020 rows comprised of the following cells: question, answer, author of answer,

4 https://hackolade.com/.
5 Stack Overflow is a public platform that provides a community-based space to find

and contribute answers to technical challenges. Link: https://StackOverflow.com/.

https://hackolade.com/
https://StackOverflow.com/
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Table 1. Quality Criteria Definitions and Examples Used in Second Iteration of the
Experiment

Quality Criterion Adapted Redefinition Application Examples

Correctness Relates to the appropriate use of
structures within data model

- Using embedding to model an object that will be
accessed on its own (MongoDB)
- Uniqueness of column key and row key to avoid
accidental overwriting (Cassandra)

Completeness Inclusion of minimum
requirements to fulfill
functionality

- Absence of relationships in graph database
(Neo4j)
- Unrepresented access patterns and keys
(Cassandra)

Simplicity Conciseness and minimality of
data model

- Excessive number of duplicated properties that
represent complex data instead of one shared node
representing the property (Neo4j)
- Structural redundancy in embedding documents
leading to issues in coherency (MongoDB)

Flexibility Existence of structural qualities in
the data model enabling (or
hindering) ease of evolution

Some design choices potentially hindering flexibil-
ity:
- An embedding of sub-documents implying a pre-
join (MongoDB).
- Nested columns or supercolumns and their nest-
ing depth (Cassandra).
- Storing data in two different buckets or in a sin-
gle one affects access since sub-objects are not sup-
ported (Riak).
- Ease in schema evolution in terms of node
additions, deletions or merging (Neo4j).

Integration Relates to the absence of
contradictions within data model
structures

- An unconstrained relationship between two nodes
contradicting type (Neo4j).
- Representing a document embedding explicitly
contradicting another (MongoDB).

Understandability Clarity of the data model for
relevant stakeholders

- Trade-off between modeling complex data and
impact on explainability of model

Implementability Estimated time constraints and
effectiveness of data model in
realizing access patterns

- Modeling data to reduce depth of downstream
traversal access path (Neo4j)
- Modeling downstream data as a relationship
instead of node label or property (Neo4j)

badge(s) of author of answer, votes of answer. This data contained varying per-
centages of mentions to different NoSQL databases, namely, 27.1% of questions
pertaining to mongoDB, 10.29 % questions related to cassandra, around 10%
pertaining to dynamoDB (5%) and Redis (5.3%). This dataset was then fur-
ther extended using the Neo4j Stack Overflow dump database6 comprised of
10.000.488 programming questions, 16.548.187 solutions and 138.390.250 com-
ments and edits. Because of the diverse perspectives of stakeholders, quality
criteria often have varying descriptions and definitions. Additionally, the chosen
design level impacts how quality criteria are defined. If the evaluation is done
on a requirements level, then the quality criteria definitions will relate to the
requirement. Similarly, at the data level, quality criteria will reflect aspects of
data quality. In this paper, the scope of the quality assessment is strictly defined

6 https://archive.org/download/stackexchange.

https://archive.org/download/stackexchange
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with respect to the design and implementation level (which we consider as one,
given the nature of NoSQL). The requirements analysis and deployment levels,
which incorporate requirement quality, meta-model quality, modeling quality
and data quality [3] are beyond the scope of this paper. Additionally, all stake-
holder perspectives besides the expert perspective (combining the architect’s
and builder’s perspectives) are beyond the scope of this paper. And thus, these
are the parameters of evaluation of the adapted quality criteria. The result of
this process is illustrated in the table below where each MS quality criterion is
concisely presented and highlighted by application examples, thus providing a
learning-by-example process for the participants in their annotation task. Statis-
tical analysis is then conducted to compare the results of the two iterations, and
a decision tree is used to infer feature importance and quality trade-offs between
the criteria.

3.2 Results

To identify the features that are most agreed upon by the annotators, we gen-
erated a heatmap and identified the cells with the lowest standard deviation,
indicating that the annotations for those features have less variation among the
annotators. When taking the example of a schema corresponding to “Buzzfeed”,
the features “Integration” and “Implementability” have the lowest disagreement
among annotators. For the schema “DynamoDB examples”, the features “Inte-
gration” and “Completeness” have the lowest disagreement among annotators.
For the schema “Kansas City Fountains” the features “Understandability” and
“Simplicity” have the lowest disagreement among annotators. This pattern con-
tinues for the other schemas as well. It’s important to note that the standard
deviation is a measure of dispersion, so a lower value indicates that the anno-
tations are closer to the mean, and hence, there is more agreement among the
annotators. To get an overall view of the features most agreed upon across the
entire dataset, we can look at the average standard deviation for each feature. A
lower average standard deviation indicates that the annotations for that feature
have less variation among the annotators, and thus, there is more agreement.
Results show the features “Completeness” and “Flexibility” have the lowest aver-
age standard deviation, indicating that these features have the most agreement
among annotators across the entire dataset. On the other hand, the feature “Cor-
rectness” has the highest average standard deviation, indicating that it has the
least agreement among annotators.

Disagreement Analysis. After introducing the concise definitions of the MS
quality criteria and the application examples mapped using Stack overflow data
(Table 1), the features “Flexibility” and “Implementability” have the lowest aver-
age standard deviation in the perturbed data, indicating that these features have
the most agreement among annotators. On the other hand, the feature “Sim-
plicity” has now the highest average standard deviation, indicating that it has
the least agreement among annotators. The second iteration’s average standard
deviations are now for flexibility, implementability, integration, completeness,
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correctness, understandability and simplicity, 0.917, 1.407, 1.418, 1.427, 1.441,
1.454 and 1.457, respectively. In analyzing the box plot, we found that the vari-
ability in annotations has significantly decreased, which can further highlight the
benefits of a concise definition of quality criteria and the high impact of having
real use case application examples to guide the quality evaluation process.

Decisions Trees for White-box modeling of Expert Opinion. Tradition-
ally, supervised learning employs a domain expert fulfilling the ‘teacher’ role
and thus providing necessary supervision [29]. The most common case being one
where expert annotations serve as data point labels in classification problems
[29]. In this experiment, labels were obtained through targeted crowdsourcing
and subsequently fed to a decision tree model. The objective behind the use of
decision trees is not the classification task, but rather the white box (WB) mod-
eling of the heuristics of expert quality assessment. The visual, interpretable,
explainable and transparent characteristics of WB models motivated the use of
decision trees in this experiment. In the case of NoSQL data model quality assess-
ment experiment, a decision tree is fed the annotations of all 30 participants as
data points, while a majority-vote of the “overall quality” annotations of the
7 participants is used to generate labels. The seven quality criteria included in
the Moody-Shanks framework and used as features for the decision tree have
varying levels of importance and characterize quality with a 75% accuracy. Inte-
gration, simplicity, completeness and correctness were found to be the most
important features, with importance percentages of 17.39%, 16.26%, 16.16% and
16.08% respectively, while Understandability, Implementability and Flexibility
have importance percentages of 12.23%, 10.99% and 10.89% respectively. Using
the results of the decision tree, different scenarios can be constructed to illustrate
how the degree of fulfillment of these quality criteria affects the overall quality of
the data model. In one trade-off example, Implementability seems to outweigh
completeness, i.e., a data model can still be of good overall quality even when
completeness is not fulfilled, as long as implementability is. In contrast, a data
model would be of bad overall quality, if it is neither flexible nor understand-
able, even if completeness is fulfilled. These trade-offs speak to the interactions
between various combinations of quality criteria and overall quality of the data
model, and give some insight on the process of quality characterization and
assessment for NoSQL databases.

4 Discussion

In this paper, an experiment was proposed for the investigation of the adaptation
of three Entity-Relationship quality frameworks for NoSQL database model qual-
ity assessment. Preliminary results describing the experiment were presented. A
learning-by-example process enabled by Stack Overflow question/answer collec-
tion and mapping with good practices and guidelines was tested for its ability
and was found to decrease inter-annotator disagreement, even in a subjective
task such as quality assessment. Expert annotations were conducted on publicly
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available collected NoSQL schemas and a decision tree was leveraged for fea-
ture importance and trade-offs. In highly subjective annotation tasks, analysis
of inter-annotator agreements and disagreements might make it possible to build
classifiers that embody the inter-subjective overlap between the mental concep-
tions of the annotators [36]. Experiment replication is necessary in order to draw
any further conclusions on this aspect of annotation. These preliminary results
enable some elucidation of the heuristics used by experts in assessing quality in
the context of NoSQL database models, and allow us to shed light on potential
improvements to the adaptation of the Moody-Shanks framework in the context
of NoSQL databases. Although a concise definition and example illustration of
Moody-Shanks quality criteria was conducted in this work, a quantification of
these criteria as metrics would add objectivity and allow for an empirical app-
roach to quality assessment. Such metrics need to be NoSQL-specific. A few
works in the literature mentioned NoSQL-specific characteristics such as schema
size and denormalized schema state [37], embedding and nesting ‘levels’ [38], nor-
malization and embedding [39] and aggregation [23]. These characteristics can
potentially be metrics illustrating quality criteria such as flexibility and correct-
ness. Another perspective on the improvement of the framework delineates the
potential completion of the quality criteria of Moody-Shanks framework by addi-
tional criteria from other quality frameworks used in conceptual modeling and
software design upon adapting them to the NoSQL context. Additionally, link-
ing the quality criteria to universe of discourse requirements, query-first design
and data quality aspects may potentially transform the quality framework and
allow it to be functional in real use-cases. The findings of this study are to be
considered in light of a number of limitations. The work conducted in this paper
represents a first investigation of a perceived usability study and is an ongo-
ing effort, and therefore further experiment replication, statistical analysis and
hypothesis testing is paramount for any potential generalizability of findings. The
subjectivity of the target variables as well as potential annotation bias represent
substantial limitations, and although quality evaluation can often be subject to
bias, we contend that this work is an effort to understand such subjectivity and
not to eliminate it. Various threats to both internal and external validity can be
highlighted. Aspects related to internal validity include (i) difference in level of
expertise amongst subjects. In this experiment, all participants were evaluated
with the condition of fulfilling a minimum of skills outlined by the skill classifica-
tion knowledge bases used (ESCO and SkillDB) in order to ensure equivalence in
skill. The challenge of (ii) knowledge of the universe of discourse was addressed
by providing documentation to all participants and including details and addi-
tional context on each schema. Threats to external validity include materials
used, dataset size and number of participants. These limitations, however, are
relevant to the experiment and not the methodology proposed. In the context of
NoSQL database model quality assessment, the gap in literature is significant,
and consequently, this work aims to lay ground work and present a first effort to
approach quality using a methodology combining learning-by-example, targeted
crowdsourcing and white-box modeling.
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5 Conclusions and Future Work

Characterizing NoSQL data model quality using Entity Relationship frameworks
is a novel idea. In his work, we gauged the concept of perceived usability by defin-
ing it as the sum of perceived ease of use, perceived usefulness and perceived suit-
ability. Results led to a real use case test of the applicability of the Moody-Shanks
framework, with and without explicit application examples. These experiments
have yielded insights potentially delineating the process of quality evaluation
conducted by experts. Targeted crowdsourcing allowed testing of the usability,
ease of use and validity of the framework in the context of NoSQL databases.
White box model decision trees allowed for the determination of quality cri-
terion importance and construction of feature trade-off diagrams. Using Stack
Overflow question/answer data and mapping them as examples to illustrate the
quality criteria allowed for a NoSQL-specific formalization of the Moody-Shanks
framework and added a layer of relative objectivity and standardization of the
annotation process. Threats to validity were explicitly highlighted and ongoing
efforts are aiming to enrich criteria definitions with quantifiable metrics thus
allowing for less subjectivity in the framework as well as potential automation.
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Data Availibility Statement. All data, schemas, documentation, annotations and
further illustrations and graphs used in experimentation are available online: https://
github.com/ChaiAsaad/NoSQL-Quality-Experiment.

References

1. Dedeke, A.: A conceptual framework for developing quality measures for informa-
tion systems. In: IQ, pp. 126–128 (2000)

2. Moody, D.L.: The method evaluation model: a theoretical model for validating
information systems design methods. In: ECIS 2003 Proceedings (2003)

3. Thi, T.T.P., Helfert, M.: A review of quality frameworks in information systems.
arXiv preprint arXiv:1706.03030 (2017)

4. Batini, C., Scannapieco, M.: Data Quality: Concepts, Methodologies and Tech-
niques. Springer, Heidelberg (2006)

5. Lourenço, J.R., Abramova, V., Vieira, M., Cabral, B., Bernardino, J.: NoSQL
databases: a software engineering perspective. In: Rocha, A., Correia, A.M.,
Costanzo, S., Reis, L.P. (eds.) New Contributions in Information Systems and
Technologies. AISC, vol. 353, pp. 741–750. Springer, Cham (2015). https://doi.
org/10.1007/978-3-319-16486-1 73

6. Moody, D.L., Sindre, G., Brasethvik, T., Solvberg, A.: Evaluating the quality of
information models: empirical testing of a conceptual model quality framework.
In: Proceedings of the 25th International Conference on Software Engineering, pp.
295–305. IEEE (2003)
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8. Sánchez-González, L., Garćıa, F., Ruiz, F., Piattini, M.: Toward a quality frame-
work for business process models. Int. J. Cooperative Inf. Syst. 22(01), 1350003
(2013)

9. Moody, D.L., Sindre, G., Brasethvik, T., Sølvberg, A.: Evaluating the quality of
process models: empirical testing of a quality framework. In: Spaccapietra, S.,
March, S.T., Kambayashi, Y. (eds.) ER 2002. LNCS, vol. 2503, pp. 380–396.
Springer, Heidelberg (2002). https://doi.org/10.1007/3-540-45816-6 36

10. Moody, D.L.: Theoretical and practical issues in evaluating the quality of concep-
tual models: current state and future directions. Data Knowl. Eng. 55(3), 243–276
(2005)

11. Eick, C.F.: A methodology for the design and transformation of conceptual
schemas. In: VLDB, vol. 91, pp. 25–34 (1991)

12. Cherfi, S.S.-S., Akoka, J., Comyn-Wattiau, I.: Measuring UML conceptual model-
ing quality, method and implementation. In: Pucheral, P. (ed.) Proceedings of the
BDA Conference, Collection INT, France (2002)

13. Shanks, G., et al.: Conceptual data modelling: an empirical study of expert and
novice data modellers. Australas. J. Inf. Syst. 4(2) (1997)

14. Kesh, S.: Evaluating the quality of entity relationship models. Inf. Softw. Technol.
37(12), 681–689 (1995)

15. Moody, D.L., Shanks, G.G., Darke, P.: Improving the quality of entity relationship
models—experience in research and practice. In: Ling, T.-W., Ram, S., Li Lee,
M. (eds.) ER 1998. LNCS, vol. 1507, pp. 255–276. Springer, Heidelberg (1998).
https://doi.org/10.1007/978-3-540-49524-6 21

16. Batini, C., Ceri, S., Navathe, S.B., et al.: Conceptual Database Design: An Entity-
Relationship Approach, vol. 116. Benjamin/Cummings, Redwood City (1992)

17. Mackin, H., Perez, G., Tappert, C.C.: Adopting NoSQL Databases Using a Quality
Attribute Framework and Risks Analysis. SCITEPRESS - Science and Technology
Publications, Lda. (2016)

18. Klein, J., Gorton, I., Ernst, N., Donohoe, P., Pham, K., Matser, C.: Quality
attribute-guided evaluation of NoSQL databases: an experience report. Technical
report, Carnegie-Mellon Univ Pittsburgh PA Software Engineering Inst (2014)

19. Klein, J., Gorton, I., Ernst, N., Donohoe, P., Pham, K., Matser, C.: Performance
evaluation of NoSQL databases: a case study. In: Proceedings of the 1st Workshop
on Performance Analysis of Big Data Systems, pp. 5–10. ACM (2015)

20. Klein, J., Gorton, I.: Design assistant for NoSQL technology selection. In: 2015
1st International Workshop on Future of Software Architecture Design Assistants
(FoSADA), pp. 1–6. IEEE (2015)
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Abstract. The utilization of Internet of Things (IoT) technologies in
the medical field has resulted in the development of numerous intelli-
gent applications and devices for health monitoring. These devices gen-
erate a large amount of data, which is collected in various formats and
often exhibits uncertainty. As a consequence, interpreting and sharing
these data among various medical systems poses a significant challenge.
To address this challenge, ontologies, particularly fuzzy ontologies, have
been employed to ensure semantic interoperability among these systems
and enable them to comprehend, share, and effectively utilize fuzzy data.
Therefore, to address these issues, the main objective of this paper is the
fuzzification of the HealthIoT ontology. Fuzzification includes concepts
related to the medical field and the IoT domain (connected objects).
We showcased the application of the Fuzzy-HealthIoT ontology in a spe-
cific use case in healthcare, specifically focusing on patient comorbidity
management.

Keywords: HealthIoT ontology · Fuzzy health data · Fuzzy
ontology · Comorbidity management · Internet of Medical Things

1 Introduction

In recent years, we have witnessed a remarkable technological evolution that
has affected various sectors such as industry, agriculture, and education. This
advancement has led to a convergence of these fields, giving rise to what is now
known as the Internet of Things (IoT) [22]. One particular domain where IoT
has made significant strides is the medical sector, leading to the emergence of the
Internet of Medical Things (IoMT) [16]. The IoMT refers to the interconnection
of medical devices and their integration into healthcare networks to improve
service quality [2]. Consequently, numerous heterogeneous systems and medical
applications based on connected objects have been developed recently [14,15].
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As a result of the proliferation of Medical Connected Objects (MCOs), a
massive amount of heterogeneous data has been generated. These data exhibit
semantic heterogeneity as they are acquired in various formats and originate
from various MCOs. Moreover, many of these MCOs are mobile, changing their
deployment contexts over time based on different criteria such as time and loca-
tion. This dynamic nature of MCOs implies changes in their descriptions and
the data they produce.

These characteristics have presented a complex challenge in the design
of interoperable medical systems capable of effectively communicating and
exchanging data. To ensure interoperability, it becomes crucial to have a seman-
tic representation of MCOs, their data, and their deployment contexts, which can
serve as a unified and shareable model. Ontology has emerged as a promising and
efficient solution for explicitly representing IoMT knowledge and relationships.

Although various works have been proposed to address this need [6,18] one
significant challenge that has often been overlooked is the uncertainty associated
with the received data. In fact, the data captured by the device may exhibit
fuzziness due to various factors such as sensor noise, measurement errors, or
physiological variations.

For example, when monitoring a patient’s heart rate, the device might record
values that fluctuate slightly even when the patient is at rest. This variability can
stem from factors such as motion artifacts or the device’s limitations in capturing
precise measurements. As a result, the heart rate data obtained become fuzzy,
with imprecise boundaries and uncertain values.

When these fuzzy heart rate data are shared or integrated with other health-
care systems, interoperability challenges emerge. Different systems or platforms
may have varying definitions or ranges for heart rate categories (e.g., normal, ele-
vated, or tachycardia). For example, one system may define a heart rate of 90–100
beats per minute as elevated, while another system may define it as normal. This
lack of standardized interpretation can hinder effective data exchange, analysis,
and decision-making between different devices and healthcare providers.

To overcome these interoperability challenges, a fuzzy ontology tailored to
the context of medical IoT can be employed. The fuzzy ontology can capture
and represent imprecise data, incorporating fuzzy logic to handle uncertainty
and variations [20]. It can define fuzzy sets and membership functions to cate-
gorize health data, considering factors such as age, activity level, and individual
differences. Using a fuzzy ontology, healthcare systems can achieve a common
understanding of fuzzy health data, allowing seamless integration, analysis, and
decision support across diverse devices and IoT platforms.

From this perspective, the main objective of this work is summarized as
follows.

– We extend the HealthIoT ontology to enable the representation of fuzzy data
using the expressive Fuzzy OWL2 language.

– To showcase the practical applicability of our approach, we present a use
case study focusing on the comorbidity management. This use case focuses
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on predicting heart failure and stroke in patients with multiple diseases, such
as cholesterol, hypertension, and diabetes.

– To address this use case, we utilize two distinct datasets obtained from Kaggle.
The first data set pertains to heart failure detection1, which contains 918
samples, while the second data set relates to stroke prediction2 and contains
1200 samples. The main attributes of these data are summarized as follows.

• Personal data: this data describes data related to the patient namely: age,
sex, work type, residence type, civil situation, smoking status.

• Health Properties: contains the different properties specific for each prede-
fined disease such as Resting blood pressure, Cholesterol, Fasting blood
sugar, resting electrocardiogram, maximum heart rate, Oldpeak, Body
Index Mass, etc.

In fact, comorbidity is characterized by the coexistence of two or more patholog-
ical conditions or diseases within the same individual [23]. For example, Long et
al. [13] investigated the comorbidity between diabetes and hypertension. Various
research studies have also examined the relationship between the comorbidity of
COVID and chronic diseases. Kamyshnyi et al. [12] examined the comorbidity
of COVID and hypertension, while Guan et al. [10] focused on a patient with
cardiovascular disease.

The remaining sections of this paper are structured as follows. In Sect. 2, we
provide a motivational scenario to contextualize our work. Section 2.1 outlines
the key concepts utilized in our research. Section 2.2 delves into the state-of-
the-art in the field. Section 3 presents the extension of the HealthIoT ontology.
Subsequently, in Sect. 4, we describe the validation of the Fuzzy Health-IoT
ontology. Finally, Sect. 5 concludes the paper.

2 Related Work

In this section, we focus mainly on the state of the art in ontology development in
the context of the medical domain. We will first look at deterministic ontologies,
and then we will describe the development of fuzzy ontologies.

2.1 Classic Ontologies in the IoMT

Ensuring the semantic interoperability in the IoT and healthcare fields led to
various research issues. Elsapagh et al. [5] proposed to extend the SSN ontol-
ogy in the health domain to present data from mobile objects. They devel-
oped an ontological model called FASTO designed for real-time insulin manage-
ment in patients with Type 1 diabetes. FASTO is based on the high-level BFO
ontology, the SSN sensor ontology, and the HL7 FHIR standard. The Euro-
pean Telecommunications Standards Institute (ETSI) has developed an exten-
sion of the SAREF ontology for the eHealth Ageing Well domain, known as
1 https://www.kaggle.com/datasets/fedesoriano/heart-failure-prediction.
2 https://www.kaggle.com/datasets/fedesoriano/stroke-prediction-dataset.
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SAREF4EHAW3. This ontology explicitly defines and describes the coupling
between components of the IoT domain and the healthcare domain. Its main
concepts concern the devices used, the types of communication, the main actors,
the measures and the services for the healthcare domain. The authors in [6] have
proposed an ontology-based healthcare monitoring system called Do-Care that
supports the supervision and follow-up of outdoor and indoor patients suffering
from chronic diseases. The developed ontology is a modular and dynamic ontol-
ogy composed of FOAF, SSN/SOSA and ICNP ontologies with a scalable set of
inference rules. The rule bases are dynamic and adjustable to reflect changes in
the drug market, medical discoveries, and personal user profiles.

Rhayem et al. [17] have proposed a semantic-enabled and context-aware mon-
itoring system for IoMT. The developed ontology entitled “HealthIoT” repre-
sents core domain concepts of the IoT and the healthcare domain. It is based on
diverse ontologies such as the SSN ontology, the IoT-lite ontology, time ontology,
and so one. Then, this ontology was instantiated with vital signs obtained from
medical objects. To exploit and analyze these data 65 SWRL rules are imple-
mented to propose services related to object configuration, disease diagnosis,
and notifications proposing.

2.2 Fuzzy Ontologies in the Healthcare Domain

Treating and representing the uncertainty of health data through ontology was
taken into account.

Gayathri et al. [8] proposed a fuzzy ontology for activity recognition and tem-
poral information representation(FOAR) using fuzzy logic. This ontology offers
enhanced activity recognition through its semantically clear representation and
reasoning via fuzzy SWRL rules for aiding activity recognition and abnormality
detection for health care.

The authors in [24] proposed a decision support system that allows person-
alization of imprecise medical knowledge according to the progressive phases of
the disease and pathological cases. A rule management process first personalizes
the rules according to the specificities of each disease phase and then associates
a private knowledge base to each registered patient. This base contains only the
patient’s personalized knowledge. After reasoning, another customization process
is performed by the component, Result Manager, which ensures the validation
of the system’s results by the experts in case of pathology, before being recom-
mended. The authors in [9] have proposed a type-2 fuzzy ontology for the treat-
ment of depression. This ontology presents data about the medical devices used
through the reuse of the sensor ontology and the data related to depression like
the mood, the sleep length, the patient’s social history, etc. through the depres-
sion ontology. A recent study has presented [7] a system that uses a probabilistic
ontology to predict the diagnosis of COVID-19, considering the inherent aspects
of randomness and incompleteness in knowledge. To incorporate the probabilis-
tic elements into the COVID-19 ontology, a Multi-Entity Bayesian Network is

3 https://saref.etsi.org/saref4ehaw/v1.1.1/.

https://saref.etsi.org/saref4ehaw/v1.1.1/
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employed, enabling robust modeling of uncertainty. The system utilizes proba-
bilistic inference techniques, specifically the Situation-Specific Bayesian Network
(SSBN), to facilitate accurate predictions of the diagnosis of COVID-19.

Another study was proposed by Riali et al. [21], have developed a system
that integrates fuzzy ontologies and Bayesian networks for the diagnosis of Hep-
atitis C. The system uses a fuzzy ontology to effectively represent sequences of
uncertain and fuzzy patient data. In fact, the system introduces a novel semantic
diagnosis process that relies on a fuzzy Bayesian network as its inference engine.

The proposed study in [19] introduced a new approach that integrates hybrid
models combining fuzzy logic and Bayesian networks. As part of this approach,
the article proposed a language to overcome the limitations of the Probabilistic
Ontology Web Language (PR-OWL) when dealing with vague and probabilistic
knowledge within ontologies. To validate this proposal, a case study in the med-
ical field, focusing on diabetes diseases, is conducted. In summary, the article
offers a solution to enhance ontology-based representation and reasoning in the
face of uncertainty using fuzzy multi-entity bayesian networks [11] and demon-
strates its effectiveness through a medical case study.

2.3 Synthesis

The aforementioned work has shown promising results in the representation and
management of uncertain healthcare data. However, certain shortcomings have
been identified in these approaches, such as:

– The fuzzification was mainly focused on health data. There is no work that
focuses on data related to medical connected objects.

– All works that use a fuzzy ontology in the medical domain have defined mem-
bership functions with the help of domain experts, which is difficult in most
cases.

To address these shortcomings, we will focus on fuzzifying the HealthIoT ontol-
ogy, which combines information related to the medical sector and the IoT
domain. The main novelties of the Fuzzy HealthIoT ontology are as follows:

– Fuzzification of concepts related to the medical connected objects.
– Fuzzification of concepts related to the health domain for the management of

comorbidities.
– Fuzzification of contextual concepts.
– The use of the DATIL framework and c-means to manage uncertainty in

data captured by connected medical objects that are linked to comorbidity
management.

To the best of our knowledge, there is no work that addresses the above-
mentioned aspects in the IoMT.
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3 HealthIoT-Ontology Overview

In our previous work [18], a HealthIoT-Ontology was proposed and described.
Concepts in the HealthIoT ontology were classified into three categories, namely
Medical-Objects Knowledge, Health care knowledge and Context Knowledge as
shown in Fig. 1.

Fig. 1. HealthIoT Ontology Overview.

3.1 Medical Objects Knowledge

In this category, several concepts were proposed to represent the dynamic
resources of health data and their relationships. The Medical Object concept
designed the physical objects that healthcare professionals use to monitor their
patients. Diverse objects, defined as instances of this class, such as Withings,
Fitbit, scanner, etc. The Device class is reused from the SSN ontology [4] to
represent the sensors through the sub-class sensing-device and the actuators
through the subclass actuating-device, which is reused from the IoT-lite ontol-
ogy [3]. In order to define the main task of the Medical object, we proposed the
Task class that has two subclasses (sensing, actuating). Furthermore, to describe
the properties of medical objects such as elastic, non-elastic, shareable, stopping,
moving), we suggested the Property class. Moreover, to highlight our monitored
phenomena, we reused the class Feature of Interest from the SSN ontology [4].
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3.2 Health Care Knowledge

In this category, we are interested in describing the health care domain by sug-
gesting some concepts as follows.

The medical staff class determines the health care professionals (doctor,
nurse, surgeon) who maintain continuous monitoring of the patient. This patient
is a subclass of the feature interest class that refers to the principal and the
observed element in this domain. Furthermore, the Disease, and the Treatment
classes were defined to represent the treatment plan for several diseases.

The emergency service class provides hospital healthcare service when a crit-
ical situation is detected. These diseases can have various health complications.
Accordingly, the Risk concept is suggested to describe the degree of severity in
different contexts. For example, a diabetic patient with hypertension has a high
risk of having heart failure compared to others. The event class was defined to
represent the health events that will occur when the obtained health data exceed
its threshold.

3.3 Context Knowledge

To represent the self-adapting requirement of the context-aware IoMT-based
system, we defined several concepts as a sub-classes of the Context concept.
These concepts are classified into two main categories.

The first specifies the deployment contexts of the medical objects. It deter-
mines the points crossed by the MCO during a determined period. Therefore,
the Time class and the Location class are proposed to determine the duration
of deployment of the medical objects and their position, respectively.

The second category designates the state of the patient. The disease concept
was proposed to distinguish appropriate actions and treatments. In fact, the
treatment plan used by a diabetic patient is different from which is used by a
diabetic patient with kidney failure. In addition to that, the Activity class is
performed to detail the possible activities of the patient and their changes that
affect the diagnosis of the disease. For example, an elevated heart rate that is
an abnormal event, but it is considered a normal one with a patient in running.

HealthIoT ontology is a crisp ontology, which is limited to represent and
resonate precise medical data. Indeed, the membership degrees of all concepts
and properties are equal to 1. However, most patient data is vague, especially
symptoms, tests, activities, signs, etc.

To meet this challenge, we propose an extension of the HealthIoT ontology.
The following section describes the followed process of the fuzzification.

4 Fuzzy HealthIoT-Ontology

The main steps of our development process, as depicted in Fig. 2, will be detailed.
Firstly, we will present the proposed fuzzy extension of the HealthIoT ontology,
followed by an explanation of how the HealthIoT ontology was adapted to effec-
tively represent comorbidity.
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4.1 Step 1: Extending HealthIoT with Stroke and Heart Diseases

This step aims at extending the HealthIoT ontology in order to allow the rep-
resentation of data on heart failure and stroke. This step is guided by a domain
expert and goes through three points:

– Identify relevant concepts: In this step, we identify the key concepts that
are relevant to representing the heart disease and the stroke. These concepts
include specific cardiovascular conditions such as blood glucose level, choles-
terol level, body mass index, blood pressure, heart rate.

– Define Data properties: Once the relevant concepts have been identified,
the next step is to define the data properties within the ontology. The main
identified properties from the used data sets are related to the patient and
are the age, the gender, the civil situation, etc.

– Define Object properties: Object properties establish relationships
between different concepts in the ontology.

4.2 Step 2: Fuzzification of HealthIoT Ontology

This step is divided into three main phases as shown in Fig. 2 namely the iden-
tification of fuzzy concepts, the fuzzification of the HealthIoT ontology through
the DATIL framework, and representing the fuzzy part of the ontology based on
additional annotations properties using the Fuzzy OWL 2 plugin4.

Fig. 2. Proposed process of development

Fuzzification of Patient Data: Diverse information about the patient are
fuzzy like the age, and its vital signs such as the glucose level, the tempera-
ture level, the blood pressure level among others. The main fuzzy concept that
describe this information is the Measurement concept.

4 https://protegewiki.stanford.edu/wiki/FuzzyOWL2.

https://protegewiki.stanford.edu/wiki/FuzzyOWL2
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Property Concept is about raw data collected from connected medical objects
(MCO). It designs the blood pressure (systolic and diastolic), the glycemia, the
heart rate, and other vital signs, which are presented as subconcepts of the
property concept.

For example, the fuzzy class BodyMassIndex can be defined by several
subclasses: LowBMI, NormalBMI and HighBMI. The class definitions in
Description Logic (DL) syntax are as follows:

– LowBMI: Represents a collection of BodyMassIndex instances with assigned
values of the LowBMI data type, given by the intersection of BodyMassIndex
and the existence of the property hasBMI.LowBMI.

LowBMI ≡ BodyMassIndex ∩ ∃hasBMI.LowBMI

– MediumBMI: Represents a collection of BodyMassIndex instances with
assigned values of the MediumBMI data type, given by the intersection of
BodyMassIndex and the existence of the property hasBMI.MediumBMI.

MediumBMI ≡ BodyMassIndex ∩ ∃hasBMI.MediumBMI

– HighBMI: Represents a collection of BodyMassIndex instances with
assigned values of the HighBMI data type, given by the intersection of Body-
MassIndex and the existence of the property hasBMI.HighBMI.

HighBMI ≡ BodyMassIndex ∩ ∃hasBMI.HighBMI

Semantic annotations were applied to all fuzzy data properties, using fuzzy
labels, to represent vague knowledge. Membership functions, with the arguments
specified in Table 1, were employed to capture the degree of membership. These
membership functions were automatically defined using DATIL, and their anno-
tations using fuzzy DL can be observed in Fig. 3.

Fuzzification of Contextual Concepts: In this section, we present some
fuzzy contextual information, in particular temporal and spatial contexts.

Time: This concept determines the detection time of the patient’s data and the
treatment time. For example, doctors prescribe treatment to patients three times
a day after each meal. This information is uncertain and imprecise. To repre-
sent fuzzy temporal knowledge, we reused the ontology proposed by Nassira et
al. [1]. In this work, the authors proposed an ontology called UncertTimeOnto
that extends Allen’s relations by instantiating them with 13 properties “Rela-
tionIntervals, RelationIntervalsCertainty, RelationIntevalPoint, RelationInter-
valPointCertainty, RelationPointInterval, RelationPointIntervalCertainty, Rela-
tionPoints, RelationPointsCertainty” to present the degree of certainty of tem-
poral indications.

Location: This concept is proposed to represent information about the location
of the monitored patient or/and to represent the locations closest to him.
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Table 1. Fuzzy Concepts

Fuzzy Concept Fuzzy Data
Property

Sub-concepts Membership Functions

Patient Age YoungPatient
OldPatient
VeryOldPatient

leftshoulder a = 40.72 b = 53.62
triangular a = 40.72 b = 53.62 c =
64.12
rightshoulder a = 53.62 b = 64.12

Blood-Sugar hasAvg-
glucose-level

LowAvgGlucoseLevel
MediumAvgGlucose-
Level
HighAvgGlucoseLevel

left-shoulder a = 76.37 b = 111.93
triangular a = 76.37 b = 111.93 c =
210.75
right-shoulder a = 111.93 b = 210.75

BodyMass-Index hasBMI LowBMI
MediumBMI
HighBMI

left-shoulder a = 17.11 b = 27.58
triangular a = 17.11 b = 27.58 c =
38.99
right-shoulder a = 27.58 b = 38.99

RestingBlo-odPressure hasRestingBP LowRestingBP
MediumRestingBP
HighRestingBP

leftshoulder a = 115.0 b = 135.46
triangular a = 115.0 b = 135.46 c =
160.96
rightshoulder a = 135.46 b = 160.96

Cholesterol hasCholesterol LowCholesterol
HighCholesterol
MediumCholestterol

leftshoulder a = 1.83 b = 211.3
rightshoulder a = 211.3 b = 297.63
triangular a = 1.83 b = 211.3 c =
297.63

HeartRate hasMaxHeart-
Rate

LowMaxHeartRate
MediumMaxHeartRate
HighMaxHeartRate

leftshoulder a = 105.19 b = 135.7
triangular a = 105.19 b = 135.7 c =
166.74
rightshoulder a = 135.7 b = 166.74

Fig. 3. Fuzzy data types
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For example, when a patient has a drop in blood pressure and feels dizzy,
his MCO object should send an alert to the nearest hospital. This alert contains
detailed information about the location of the patient, as for example “the X
patient is actually in the central park that is behind the Carrefour market and
he is sitting near the lotus tree”.

In order to model and present this fuzzy and uncertain knowledge, we suggest
diverse fuzzy relations that will be assigned between places. In the following table
we detail these relations.

Table 2. Fuzzy Location relations.

Approaches Semantic languages Domains

Before (l1, l2) place L1 is before place l2 After (l1, L2)

Behind (l1, l2) place l1 is behind the place l2 in front-of (l1, l2)

under (l) under place l up(l)

near (l1, l2) place l1 is near to l2 far-away(l1, l2)

at-right(l1, l2) place l1 is at right of place l2 at left (l1, l2)

Fuzzification of MCO Concepts. This section focuses on the fuzzification
of information about connected objects. Indeed, the uncertain concepts are the
following:

HIoT:Capability: this concept presents the capabilities of MCO and embedded
devices in terms of battery level, battery life, data throughput, etc.

These properties should be presented as fuzzy concepts.

– Battery level can be low, medium, and high. Battery life: expired (if the actual
date is higher than the life value), close to expiry (if the actual date is lower
than the life value but with a small duration (e.g. 2 days)), and still valid (if
the actual date is lower than the life value with a good duration (e.g. 20 days
or more)).

– Energy consumption can also be considered as an OMC fuzzy data property.
It is estimated by the number of measurements detected during the lifetime
of the OMC. For example, if the sum of measurements detected during the
lifetime of the object If (sum <160) then (energy-state < −Strong). If the
(sum >200) then (state-energy< − Medium). Otherwise, state energy< −
Low.

4.3 Validation of Fuzzy-HealthIoT Ontology

To validate our ontology, we propose a process as shown in the following figure.
This process consists of three main phases:
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– The first step is to collect the data from the medical objects and pre-process
them. At this stage, we use OpenRefine5 software. The main operations are:
deleting missing data, modifying the time format, dividing health data into
different levels (high, medium, low).

– The second step is the construction of a fuzzy knowledge graph. In this phase,
we plan to use the fuzzy HealthIoT ontology and the fuzzy Bayesian network.
After that, various rules will be defined for the treatment of comorbidity.

– The final step is to implement a fuzzy medical system that helps doctors and
patients obtain appropriate services using SPARQL rules (Fig. 4).

Fig. 4. Validation Process

5 Conclusion

In this article, we have proposed a solution to the challenge of data uncertainty
in the context of the Internet of Medical Things. We focus mainly on comor-
bidity management. In fact, we extend the HealthIoT ontology to represent the
complex relationship between heart disease and stroke. Through the use of the
DATIL framework, we have proposed a fuzzy extension to the ontology, allowing
the incorporation of fuzzy data types learned from real-world data. This fuzzy
ontology was implemented using the Fuzzy OWL 2 language.

In future work, we plan to implement the validation process by fuzzy medical
system that combines the HealthIoT fuzzy ontology and the fuzzy Bayesian
network for the treatment of comorbidities.

5 https://openrefine.org/.

https://openrefine.org/
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Abstract. In the realm of medical diagnostics, rapid advancements in
Artificial Intelligence (AI) have significantly yielded remarkable improve-
ments in brain tumor segmentation. Encoder-Decoder architectures, such
as U-Net, have played a transformative role by effectively extracting
meaningful representations in 3D brain tumor segmentation from Mag-
netic resonance imaging (MRI) scans. However, standard U-Net models
encounter challenges in accurately delineating tumor regions, especially
when dealing with irregular shapes and ambiguous boundaries. Addition-
ally, training robust segmentation models on high-resolution MRI data,
such as the BraTS datasets, necessitates high computational resources
and often faces challenges associated with class imbalance. This study
proposes the integration of the attention mechanism into the 3D U-
Net model, enabling the model to capture intricate details and priori-
tize informative regions during the segmentation process. Additionally, a
tumor detection algorithm based on digital image processing techniques
is utilized to address the issue of imbalanced training data and miti-
gate bias. This study aims to enhance the performance of brain tumor
segmentation, ultimately improving the reliability of diagnosis. The pro-
posed model is thoroughly evaluated and assessed on the BraTS 2020
dataset using various performance metrics to accomplish this goal. The
obtained results indicate that the model outperformed related studies,
exhibiting dice of 0.975, specificity of 0.988, and sensitivity of 0.995,
indicating the efficacy of the proposed model in improving brain tumor
segmentation, offering valuable insights for reliable diagnosis in clinical
settings.

Keywords: Brain Tumor Segmentation (BraTS) · Artificial
Intelligence (AI) · Convolutional Neural Networks (CNNs) · Attention
U-Net · 3D MRI Segmentation · Digital Image Processing

1 Introduction

A brain tumor is a collection of abnormal cells that grows in the brain or cen-
tral spine canal. These cells undergo a process called mitosis, where a single
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cell duplicates its entire contents, including chromosomes, and divides into two
identical daughter cells. Consequently, an abnormal mass, which can be either
non-cancerous (benign) or cancerous (malignant), forms. Depending on their
location and size, brain tumors can manifest a range of symptoms, such as
headaches, seizures, cognitive decline, mood alterations, and impaired move-
ment or coordination. Brain tumors can affect people of all ages, but they are
more common in older adults. According to the Global Cancer Statistics, there
are approximately 300,000 new cases of brain tumors diagnosed globally each
year [1]. Thus, early detection and treatment play a crucial role in managing
brain tumors and enhancing patients’ quality of life.

Recent advancements in AI have revolutionized the field of medical imag-
ing, particularly in the domain of brain malignancies. AI technologies have sig-
nificantly improved the segmentation, identification, and survival prediction of
tumors and other diseases [2–4]. By accurately delineating brain tumors from
medical images, AI facilitates early diagnosis, leading to better prognostic capa-
bilities and informed decision-making by medical professionals. Furthermore, AI
algorithms enable the tracking of tumor changes over time, aiding in disease
monitoring and providing real-time support during surgical interventions [4,5].
The automation of image analysis through AI not only reduces the risk of errors
but also enhances efficiency within the healthcare system. Additionally, AI has
the potential to facilitate remote consultations, reducing the need for in-person
visits and lowering associated costs. As AI continues to advance, its transfor-
mative impact on brain tumor segmentation and patient care will continue to
expand.

In the past, classical machine learning techniques were commonly employed
for segmentation tasks until the advent of deep learning techniques, such as
CNNs, revolutionized the field. CNNs, specifically, have been widely adopted
for MRI segmentation, with a focus on brain tumor segmentation. Architec-
tures like U-Net have demonstrated high performance by effectively capturing
local features and extracting meaningful representations from MRI scans [6].
While traditional U-Net models have achieved considerable success in numerous
studies, they may encounter challenges when accurately distinguishing between
tumor regions and healthy brain tissue, especially in cases where tumors have
irregular shapes or indistinct boundaries. This can lead to imprecise segmen-
tation outcomes, making it difficult to precisely locate tumors. Furthermore,
the computational requirements for brain tumor segmentation are noteworthy,
as achieving accurate segmentation heavily relies on substantial computational
power for training U-Net models on high-resolution MRI scans. Scaling up these
models to handle large datasets and effectively testing novel concepts and adjust-
ments exacerbates these challenges [7–9].

Another challenge arises from the imbalanced distribution of pixels across the
different classes, with some classes having significantly fewer samples compared
to others. This class imbalance complicates the training process as the model
tends to prioritize the majority class, leading to biased results. The limited
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representation of minority classes can result in their underestimation or misclas-
sification during the segmentation process.

The study proposes the integration of the attention mechanism into the U-
Net model to mitigate the challenges in brain tumor segmentation. By incor-
porating the attention mechanism, the model can selectively focus on relevant
regions and prioritize important features during segmentation [10], resulting in
improved differentiation between tumor regions and healthy brain tissue, even in
scenarios involving irregular tumor shapes or unclear boundaries. To address the
class imbalance, a tumor detection method based on digital image processing is
employed as a data preparation step to detect tumors in scans, which balances
the classes prior to training and reduces bias in the segmentation results.

To sum up, this study makes two key contributions. Firstly, it integrates
the attention mechanism into the U-Net model. Secondly, it employs a tumor
detection method based on digital image processing techniques to address class
imbalance and reduce bias in the segmentation results. These contributions aim
to enhance the accuracy and reliability of brain tumor segmentation, leading to
improved diagnosis and treatment planning.

2 Literature Review

Over the past few years, several approaches have been proposed for brain
tumor segmentation, ranging from traditional image-processing techniques to
deep learning-based methods. Throughout the upcoming literature review, an
overview is provided containing recent advances in brain tumor segmentation
methods and techniques, highlighting their strengths and limitations.

Starting with Montaha et al. [11], which proposed a 2D U-Net implementa-
tion for brain tumor segmentation that uses a single slice of 3D MRI to minimize
computational cost while achieving high performance. MRI intensity normaliza-
tion is employed as a pre-processing technique, converting minimum values to 0
and maximum values to 1. Rescaling is applied to the middle single slices instead
of all 155 slices, reducing computational complexity. The segmentation pipeline
uses a 2D U-Net architecture with a compact encoder for feature extraction and
a decoder for image reconstruction, incorporating skip connections to reduce
information loss and address the vanishing gradient problem. The model is sepa-
rately trained and validated on four MRI modalities and labeled segmented ROI
images. The proposed model achieved a dice score of 0.9386, accuracy of 0.9941,
and sensitivity of 0.9897 on the BraTS2020 dataset, demonstrating its potential
for clinical application.

Another recently proposed approach from Ilhan et al. [12] introduces a brain
tumor segmentation system that uses non-parametric tumor localization and
enhancement methods with a U-Net implementation. The study heavily relies
on pre-processing techniques and a U-Net architecture, and the data preparation
modules used for this study comprise 2D axial images obtained from patients’
FLAIR modalities. To determine the background and tumorous regions in brain
MRI scans, image histograms are obtained, and a non-parametric threshold value
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is calculated using the frequency of intensity values. In low-contrast MRI scans,
the standard deviation is used to enhance the distinguishability and contrast
between the background and tumorous regions, allowing easy localization of
tumors. The enhanced images are fed into the U-Net architecture for segmenta-
tion, where the contraction path (encoder) and expansion path (decoder) enable
the architecture to learn fine-grained details. The system achieved outstand-
ing segmentation performance on three benchmark datasets, with dice scores
of 0.94, 0.87, and 0.88 for BraTS2012 HGG-LGG, BraTS2019, and BraTS2020,
respectively.

Moreover, N. Cinar et al. [13] developed a novel hybrid architecture with a
pre-trained DenseNet121 and U-Net architecture to identify multiple tumor sub-
regions for the segmentation process. In terms of data preparation, MRI images
were enhanced using clipping and cropping into a (64 × 64) size whilst center-
ing the tumor in the image. The images were also divided into smaller parts
to shorten the training period. The Otsu threshold technique was also applied
as it’s tasked to differentiate between-class variance of foreground (tumor) and
background pixels, and z-score normalization was used to ensure homogeneity.
The architecture of the proposed model combines the DenseNet121 architecture,
which is pre-trained on ImageNet, and a U-Net architecture implementation.
DenseNet121 network was used as the encoder which is responsible for fea-
ture extraction, and the fully connected layer was removed and replaced with a
decoder. Skip connections were used to transmit the attributes of the input image
to the decoder layers. The segmented tumor areas are concatenated together in
order to obtain the fully segmented image. This model was validated on the
BraTS2019 dataset whilst disregarding all T1 scans due to lack of resolution.
Dice coefficient obtained for the sub-regions are as follows WT 0.959, CT 0.943
and ET 0.892.

Lastly, Raza et al. [14] proposed architecture, referred to as the Deep Residual
U-Net (dResU-Net), which is an end-to-end encoder-decoder-based model that
utilizes residual blocks with shortcut connections in the encoder part of the U-
Net model. The authors utilized image standardization and normalization on
all MRI images, resizing them to 128 × 128 × 128 dimensions and stacking
them together to form a 128 × 128 × 128 × 4 input. The proposed architecture
utilized a U-Net with residual blocks in the encoder part to extract low and high-
level features, overcoming the vanishing gradient problem whilst transferring
feature maps of each encoder level to its corresponding decoder level using the
skip connection. The bottleneck and decoder parts contain plain convolutional
blocks for predicting segmentation masks, while the expanding path recovers
the image into its original shape using the traditional up-sampling functions.
The proposed model was cross-validated on an external dataset to evaluate its
robustness, achieving a Dice Score of 0.8357, 0.8660, and 0.8004 for BraTS 2020
CT, WT, and ET, respectively.

The recent advancements in brain tumor segmentation techniques, particu-
larly in U-Net variants, have become an increasingly popular choice for brain
tumor segmentation due to their ability to effectively learn and extract features
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from medical images. The various modifications and improvements made to the
original U-Net architecture have addressed some of its limitations, such as the
vanishing gradient problem, and have resulted in improved segmentation perfor-
mance.

3 Materials and Methods

3.1 Proposed Approach

This paper presents a novel approach for brain tumor segmentation, as illus-
trated in Fig. 1. The proposed method involves several steps, starting with the
partitioning of MRI scans from the BraTS dataset into training and validation
sets. Preprocessing techniques, such as cropping, resizing, and normalization,
are applied, along with a tumor detection algorithm based on digital image pro-
cessing, which focuses on the tumor region to improve class balancing within
the training set. Subsequently, the attention U-Net model is then trained on the
preprocessed data and evaluated using performance metrics. This comprehensive
approach aims to achieve precise and efficient brain tumor segmentation.

Fig. 1. The pipeline of the proposed approach for 3D BraTS

3.2 Dataset Sources and Preparation

In the BraTS dataset, brain tumor segmentation involves classifying pixels into
distinct classes representing three non-overlapping subregions: edema, enhanc-
ing tumor, and necrotic core or non-enhancing tumor (NCR/NET). These sub-
regions have different biological properties and are crucial for tumor characteri-
zation. In this study, three commonly used regions of interest (ROIs) or classes
based on these subregions are utilized.

The first ROI of interest is the whole tumor (WT), which includes all three
subregions and provides a comprehensive representation of the tumor’s extent.
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The second ROI is the tumor core (TC), focusing on the NCR/NET and enhanc-
ing tumor subregions for characterization and treatment planning. Lastly, the
third ROI is the enhancing tumor (ET), targeting the area that shows enhance-
ment and providing important information for clinical decisions.

In this study, the BraTS2020 dataset was examined, which consists of 350
MRI scans specifically focusing on glioma brain tumors. These scans encompass
four different modalities, namely T1-weighted (T1), T1-weighted with contrast
enhancement (T1ce), T2-weighted (T2), and Fluid-Attenuated Inversion Recov-
ery (FLAIR). Brain tumors can emerge in various regions of the brain and can
vary significantly in terms of their size and shape. Additionally, the intensity of
tumor tissue can overlap with that of healthy brain tissue, presenting a signifi-
cant challenge in distinguishing between the two. For instance, in T1 MRI scans,
a bright tumor border might be visible, while the tumor area itself might be high-
lighted in T2 MRI scans. Moreover, FLAIR MRI scans assist in differentiating
edema from cerebrospinal fluid. To tackle this challenge, a fundamental app-
roach involves integrating data from multiple MRI modalities, such as T1, T1ce,
T2, and FLAIR. By combining information from these different modalities, it
becomes possible to obtain a more comprehensive and accurate representation of
the tumor and its surrounding tissues. This multi-modal approach improves the
ability to differentiate between tumor regions and healthy brain tissue, enhancing
the overall accuracy of tumor segmentation.

Algorithm 1. Tumor Detection Algorithm
1: Input: 3D MRI Scan V of size m × n × s
2: Output: Coordinates of Detected Tumor largest_coor
3: coors ← Empty list
4: for i = 1 to s do
5: Thresholding: k ← threshold(V [i],thresh)
6: Noise Removal: Dilate(k) to connect nearby objects
7: for each object in k do
8: if area of object < area_thresh then
9: Eliminate object

10: end if
11: end for
12: coors ← coordinates of square points containing large objects in k
13: end for
14: Tumor Cropping:
15: largest_area ← area of coors[0]
16: largest_coor ← coors[0]
17: for cur_coor = 1 to len(coors) do
18: if area of coors[cur_coor] > largest_area and region of coors[cur_coor]

includes region of largest_coor then
19: largest_area ← area of coors[cur_coor]
20: largest_coor ← coors[cur_coor]
21: end if
22: end for
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Training on a dataset of 250 scans, each consisting of 5 dimensions (4 modal-
ities and a mask), with each dimension having 328 × 328 × 155 pixels, would be
inefficient and impractical. To address this, preprocessing procedures are under-
taken to eliminate irrelevant areas such as the background and unaffected healthy
tissues, and enhance tumor detection. The first step involves cropping the scans
and their corresponding masks to constrain them to the brain region defined by
assigned coordinates, ensuring that subsequent analysis focuses only on the rele-
vant areas for tumor detection. Next, a tumor detection algorithm is applied, uti-
lizing multiple image processing techniques to enhance accuracy. The algorithm
begins with histogram equalization, which improves the contrast and visibility
of tumor regions by making darker and brighter regions more distinguishable,
making them more prominent and easier to detect. The algorithm, as illustrated
in Algorithm 1, employs thresholding to differentiate between tumor and non-
tumor regions based on a specific intensity threshold. Pixels with intensities
above the threshold are classified as part of the tumor region and vice versa.
However, it is important to note that fully distinguishing the tumor region can
be challenging due to healthy regions with tumor-like intensities, leading to false
positives. As shown in Fig. 2, small objects considered noise in comparison to
the large tumor object.

To address noise and refine tumor detection further, noise removal techniques
are applied. Initially, dilation is employed to connect nearby large objects to the
tumor region and create thickness in the boundary. This ensures that when
the detected tumor is cropped, the entire tumor is included within the cropped
object. Subsequently, the algorithm iterates through the objects and eliminates
those with small areas, effectively removing small false positives or noise that
may have been detected.

Fig. 2. Tumor detection results
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After applying these steps to each 2D scan in the MRI volume and obtaining
the detected tumor for each scan, the next stage involves cropping the tumor to
encompass the entire volume. This is achieved by determining the coordinates
that encapsulate the tumor throughout the entire MRI volume. The algorithm
iterates through the detected tumor coordinates obtained from each 2D scan
and identifies the largest area. By examining the coordinates of this largest
area, it can be determined whether they encompass all the other detected tumor
coordinates. This ensures that the resulting cropping includes the entire tumor
within the MRI volume, providing a comprehensive representation of the tumor
across multiple scans. Lastly, all the cropped scans are resized and normalized,
preparing them for training.

3.3 Attention U-Net

In this study, the attention U-Net architecture was utilized for segmenting brain
tumor. The attention U-Net consists of a contracting path, which includes con-
volutional and max pooling layers, followed by an expanding path with con-
volutional and up-sampling layers. What sets the attention U-Net apart from
a standard U-Net is the incorporation of an attention mechanism or attention
gate in the skip connections, as it improves the network’s ability to focus on
relevant features while disregarding irrelevant ones, thereby enhancing the accu-
racy of tumor segmentation. As illustrated in Fig. 3, the attention gate involves
two input vectors: X and G. Vector G is derived from the lower layer of the
network and has smaller dimensions but better feature representation. Vector X
undergoes a strided convolution, while vector G undergoes a 1 × 1 convolution.
These vectors are then combined through element-wise summation, resulting in
a new vector. This new vector is passed through activation and convolutional
layers to reduce its dimensions. A sigmoid layer is then applied to produce atten-
tion coefficients, which represent the importance of each element in vector X. To
restore the attention coefficients to the original dimensions, trilinear interpola-
tion is used. The attention coefficients are multiplied with the original vector X,
scaling it based on relevance. Finally, the modified vector is passed through the
skip connection for further processing.

The brain tumor training procedure of the U-Net model included the utiliza-
tion of the dice loss function given by:

Dice Loss = 1− 2 · ∑N
i=1 pi · ti

∑N
i=1 p

2
i +

∑N
i=1 t

2
i

, (1)

where pi and ti are the predicted and target values for each pixel i, and N is the
total pixels. The Adam optimizer with a learning rate of 0.0001 was used, and
a batch size of 16 was employed during training. The model underwent training
for 100 epochs, and its performance in tumor segmentation were evaluated.
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Fig. 3. The architecture of 3D U-Net model with attention gate

3.4 Performance Metrics

To evaluate the model’s performance, various metrics, including Accuracy, Dice
Coefficient, Intersection over Union (IoU), Sensitivity, and Specificity were
employed. These metrics were assessed during both the training and validation
phases using a confusion matrix that includes true positives (TP), false positives
(FP), false negatives (FN), and true negatives (TN).

The Dice Coefficient is a widely-used metric to measure pixel-level agreement
between predicted segmentation and ground truth. It is computed by subtracting
the Dice Loss from 1. Additionally, the IoU metric, also known as the Jaccard
index, quantifies the overlap between predicted and true positive regions [15]. It
is calculated as:

IoU =
TP

TP + FP + FN
(2)

Additionally, Sensitivity, also known as recall or true positive rate, measures
the proportion of actual positives correctly identified by the model. It can be
calculated using the following formula:

Sensitivity =
TP

TP + FN
(3)

Furthermore, Specificity evaluates the proportion of actual negatives correctly
identified by the model and is computed as:

Specificity =
TN

TN + FP
(4)

These performance metrics provide valuable insights into the effectiveness and
accuracy of the model in accurately capturing true positive regions.

4 Experimental Results

The training process was carried out in two rounds, each consisting of 50 epochs,
determined through empirical evaluation and prior research, ensuring sufficient
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training iterations for convergence and optimal performance. In the first round,
a batch size of 16 was used during training, allowing for potentially expediting
the convergence process. However, to ensure more precise updates to the model’s
parameters and potentially improve its performance further, a smaller batch size
of 8 was employed in the second round.

Fig. 4. Performance metrics vs. epochs for the first round

During the initial round of training with a batch size of 16, the attention
U-Net model demonstrated steady and promising improvement in performance,
as depicted in Fig. 4. The accuracy of the model started at 0.88 and consistently
increased, reaching an impressive value of 0.96 at the end of the 50 epochs.
Similarly, other evaluation metrics showed continuous progress as well. The dice
coefficient and IoU, which assess the agreement between the model’s predictions
and the ground truth segmentations, also exhibited a positive trend, achieving
values of 0.9 and 0.875, respectively, by the end of this round. Additionally, sen-
sitivity and specificity metrics, which measure the model’s ability to correctly
identify positive and negative cases, also displayed favorable trends through-
out the training process. Sensitivity increased from 0.75 to 0.9, while specificity
improved from 0.92 to 0.97.

Building upon the progress achieved in the first round, the attention U-Net
model’s performance further excelled during the second round of training with
a batch size of 8. As illustrated in Fig. 5, the model continued to demonstrate
exceptional performance across various metrics after an additional 50 epochs.
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Fig. 5. Performance metrics vs. epochs for the second round

The accuracy remained consistently high at 0.984, showcasing the model’s over-
all proficiency in segmentation tasks. The dice coefficient and IoU both reached
nearly 0.98, indicating a significant improvement over the initial scores and sug-
gesting that the model successfully captured tumor regions with higher precision
and improved overlap with the ground truth. The loss function also remained
consistently low at 0.025, signifying the model’s stability and efficiency in min-
imizing errors. Lastly, sensitivity and specificity scores remained impressively
high at 0.975 and 0.996, respectively, further affirming the model’s ability to
accurately detect tumor and non-tumor regions.

5 Discussion

By incorporating attention mechanisms, the model effectively focused on rele-
vant features while disregarding irrelevant ones, leading to improved segmenta-
tion performance. For a qualitative assessment of the model’s performance, a
further analysis was conducted by visually comparing the ground truth with the
predicted segmentation of three scans, as depicted in Fig. 6. The visualization of
the segmentation results aligns well with the results of the performance metrics
discussed earlier, providing evidence of the model’s proficiency in accurately cap-
turing true positive regions. Of particular note is the second test (second row),
which illustrates the model’s effectiveness in correctly identifying true negatives.
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Fig. 6. Segmentation results on three test scans

This aligns with the high specificity observed in the performance metrics, indi-
cating the model’s capability to correctly identify negative cases. However, it
is worth noting that in the third test (third row), there are some misclassified
pixels in the ET region. This can be attributed to the fact that it has the low-
est class distribution, making it more challenging for the model to accurately
identify and segment these regions.

The proposed model was compared to recent studies, and the results are sum-
marized in Table 1. While this study achieved slightly lower accuracy, sensitivity,
and specificity compared to Montaha et al. and Ilhan et al., it demonstrated a

Table 1. Comparison of performance metrics with recent studies

Study Accuracy Sensitivity Specificity Dice Coefficient

Montaha et al. [11] 0.994 0.989 0.997 0.939
Ilhan et al. [12] 0.994 0.836 0.998 0.880
Cinar et al. [13] N/A 0.931 0.995 0.931
Raza et al. [14] N/A 0.971 0.986 0.834
Gab Allah et al. [16] N/A 0.912 0.996 0.893
Cao et al. [17] N/A 0.870 0.996 0.852
This study 0.992 0.988 0.995 0.975
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higher Dice coefficient, indicating better overlap between predicted and ground
truth segmentations. Cinar et al. achieved high sensitivity and specificity but
did not report accuracy. Raza et al., Gab Allah et al., and Cao et al. reported
good sensitivity but did not provide accuracy or specificity values. Overall, this
study showed competitive performance in brain tumor segmentation, particu-
larly with a notable improvement in the Dice coefficient, which reflects overall
segmentation accuracy.

6 Conclusion

This study explores the integration of the attention mechanism into the 3D U-Net
model and a tumor detection algorithm based on digital image processing tech-
niques for brain tumor segmentation. By incorporating the attention mechanism,
the model effectively focuses on relevant regions and important features, cap-
turing intricate details and prioritizing informative areas during segmentation.
Additionally, the tumor detection algorithm addresses the challenge of imbal-
anced training data. The evaluation of the proposed model on the BraTS2020
dataset demonstrates its effectiveness, achieving an accuracy of 0.992 and a dice
coefficient of 0.975. These results indicate precise tumor boundary delineation
with minimal error and reliable localization of tumor regions. This study con-
tributes to brain tumor segmentation research and highlights the potential of
advanced deep-learning techniques, such as the attention mechanism, to enhance
accuracy and reliability in medical imaging. Further exploration of these tech-
niques promises significant advancements in medical diagnostics.
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Abstract. Breast cancer has become a very interesting topic due to
the massive number of deaths among women across the world. Radiolo-
gists can diagnose breast cancer faster and more accurately because of
advances in the computer-aided diagnosis (CAD) system. In this paper,
we presented a new breast cancer detection system based on the inte-
gration of self attention model in the pre-trained deep neural networks
DenseNet. First, we extracted automatic high-level features from breast
images using DenseNet extraction layers, and thereafter attention model
was applied to focus the treatment on the relevant parts of the region
of interest. The experiments were conducted on a multi-class Mammo-
graphic Image Analysis Society (MIAS) database, including three classes
of breast cancer images. We achieved the accuracy of 0.9939 when apply-
ing both transfer learning, data augmentation, and self attention mech-
anism.

Keywords: Breast cancer · DenseNet · Self Attention · Detection ·
Mammogram

1 Introduction

Cancer is a disease that affects cells and its detection at an early stage increases
the chances of recovery. In fact, breast cancer is one of the most common types
among women, and breast cancer has always shown a very high incidence and
mortality rate of about 10% of women at some point in their lives. It is the
second-largest cause of death among females after lung cancer [1]. The World
Health Organization’s International Agency for Research on Cancer (IARC)
reported an anticipated increase in the number of breast cancer cases to 1.1 mil-
lion by 2030, with the gap between developed and developing nations expected
to widen [2]. Cancer can be described as the uncontrolled proliferation of abnor-
mal cells that form masses. These tumors can be benign or malignant. Benign
tumors remain localized and grow slowly. Malignant tumors invade nearby struc-
tures and may destroy other parts of the body [3]. Therefore, mammography is
an effective imaging technique used in the detection of breast cancer. It is the
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most used imaging technique in screening programs [4]. It helps in detecting
suspicious lesions like masses and micro calcification. However, mammography
in a 2D image results in tissue overlap, which can mask the lesion, or create a
false lesion, thus producing false-positive and false-negative results. In addition,
mammography is known to be less sensitive to breast density (30–64%) com-
pared to fatty breasts (76–98%), as it has been shown that women with dense
breasts are more susceptible to breast cancer.

In the last decade, several works based artificial intelligence tools were
developed to enhance computer-assisted breast cancer (CAD) diagnosis. These
approaches have shown their ability to treat the problem of abnormal lumps
and calcification in the breast and predict their growth. They help radiologists
and oncologists diagnose breast cancer by providing a second opinion. In this
work, we propose a new system of breast cancer detection using a pre-trained
DenseNet, with the integration of attention mechanism. The combination of
these two models has demonstrated their effectiveness in improving the detec-
tion performance. In fact, attention mechanism allows to increase the weights of
the relevant features of the model and decreasing the others, to make a better
decision. Furthermore, we applied data augmentation technique to increase the
number of training images and to improve the model generalization.

The rest of this paper is organized as follows. Section 2 presents some related
works in breast cancer detection field. Section 3 illustrates the different parts
of the proposed methodology. Section 4 presents the experimental results and a
comparison with similar works. We finish this paper by a conclusion and some
prospects.

2 Related Works

In the literature, numerous approaches were proposed for breast cancer detection
based on mammography images. Samee et al. [5] proposed a breast cancer detec-
tion system based on several deep learning architectures. In fact, they extracted
automatic features from both AlexNet, VGG, and GoogleNet models. These
features are fused to make the prediction task. This system was evaluated on
INbreast database and achieved the accuracy of 98.50%. In other work, Jiang et
al. [6] integrated a new dataset of breast mammograms named Film Mammogra-
phy dataset number 3 (BCDR-F03). They applied both GoogLeNet and AlexNet
models to classify segmented tumors found on mammograms, and obtained the
accuracy of 88% and 83% for GoogleNet and AlexNet respectively. Ribli et al. [7]
used Regional based CNN(R-CNN) model to detect and classify breast lesions
using mammograms. They obtained the accuracy of 95% on INbreast dataset.
Alruwaili et al. [8] used ResNet50 model to distinguish between malignant and
benign breast cancer. Data augmentation technique was applied to increase the
number of training images and prevent the model from over-fitting. The proposed
model was assessed on MIAS dataset and achieved the accuracy of 89.5%. Kaur
et al. [9] proposed an hybrid model where both deep learning neural networks
(DNN) and Support Vector Machines (SVM) were used. SVM was implemented
after the DNN classification part instead of regular dense layers. The results
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showed that SVM allows improving the recognition rate from 70% to 96.9% on
multiclass MIAS dataset. Mohapatra et al. [10] evaluated several pre-trained
deep learning models such as AlexNet, VGG16, and ResNet50 on mammogram
images. Due to the limited number of training images, they applied data augmen-
tation to address the problem of over-fitting. The experiments were done on Mini-
DDSM dataset and reached the accuracy of 65% when using ResNet50. Muduli et
al. [11] proposed a deep convolution neural network (CNN) model for breast can-
cer classification using mammograms and ultrasound images. This model facili-
tates the extraction of prominent features from the images with only few tune
parameters. They applied data augmentation to increase the number of train-
ing images and prevent the model from over-fitting. The proposed model was
evaluated on MIAS and INbreast datasets, and achieved the accuracy of 90.68%
and 91.28% respectively. Rouhi et al. [12] proposed a new model of primary
breast cancer detection using region growing method. Their model is based on
the hybridization of cellular neural network with genetic algorithm, and achieved
the accuracy of 96.47% and 95.13% on MIAS and DDSM databases respectively.
In [13], transfer learning technique was applied with the pre-trained deep neu-
ral networks Inception V3, ResNet50, VGG16, and Inception-ResNet. The best
result was obtained using VGG16 model which achieved the accuracy of 98.96%
on MIAS database. Punithavathi et al. [14] proposed an hybrid model based
on SVM and KNN classifiers. They introduced multiple categories of images to
the SVM, and the final decision was done by KNN algorithm. This model pro-
duces higher diagnostic accuracy on MIAS dataset and achieved the accuracy
of 99.34%. Pillai et al. [15] evaluated several pre-trained deep learning models
such as EfficientNet, AlexNet, VGG16, and GoogleNet on MIAS database. They
applied data augmentation to increase the number of training images and prevent
the model from over-fitting. The best performance was obtained with VGG16
model and achieved the average accuracy of 75.46%. Chougrad et al. [16] applied
fine-tuned Inception-v3 model on MIAS database to classify breast lesions and
obtained the accuracy of 98.23%. Selvathi et al. [17] proposed a new system for
breast cancer detection. Their approach consists of using a stack autoencoder
architectures with softmax classifier. Moreover, they applied some processing on
MIAS database images to remove noise, background, and pectoral muscle, and
obtained the accuracy of 98.5%.

3 Proposed Methodology

In this section, we present our system for multi-class breast cancer detection
based on mammogram images. The proposed methodology employs the pre-
trained DenseNet121 model truncated at the feature extraction part, followed
by an attention model to give more importance to relevant features of the Region
of Interest (ROI). Thereafter, convolutions and attention modules are combined
to fuse both the high-level information and the interesting semantic information.
The obtained features are fed into a Global Average Pooling (GAP) to reduce
the feature maps dimensions and preserve pertinent features for the classification
part.
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3.1 DenseNet121 Architecture

Dense Convolution Network (DenseNet) is a modern CNN architecture designed
for visual object recognition with only few parameters [18]. It achieved the state-
of-the-art results on several image classification datasets, such as CIFAR-10,
SVHN and ImageNet [19]. The basic structure of the network mainly includes
two-component modules: Dense and Transition blocks (Fig. 1). In DenseNet-
121, there are a total of 4 dense blocks and 3 transition blocks. Each layer in
the Dense Block is connected to all subsequent layers in a densely manner [20].
Moreover, each dense block is composed of a stack of two convolution layers
with a kernel size of (1× 1) and (3× 3) respectively. In each transition block,
(1× 1) convolution and (2× 2) max pooling operations are done. Table 1 shows
the overall architecture of DenseNet121 model. We notice that DenseNet121
alternates dense and transition blocks. At each pass, the convolution layers of
the dense block are reproduced 6, 12, 24, and 16 times respectively.

Fig. 1. DenseNet121 model concept [21]

Table 1. DenseNet121 structure

DenseNet121 parts Layers Parameters

Input – (224 × 224 × 3)

Extraction convolution kernel size = (7 × 7)

Max Pooling pool size = (2 × 2)

Dense Block (×4) convolution kernel size = (1 × 1)

convolution kernel size = (3 × 3)

Transition Block (×3) convolution kernel size = (1 × 1)

Average pooling pool size = (2 × 2)

Classification Global Average Pooling pool size = (7 × 7)

3.2 Self Attention Model

After the global average pooling layer, we implemented a Multi-Head Self Atten-
tion (MHSA) model to improve the model effectiveness (Fig. 2). In fact, MHSA
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Fig. 2. Attention model architecture

is a mechanism used to provide an additional focus on a specific component in
the data. It enables the network to concentrate on a few aspects at a time and
ignore the rest [22]. MHSA consists of several attention layers running in paral-
lel, instead of performing one single attention function. In particular, the input
consists of queries and keys of dimension dk (Q and K respectively), and values
of dimension dv (V). The output of the attention model is done by computing
the scaled dot product of the queries with all keys and applying a SoftMax func-
tion to obtain the weights on the values V (Eq. 1). The attention mechanism is
linearly projected h times with different learned weights (WQ, WK , WV ). These
different representation sub spaces are concatenated into one single attention
head to form the final output result (Eq. 2). We applied a particular version of
attention model called self-attention, in which query, key and value inputs are
the same. The calculation process follows these steps: First, we made the dot
product (MatMul) of query and keys tensors and scale the obtained scores. Next,
we apply a SoftMax function on these scores to obtain attention probabilities.
Finally, we take a linear combination of these distributions with the value input
tensors and concatenate them into one channel.

Attention(Q,K, V ) = Softmax

(
Q × KT

√
dk

)
× V (1)

{
MHA (Q, K, V) = concat(head1, ...,headh)

headi=1..h = Attention(QWQ,KWk, V WV )
(2)
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The proposed methodology consists of making the dot product of
DenseNet121 and Self Attention models outputs. Thereafter, we applied Global
Average Pooling on both attention model output and the resulting dot product
tensors. The classification part is composed of two dense layers with dropout
function to prevent the model from over-fitting. Figure 3 illustrates the different
parts of the proposed breast cancer detection system.

Fig. 3. Proposed methodology architecture
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4 Experimentation and Results

4.1 Database Description

The proposed methodology was evaluated on MIAS multi-class database con-
taining images of normal, benign, and malign breast cancer [23]. This database
consists of 322 mammogram images of size (1024×1024) pixels and stored accord-
ing to Portable Gray Map (PGM) format. These images belong to three types:
glandular dense, fatty, and fatty glandular. Each type is divided into three cat-
egories: normal, benign, and malignant. The dataset also contains radiologists’
actual estimations of the location of abnormalities (benign, malignant), with an
approximate determination of the radius surrounding the center of the anomaly.
In this work, we use all the images in the dataset, which consists of 207 nor-
mal images, 64 benign images, and 51 malignant images. Figure 4 shows three
images from MIAS database representing three categories (Normal, Benign, and
Malign).

Fig. 4. MIAS database samples. (a) Normal (b) Benign (c) Malign

4.2 Data Augmentation

Since MIAS dataset contains only 322 images, the proposed model may not
be generalized. For this purpose, we applied data augmentation operation to
increase the number of training samples in each class and prevent the model
from overfitting. In this work, data augmentation is mainly based on geometric
transformations including rotation, flipping, and shifting. Thus, we obtained a
new database of 1836 breast cancer images evenly distributed over the three
classes (612 images per class). Figure 5 shows an example of data augmentation
where vertical and horizontal flip were applied on the original image.
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Fig. 5. Data augmentation samples. (a) original (b) horizontal flip (c) vertical flip

4.3 Experimental Setup

During the experiments, the training database was divided into batches of size 32,
with shuffling option to make different min-batch samples in each epoch. More-
over, in each iteration categorical cross entropy method was used to compute the
loss between desired and calculated outputs. The model was trained using Adam
(Adaptive Moment Estimation) optimizer with an initial learning rate of 0, 001.
This value can be reduced by a factor of 0.5 once learning stagnates. Moreover,
the early stopping approach is applied as a regularization method. It consists of
stopping the training process early before it has over-fit the training database. In
the multi-head self attention model, we employed 8 parallel attention layers or
heads. For each of these, we used 64 units in the linear projector of both query,
key, and value matrices (Table 2).

Table 2. Hyperparameters setting

Hyper parameter Value

learning rate (lr) 0.001

lr decrease rate 0.5

optimizer Adam

batch size 32

epochs 100

loss function cross entropy

4.4 Evaluation Metrics

To illustrate the performance of the proposed model, the confusion matrix and
other metrics were calculated like Accuracy, Recall, Precision, and F1-score (Eq.
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3–6). They are all based on the calculation of True positive (TP), False positive
(FP), False negative (FN) and True negative (TN) values. TP denotes images
predicted with breast cancer when they were. TN relates to normal images pre-
dicted as healthy. FP concerns normal images which are predicted as breast
cancer, and FN refers to images predicted as normal, but they were not.

Accuracy =
TP + TN

TP + TN + FP + FN
(3)

Recall =
TP

TP + FN
(4)

Precision =
TP

TP + FP
(5)

F1-score = 2 × Precision × Recall

Precision + Recall
(6)

4.5 Experimental Results

In the experiments, the images shape was fixed to (256 × 256 × 3). Moreover,
several models were studied with different values of splitting and optimizers.
All of these models have been used with pretrained weights. First, we evaluated
the model’s performance without the use of self attention mechanism. The best
result was obtained with DenseNet-121 (Table 3). When applying multi-head
self attention mechanism, the DenseNet-121 accuracy was improved by 6%, and
we reached the accuracy of 0.9939 for 90% of database split. On the other hand,
several other metrics were evaluated such recall, precision, and AUC (Table 4).
In all of these metrics, the best results have been obtained using DenseNet-121
model with Adam optimizer. Figures 6 and 7 represent the confusion matrices
related to the classification report for different split ratios. We notice that the
model performances was improved when using multi-head self attention mech-
anism. Moreoever, the proposed model allows a good discrimination between
benign and malign image samples, but it confuses between normal and benign
classes (Table 5).

Table 3. Models accuracies without and with attention

Model Accuracy (split ratio 90:10)

without Attention with Attention

VGG-16 0.8712 0.9387

MobileNet 0.9027 0.9675

Xception 0.9029 0.9600

InceptionResNetv2 0.9363 0.9714

DenseNet-121 0.9405 0.9939
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Table 4. DenseNet model performance with different split ratio

Without Attention With Attention

Split ratio (Train:Test) (70:30) (80:20) (90:10) (70:30) (80:20) (90:10)

Accuracy 0.6363 0.8727 0.9405 0.7490 0.9264 0.9939

Recall 0.6363 0.8545 0.9297 0.7436 0.9202 0.9939

Precision 0.6375 0.8935 0.9398 0.7490 0.9259 0.9939

F1-score 0.6368 0.8735 0.9347 0.7462 0.9230 0.9939

AUC 0.7807 0.9539 0.9749 0.8964 0.9882 0.9978

Table 5. Performance results with optimizers

Optimizer Accuracy Recall Precision F1-score AUC

Rmsprop 0.9693 0.9632 0.9691 0.9661 0.9983

Adam 0.9939 0.9939 0.9939 0.9939 0.9978

SGD 0.9387 0.9773 0.9597 0.9166 0.9857

Fig. 6. Confusion matrices without self attention. (a) split ratio (70:30) (b) split ratio
(80:20) (c) split ratio (90:10)

Fig. 7. Confusion matrices with self attention. (a) split ratio (70:30) (b) split ratio
(80:20) (c) split ratio (90:10)



Breast Cancer Detection Based DenseNet with AM in Mammogram Images 269

4.6 Comparative Study and Discussion

Table 6 summarizes several works evaluated on multi-class MIAS dataset. When
applying the split ratio of 90% and multi-head self attention mechanism, the pro-
posed model achieves the state-of-the-art performances on MIAS dataset, and
outperforms the models based on ADL-BCD and ResNet50. However, in the case
of split ratio of 80%, the proposed approach is better than DenseNet-201 model,
and it is slightly less efficient than VGG16 and OMLTS-DLCN approaches. Fur-
thermore, the proposed work is the only one to combine multi-head self attention
mechanism with the pre-trained deep neural networks DenseNet-121. This com-
bination has led to significant improvement in the classification rates. In fact,
the attention model was frequently applied to sequential data. In this work, we
turned it to image classification task to associate high attention weights to the
parts of images with relevant features.

Table 6. Results comparison on MIAS database

Authors Model Split ratio Accuracy

Alruwaili et al. [8] ResNet50 90 89.5

Saber et al. [13] VGG16 80 98.96

Zeng et al. [24] DenseNet-201 80 92.73

Kvitha et al. [25] OMLTS-DLCN 80 98.50

Maqsood et al. [26] TTCNN 60 96.57

Gutierrez et al. [27] ADL-BCD 90 96.07

Jebarani et al. [28] GMM + K-means 70 95.5

Proposed work DenseNet121 + Attention 70 74.90

80 92.64

90 99.39

5 Conclusion

In this paper, we proposed a deep architecture for breast cancer classification
based on mammographic images to help medical doctors in breast cancer detec-
tion and diagnosis. The approach provides the breast image classification into
normal, benign, and malignant. The virtue of our method is to combine pre-
trained deep convolution neural networks DenseNet121 with a self-attention
model. Moreover, data augmentation was applied to increase the number of
images and prevent the model from overfitting. During the experiments, sev-
eral hyper-parameters were tuned such as optimizer and learning rate to boost
the diagnostic efficiency. The proposed methodology achieved the accuracy of
92.64% and 99.39% for a split ratio of 80% and 90% respectively. Finally, it
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can be concluded that by integrating the CNN using learning transfer with the
attention mechanism, a clear improvement was achieved compared with other
existing approaches. The results presented in this study open new windows for
the use of self-attention-based architectures with vision transformer technology
for breast cancer classification to obtain high-performance CAD schemes with
better results.
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Abstract. In the context of the ongoing COVID-19 pandemic, the
need for robust health monitoring systems has become increasingly evi-
dent, especially for at-risk patients. The latter refers to individuals who
are more susceptible to severe illness or complications if infected with
COVID-19 due to underlying health conditions, age, or other factors. To
address this need, the proposed research aims to develop an intelligent
health monitoring system called AI-LMS (AI-based Long-term Moni-
toring System) that focuses on patients in pandemics. The system will
utilize IoMT (Internet of Medical Things) sensors, Machine Learning
algorithms, and Mobile Cloud Computing to enable real-time identifi-
cation and monitoring of at-risk patients. The suggested approach can
be simply adaptable for use in various pandemic circumstances. Using
COVID-19 as a case study, AI-LMS underscores the significance of robust
health monitoring systems in pandemic conditions. It is separated into
two phases: the first collects and processes health data using a multi-
layer classifier to identify at-risk patients, whereas the second one is cen-
tered on monitoring at-risk patients with the help of IoMT sensors that
provide data to a machine learning model. The model alerts healthcare
professionals to any concerning trends. By making slight modifications,
this research aims to design efficient health monitoring systems for pan-
demic situations, ultimately leading to improved patient outcomes and
alleviating the burden on healthcare systems.

Keywords: Healthcare · COVID-19 pandemic · At-risk patients ·
telehealth · Artificial Intelligence · Machine Learning · IoMT ·
Monitoring

1 Introduction

The COVID-19 pandemic has caused a global disaster, prompting new innova-
tions in accounting and viral response. The virus was formally designated by
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the WHO on February 11, 2020, and on February 13, 2020, China reported a
rise of approximately 15,000 new cases and 242 deaths in a single day in Hubei
province. China’s government has enacted wartime control measures, putting
cities under lockdown and affecting an estimated 760 million people. Meanwhile,
concerns have been raised about measures such as isolation and mass round-ups,
as well as the quarantining of people in makeshift medical facilities for unspeci-
fied periods of time [10].

Currently, many countries have successfully integrated telemedicine and
advanced technologies into various healthcare procedures such as diagnosis, dis-
ease prevention, treatment, and health research. The benefits of using these tech-
nologies in epidemics or pandemics, including the current COVID-19 outbreak,
include assisting individuals with chronic conditions requiring medical treatment
and follow-up while reducing their exposure to hospital facilities [1]. For instance,
in the COVID-19 context, several nations and healthcare organizations have
adopted technologies to manage this pandemic. Among them, we find Internet
of Medical Things (IoMT) technology that has enormous promise in the health-
care business, particularly during a pandemic. Its devices can be used to monitor
patients’ health in real time, gathering data on vital signs, medication adherence,
and illness management. They may also be used to increase hospital efficiency by
tracking the position of equipment and decreasing patient wait times. Moreover,
IoT devices can help with remote consultations and telemedicine by allowing
clinicians to monitor patients from a distance, lowering the risk of infection
exposure [19].

Moreover, Mobile Cloud Computing (MCC) represents a new technology that
overcomes mobile devices’ constraints in processing large amounts of data by
offering multi-platform compatibility and dynamic provisioning. MCC might be
used in a variety of fields, including education, medical science, biometry, foren-
sics, and cars. It can also assist in overcoming the obstacles encountered during
the COVID-19 pandemic by providing, on one hand, proper reach and deliv-
ery of important services using gamification, Cloud rendering, and collaborative
methods, and, on the other hand, addressing security, authentication, privacy,
and trust issues for the safe deployment of MCC [20].

In addition, telehealth and Artificial Intelligence (AI) are useful during a pan-
demic. Indeed, telehealth provides benefits such as enhanced healthcare access
and reduced disease exposure, whereas AI represents a critical technology in the
fourth industrial revolution that can assist in addressing global health issues and
increasing pandemic preparedness. In COVID-19, for instance, AI is employed in
identification and monitoring, as well as in fields like protein structure prediction
and digital health. However, similar to MCC, privacy and security are critical
issues that governments and policymakers must address to ensure the safe use
of AI and telehealth [5].

This research work focuses on developing an intelligent health monitoring
system that combines IoMT sensors, machine learning algorithms, and mobile
cloud computing to monitor at-risk patients in real-time during pandemics. At-
risk patients refer to individuals who are more susceptible to developing severe
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complications or have a higher mortality rate from a particular disease. This
group includes elderly individuals, people with chronic diseases, pregnant women,
and children who require more attention and monitoring than healthy individu-
als. AI-LMS is unique in two ways: it concentrates on at-risk patients and pro-
poses long-term monitoring required for such groups of patients. Moreover, the
case study of COVID-19 highlights the importance of investigating long-term
intelligent systems for at-risk patients in the healthcare sector. The proposed
approach aims to improve patient outcomes and reduce the burden on health-
care systems by providing personalized monitoring and care for at-risk patients.

The remainder of this paper is written as follows. It reveals in the ’related
work’ section some recent studies proposing smart health monitoring systems in
the context of the COVID-19 pandemic. Concerning the ’used concepts’ section,
it describes the essential concepts chosen in our study’s strategy. The ’Proposed
system’ section describes the system and reveals its different components in
depth. Finally, the conclusion section summarizes the findings and emphasizes
the importance of our proposed study.

2 Related Work

In this section, we provide a concise overview of recent COVID-19 monitoring
studies conducted from 2020 to 2023, using COVID-19 as a pertinent example
for a broader understanding of pandemic monitoring.

To provide a comprehensive overview, we categorize these works into two
groups: one focused solely on monitoring COVID-19 patients, and the other on
both the identification and monitoring of COVID-19 patients.

2.1 Approaches for Monitoring COVID-19 Patients

Starting with the first part, we find several studies that have proposed different
approaches to monitor COVID-19 cases.

Jeyaraj et al. [16] developed the Smart-Monitor system, an IoT-based auto-
mated physiological monitoring system employing AI, particularly a Deep Con-
volutional Neural Network (DCNN), for real-time signal prediction and visual-
ization. This system is structured into four units: Monitoring, Processing, Visu-
alization & Storage, and Learning, delivering an impressive real-time accuracy
of 97.5% within just 65 s of computational time, enabling remote patient moni-
toring.

The study in [3] developed an IoT-based health monitoring system tracking
vital signs (blood pressure, heart rate, oxygen, and temperature). It’s especially
useful in rural areas, allowing local clinics to connect with city hospitals for health
status monitoring. IoT alerts providers for abnormal readings, with accuracy
similar to commercial devices. It enables real-time data collection for physicians.

In [7], a COVID-19 monitoring system was introduced. It remotely assesses
a patient’s health using IoT sensors, Cloud, and Web layers. The system uses
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the Meta-Heuristics optimized Convolute Neural Network (MHCNN) to cate-
gorize health states, gathering data like temperature, heart rate, oxygen levels,
and auditory signals for cough detection. It achieves 98.76% accuracy with low
deviation, employing additional statistical features and advanced neural network
techniques.

These studies highlight the significant impact of integrating IoT, Cloud, and
AI in healthcare research, but they often overlook disease detection.

2.2 Approaches for Identifying and Monitoring COVID-19 Patients

We shall now turn our attention to the second category, which comprises works
focusing on monitoring and also detecting issues.

In [14], the authors introduced a real-time framework using eight ML models
to identify COVID-19 cases. They used IoT for data collection, monitoring, and
treatment analysis, achieving over 90% accuracy in most models, except for
Decision Stump, OneR, and ZeroR. This framework is suitable for healthcare
professionals.

In [12], the authors introduced an intelligent healthcare system merging IoT
and Cloud tech. It offers real-time patient monitoring, cost-effective healthcare,
aids in COVID-19 screening, and provides second opinions. IoT sensors capture
CT scan images, sent to the Cloud for processing using ResNet50 DL classifica-
tion. The system achieved 98.6% accuracy, 97.3% sensitivity, 98.2% specificity,
and a 97.87% F1-score using benchmark datasets containing 6,000 CT images.

In [4], authors presented a real-time COVID-19 monitoring framework. It
comprises three layers: wearable sensors and a mobile app for patient monitoring,
a fog network to handle Cloud storage and data transmission, and a ResNet-50
DL model for COVID-19 identification via X-ray scans. The model, trained on
750 images, achieved 97.95% accuracy and 98.85% specificity.

2.3 Discussion

The mentioned studies focused on general COVID-19 patient management,
neglecting the specific needs of at-risk individuals like the elderly, those with
chronic illnesses, pregnant women, and children. Moreover, they emphasized
short-term monitoring, while our innovative approach addresses these gaps. We
use AI and cloud computing for long-term monitoring of at-risk patients during
pandemics (refer to Table 1).

3 Used Concepts

In this section we introduce some important concepts that will be used in our
approach.
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3.1 AI Methods

Before introducing proposed AI methods in healthcare domain, we estimate
essential to briefly reveal AI methods in general.

– Artificial Intelligence: AI research focuses on creating machines that simu-
late human thinking, including learning, reasoning, and self-correction. While
the AI community works on developing intelligent computer programs, this
remains a challenging endeavor. AI systems fall into categories like mimicking
human thought, enhancing machine intelligence, extending human abilities
with computers, and refining programming techniques for efficiency [9].

– Machine Learning : ML is a branch of AI enabling computers to learn and
enhance their performance in specific tasks. It utilizes algorithms that learn
from extensive data, uncover hidden patterns, and don’t require explicit pro-
gramming. ML finds applications in object detection, natural language trans-
lation, fraud detection, and speech/image recognition. It encompasses super-
vised, unsupervised, and reinforcement learning, with Artificial Neural Net-
works (ANNs) being the most versatile and widely used. ANNs, inspired by
biological information processing, consist of connected units called Artificial
Neurons adaptable to various ML tasks. Deep Neural Networks (DNNs), a
type of ANN, enable automatic discovery of representations from raw data,
known as Deep Learning (DL). However, advanced ML algorithms are often
considered “black boxes”, making their decision-making process less transpar-
ent unless explained otherwise [8,13].

– Deep Learning : DL, a subset of ML, employs Artificial Neural Networks
(ANNs) with multiple layers to analyze and learn from data. These networks
extract and transform features, adjusting weights and biases to minimize
prediction errors. DL excels in image/speech recognition, natural language
processing, and bioinformatics, often outperforming other ML methods. It’s
a key part of ML, emphasizing data representation learning [13].

In healthcare, AI has three key applications: living assistance, information pro-
cessing, and disease diagnostics/prediction. In [18], the authors use NNs and data
mining for living assistance, ML and natural language processing for information
processing, and ML techniques for disease diagnostics/prediction.

In this paper, we employ AI to boost patient outcomes, enhance accuracy in
diagnoses, personalize treatments, and facilitate drug discovery. AI aids decision-
making, streamlines administration, lowers costs, and enhances the patient expe-
rience.

3.2 Mobile Cloud Computing

It is important to briefly define Cloud Computing and Mobile Computing before
providing a definition of MCC since this latter combines them.

– Cloud computing : According to [11], it is a model that allows users to access
and utilize a variety of computing resources over the internet, with rapid
provisioning and management by the service provider.
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– Mobile Computing : As mentioned in [21], it’s a wireless technology enabling
data, voice, and video transmission via wireless devices, eliminating the need
for fixed physical connections. Users can access information and communicate
from anywhere, anytime, without location or time constraints.

Hence, MCC combines Mobile and Cloud Computing, relocating data processing
and storage to centralized Cloud platforms accessible via wireless connections.
It upholds Quality of Service (QoS) via ongoing monitoring until connection
termination [2].

In our work, MCC facilitates remote data access, healthcare professional col-
laboration, on-the-go decision-making, real-time monitoring, and telemedicine.

3.3 Internet of Medical Things

To begin discussing IoMT, it’s necessary to provide a brief explanation of IoT.

– Internet of Things: IoT equips everyday objects, even non-electronic ones
like food and clothing, with internet-based sensing, location, and control. It
fosters universal connectivity, offering interconnectivity, diverse services, and
immense scale per [15].

– Internet of Medical Things: IoMT merges medical devices with IoT, enabling
healthcare professionals to monitor and manage them over the internet. This
results in faster, cost-effective healthcare and is seen as the future of health-
care systems [17].

Our approach improves healthcare through remote monitoring, predictive ana-
lytics, and precise data collection for better diagnoses and personalized treat-
ments, ultimately aiming to enhance patient outcomes, which is the core objec-
tive of our paper.

4 AI-LMS System

We recall that our main objective is to propose an intelligent system that aims
to help doctors in the identification of at-risk patients, monitor their health
status and intervene before their condition worsens, with the goal of leading to
earlier interventions and improved patient outcomes. Let us notice that while
it is currently being developed with the example of COVID patients in mind,
the proposed work is designed to be adaptable to eventual future pandemics or
healthcare emergencies.

In short, AI-LMS focuses to provide a flexible and proactive approach to
patient care (see Fig. 1).

4.1 Departure Points

In AI-LMS, we assume the following three (3) main actors:
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Fig. 1. Global architecture

1. IoMT: This first part is dedicated to helping doctors in monitoring at-risk
patients by accessing their own medical information. It uses IoMT technology
to achieve this objective. By this way, patients become actors in our intelligent
system since they are able to receive/send alerts and notifications, thanks to
IoMT. For instance, if a patient wears a smartwatch to monitor abnormal
cardiac activity, then the sensors send the collected data to MCC where AI
algorithms can detect any irregularities in the heart rate and rhythm. Once
detected, the wearer or a healthcare provider can be alerted, leading to earlier
intervention and potentially improving patient outcomes.

2. MCC: MCC provides storage and computation offloading to execute codes
remotely for mobile devices. It serves as a centralized system with the role of
providing a collection of AI models (see Subsect. 3.1) for processing and ana-
lyzing data, as well as generating notifications and alerts. Concerning Cloud
infrastructure, it consists of many heterogeneous resources called servers. Let
us notice that the MCC part must address data security and management
concerns to ensure the privacy and confidentiality of patient data and protect
against unauthorized access or data breaches.

3. Doctors: They are active actors and have the main role of monitoring one or
more patients through efficient access to the patient’s medical information.
This allows for personalized care and early intervention when necessary. The
system can also assist doctors in their patient care by providing notifications
and alerts from the server. This helps doctors to respond proactively to any
concerns. Consequently, the proposed AI-powered patient monitoring system
can track a patient’s vital signs, medication schedule, and medical history
to provide personalized care and early intervention when necessary. It can
alert doctors in real-time of any changes in the patient’s condition and pro-
vide automated notifications and alerts from the server to enable proactive
response to concerns.
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The above actors work together through two sub-processes forming our main
healthcare process, which is detailed in the next sub-section.

4.2 Proposed Healthcare Process

Our smart solution is a process that aims to assist users (patients/doctors) in
the identification and monitoring sub-processes described below. Figure 2 gives
more details to highlight the system’s operation.

Fig. 2. Proposed AI-based Long-term Monitoring System

Identification Sub-process. In this subsection, we reveal the identification
part of our smart system.

– Input:
1. Patient health data: It refers patient’s health records and may include

data on vital signs, medical history, laboratory results, and medications.
2. Electronic Medical Records (EMRs): EMRs are applications used by

healthcare practitioners to document and manage patient medical records
within a care delivery organization [6].

– Output:
1. Identification of health state: It refers the detection whether the patient

in question is a at-risk patient or not.
2. Personalized treatment plan: It refers the creation of personalized treat-

ment plans for patients by considering their specific needs and circum-
stances.
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– At-risk patient identification sub-process: The system’s prime objec-
tive is to detect persons in risk (See the pink part of Fig. 2: Identification
sub-process). Upon a patient’s arrival, the doctor conducts clinical and bio-
logical exams. Consequently, the data of this exams is transferred and stored
in MCC (1). Then, a multi layer classifier model, leveraging transfer learning
techniques, analyses this data to detect whether the patient is at-risk or not
(2). The chosen model uses the collected data as input and returns a clas-
sification result and the personalized treatment plan as an output(3). Once
identified as at risk, the patient becomes part of the system, enabling doctors
to monitor and act upon their conditions proactively (4). Let us notice that
MCC component provides real-time access to patient data, facilitating effi-
cient and personalized care. The whole identification sub-process is formalized
in Algorithm1.

Algorithm 1. At-risk patient Identification algorithm
Require: Patient health data and EMRs
Ensure: Identification of health state and treatment plan
1: Apply an ML model to analyse the collected data and identify any potential health

risks or abnormalities.
2: Apply an ML model to evaluate the patient’s risk level based on the analysed data.
3: if patient is identified as at-risk patient then
4: Generate alerts or notifications for the doctor.
5: end if
6: Suggest a personalized treatment plan.
7: Store patient data securely and confidentially.

Monitoring Sub-process. In this subsection, we reveal the monitoring part
of our smart system.

– Input:
1. Patient health data: the same data given above.
2. Extracted data from real-time monitoring sensors: It refers data collected

from various sources, including IoMT devices, monitoring sensors such
as wearables or other connected devices, as well as Electronic Health
Record (EHR is a subset of the EMR that is owned by the patient and
spans episodes of care across multiple care delivery organizations within
a community or region [6]).

– Output:
1. Alerts and notifications: They include generated alerts or notifications

sent to both doctors and patients in order to inform them of any abnormal
event or change in the patient’s health status.

2. Predictive Analytics and Recommendations: They form the analysis of
patient data and the provided predictions on future health outcomes or
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potential health risks. Additionally, they include generated recommenda-
tions or insights for healthcare providers based on the patient’s health
data, such as suggested treatments or interventions.

3. Dashboards and reports: Referring provided dashboards or reports that
summarize the patient’s health status over time, including trends and
patterns in their health data.

– At-risk patient monitoring sub-process: Once the system identifies at-
risk patients, it moves on to the monitoring and support stage following (see
the yellow part of the Fig. 2: monitoring sub-process). Through IoMT con-
nected devices, vital sign data is collected regularly, and sent to the MCC (1’)
for storage and processing (2’). If any abnormalities are detected during data
analysis (3’), then the system sends alerts to both the patient and doctor
(4’). The patient is advised to contact a doctor immediately or given instruc-
tions on how to react, while the doctor receives an alert about the patient’s
emergency.
Furthermore, the system generates predictive analytics and recommendations,
as well as dashboards and reports to help doctors and patients monitor and
manage the patient’s health. The system also assists in decision-making by
proposing a suitable action plan based on a ML model that uses data col-
lected by IoMT as inputs and provides the doctor with a proposed course
of action as an output. By doing this, the system allows doctors to respond
proactively to any concerns, provide personalized care, and early intervention
when necessary, which can significantly improve patient outcomes.

Algorithm 2. At-risk patient monitoring algorithm
Require: Patient health data and EHRs
Ensure: Alerts and notifications, Predictive Analytics and Recommendations, Dash-

boards and reports
1: while patient data available do
2: Collect patient data from IoMT devices
3: Pre-process data (e.g. noise removal, normalization)
4: Extract features
5: Predict patient risk using AI model (e.g. decision trees, SVM)
6: if patient risk is high then
7: Alert the doctor and the patient.
8: else
9: Continue monitoring patient

10: end if
11: end while

Models Description. To provide a more detailed description of the AI-LMS
system, we need to provide information about the models used in each sub-
process (see Fig. 3).
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Fig. 3. Identification and monitoring models

1. Classifier model : It is used by the identification sub-process (1). Classifier
models utilize patient health data and EMRs to classify or identify at-risk
patients by analyzing various features such as vital signs, lab results, medical
history, demographics, and socio-economic factors. Supervised learning algo-
rithms such as logistic regression, decision trees, or support vector machines
are trained on a labeled dataset of both at-risk and non-at-risk patients to
identify a decision boundary that separates these two categories in the fea-
ture space. Moreover, the classifier model can not only identify at-risk patients
but also defines their level of risk by considering factors such as age, gender,
medical history, and current symptoms.

2. Decision support model : It is also used by the identification sub-process (2).
It aims to generate alerts and treatment plans for at-risk patients and can
also use ML algorithms to provide personalized recommendations based on
the patient’s medical history, current symptoms, and other relevant data. For
example, a ML model can analyze data from thousands of patients to identify
which treatments are most effective for patients with similar medical histories
and symptoms. This information can then be used to generate personalized
treatment plans for new patients with similar conditions. The model can also
be updated over time as new patient data becomes available, allowing it to
continually improve its accuracy and effectiveness.

3. Decision support model : It is used in the monitoring sub-process (3). Our
proposed system utilizes IoMT sensors to continuously collect patient data,
which is then fed into a deep learning model. This model uses advanced
algorithms to identify patterns and trends in the patient’s vital signs and
other health metrics. If the model detects any concerning deviations from
normal ranges, it sends alerts and notifications to the healthcare providers in
real-time. These alerts can be used to initiate timely interventions to prevent
adverse outcomes and improve patient outcomes. Furthermore, the model
can provide ongoing feedback to healthcare providers, allowing for continuous
refinement of treatment plans based on the patient’s individual response to
therapy. By leveraging the power of ML models for real-time monitoring of
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at-risk patients, our proposed system can enhance the quality of care provided
to patients and reduce the burden on healthcare systems.

Overall, the AI-LMS system combines various ML and decision support models
to provide personalized and proactive healthcare services to patients. By identi-
fying at-risk patients early and continuously monitoring their health status, the
system can help healthcare providers intervene and provide timely interventions
to improve patient outcomes.

5 Conclusion

The COVID-19 pandemic exposed weaknesses in healthcare systems worldwide,
leading to a focus on intelligent healthcare systems to aid doctors in monitor-
ing and potentially identifying at-risk patients. However, no existing work has
addressed this specific concern. This paper introduces an approach combining
Mobile Cloud Computing (MCC), Internet of Medical Things (IoMT), and Arti-
ficial Intelligence (AI) to enhance patient care.

The approach comprises two main stages: identification and monitoring. In
the identification stage, a classifier model detects patients at risk of certain
conditions, while the monitoring stage involves an AI-based system that assists
doctors by analyzing IoMT data, providing alerts, recommendations, predictive
analyses, and reports.

Future plans include selecting a specific scenario within this broad area,
detailing AI techniques for it, and considering advanced constraints like energy
autonomy, storage quality, and time constraints using formal tools and model
checking techniques for verification.
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Abstract. Cardiovascular diseases (CVD) refer to a group of health
conditions that affect the heart and blood vessels. This can also include
arterial damage in organs such as the kidneys, the heart, the eyes, and the
brain. Electrocardiograms (ECGs) are a quick, safe, and non-intrusive
cardiac exploration, to check for heart rate, heart rhythm, and signs of
potential heart disease. The interpretation of ECGs can be vital in deter-
mining the condition of the human body, and it is important to obtain
accurate results. Deep learning techniques are being used in this work to
automatically analyze ECG recordings. We regenerated certain datasets
from the Physionet data bank, such as the MITBIH dataset, and others
from a cardiology challenge in 2020 by performing some transformations
and adaptations. We have implemented different models to detect ECG
anomalies using both single and multiple-lead ECG datasets. CNN fam-
ily model has the highest detection performance when trained on a single
lead ECG dataset. Its performance decreased significantly when anomaly
classes and lead numbers increased. In fact, accuracy passed from 0.96 to
0.60 whereas the F1 score passed from 0.98 to 0.55 when trained on a 12-
lead dataset with 27 classes of anomalies. Given the regular time series
pattern of the ECG signal, we propose a combination of a CNN-LSTM
model for classification. This model achieved 0.668 accuracy. Combin-
ing all models into one ensemble learning model increased significantly
the detection accuracy on the 12-lead ECG dataset to reach 0.82. Our
combined architecture has proven to achieve state-of-the-art accuracy
in ECG anomaly detection and could help health professionals better
manage CVD.

Keywords: Cardiovascular Disease · ECGs · Deep Learning ·
Anomaly Detection

1 Introduction

Cardiovascular diseases (CVDs) are the leading cause of death worldwide,
according to the World Health Organization (WHO) [16]. An estimated 17.9
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million people die from CVD, which represents 31% of all global deaths. Heart
attacks and strokes are responsible for four out of every five CVD-related deaths,
with one-third of these deaths occurring before the age of 70 [16]. By measuring
voltages from electrodes attached to the patient’s chest, arms, and legs, an elec-
trocardiogram (ECG) can record a patient’s heart electrical signal activities for
a long time [1]. ECGs are a quick, non-invasive, and safe way to check heart rate,
rhythm, and activity and detect electrical heart anomalies. Cardiologists use a
twelve-lead ECG to detect various cardiovascular abnormalities, and it is today’s
standard tool. Heart problems, on the other hand, may not always be visible on
a standard 10-second recording from a 12-lead ECG performed in hospitals or
clinics. As a result of the advancement of new sensing technologies, long-term
ECG monitoring that tracks the patient’s heart condition at all times and in any
circumstance is now possible. Apple Watch, AliveCor, Omron HeartScan [18],
QardioMD, and more recently, the Astroskin Smart Shirt [17] are revolutionizing
cardiac diagnostics by measuring a patient’s 24/7 cardiac activities and trans-
mitting this information to cloud service to be stored and processed remotely.
The massive health records are valuable sources of information and could help
detect, mitigate, and predict fatal health conditions providing an appropriate
real-time exploration by professionals, which is now a major limitation to the
generalization of this time-consuming test. However, the rise of sophisticated
algorithms to process and explore these resources in a timely fashion seems to
offer a reliable alternative to the manually contacted expert assessment. Provid-
ing both robust and proactive detection of deadly heart failures is now possible
and efficient using deep learning, streamlined detection of ECGs data records.

Deep learning techniques are being used in this work to automatically analyze
ECG recordings. We regenerated certain datasets from the Physionet data bank,
such as the MITBIH dataset, and others from a cardiology challenge in 2020
by performing some transformations and adaptations. We have implemented
different models to detect ECG anomalies using both single and multiple-lead
ECG datasets. CNN family model has the highest detection performance when
trained on a single lead ECG dataset. Its performance decreased significantly
when anomaly classes and lead numbers increased. In fact, accuracy passed from
0.96 to 0.60 whereas the F1 score passed from 0.98 to 0.55 when trained on
12 leads dataset with 27 classes of anomalies. Given the regular time series
pattern of the ECG signal, we propose a combination of a CNN-LSTM model
for classification. This model achieved 0.66 accuracy. Combining all models into
one ensemble learning model increased significantly the detection performance
on 12 leads ECG dataset to reach 0.82 accuracy. Our combined architecture has
proven to achieve state-of-the-art accuracy in ECG anomaly detection and could
help health professionals better manage CVD.

The remainder of this paper is structured as follows: Sect. 2 provides the
background of the study, explaining the main concepts related to the cardiovas-
cular anomaly detection research topic. In Sect. 3, previous research relevant to
the study is reviewed, and the existing knowledge is linked to the new discoveries
presented in this paper. Section 4 details the proposed approach, and the model
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generation pipeline. The used datasets and experimental results of the study are
presented in Sect. 5. Finally, Sect. 6 provides a conclusion that summarizes the
main points of the paper, highlights the contributions of the study, and suggests
avenues for future research.

2 Background

The electrodes placed on the human chest or arms produce a variety of curves
related to heart activity that may be very hard to understand. But, how would
a doctor determine a cardiac condition just on such curves?

An ECG is a test that measures the electrical activity of the heart to study
how it works. An electrical impulse (or “wave”) travels through the heart with
each heartbeat. This wave causes the heart muscle to contract and the heart
to expel blood. ECGs are a quick, painless, and safe approach to looking for
indicators of probable cardiac illness as well as heart rhythm and heart rate.

2.1 ECG’s Components

We describe in the following the main ECG components that doctors need to
interpret to make a diagnosis of heart activity. ECG Waves: There are four
types of waves as shown in Fig. 1.

– P wave: The P wave is the first positive deflection on the ECG and repre-
sents atrial depolarization. In healthy individuals, there should be a P wave
preceding each QRS complex. The normal duration should be less than 0.12 s.

– Q wave: A Q wave is any negative deflection that precedes an R wave. The Q
wave represents the normal left-to-right depolarisation of the inter-ventricular
septum.

– R wave: The R wave is the first upward deflection after the P wave. The R
wave represents early ventricular depolarization.

– T wave: The T wave is the positive deflection after each QRS complex. It
represents ventricular repolarization.

Intervals and Segments: There are two types of segments and intervals as
depicted in Fig. 1.

– PR interval: The PR interval is the time from the onset of the P wave to the
start of the QRS complex. It reflects conduction through the atrioventricular
node. The normal PR interval is between 120–200 ms (0.12–0.20 s) in duration.

– PR segment: The PR segment is the flat, usually isoelectric segment
between the end of the P wave and the start of the QRS complex.

– QT interval:
The QT interval begins at the start of the QRS complex and finishes at the
end of the T wave. It represents the time taken for the ventricles to depolarise
and then repolarise.
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Fig. 1. The components of an ECG [24]

– ST segment: The ST segment is the flat, isoelectric section of the ECG
between the end of the S wave and the beginning of the T wave. The ST
Segment represents the interval between ventricular depolarization and repo-
larization. The most important cause of ST segment abnormality is elevation
or depression.

2.2 Twelve Lead ECG

Fig. 2. Twelve lead ECG placement
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Standard 12-lead ECG depicted in Fig. 2 offers frontal and horizontal views of
the heart, as well as views of the left ventricle’s surfaces from 12 different angles.
Six limb leads (I, II, III, aVF, aVL, and aVR) and six chest leads (V1-V6) make a
12-lead ECG. For chest pain or discomfort, electrical injuries, electrolyte imbal-
ances, medication overdoses, ventricular failure, stroke, syncope, and unstable
patients, the 12-lead ECG is used as a standard clinical analysis tool. It is com-
monly used in clinics and hospitals to diagnose heart problems [19]. A 12-lead
ECG, on the other hand, is impracticable when the patient needs to be moni-
tored continuously because the patient must be linked to 10 electrodes.

2.3 ECG Signal Abnormalities

ECG leads can help doctors diagnose cardiovascular diseases. Arrhythmia is
a heart electrical activity disorder that affects ECG signals. Doctors examine
ECG signals to classify them and detect different diseases if they exist. There
are various ECG abnormality classes as shown in Fig. 3 such as Atrial fibrillation
(b), Left bundle branch block (c), and Atrial flutter (k).

Fig. 3. Illustrating different abnormalities
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3 Related Works

The 12-lead ECG is a widely available tool for screening for heart disease [3].
However, ECG interpretation requires experienced doctors who can carefully
examine and identify pathological inter-beat and intra-beat patterns. This pro-
cess is time-consuming and subject to inter-observer variability [4]. As a result,
a precise algorithm for automated ECG pattern classification is highly desired.

Earlier studies have reported automated ECG analysis [5,6]. These methods
are mainly based on frequency domain features, time-frequency analysis, and
signal transformations (i.e. wavelet transform and Fourier transform). However,
such techniques are incapable of capturing complex ECG signal features.

Deep learning and neural networks, particularly convolutional neural net-
works (CNNs), have shown promising results in a variety of fields, including
computer vision and Natural language processing. CNNs have been used for
ECG abnormalities detection based on ECG signals. In their work [8], authors
presented a 21-layer 1D convolutional recurrent neural network to detect atrial
fibrillation, which was trained on single-lead ECG data. Authors [9] proposed
two deep neural networks for classifying pulse-generating rhythm and pulse-less
electrical activity using short single-lead ECG segments. In [10], authors pro-
posed an ensemble deep learning model for the automatic classification of ECG
arrhythmias based on single-lead ECGs that combined the decisions of ten clas-
sifiers and outperformed a single deep classifier.

The majority of previous works have focused on the classification of one
or at nine ECG abnormalities such as [11]. As a result, we aim to establish
a robust model that can generalize to 27 different types of ECG abnormalities.
Furthermore, most existing works only deal with single-lead ECG signals [14,15],
whereas 12-lead ECGs are more commonly used in clinical practice for abnor-
mality detection and diagnosis.

Related to that, there is a challenge called The PhysioNet/Computing in
Cardiology Challenge 2020, which offers an opportunity to solve these issues by
collecting data from a variety of sources with a wide variety of cardiac abnor-
malities. The goal is to create open-source algorithms that can detect cardiac
anomalies in 12-lead ECG data. After scoring, 41 teams qualified for ranking
as shown in Table 1 listing the top ten. Deep learning and convolutional neural
networks were the most popular algorithmic approaches, but the results were
very low.

4 Proposed Approach

We describe in this section the proposed approach as summarized in Fig. 4, and
we mention details about the dataset preprocessing as well as the model creation
pipeline and architectures.
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Table 1. Final scores from top six official winning teams from Computing in Cardiology
2020.

Rank Team Score

1 Prna 0.533

2 Between a ROC and a heart place 0.520

3 HeartBeats 0.514

4 Triage 0.485

5 Sharif AI Team 0.437

6 DSAIL SNU 0.420

4.1 Data Preprocessing

Data preprocessing is a technique for converting raw data (data that has not
been processed for use) into a clean data set. In other words, whenever data is
collected from various sources, it is collected in raw format, which makes analysis
impossible. As a result, specific steps are taken to convert the data into a small
clean data set. This technique is used prior to running the Iterative Analysis.
Data preprocessing is required due to the presence of unformatted data from
multiple sources of datasets with different data structures. This dataset is made
up of time series data with varying sampling, frequency, and value ranges, as
well as many inaccurate, inconsistent, and noisy data. Therefore, to handle raw
data, data preprocessing is performed.

Data Cleaning: We focused on missing data in this stage since we discovered
numerous records without annotation in these different datasets, and because
we don’t have sufficient knowledge in this field, we couldn’t manually annotate
them, so we decided to discard them. We also excluded samples that are missing
one or more ECG leads.

Data Integration: Since data has been collected from several sources and com-
bined to get a reliable result, we standardized their annotations in order to com-
bine data from various separate sources into a single massive unified dataset
because each dataset has its own annotation file format.

Data Balancing: The main problem with imbalanced dataset prediction is
how accurately are we actually predicting both majority and minority classes.
An imbalanced dataset can lead to unbalanced classification, which is the prob-
lem of classification when the distribution of classes in the training dataset is
unbalanced. To avoid this problem, we tried to resample our dataset to balance
the classes, but since it is a multi-label annotated dataset, it won’t be as easy
to balance the classes as in the multiclass classification task. For example, the
undersampling of major classes can affect minor classes. As a result, we used
other datasets to oversample minor classes and undersample major classes with-
out affecting minor classes.
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The final used dataset contains 49,510 electrocardiographic samples after it
has been cleaned, integrated, and balanced.

Transformation: This step is used to convert the raw data into a specified
format according to the needs of the model. It’s the process of modifying the
format, structure, or values of data. This step is essential because transformed
data may be easier for computers to use. Properly formatted and validated data
improves the final results.

– Denoising: Denoising is usually an essential first step before analyzing wave-
form data. To compensate for such data corruption, an efficient denoising
algorithm must be used. For that, we used the PyWavelet library and a multi-
level decomposition with a discrete wavelet transformation.

– Normalization: This method converts numerical data into the specified
range. To begin, we scaled the denoising data using RobustScaler from the
Sklearn library. Typically, this is done by removing the mean and scaling
to unit variance. Then, from the same library, we used the MinMaxScaler
method to scale the data between −1 and 1.

Fig. 4. Data Preparation and Preprocessing

4.2 Used Models

Throughout this project, we tested several deep learning networks and time
series classification model architectures in order to achieve a better result.

We began by reviewing the papers submitted by the top-ranking teams in
the physionnet competition to understand more about the models they employed
before defining our own. We discovered that they all used convolutional neural
networks or long short-term memory networks as models.

In order to develop times series multi-label classification models for 27 ECG
anomalies, we first tested various model architectures based on convolution neu-
ral networks, as well as LSTM, Bi-LSTM, and GRU networks, even we tried
their combinations (CNN with LSTM, CNN with Bi-LSTM).
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This final architecture and configuration of hyperparameters was obtained
after many iterations of the procedure:

– Optimizing the model parameters in the training set.
– Check the performance in the validation set.
– Manually choose new hyperparameters and architecture using insight from

previous iterations.

After hours of training and testing several model architectures and neural
network layer types, we settled on these three model architectures.

CNN Model: After evaluating several similar works, we discovered that their
proposed models were basically made up of the 1-dimensional CNN layers and
this was due to the performance of this sort of neural network in feature extrac-
tion. We tried several architectures based on the 1D CNN.

Residual Neural Network Model: We evaluated a Residual Neural Net-
work model inspired by the model proposed in [2], and the positive results were
obtained in a similar study of diagnosing 9 ECG abnormalities on 12-lead ECG.

Combined CNN-LSTM Model: In order to exploit the performance of 1D
CNNs to extract deep features and the efficacy of LSTM neurons with time-
series data, and inspired by studies in [20–22], we proposed a model combining
CNN and LSTM shown in Fig. 5.

Ensemble Learning Solution: We discovered that there are several opposite
ECG classes that never occur together after conducting research and consulting
our specialist in the Emergency Department at the Principal Military Hospital
of Instruction of Tunis.

– Sinus bradycardia (SB) VS Sinus tachycardia (STach)
– Sinus rhythm (SNR) VS Sinus arrhythmia (SA)
– Atrial fibrillation (AF) VS Atrial flutter (AFl)
– Aight axis deviation (RAD) VS Left axis deviation (LAD)
– Incomplete right bundle branch block (IRBBB) VS Complete right bundle

branch block (RBBB)

After realizing these links between these classes, we conclude that we can
export these pairs of classes into single models to simply classify them and keep
the multilabel classification model for the other classes. To integrate this solu-
tion, we proposed an ensemble learning combined with 6 deep learning models.
Figure 6 represents our proposed ensemble learning model.

We use the combination CNN-LSTM model for the multi-label classification
model (17 other classes) since it provides us with the best result of the three
models. We utilized simple CNN classifiers for the multiclass classification of
each class couple. Each model from the five separate classifiers of the opposite
ECG class pairs must classify the ECG data into three classes (either one of the
opposite classes or none)
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Fig. 5. CNN-LSTM network model architecture

Fig. 6. Ensemble learning solution

5 Experimental Evaluation and Results

5.1 Datasets

First, we took a look at datasets used in related works, and we discovered that
the majority of these datasets have limitations and can not help in classifying
some ECG anomalies because most of them have only one or two ECG leads
or have a very limited dataset annotations (12 anomalies at most). We initially
considered using two datasets that were frequently used in related research:
the MIT-BIH Arrhythmia Database and MIT-BIH Long-Term ECG Database.
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These two datasets are very limited and do not contain 12 ECG leads, for that,
we started with The PhysioNet Cardiology Challenge dataset (2020), and then
we added two other datasets.

The PhysioNet Cardiology Challenge Dataset (2020): We came across
a recent Cardiology Challenge organized by Physionet while searching through
several open-source resources. The challenge was announced on April 23, 2020,
and it ended at midnight on November 11, 2020. This Challenge aims to identify
clinical diagnoses from 12-lead ECG recordings. The Physionet provides open-
source 12-lead ECG datasets containing 27 ECG anomalies to challenge teams.
The training data in this study contains 43,101 Electrocardiographic recordings
from four different sources. In this challenge, the winning team got a score of
0.533, which is a low score that cannot be trusted in such a critical task. So,
we considered these datasets and sought to accomplish better results in order
to target detecting clinical ECG anomalies. The dataset provided was an unbal-
anced dataset composed of many different sources from various ECG Machines
around the world, which explains why the challenge results were low. So, in order
to enhance this dataset, we added two new datasets compatible with those used
during the challenge: Chapman Shaoxing 12 lead ECG database and Ningbo
First Hospital 12 lead ECG database.

Chapman Shaoxing 12 Lead ECG Database: This database [23] contains
the 12-lead ECGs of 10,646 patients at a sampling rate of 500 Hz, with 11 com-
mon rhythms and 67 additional cardiovascular conditions labeled by professional
experts. The dataset consists of 10-second, 12-dimension ECGs for each subject,
as well as labels for rhythms and other conditions.

Ningbo First Hospital 12 Lead ECG Database: This database [23] contains
34905 12-lead ECG records. Each record lasts for 10 s at a sampling rate of
500 Hz.

5.2 Experimental Environment

To carry out this work, we used both local and cloud Environments. For the cloud
environment, we used Google Colab Pro to train our models, which is a service
that allocates large amounts of resources for machine learning purposes. This
service provided us with NVIDIA Tesla T4 (16 GB VRAM) and NVIDIA Tesla
P100 (12 GB VRAM) cards dedicated to accelerating ML and DL calculations,
with a total allocated RAM of 36 GB.

5.3 Results

After training the three models (CNN, RNN, and CNN-LSTM) on our 12-lead
dataset, we evaluate them using a test dataset. The following tables show the
different results.
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CNN Model Results. After training and testing this model with several
dataset versions, we obtained as best result an average accuracy of 0.603.

The aggregated metrics of this model are depicted in Table 2.

Table 2. Aggregated metrics of the CNN model

F1-score Precision Recall

macro AVG 0.54 0.55 0.616

weighted AVG 0.59 0.619 0.603

Residual Neural Network Model Results. For the Residual Neural Network
model, we obtained an average accuracy of 0.647.

The aggregated metrics of this model are represented in Table 3.

Table 3. Aggregated metrics of the Residual Neural Network model

F1-score Precision Recall

macro AVG 0.626 0.622 0.696

weighted AVG 0.635 0.651 0.649

Our Proposed CNN-LSTM Model Results. we achieved an average accu-
racy of 0.668. The aggregated metrics of this model are depicted in Table 4.

Table 4. Aggregated metrics of the CNN-LSTM model

F1-score Precision Recall

macro AVG 0.665 0.6445 0.6920

weighted AVG 0.651 0.693 0.7105

Our Proposed Ensemble Learning Solution
After training each model separately, the five multi-class classification models
summary of results are shown in Table 5.

Table 5. Results of the five dedicated classifiers

Pairs Accuracy Precision Recall F1-score

SB & STach 0.85 0.87 0.91 0.89

SNR & SA 0.90 0.92 0.93 0.92

AF & AFl 0.89 0.91 0.92 0.91

RAD & LAD 0.91 0.94 0.95 0.94

IRBBB & CRBBB 0.92 0.93 0.95 0.94
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On average, the multiclass classifiers perform at 89% accuracy, 91.4% preci-
sion, 93% recall, and 92% F1-score. After exporting the 5 ECG class pairs, we
still have a multi-label classification for the other 17 ECG classes using the com-
bined CNN-LSTM model. Following the train for 200 epochs on the remaining
17 classes. Finally, we integrated all of the models into an Ensemble Learning
solution and tested them across all 27 classes. Using this method on the test
data, performance improved by 15% in terms of accuracy passing from 66% to
82% as shown in Table 6.

Table 6. Aggregated metrics of the Ensemble learning model

F1-score Precision Recall

macro AVG 0.755 0.736 0.8336

weighted AVG 0.836 0.858 0.833

6 Conclusion

In this work, we tackled a very important problem related to cardiovascular
anomaly detection. We used a public dataset combining several sources. We
tested two state-of-the-art models (CNN and RNN), and we proposed a com-
bined CNN-LSTM model that leads to better results. Finally, applying ensem-
ble learning increased the accuracy of the results considerably. In the future, we
intend to develop an early forecast of ECG Signals so that we can detect and
intervene before anomalies happen.
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Abstract. The social Internet of Things (Social IoT) introduces novel
ways to enhance IoT networks and service discovery through social con-
texts. However, trust-related attacks raise significant challenges with
regard to the performance and reliability of these networks. In fact, mali-
cious users exploit vulnerabilities to spread harmful services, necessitat-
ing the incorporation of a trust management mechanism in the Social
IoT network. To tackle this challenge, we set forward an innovative trust
management mechanism empowered by blockchain technology. Through
this integration, we aim to mitigate trust-related attacks and establish a
secure environment for end users. Additionally, we introduce a new con-
sensus protocol called real-time trust-related attack mitigation Protocol
using Apache Spark (ProtoSpark). This protocol which leverages Apache
Spark’s distributed stream processing engine to process real-time stream
transactions. In the implementation of ProtoSpark, we have developed
a new classifier utilizing Spark Libraries. This classifier accurately cat-
egorizes transactions as malicious or secure, enabling the protocol to
make informed decisions regarding transaction validation. Our research
corroborates the superiority of our classifier in terms of predicting mali-
cious transactions, surpassing previous works and other approaches in
the literature. Furthermore, our new protocol exhibits improved trans-
action processing times, enhancing the efficiency of the network.

Keywords: Social Internet of Things (Social IoT) · Real-Time ·
Trust-related attack · Blockchain · Consensus protocol · Apache Spark

1 Introduction

The Internet of Things (IoT) has revolutionized the fields of information as well
as communication, and the integration of social aspects has given rise to the
Social Internet of Things (Social IoT) [2]. Its core goal is to encourage people to
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connect, strengthen social relationships, and enhance communication. Through
its social functions, users can build relationships, interact, share information,
and access services provided by other users’ devices, all while evaluating these
services, as highlighted in [2,12]. However, the Social IoT faces challenges that
can threaten user security and trust, particularly with respect to trust-related
attacks [18]. These attacks can manipulate service discovery and recommenda-
tion results, undermining the reliability of services and connected objects [24].
To establish a trustworthy environment, real-time mitigation of trust-related
attacks is intrinsic. Despite the significance of trust management mechanisms
in the Social IoT, scarce studies have focused on real-time mitigation of trust-
related attacks. Existing research works often overlook specific attack types and
essential security properties [3,5,7,13,15,16,27,28]. To overcome this research
gap, we elaborate an innovative trust management mechanism empowered by
blockchain technology. Through this integration, we aim to mitigate trust-related
attacks and establish a secure environment for users. Additionally, we introduce
a novel consensus protocol called real-time trust-related attack mitigation Pro-
tocol using Apache Spark (ProtoSpark), leveraging Apache Spark’s capabilities
in order to enable efficient and real-time processing of transactions. The core
objective of ProtoSpark is to mitigate trust-related attacks in real-time by lever-
aging Apache Spark’s machine learning library, Spark MLlib. We utilize MLlib
to construct a robust classifier capable of accurately classifying transactions as
malicious or secure. This classifier is trained using relevant features extracted
from the transactions, enabling it to make reliable predictions. To facilitate
real-time processing, ProtoSpark leverages Spark Streaming, a real-time data
processing component of Apache Spark. Spark Streaming enables ProtoSpark
to process streaming transactions as they arrive, allowing for prompt decision-
making based on the classifier’s predictions. In our previous publication [19], we
identified the Proof of Trust-related Attacks (PoTA) consensus protocol, which
effectively detects and mitigates of offline trust-related attacks. Expanding on
the foundation laid by PoTA, we introduce the ProtoSpark protocol, leverag-
ing the advanced capabilities of Apache Spark. ProtoSpark takes trust-related
attack mitigation to the next level by enabling real-time detection and preven-
tion of malicious transactions, thereby fostering the overall trustworthiness and
reliability of the network. Our key contributions reside in proposing a novel
trust management mechanism that exploits blockchain technology and Apache
Spark, introducing the real-time trust-related attack mitigation consensus Pro-
tocol using Apache Spark (ProtoSpark) for real-time attack mitigation, pro-
moting our previous work [19] through incorporating the capabilities of Apache
Spark, developing a robust classifier using Apache Spark’s MLlib, and integrat-
ing Spark Streaming for efficient processing of streaming transactions. The paper
is structured as follows: Sect. 2 foregrounds the limitations of previous works and
highlights the gaps our study aims to address. Section 3 presents our proposed
approach that leverages Spark and blockchain technologies for real-time mitiga-
tion of trust-related attacks. Section 4 describes the dataset, simulation setup,
and presents the results. Finally, in Sect. 5, we conclude by summarizing the key
findings and suggesting potential future research directions.
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2 Related Work

Trust management in the social IoT environment is a critical area that requires
further research, particularly regarding trust-related attacks. To provide a con-
cise overview, we first define these attacks: Self-Promoting Attacks (SPA) involve
malicious users enhancing their trust value by providing self-recommendations
to increase their chances of selection. Discriminatory Attacks (DA) consist
of malicious users providing negative recommendations to undermine system
trust. Bad-Mouthing Attacks (BMA) tarnish the trust value of benevolent users
through negative recommendations. Ballot-Stuffing Attacks (BSA) artificially
inflate malicious users’ trust value. Opportunistic Service Attacks (OSA) begin
with high-quality service to gain trust, then shift to BSA or BMA. On-Off
Attacks (OOA) involve random BMA, BSA, or SPA to avoid consistent identi-
fication [2,7,9,18]. These trust-related challenges necessitate robust strategies.
Existing research suggests two primary approaches: detection-based [2,7,11,13–
16,18,27], and prevention-based [3,19]. Detection-based approaches focus on
identifying attacks after they occur, providing valuable information for incident
response. From this perspective, multiple trust management mechanisms have
been developed. In the work [27], the authors introduced a trust management
mechanism that considers direct and indirect experiences as features, utilizing
a weighted sum method for aggregation. Similarly, [7] built up a novel trust
management model incorporating service feedback, intimacy, sociability, and
transaction importance, which is effective in detecting OSA and OOA attacks.
Moreover, [28] identified two trust management methods for detecting BMA
attacks, though these methods depend on a centralized node for collecting and
calculating trust values, which poses a potential point of failure. Therefore, it is
recommended to explore decentralized approaches that eliminate the need for a
centralized entity in trust management mechanisms. Likewise, in our previous
works [2,18], we focused on attack detection. Initially, we adopted a machine
learning method to classify users’ interactions into attack and non-attack cate-
gories. Next, we enhanced our model using deep learning techniques. Addition-
ally, we categorized attacks into five different types (BMA, BSA, SPA, DA, and
non-attack) and invested seven features, including reputation, honesty, quality
of provider, user similarity, direct experience, rating frequency, and rating trend.
However, while detection-based approaches offer deeper and better insights into
attack patterns and facilitate incident response, they cannot stop attacks in
real-time and may incur downtime and data loss. To address this issue, preven-
tive measures at the transaction level seem to be fundamental to mitigate the
occurrence of attacks. Prevention-based approaches offer proactive security mea-
sures [6], preventing attacks before they happen. These approaches monitor user
behavior and block malicious activities at the source, minimizing damage and
system compromise. For example, a trust management mechanism elaborated
by [3] emphasizes non-real-time attack prevention through the incorporation of
direct and indirect observations. These features are aggregated using the Kalman
filter technique, enabling the prevention of OOA attacks. To ensure comprehen-
sive security, it is crucial that prevention measures encompass all types of trust-
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related attacks, including BMA, BSA, SPA, DA, OSA, and OOA. Additionally,
it is important to recognize that both attack detection and prevention play
significant roles in maintaining security. Each approach has its own strengths
and weaknesses. Therefore, an effective security strategy needs to combine both
approaches to mitigate attacks in real-time, aiming to achieve maximum pro-
tection while minimizing risk. In this respect, in our previous work [19], we
set forward the Proof of Trust-related Attacks (PoTA) consensus protocol as
an offline solution for preventing trust-related attacks. However, the challenge
of achieving real-time transaction processing using traditional machine learning
techniques persists. To overcome this challenge, there is a need for a new stream
processing engine that can efficiently handle stream transactions, in combination
with blockchain technology, for real-time processing of blockchain transactions.
Numerous studies [8,23] compared different stream processing engines, such as
Apache Spark, Flink, Storm, Hive, and others, revealing that there is no single
best option among these frameworks. Each framework has its own strengths and
weaknesses, and the choice depends on specific needs and requirements. Recent
efforts have been afforded to integrate the distributed processing capabilities of
Apache Spark with the Bitcoin blockchain [25], resulting in enhanced data secu-
rity and integrity. Through combining blockchain’s secure transaction handling
with Spark’s real-time processing and analysis capabilities, networks can benefit
from both security and real-time processing. Apache Spark’s distributed process-
ing capability makes it highly appropriate for real-time attack detection, enabling
swift identification and response to potential threats. Several studies [4,17,20–
22,26], explored the use of Spark, particularly its MLlib (Machine Learning
library) and Spark Streaming, for real-time detection of attacks and intrusions.
These approaches, leveraging Spark’s machine learning algorithms and stream
processing capabilities, yielded promising results in effectively detecting various
forms of attacks. In the light of the significance of Apache Spark for real-time
attack identification, we propose incorporating this framework into our consen-
sus protocol as an alternative to traditional learning techniques reported in the
previous work [19].

3 Trust Management Mechanism for Real-Time
Mitigation of Trust-Related Attacks Based
on Blockchain and Apache Spark

Although existing trust management mechanisms are sophisticated and intri-
cate, they prove to be unable to provide real-time mitigation of all types of
trust-related attacks, leaving the system vulnerable to malicious activities and
compromising its reliability. To address this challenge, we propose a proactive
trust management mechanism that analyzes network transactions in real-time,
detects malicious transactions, and identifies the type of attack being carried
out. By promptly interrupting and canceling malicious transactions, our mech-
anism effectively prevents their propagation within the network. Through this
proactive approach, we significantly promote the security and reliability of the



Real-Time Mitigation of Trust-Related Attacks in Social IoT 307

social IoT network, ensuring a trustworthy environment for users. Our innova-
tive trust management relies on the integration of blockchain technology with a
new consensus protocol called ProtoSpark, which leverages Apache Spark. This
integration aims to enhance system security and reliability through mitigating
trust-related attacks in real-time. ProtoSpark analyzes transactions to identify
malicious behavior, ensuring the integrity of the blockchain. Legitimate transac-
tions are validated and integrated to the blockchain, while malicious transactions
are rejected and added to a blacklist for preventive measures. This approach
fosters transparency and consistency in recording transactions, reinforcing the
trustworthiness of the system.

Figure 1 illustrates the integrated architecture of our trust management
mechanism, which combines Spark and blockchain technologies. This architec-
ture consists of four main phases: composition, aggregation, propagation, and
update. The composition phase involves selecting relevant features and creating
the transaction dataset. In the aggregation phase, trust features are aggregated
to create a classification model in order to enact a real-time attack detection.
The propagation and update phases incorporate the real-time attack mitigation
step to ensure network security. Detailed explanations will be provided in the
following sections.

3.1 Composition Phase

The first phase of our trust management mechanism corresponds to the composi-
tion phase, which involves the selection of relevant features and the creation of a
transaction dataset. This phase plays a key role in predicting the nature of trans-
actions and distinguishing between malicious and secure transactions within the
social IoT network. The selected features provide a detailed description of user
behaviors, enabling the identification and mitigation of trust-related attacks. In
our previous research [19], we identified seven key features that contribute to
the accurate prediction of malicious transactions and the mitigation of various
trust-related attacks. We will provide a brief overview of each feature below. It is
noteworthy that these features were extensively described in our prior published
papers in [2,18,19]:

– Trust value: represents the overall trust value of the user ui in the network.
It is denoted as TrV(ui) and is calculated by dividing the number of positive
interactions of ui by the total number of performed interactions.

– Vote: The vote or rate rt(ui, uj) stands for the rating assigned by user ui

to the service sk offered by user uj .
– Vote similarity or veracity: VSim(ui) refers to the similarity between

the vote given by user ui to the service sk and the other votes provided by
other users in the network.

– Users Similarity: Sim(ui, uj) represents the similarity between user ui and
user uj , indicating how similar or alike they are to each other.
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Fig. 1. Architecture for real-time trust-related attack mitigation using Spark and
Blockchain

– Quality of Provider: refers to the quality of service provided by user ui,
referred to as QoP(ui). It indicates the level of service quality, whether good
or poor.
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– Rating-Frequency: corresponds to the frequency with which user ui pro-
vides votes to user uj and is denoted RateF(ui, uj).

– Rating-Trend: RateT(ui) quantifies the proportion of positive votes given
by user ui out of the total number of votes they have provided.

After selecting the features (or transaction elements), they will be invested to
analyze the user actions within the social IoT network. This analysis helps deter-
mine whether a transaction is malicious or secure, indicating the type of attack
conducted by the malicious user. The next stage involves gathering and storing
all transactions in a dataset resting on these selected elements. The dataset is
then partitioned into three subsets to facilitate further analysis and mitigation
of trust-related attacks, allowing for a more focused and accurate examination.
The first subset is the training set, which is used to generate a classification
model, or classifier, that can accurately classify transactions. This model will be
utilized to predict the class of new transactions in real-time. The second subset
is the test set, which serves to assess the performance of the classifier. Finally,
the third subset is the streaming set, which enables the generation of real-time
transactions and the prediction of their class using the pre-trained classifier. The
source of the collected and stored transactions in our dataset will be extensively
described in the experimental section. Furthermore, each row in the dataset is
structured as follows: Vote (ui, sk), Trust value of user (ui), Trust value of user
(uj), Vote similarity or veracity of user (ui), Quality of provider of user (ui),
Quality of provider of user (uj), Vote tendency of user (ui), Vote tendency of
user (uj), Frequency of votes from user ui to user uj (ui, uj), Similarity between
the two users (ui, uj), and the class indicating whether it is secure or corresponds
to one of the trust-related attack types (BMA, BSA, SPA, DA, OSA, or OOA).

3.2 Aggregation Phase

The trust aggregation phase, as part of our trust management mechanism,
involves combining selected trust features to calculate a trust score for each
transaction, indicating the predicted attack type. This phase encompasses two
essential steps: the classification model creation step as well as the real-time
attack detection step. The classification model creation step uses machine learn-
ing techniques, leveraging Apache Spark, to analyze transactions and create
transaction classifier. This classifier is then used by the real-time attack detection
step in order to predict the class of each new transaction in real-time, determin-
ing whether it is secure or an attack (malicious). Grounded on this classification,
our ProtoSpark protocol makes informed decisions to either validate or abort the
transaction.

3.2.1 Classification Model Creation Step
As we mentioned real-time attack detection is essential for mitigating various
types of attacks in real-time, including BMA, BSA, SPA, DA, OSA, and OOA,
through identifying malicious users. To achieve this target, we conducted a thor-
ough analysis of user-generated transactions to promptly detect any malicious
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activity and interrupt it using our protocol. Therefore, ProtoSpark is designed as
a classification system that categorizes transactions into seven distinct classes,
including:

1. spa-attack class, when a user performs an SPA-type attack.
2. the bma-attack class, when a user performs a BMA-type attack.
3. da-attack class, when a user performs a DA-type attack.
4. bsa-attack class, when a user performs a BSA-type attack.
5. the ooa-attack class, when a user performs an OOA-type attack.
6. the osa-attack class, when a user performs an OSA-type attack.
7. the secure class, when a user has not performed any of the above attacks.

The ProtoSpark protocol leverages machine learning techniques, specifically
supervised learning algorithms implemented in Apache Spark’s MLlib, serving to
analyze transactions and create transaction classifiers. In our research, our cen-
tral focus is upon pairs of users (ui , uj) and their past transactions analysis. We
calculated feature values that describe the transactions between (ui , uj). These
feature values serve as input for the machine learning model during the training
phase. To identify the most effective and reliable model for accurate transaction
classification, we trained multiple algorithms, including support vector machines
(SVMs), Naive Bayes, decision tables, and linear regression (LR). After conduct-
ing a comparative evaluation, we selected the linear regression (LR) model owing
to its high performance and promising results. This model will be used to clas-
sify new transactions and predict their nature (secure or malicious) within the
ProtoSpark protocol.

3.2.2 Real-Time Attack Detection Step
In this section, we will address into the functioning of the Spark Streaming-
based module, emphasizing its crucial role in proactively detecting trust-related
attacks.

The main objective of this second step is to predict the labels of real-time
transactions, ensuring a continuous prediction process for streaming transac-
tional data. Through incorporating real-time attack detection into our app-
roach, we build up a robust and responsive system that actively protects the
network against potential attacks. To start with, new transactions are generated
from the stream set, consisting of pre-prepared transactions obtained through
the blockchain application interface, as depicted in Fig. 1. These transactions
are subsequently directed to a real-time transactional data stream for imme-
diate analysis. Leveraging the capabilities of the Spark Streaming library, we
efficiently process the transactional data streams in parallel, utilizing the dis-
tributed processing capabilities of Spark. In order to assign labels to new stream
of transactions, we apply the previously created classifier from the first step. To
ensure reliable results, a data pre-processing step is undertaken before real-time
processing. This involves creating a schema that specifies the names and types of
features used in transactions, to interpret data correctly. This schema guarantees
the alignment between the data read from the blockchain-generated transaction
source and the data types required for the real-time attack detection algorithm.
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Once data pre-processing is complete, the real-time attack detection algo-
rithm progresses to a crucial stage. First, a Spark Streaming context is created,
enabling the handling of continuous transaction streams for real-time processing
and instant decision-making. Next, the previously created classifier is loaded,
as it plays a vital role in predicting transaction labels and identifying poten-
tial trust-related attacks. Afterwards, through the”readStream” function, new
stream of transactions will be read from the blockchain application, ensuring
accurate interpretation based on the defined schema. Upon reading the trans-
action stream, the transformation function is applied. This function invests the
classifier to make instant predictions on each transaction, allowing proactive
identification of potentially malicious transactions before they trigger harm.
Additionally, the ProtoSpark protocol takes immediate and appropriate actions
to counter and mitigate detected attacks in the subsequent phase of the app-
roach.

3.3 Propagation and Update Phases

The propagation and update phase is intrinsic for maintaining the security
and reliability of transactions in the social IoT network. This phase rests on
securely handling the trust scores generated during real-time transaction analy-
sis. Through applying effective methods, we ensure that appropriate actions are
taken to mitigate trust-related attacks in real-time and secure that trust scores
and transactions are correctly propagated and updated in our network.

3.3.1 Real-Time Attack Mitigation Step
After running real-time analysis of transaction flows, our ProtoSpark consen-
sus protocol takes immediate action to counter, prevent and mitigate detected
attacks. Relying on the analysis results, two actions can be taken: validating
secure transactions or aborting malicious ones. For secure transactions, our pro-
tocol creates a new blockchain block by grouping verified transactions with other
reliable transactions. This new block is next permanently added to the existing
blockchain, ensuring the integrity and security of the blockchain. The validated
transactions are finalized and included in the blockchain, guaranteeing the inclu-
sion of only legitimate and reliable transactions. On the other side, when a
transaction is identified as malicious, it is not validated. Instead, it is added to a
specific blacklist that keeps track of suspicious and malicious transactions within
the network. This action isolates insecure transactions and prevents them from
compromising the overall integrity of the blockchain. Through canceling and
excluding these malicious transactions from the validation process, our protocol
effectively mitigates attacks and maintains the reliability of the network.

3.3.2 Transactions and Trust Score Propagating in the Network
In this step, we consider the method for propagating the trust scores obtained in
the previous phase. We have the option to choose between a centralized or decen-
tralized method based on the network requirements and ongoing transactions.
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However, it is significant to highlight the limitations of the centralized method,
which involves a central node responsible for calculating and storing trust param-
eters. While being simple to implement, this approach lacks scalability, especially
in networks with billions of devices and high transaction volumes. Therefore,
the decentralized method is preferred referring to its scalability and ability to
handle the limitations of the centralized approach. This decentralized method
involves nodes autonomously propagating trust information to other nodes they
encounter or interact with, without relying on a central entity. This is where the
use of blockchain technology becomes advantageous. Indeed, utilizing blockchain
provides several important advantages. Its transparency as well as immutability
ensure the permanent storage of trust scores, maintaining the integrity of infor-
mation. The traceability feature of the blockchain enables a complete history of
transactions and trust score updates, facilitating verification and detection of
fraudulent behavior. The reliability and resilience of the blockchain ensure the
system’s proper functioning even in the face of node failures or attacks. The
enhanced security provided by the blockchain protects transactions and trust
scores against attacks and falsification. The interoperability of the blockchain
enables the exchange of trust data between different applications and systems,
promoting collaboration and widespread utilization of trust scores. These advan-
tages emphasize the significance of incorporating blockchain technology in the
propagation and updating phase of our trust management mechanism.

3.3.3 Real-Time Update Method
Real-time updating of trust in the social IoT network is crucial to ensure sys-
tem reliability and security. Our trust management mechanism offers a real-time
update approach, enabling continuous updating of trust scores after each trans-
action. This ensures that trust scores accurately reflect the dynamic changes in
the network. There are several advantages for using real-time updates. Firstly,
they provide up-to-date trust information in real-time, allowing users to make
informed decisions and engage in secure interactions with trusted users. Secondly,
real-time updates promote system reliability by avoiding delays and inconsisten-
cies associated with time- or event-based methods. Eventually, users benefit from
an improved experience with immediate visibility of trust in the network, facili-
tating the selection of trusted users and participation in secure interactions.

4 Simulation and Performances Evaluation

In this section, we will provide an overview of the dataset and elaborate the
implementation details and pertinent results of our trained classification model
and the ProtoSpark consensus protocol.

4.1 Dataset

Due to the lack of real-world data in many research areas, simulations are often
invested to assess model performance. As far as our research work is concerned,
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we were fortunate to have access to the “Sigcomm1” database, which provided us
with real-world data for simulations. This database contains valuable information
about 76 user profiles, 711 interests, 531 social relationships, 32000 interactions,
300 devices and 364 services. By leveraging this dataset, we were able to gen-
erate realistic transactions and interactions within the social IoT network. This
enabled us to evaluate the performance of our approach in real-time trust-related
attack detection and mitigation.

Simulations were performed using the dataset to generate various types of
transactions, including secure and malicious ones. For example, in the case of
SPA attacks, a malicious user with a smartphone or a smart tablet manipulated
its own trust value by giving high ratings to its own service, aiming to deceive
future service requesters. The simulation outcomes were recorded in a CSV file,
encompassing a total of 3,590 transactions. Each transaction was labeled as
secure or malicious, with specific attack types. Indeed, there were 150 transac-
tions labeled as BMA, 150 as BSA, 145 as SPA, 110 as DA, 310 as OSA, 165 as
OOA, and 2,560 transactions classified as secure.

4.2 Evaluation Metrics

To assess the effectiveness, goodness of fit and reliability of the proposed fea-
tures and the classifier in terms of predicting malicious transactions, we will
employ standard classification metrics, such as F1-score, Recall, Precision,
and Feature Importance Score (FIS)2. However, to evaluate our consen-
sus protocol, we will primarily use two key metrics: throughput (processing
rate) and prediction rates of malicious transactions. The throughput met-
ric measures the number of transactions processed within a specified time frame.
It provides deeper insight into the efficiency of our protocol in handling a large
volume of transactions, indicating its scalability and performance. On the other
side, the prediction rates of malicious transactions focus on the accuracy of our
protocol in identifying and predicting malicious transactions (attacks). This met-
ric evaluates how effectively ProtoSpark can detect and classify transactions as
either secure or malicious, providing a measure of its effectiveness in mitigating
trust-related attacks.

4.3 Results and Comparative Analysis

We carried out experiments to evaluate the performance of our approach, which
includes proposed features, classifier, and ProtoSpark protocol. The subsequent
subsections provide a detailed analysis of the results, highlighting the effective-
ness and capabilities of our approach in mitigating trust-related attacks.

1 https://crawdad.org/thlab/sigcomm2009/20120715/.
2 https://machinelearningmastery.com/calculate-feature-importance-with-python/.

https://crawdad.org/thlab/sigcomm2009/20120715/.
https://machinelearningmastery.com/calculate-feature-importance-with-python/.
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4.3.1 Experimental Evaluation of the Proposed Features
Relying on the analysis of Fig. 2, we can draw the outcomes of the proposed fea-
tures and their respective Feature Importance Scores (FIS). Notably, the vote
feature obtained the highest score, corroborating its significant role in detecting
malicious transactions. This observation aligns with our previous assertion indi-
cating the importance of votes as a key feature in real-time attack detection [19].
The VSim, TrV, RateF, Sim, QoP, and RateT features displayed similar scores,
suggesting that they possess comparable discriminative capabilities in detecting
malicious transactions.

Fig. 2. Results of the proposed features

4.3.2 Experimental Evaluation of the Spark MLlib-Based Classifica-
tion Model
In this section, we evaluate the performance of our classifier in classifying trans-
actions as malicious or secure using the Spark MLlib machine learning library.
We report the results for each attack type individually and compare the preci-
sion, recall, and F1-score of our classifier to those of other studies in literature.

4.3.2.1 Predictive Performance of Attack Type Label
The experiments conducted to evaluate our Spark MLlib-based classifier for pre-
dicting individual attack types (BMA, BSA, SPA, DA, OOA, and OSA) con-
firmed its enhanced performance. The F1-score results summarized in Fig. 3
indicated significant improvements compared to those recorded in our previous
work [19]. These findings are indicative of the effectiveness and feasibility of the
design and implementation refinements introduced to the classifier, leveraging
the capabilities of Apache Spark.

4.3.2.2 Predictive Performance of All Attack Type Labels
This study aimed to assess the performance of our new classifier in terms of
accurately classifying and identifying different types of attacks in transactions.
Comparative analyses were undertaken, including comparisons to our previous
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works [18,19] and other works in literature [1,2], using the same dataset (Sig-
comm). Furthermore, it is worth noting that [1] have already proven the effec-
tiveness of their approach compared to various other works [5,10,16]. Therefore,
there is no need to include these specific works in the comparative analysis figure.
The results, summarized in Fig. 4, reveal that our new classifier achieves higher
F1-scores compared to previous works and other approaches reported in [1,2].
The utilization of Apache Spark’s MLlib contributes to the improved prediction
accuracy and performance of our classifier, surpassing standard machine learning
techniques used in other approaches.

Fig. 3. Predictive performance of attack
type label

Fig. 4. Predictive Performance of All
Attack Type Labels and comparison
with related works

4.3.3 Experimental Evaluation of ProtoSpark Consensus Protocol
In order to evaluate the performance of our proposed ProtoSpark protocol, we
will compare its processing rate and its accuracy in predicting malicious trans-
actions to our previous protocol reported in [19]. It is worth noting that our
previous protocol has already been compared to the widely used Proof of Work
(PoW) protocol and demonstrated superior capabilities. Therefore, this compar-
ison will provide additional insights into the advancements achieved by our new
ProtoSpark protocol.

4.3.3.1 Throughput Metric: Processing Rate
The comparison displayed in Fig. 5 validates the higher efficiency of our Proto-
Spark protocol in processing a larger number of transactions within a shorter
timeframe compared to our previous protocol [19]. Despite the increasing work-
load, ProtoSpark consistently exhibits its capability to handle higher transaction
volumes efficiently. This outcome underscores the effectiveness of Spark Stream-
ing as a powerful tool for managing larger transaction loads in a time-efficient
manner.

4.3.3.2 Malicious Transactions Identification
Our experimental results were indicative of the significant improvements
achieved with our ProtoSpark protocol in terms of accurately predicting and mit-
igating malicious transactions compared to our previous protocol [19]. Through
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leveraging Spark MLlib, we developed a highly effective classifier that enhances
the overall accuracy of identifying different types of attacks. This novel app-
roach contributes to the promotion of transaction security and establishes a new
benchmark in comprehensive attack mitigation. The use of Apache Spark enables
real-time processing, ensuring prompt detection and mitigation of trust-related
attacks (Fig. 6).

Fig. 5. Throughput: Processing rate Fig. 6. Malicious transactions identifica-
tion

5 Conclusion

To sum up, we would assert that the current study introduced a novel trust
management mechanism that utilizes blockchain technology and Apache Spark
as to mitigate trust-related attacks in real-time and enhance the security of user
interactions. The integration of blockchain technology was complemented by the
implementation of a new consensus protocol called real-time trust-related attack
mitigation Protocol using Apache Spark (ProtoSpark). Leveraging the capabili-
ties of Apache Spark and its MLlib and Spark Streaming libraries, we successfully
elaborated ProtoSpark as a robust and powerful consensus protocol that incor-
porates a promising classifier capable of real-time prediction and prevention of
malicious transactions. The assessment of our classifier implemented using Spark
MLlib confirmed its superior performance compared to previous literature works
[1,2,18,19]. This improvement highlights the accuracy and efficiency achieved in
predicting malicious transactions. The ProtoSpark protocol also exhibited signifi-
cant enhancements in processing rate and efficiency, enabling it to handle a larger
volume of transactions in a shorter time frame. The improved prediction accuracy
further reinforces its ability to identify and abort malicious transactions. These
advancements establish ProtoSpark as a more effective and workable solution
compared to existing approaches. From this perspective, this work pioneers the
real-time mitigation of all types of trust-related attacks, demonstrating its nov-
elty and potential impact. As a final note, the newly developed classifier proved
to be worthwhile, reliable and promising. In this respect, it can be extended
in several ways. This involves exploring the potential of Apache Spark’s Deep
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Learning library to enhance the classifier further. Another outstanding future
research direction corresponds to real-world implementation and assessment of
the classifier and ProtoSpark protocol in order to evaluate their performance in
practical scenarios. Additionally, extending the research to address other types
of attacks in social IoT environments using similar techniques can be regarded
as an equally pertinent area of interest.
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related attacks detection in social internet of things. In: Chao, K.-M., Jiang, L.,
Hussain, O.K., Ma, S.-P., Fei, X. (eds.) ICEBE 2019. LNDECT, vol. 41, pp. 389–
404. Springer, Cham (2020). https://doi.org/10.1007/978-3-030-34986-8 28

19. Masmoudi, M., Zayani, C.A., Amous, I., Sèdes, F.: A new blockchain-based trust
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Abstract. The emergence of Industry 4.0 has heralded notable progress
in manufacturing processes, utilizing sophisticated sensing and data ana-
lytics technologies to maximize efficiency. A vital component within this
model is predictive maintenance, which is instrumental in ensuring the
dependability and readiness of production systems. Nonetheless, the het-
erogeneous characteristics of industrial data present obstacles in realiz-
ing effective maintenance decision-making and achieving interoperabil-
ity among diverse manufacturing systems. This paper addresses these
obstacles by introducing a hybrid approach that harnesses the power of
ontologies, machine learning techniques, and data mining to identify and
predict potential anomalies in manufacturing processes. Our work con-
centrates on designing an intelligent system with standardized knowl-
edge representation and predictive capacities. By bridging the seman-
tic divide and enhancing interoperability, ontologies enable the amal-
gamation of various manufacturing systems, thereby optimizing mainte-
nance decision-making in real-time. As demonstrated in the experimental
results, this approach not only ensures system reliability but also fosters
a seamless, integrated, and efficient production landscape.

Keywords: Industry 4.0 · Industrial Cyber-Physical System ·
Predictive Maintenance · Chronicle Mining · Ontology · SWRL Rules

1 Introduction

Smart factories in the Industry 4.0 era, have emerged as transformative manu-
facturing environments that harness cutting-edge technologies to revolutionize
production processes. These smart factories leverage sophisticated sensing tech-
nologies and data analytics to gain real-time insights into their operations. They
can optimize manufacturing processes by analyzing vast amounts of data, lead-
ing to higher production efficiency and reliability [5]. Artificial Intelligence (AI)
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techniques, such as machine learning and data mining, play a pivotal role in this
context. These advanced AI methods enable the factories to identify patterns,
trends, and anomalies within the data, helping them detect potential issues and
predict maintenance needs in advance [7].

The complexity of industrial data introduces significant challenges in achiev-
ing seamless interoperability across manufacturing systems. The diverse nature
of this data leads to the emergence of complex knowledge structures, creating
what is known as a semantic gap issue. This gap impedes effective communi-
cation and sharing of information between different components and systems
within the manufacturing environment. As a result, the full potential of data-
driven decision-making and automation remains untapped [14]. Moreover, indus-
trial systems, particularly Cyber-Physical Systems (CPS), operate in knowledge-
intensive domains that demand uniform and standardized knowledge represen-
tation [18]. A cohesive and consistent approach to knowledge representation
becomes indispensable to enable real-time reasoning and automated decision-
making. Overcoming these hurdles is crucial to harnessing the power of Industry
4.0 technologies and fully embracing the potential of predictive maintenance in
intelligent manufacturing systems.

Amidst the diverse data sources and industrial requirements, effective pre-
dictive maintenance in Industry 4.0 faces numerous challenges. The semantic
gap issue and lack of uniform knowledge representation present obstacles to
smooth interoperability and automated decision-making, ultimately limiting the
overall effectiveness of predictive maintenance systems [18]. Additionally, main-
tenance processes may encounter difficulties in detecting and addressing issues
proactively. Hence, By focusing on bridging the semantic gap, ensuring uniform
knowledge representation, and enabling real-time reasoning, we aim to develop
a robust and efficient predictive maintenance framework that empowers indus-
tries to proactively tackle maintenance issues and optimize their manufacturing
operations.

In this paper, we introduce a Hybrid data-driven and knowledge-based Pre-
dictive Maintenance for industry Systems (HPMS). HPMS employs a combina-
tion of statistical AI technologies such as machine learning and data mining,
along with symbolic AI technologies. It utilizes logic rules generated from chron-
icle patterns and domain ontologies for ontology reasoning, as well as SQWRL
queries for retrieving temporal information on failure points. This integrated
approach aims to enable the automatic detection of machinery anomalies and
accurate prediction of future events, leading to enhanced efficiency and effec-
tiveness of predictive maintenance in various industrial settings. By harnessing
HPMS, industries can achieve automated anomaly detection and precise event
prediction, optimizing their maintenance practices and overall operational effi-
ciency. The primary contributions of this paper are as follows.

1. Developing and implementing a Hybrid Predictive Maintenance System
(HPMS) that merges both statistical and symbolic AI approaches, specifi-
cally leveraging machine learning and chronicle mining methodologies.
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2. Employing Semantic Web Rule Language (SWRL) rules, which are derived
from chronicle patterns and domain ontologies, to enhance its ontology rea-
soning capabilities.

3. Integrating Semantic Query-Enhanced Web Rule Language (SQWRL) queries
to extract temporal information regarding failure points, thereby augmenting
its real-time reasoning capabilities.

4. Upon detection and prediction of failures, clustering the failure points by
taking into account the minimum time to failure. This facilitates effective
and efficient prioritization of the said points.

The paper begins with a comprehensive literature review 2, exploring exist-
ing approaches in predictive maintenance and Industry 4.0, with a particular
focus on data-driven and hybrid approaches. The proposed ‘HPMS’ framework,
which integrates ontologies and data-driven techniques, is thoroughly explained
in Sect. 3. The experimental setup is then outlined in Sect. 4, detailing the dataset
and chosen machine learning algorithms for evaluation. Section 5 concludes with
a summary of contributions and potential future research directions to improve
‘HPMS’ implementation.

2 Related Work

In the Industry 4.0 era, significant research efforts were dedicated to automating
and improving smart manufacturing processes. AI-based methods have shown
promising results, especially in the realm of predictive maintenance for Industry
4.0 tasks. By surveying the existing AI-based smart manufacturing and predic-
tive maintenance approaches, this section categorized them into four distinct
categories: (i) data-driven; (ii) physical model-based; (iii) knowledge-based; and
(iv) hybrid model-based.

2.1 Data-Driven Approaches

In recent times, data-driven approaches have emerged as a significant solution for
smart manufacturing and predictive maintenance. IWSNs, CPS, and Internet of
Things (IoT) are employed together to collect and intelligently process big indus-
trial data, aiding in decision-making. The exponential growth of data volume,
coupled with the rapid advancement in data acquisition technologies, has height-
ened attention towards data-driven methods for the predictive maintenance of
industrial equipment [23]. Sezer et al. [19] proposed a cost-effective CPS archi-
tecture for monitoring machining conditions, utilizing cloud-stored data and a
Recursive Partitioning and Regression Tree model to predict part rejection while
integrating time series analysis and machine learning. Zhang [24] proposed an
online data-driven framework for bearing RUL1 prediction using deep CNN.

1 Remaining Useful Life: The length of time a machine is likely to operate before it
requires repair or replacement.
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The method employed the Hilbert-Huang transform for preprocessing, a nonlin-
ear degradation indicator for learning, and a support vector regression model for
RUL prediction. Dual-task deep LSTM networks were introduced by Miao et al.
[13] for aeroengine degradation assessment and RUL prediction simultaneously,
yielding more reliable results tailored to each aeroengine’s health state. Also,
De Luca et al. [6] presented a DL-based approach for PdM tasks. They utilized
a highly efficient architecture with a multi-head attention (MHA) mechanism,
achieving superior results in terms of RUL estimation while maintaining a com-
pact model size. Experimental results on the NASA dataset demonstrated the
approach’s effectiveness and efficiency.

2.2 Physical Model-Based Approaches

Physical models are models that utilize physical laws, often from first principles,
to quantitatively characterize the behavior of a failure mode. Such models typi-
cally employ mathematical representations of the physical behavior of a machine’s
degradation process to calculate the RUL of the machinery. The mathematical
representation captures how the monitored system responds to stress on both the
macroscopic and microscopic levels [20]. In Heyns et al. [8], Gaussian mixture
models (GMMs) are used to detect faults in vibration signals, especially indicating
potential gear damage. The method computes the negative log-likelihood (NLL)
of signal segments, measuring their deviation from a healthy gearbox’s reference
density distribution. By synchronously averaging the NLL discrepancy signal, a
clear representation emerges, offering insights into the gear damage’s nature and
severity. Also, Tiwari et al. [21] introduced Gaussian Process Regression (GPR)
for tracking bearing features that incorporate uncertainty in predictions and is
used to evaluate and predict. Three GPR models with different covariance func-
tions are explored for feature tracking and RUL assessment. In another study by
Wu et al. [22], the primary focus centers on predicting RUL of lithium-ion bat-
teries, enhancing the dependability and safety of battery-powered systems. This
research employs an empirical degradation model alongside the particle filter (PF)
algorithm to facilitate real-time parameter updates.

2.3 Knowledge-Based Approaches

A system based on knowledge uses a knowledge base to store a computational
model’s symbols in the form of domain statements and performs reasoning by
manipulating these symbols. These systems determine appropriate decisions by
measuring the similarity between a new observation and a databank of previously
described situations. Knowledge-based approaches are categorized into knowl-
edge graphs and ontologies, rule-based systems, and fuzzy systems.

In a rule-based system, knowledge is represented using “IF-THEN” rules,
comprising a knowledge base housing rules, a facts base storing inputs, and
an inference engine applying rules to the facts base to derive new insights [1].
The term “knowledge graph” is often synonymous with “ontology”, which is
explicitly defined as “a precise description or identification of conceptualization
for a domain of interest” [1]. Ontologies necessitate formal logic to distinctly
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define concepts and relationships [1]. Fuzzy-knowledge-based models employ
fuzzy logic, akin to rule-based systems, using IF-THEN rules. Fuzzy logic man-
ages partial truth values between true and false, quantifying the degree of truth
or falsity and resonating with human perceptions.

Konys [11] offered structured guidance for knowledge management-based
sustainability assessment, advocating ontology as a means of conceptualizing
knowledge and enhancing its accessibility and reusability. Mehdi et al. [12]
introduced “sigRL”, a semantic rule language, facilitating efficient diagnostic
programming with a high-level, data-independent vocabulary, diagnostic ontolo-
gies, and queries. They presented the diagnostic system “SemDia”, showcasing
sigRL’s role in effective and efficient diagnostics.

2.4 Hybrid Model-Based Approaches

Hybrid model-based approaches involve combining the strengths of different
methodologies, such as physical models, data-driven techniques, and knowledge-
based systems. These approaches seek to leverage the benefits of each individual
method to enhance predictive accuracy and flexibility. A hybrid model-based
predictive maintenance task can be classified into two main approaches: The
series hybrid model and the parallel hybrid model [26].

Zhou et al. [25] devised a pioneering feature-engineering-based machine learn-
ing approach that operates on real production data. This technique delves into
sequences of welding instances obtained from manufacturing lines, amalgamating
engineering insights and data science methodologies. By employing sophisticated
feature engineering tactics bolstered by domain knowledge, this approach cap-
tures intricate dependencies across welding sequences, filling a gap in the existing
literature. Qiushi [17] introduced an innovative fusion of evidential theory tools
and semantic technologies to bolster predictive maintenance. They harnessed
the Evidential C-means (ECM) algorithm, among other tools, to assess failure
criticality by considering time constraints and maintenance costs. This method
simultaneously leveraged domain ontologies and rule-based extensions to formal-
ize domain knowledge, enabling precise forecasts of future failures’ timing and
criticality.

Klein [10] incorporated expert knowledge of class or failure mode-dependent
attributes into a specialized neural network framework. Accompanied by an
attribute-wise encoding approach based on 2D convolutions, this strategy facili-
tated the sharing of knowledge through the utilization of filters among analogous
data streams. Furthermore, Cao et al. [4] presented an ontology-driven strategy
to enhance predictive maintenance, combining fuzzy clustering techniques with
semantic technologies. This approach analyzed historical machine data to under-
stand the significance of failures. Utilizing semantic technologies for analyzing
fuzzy clustering outputs, it achieved precise predictions of failure timing and
criticality. The outcome was a domain-specific ontology enriched with predic-
tive maintenance knowledge, supported by a set of SWRL predictive rules for
informed assessments of machinery failure timing and impact.



324 F. M. Abdelillah et al.

2.5 Learned Lessons

This literature review provides a comprehensive analysis of existing approaches
for predictive maintenance in Industry 4.0, identifying the strengths and weak-
nesses of different methods and offering insights into their suitability and effec-
tiveness in various industrial contexts. The study emphasizes that there is no
one-size-fits-all solution for predictive maintenance in Industry 4.0. The primary
objective of this state-of-the-art review was to address the gap in the existing
literature on predictive maintenance approaches.

With respect to the studied state-of-the-art, we present a novel data-driven
Knowledge-based system for Predictive Maintenance in Industry 4.0 (HPMS).
HPMS moves beyond the limitations of the aforementioned approaches by com-
bining the power of data-driven methods with a uniform representation of knowl-
edge. This integration enhances predictive maintenance capabilities by leveraging
statistical AI technologies like machine learning and chronicle mining alongside
symbolic AI techniques.

3 HPMS Framework

Our developed HPMS framework strategically amalgamates statistical and sym-
bolic AI techniques to devise a hybrid predictive maintenance mechanism.
It incorporates machine learning, chronicle mining, domain ontologies, and
logic rules, effectively capitalizing on both data-driven and knowledge-driven
approaches. HPMS employs Semantic Web Rule Language (SWRL) rules, which
are engendered from chronicle patterns and ontology reasoning, to autonomously
detect anomalies in machinery and prognosticate future events. Figure 1 delin-
eates the HPMS framework, showcasing its five key processing steps devised to
augment the predictive maintenance capabilities of an industrial system.

3.1 Failure Chronicle Mining

In industrial environments, maintenance data is typically represented as times-
tamped sequences. To identify frequently occurring patterns in such data,
Sequential Pattern Mining (SPM) is used as an instrumental technique. Initially
explored for analyzing customer purchase behavior, SPM targets the discovery
of sequential patterns with support exceeding a predetermined threshold.

However, traditional SPM algorithms fall short in capturing time intervals
between elements and items. In the realm of predictive maintenance, the empha-
sis is on temporal patterns, specifically chronicles. Chronicles are unique sequen-
tial patterns that represent event sequences with associated time intervals (tem-
poral constraints). In the predictive maintenance domain, failure chronicles are
created to capture the temporal patterns preceding machinery failures. These
play a pivotal role in pre-empting machine anomalies and amalgamating frequent
chronicle mining with semantic approaches to enhance predictive maintenance
tasks. Definition 1 describes formally a chronicle.
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Fig. 1. An overview of the proposed HPMSframework.

Definition 1 (Chronicle). A chronicle is a pair C = (E, T ) such that:

1. E = {e1, . . . , en} is a set of events, where ∀ei ∈ E we have ei ≺E ei+1 such
that ≺E is pre-order relation that defines the sequence orders of the events in
E.

2. T = {tij : 1 ≤ i < j ≤ |E|} is a set of temporal constraints on E such
that for all pairs (i, j) satisfying i < j, tij is denoted by ei[t−ij , t+ij ]ej. A
pair of events (e1, t1) and (e2, t2) are said to satisfy the temporal constraint
e1[t−, t+]e2 if t2 − t1 ∈ [t−, t+].

3.2 Predictive Rule Generation

In this part, we focus on SWRL rule generation, a crucial step in HPMS for
rule-based reasoning in predictive maintenance. Following rule generation, we
rigorously prune to remove low-quality rules, retaining only relevant and accurate
ones, thus improving the system effectiveness.

3.2.1 SWRL Rules Generation
During this stage, a set of predictive SWRL rules are created based on the
extracted frequent failure chronicles. These rules constitute logical IF-THEN
statements facilitating rule-based reasoning. Algorithm 1 automatically trans-
forms the extracted chronicles into a set of SWRL predictive rules by extracting
distinct event types from a failure chronicle, determining their order and tempo-
ral constraints, and subsequently formulating rules as implications between the
antecedent and consequent sections. Algorithm 1 extracts the last non-failure
events before the failure in the chronicle (lines: 1–2) and processes each time
interval to obtain atoms representing the interval, preceding event (lines: 3–4),
and subsequent event (line: 5). These atoms form the antecedent part of the
SWRL rule (lines: 6–7). It then extracts the time constraint between the last
event and the failure event, creating another atom representing this constraint
(lines: 9–10). These atoms form the consequent part of the SWRL rule (lines: 11–
12). By creating an implication between the antecedent and consequent (lines:
14–15), the algorithm generates a predictive SWRL rule (R) for reasoning and
prediction in the context of the failure chronicle.
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Algorithm 1. Transformation of a chronicle into a predictive SWRL rule.
Input: F = (Σ, τ): A failure chronicle model wherein the last event type signifies a

failure event, Σ designates its episode, and τ denotes its temporal constraints.
Output: R: A predictive SWRL rule
1: EL ← LastNonfailureEvent(F) � Extraction of the last non-failure events

preceding the failure within a chronicle.
2: R ← ∅, A ← ∅, C ← ∅
3: for each ei[tij , tij ]ej ∈ τ do
4: pe ← PrecedingEvent(ei[tij , tij ]ej) � Extraction of the preceding event of this

time interval.
5: se ← SubsequentEvent(ei[tij , tij ]ej) � Extraction of the subsequent event of

this interval.
6: AtomA ← [tij , tij ] ∧ pe ∧ se
7: A ← AtomA ∧ A
8: end for
9: for each el ∈ EL do

10: ftc ← FailureTimeConstraint(el, F) � Extraction of the time constraint
between the last event prior to the failure and the failure event.

11: AtomC ← el ∧ ftc
12: C ← AtomC ∧ C
13: end for
14: R ← (A → C) � Generation of rule R as an implication between the antecedent

and consequent.
15: Return R

3.2.2 Best Quality Rules Selection
Upon completing the rule generation process, real-world data often contains
imprecision, and rule-based classification and prediction can suffer from over-
fitting issues, leading to rules of low quality [3]. we conduct a subsequent rule
pruning step to eliminate these rules. To achieve this, we adopt a multi-objective
optimization strategy that considers two crucial measures: rule accuracy and rule
coverage.

By analyzing the correlation between each decision rule (R) and the target
class (F) through a contingency table, which tabulates data categories and their
frequencies defined in Table 1.

Table 1. Contingency table for evaluation.

F is true F is not true

A is true naf naf̄ na

A is not true nāf naf̄ nā

nf nf̄ N

The accuracy is defined as
Accuracy(R) =

naf

na
and the rule

coverage is defined by Coverage(R)
=

naf

nf
where naf denotes examples

where both the antecedent and con-
sequent of the rule are true, while
naf̄ represents cases where the antecedent is true, but the consequent is not.
Similarly, nāf signifies scenarios where the antecedent is false, but the conse-
quent is true, and nāf̄ denotes instances where neither the antecedent nor the
consequent holds. These derived accuracy and coverage metrics serve as evalua-
tive indicators of the overall rule quality.
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In our multi-objective optimization process, we employ the fast non-
dominated sorting algorithm, also known as the Pareto sorting algorithm [15].
This algorithm efficiently selects high-quality rules by prioritizing accuracy and
coverage as key objectives, andeffectively capturing the subset with the best
balance of these measures.

3.3 Expert Rule Integration

The process of expert rule integration involves incorporating domain experts’
knowledge by integrating expert rules to supplement the existing chronicle rule
base. This integration aims to address the inherent incompleteness of the chron-
icle rule base. During this process, rule quality issues such as redundancy, con-
flict, and subsumption are examined to ensure effective reasoning performance
when combining diverse rules. To automatically detect rule quality measures,
Algorithm 2 was proposed that includes functions for extracting atom sets from
expert rules and subsequent steps for identifying issues with the chronicle rule
base. The algorithm starts by initializing an updated rule base (C’) with the
existing chronicle rule base (C). It then iterates through each rule (R) in C to
identify potential issues with an expert rule (Re) (1–2). If ChroRedundancy(Re,
R) is true, indicating redundancy, the algorithm prints a ChroRedundancy mes-
sage and retains the original rule base (C’) (3–4). If ChroSubsumes(Re, R) is
true, indicating subsumption, it removes R from C’ and integrates Re (6–8). Sim-
ilarly, if ChroConflict(Re, R) is true, indicating a conflict, it removes R from C’
and integrates Re. After evaluating all rules, the algorithm returns the updated
rule base (C’) with the integrated expert rule. Thus, HPMS integrates an expert
rule into a chronicle rule base while ensuring that the resulting rule base remains
consistent and effective in capturing knowledge for predictive maintenance tasks.

3.4 Failure Detection and Prediction

HPMS incorporates the failure detection and prediction process which leverages
ontology reasoning for detecting anomalies and potential failures in the manu-
facturing environment. To enable this, HPMS utilizes the Manufacturing Predic-
tive Maintenance Ontology (MPMO) as the domain ontology which encapsulates
domain-specific concepts and relationships, providing a formal representation of
key elements in the designed manufacturing environment, combined with gen-
erated SWRL rules to perform reasoning tasks.The SWRL rules act as a set
of logical implications that define relationships and dependencies between dif-
ferent elements in the manufacturing process. These rules are created based on
domain-specific knowledge and expertise. They describe how events, conditions,
and patterns observed in the data can lead to potential failures or anomalies.

In the domain of intelligent systems, ontologies play a vital role in encapsu-
lating domain knowledge. Within HPMS, the Manufacturing Predictive Main-
tenance Ontology (MPMO) [2] has been developed to define concepts and rela-
tionships within chronicles. The definitions of key concepts and relationships in
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Algorithm 2. Enhancing Detecting Issues in Expert Rule Integration within
the Chronicle Rule Base.
Input: A chronicle rule base C which contains a set of failure chronicles, and an expert

rule Re which is in the form of a failure chronicle.
Output: C′: The integrated rule base.
1: C′ ← C.
2: for each R ∈ C do
3: if ChroRedundancy(Re, R) then � Rule redundancy issue detected.
4: � A ChroRedundancy message is printed, no change in the rule base.
5: end if
6: if ChroSubsumes(Re, R) then � Rule subsumption issue detected.
7: Remove(R, C′) � Remove the subsumed chronicle rule from the rule base.
8: Integrate(Re, C′) � Integrate the expert rule into the rule base.
9: end if

10: if ChroConflict(Re, R) then � Rule conflict issue detected.
11: Remove(R, C′) � Remove the conflict chronicle rule from the rule base.
12: Integrate(Re, C′) � Integrate the expert rule into the rule base.
13: end if
14: end for
15: return C′

the MPMO ontology have been formalized based on fundamental notions dis-
cussed in Sect. 3.1. Figure 2 illustrates the main modules in the MPMO ontology.
To enhance reusability, we have employed the ontology modularization method
during development, resulting in three small, reusable modules: the Condition
Monitoring Module, the Manufacturing Module, and the Context Module.

Fig. 2. Main modules in MPMO ontology [3].

When executing the reasoning process, HPMS employs a reasoner capable
of interpreting and applying the SWRL rules to the MPMO ontology. The rea-
soner performs semantic-based inference, matching the facts and rules in the
ontology to derive new knowledge to semantic-based inference [9]. By applying
ontology reasoning, HPMS is capable of effectively detecting machinery failures.



HPMS Framework 329

Furthermore, HPMS extends beyond simple detection by utilizing SWRLAPI2

to retrieve temporal information about failure points thanks to the chronicle
format, SQWRl queries are generated and executed, enabling HPMS to predict
the timing of these failures. This predictive capability facilitates predictive main-
tenance planning and intervention to mitigate the impact of potential failures.
By leveraging the knowledge and inference capabilities provided by MPMO and
the SWRL rules, HPMS achieves accurate and timely identification of machin-
ery failures. The predictive aspect of HPMS adds an extra layer of foresight,
enabling maintenance teams to take proactive measures to prevent or minimize
the impact of future failures.

3.5 Failure Criticality Prediction

The final step in our predictive maintenance approach is the failure criticality
prediction, a crucial process for prioritizing maintenance actions. After detect-
ing the failure points and predicting their temporal information, our goal is to
cluster the predicted failure points based on their minimum time to failure. The
latter serves as a critical indicator of the urgency and severity of each potential
failure. Through this clustering process, we can efficiently allocate resources and
schedule maintenance activities. To achieve this, we apply the K-means cluster-
ing algorithm, which groups the failure points into three levels based on their
minimum time to failure. By analyzing similarities and dissimilarities between
the failure points, the algorithm assigns them to different clusters, allowing the
identification of patterns and relationships among the failures. Once the fail-
ure points are clustered, we assign criticality levels to each cluster based on the
urgency and potential impact of the failures. Clusters with shorter minimum time
to failure and higher potential consequences are deemed more critical, necessi-
tating immediate attention and intervention. Following clustering, the criticality
of each failure group is determined based on the assigned clusters and their
characteristics, enabling effective prioritization of maintenance efforts.

The failure criticality prediction process provides valuable insights into the
maintenance prioritization strategy. Furthermore, the clustering results can be
visualized through graphical representations to facilitate decision-making and
enhance situational awareness. Thus, maintenance teams can easily identify high-
risk clusters and allocate resources accordingly, ensuring optimal utilization of
resources and minimizing the impact of failures on production and safety. Conse-
quently, HPMS leverages a powerful combination of ontology reasoning, SWRL
rules, and data-driven approaches to effectively detect potential failures in the
manufacturing environment. The process involves the extraction of frequent fail-
ure chronicles, the transformation of these chronicles into SWRL predictive rules,
and the application of rule pruning using a multi-objective optimization app-
roach. This results in a refined set of high-quality rules for failure prediction.
Furthermore, the failure criticality prediction step ensures the prioritization

2 SWRLAPI is a standalone SWRL API-based application.

https://github.com/protegeproject/swrlapi
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of maintenance actions, enabling efficient resource allocation and mitigation of
potential failures’ impact.

4 Implementation and Experimental Results

In this section, we showcase experimental results from HPMS. We outline the set-
tings, detail the dataset characteristics, and provide illustrative figures depicting
HPMS steps and outcomes.

4.1 Data Preparation

In our settings, we have used UCI SECOM3 dataset comprises 1567 data records
with 590 attributes, representing test points, each consisting of 589 numerical
attributes and a timestamp indicating the recording time. The dataset contains
a binary label for pass/fail status, with 104 instances of production failures out
of 1567 records. The data is stored in a raw text file, with timestamps allow-
ing temporal analysis of events. The SECOM dataset was chosen due to its
temporal aspect, facilitating the study of predictive maintenance systems and
anomaly detection over time. Being derived from real-world industrial scenarios,
the dataset presents complex and diverse patterns that reflect challenges encoun-
tered in actual industrial environments, enhancing the value of the experiments.
To ensure the accuracy and efficiency of our failure prediction task, we perform
essential preprocessing steps on the UCI SECOM dataset.

– Feature selection: Not all the data in the dataset is relevant for this specific
task, as some may contain noise or be redundant. To address this challenge
in high-dimensional data, we employ a feature selection technique to identify
and retain only the 10 relevant subsets of features.

– Discretization: After the feature selection step, the dataset undergoes data
preprocessing to transform continuous variables into a discrete representation.
This is achieved through data discretization. Discretization involves dividing
continuous variables into a finite set of intervals, where each interval is associ-
ated with a specific range of data values. In our case, we discretize the dataset
by creating 20 bins for each variable, representing discrete numeric intervals.
Integer values from 1 to 20 are used to represent these intervals (Listing 1.1).
This discretization step enables us to handle the data effectively and prepare
it for subsequent analysis.

1 2 4 5 7 9 11 13 15 17 19,1 3 5 7 9 11 13 15 17 20,2 4 5 7

9 11 14 15 18 19,

Listing 1.1. the nominal attributes obtained from the discretization step

3 The UCI SECOM (Semiconductor Manufacturing) dataset consists of manufacturing
operation data and the semiconductor quality data.

https://archive.ics.uci.edu/dataset/179/secom


HPMS Framework 331

– Sequentialization: Following the data discretization, the sequentialization
process organizes the data in the form of (event-timestamp) pairs. Within
each data sequence, the last event represents a failure, while the events pre-
ceding it are considered ‘normal’. The first given sequence (Listing1.2) starts
with events 2, 4, 5, 7, 10, 11, 13, 15, 17, 19, each followed by a timestamp
denoted by “< timestamp > ”. These events are separated by “−1” from the
next event in the sequence. After the last event “19” and its corresponding
timestamp, we encounter the pattern “−1 −1 −1 −1”, which indicates the
end of this failure sequence. By extracting frequent failure sequences, we can
identify patterns leading up to failures and gain insights into failure predic-
tion.

1 2 4 5 7 10 11 13 15 17 19 <1199911860 > -1 2 4 5 7 10 11 13

15 17 19 <1199916300 > -1 2 4 5 7 10 11 13 15 17 19

<1199919900 > -1 2 4 5 7 10 11 13 15 17 19 <1199920740 >

-1 2 4 5 7 10 11 13 15 17 19 <1199921040 > -1 2 4 5 7 10

11 13 15 17 19 <1199921280 > -1 2 4 5 7 9 11 13 15 17

19 <1199944560 > -1 -1 -1 -1

Listing 1.2. an extracted failure sequence.

With the completion of these preprocessing steps, we have prepared the UCI
SECOM dataset for chronicle mining and the development of HPMS.

4.2 Chronicle Mining

Fig. 3. The graphical representation of
a failure chronicle.

After preprocessing the UCI SECOM
dataset, we employ the Clasp-CPM
algorithm4 to obtain a set of frequent
failure chronicles to describe failure
events and their temporal constraints.
This involves analyzing historical data
sequences from manufacturing processes
to identify sequential patterns (SP) of
failures and their temporal relationships.
By mining these chronicles, we extract
common event sequences that precede
failures. In a failure chronicle, the last
node represents a failure event. These frequent failure chronicles will be trans-
formed into SWRL rules for failure prediction. Figure 3 illustrates a graph-based
representation of a chronicle. The integers associated with each node are nominal
attributes from the discretization step. Those integers (e.g., 4 5 7 11 13 19 in
the upper episode) collectively form the description for an event. An event with
an integer value of 0 indicates a failure, which is typically the last event within
a chronicle, while edges represent time intervals between events.
4 ClaSP is used for discovering closed sequential patterns in sequence databases. It can

be run using SPMF – an open-source software and data mining library – https://
www.philippe-fournier-viger.com/spmf/.

https://www.philippe-fournier-viger.com/spmf/
https://www.philippe-fournier-viger.com/spmf/
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4.3 SWRL Rules Generation

To generate SWRL predictive rules for ontology reasoning, we utilize the set of
frequent failure chronicles obtained from the previous step that will be trans-
formed into rules using Algorithm 1. By analyzing failure chronicle data, the
algorithm identifies unique events contributing to failure occurrences and repre-
sents them as distinct event types. This enables us to understand the sequence
and temporal constraints among these events. As a result of this process, a
set of SWRL rules is formulated, which act as logical implications between the
antecedent (body), describing normal events and their temporal constraints, and
the consequent (head), containing information about the temporal constraints
between normal events and the failure event parts. In this rule (Listing 1.3),
the antecedent (body) of the SWRL rule includes various conditions repre-
sented by the statements ManufacturingProcess(?s), hasEvent(?s, ?e1),
and hasItem(?e1,2), etc. These conditions specify the normal events and their
corresponding items, which are associated with the ManufacturingProcess repre-
sented by ?s. The consequent (head) of the rule, represented by hasMinF(?e1,
1) and hasMaxF(?e1, 2656921), provides information about the temporal
constraints between normal events and the failure event, indicated by ?e1. The
hasMinF and hasMaxF relations are used to define the minimum and maxi-
mum failure values associated with the specific event ?e1.

1 ManufacturingProcess (?s) ^ hasEvent (?s, ?e1) ^ hasItem (?e1

,2) ^ hasItem (?e1 ,4) ^ hasItem (?e1 ,5) ^ hasItem (?e1 ,7) ^

hasItem (?e1 ,10) ^ hasItem (?e1 ,19) -> hasMinF (?e1, 1) ^

hasMaxF (?e1, 2656921)

Listing 1.3. SWRL rule generated from a failure chronicle

4.4 Best Quality Rules Selection

In HPMS, we have implemented a rule pruning module to carefully select a subset
of high-quality rules from the chronicle rule base. First, we calculate the average
values of these two quality measures across various levels of chronicle support5

which allows us to examine the correlation between them. Then, we employ the
fast non-dominated sorting algorithm for multi-objective optimization, which
ranks rules based on Pareto dominance. By considering the rules within the first
Pareto Front, we have selected a subset of three high-quality rules that strike
a balance between Accuracy and Coverage measures. These selected rules are
retained for rule-based reasoning in our chronicle rule base, as shown in Fig. 4a.
To evaluate the performance of each rule, we define a fitness function as the
product of two crucial measures: Accuracy and Coverage (Fig. 4b). These
measures play a vital role in assessing the quality of SWRL rules. By pruning
out less robust rules, we ensure that HPMS makes more accurate and efficient
predictions for better decision-making in industrial environments.
5 An occurrence of a chronicle C in a sequence S is a subsequence of S that satisfies

all temporal constraints in C. The support of a chronicle C in a set D of sequences
is the number of sequences in D in which C occurs.
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(a) 1st Pareto front. (b) Fitness function.

Fig. 4. Fast non-dominated algorithm output visualization.

4.5 Expert Rules Insertion

After obtaining a set of high-quality rules, the next phase involves integrating
expert rules to complement the chronicle rule base. The purpose of this step is
to enhance the overall fitness of the rule base and improve the performance of
failure prediction.

The expert rules, stored separately from the chronicle rule base, can be
imported into HPMS by assigning it to the expert profile. HPMS also detects
potential quality issues with the rules, which are then displayed at the lower
part of the interface. Expert rules have a similar format to the chronicle rules
but may differ in rule atoms within the antecedent or consequent parts (Listing
1.4).

1 Expert rule 1:

2 ManufacturingProcess (?s) ^ hasEvent (?s, ?e1) ^ hasItem (?e1

,2) ^ hasItem (?e1 ,4) ^ hasItem (?e1 ,5) ^ hasItem (?e1 ,7) ^

hasItem (?e1 ,11) ^ hasItem (?e1 ,17) ^ hasItem (?e1 ,14569)

-> hasMinF (?e1, 1) ^ hasMaxF (?e1 , 2648721)

Listing 1.4. An expert rule with diffrent atoms

After obtaining a set of best-quality rules, users can proceed to the expert rule
integration phase by either opening the expert rule file and pushing the stored
expert rules into the system or by directly entering the rules. However, if any
quality issues arise, HPMS automatically performs appropriate actions based on
the decision-making process outlined in Algorithm 2. For instance, if a conflict is
detected between the integrated expert rule and the chronicle rule base, HPMS
automatically removes the conflicting chronicle rule and adds the expert rule
to the rule base as shown in Fig. 5. Since the fitness values of expert rules are
assigned as 1, they are considered to have higher quality than chronicle rules.
Therefore, in case of any issues, HPMS always prioritizes the expert rule
over the chronicle rule.

This expert rule integration phase allows users to enhance the rule base’s
overall fitness by incorporating domain-specific knowledge and complementing
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Fig. 5. The output of the HPMS in case of conflict.

the extracted chronicle rules. By integrating expert rules alongside the chronicle
rule base, HPMS achieves better performance in terms of failure prediction.

4.6 Failure Detection and Time Prediction

After integrating expert rules, the next phase involves failure detection. For this
purpose, we utilize the Drools rule engine [16] to perform ontology reasoning
on the individuals present in the MPMO ontology. MPMO serves as the domain
ontology, and the Drools rule engine efficiently processes the rules and populated
individuals, allowing for effective failure detection. Once the ontology reasoning
is completed, SQWRL queries are generated to retrieve the prediction results
by processing the antecedent of SWRL rules as pattern specifications for queries
(Listing 1.5). The SQWRL queries aim to retrieve the minimum time and max-
imum time related to failures, resulting in a set of prediction results.

We obtained 27 rows of prediction results as shown in Fig. 6a. SWRLTAB
table contains 4 columns indicating the time span between a specific event and a
future failure. After the initial round of prediction, we further enhance the rule
base by integrating additional expert rules. The expanded rule base, comprising
13 rules, is used for the second round of prediction. Utilizing this updated rule
base, we conduct ontology reasoning and obtain 41 rows , each indicating the
temporal information of a specific failure from the SQWRL query. This iterative
process of rule base enhancement and ontology reasoning leads to progressive
updates, enabling HPMS to detect and predict more potential failures and their
respective time of occurrence. Thus, empowering HPMS to provide more compre-
hensive failure detection and prediction capabilities in manufacturing processes.

1 hasEvent (?mp, ?e) ^ hasMaxF (?e, ?xf) ^ sf:

ManufacturingProcess (?mp) ^ hasMinF (?e, ?nf) -> sqwrl:

select (?mp , ?e, ?nf, ?xf) ^ sqwrl:columnNames("

ManufacturingProcess", "Event", "MinTimeToFail", "

MaxTimeToFail")

Listing 1.5. The generated SQWRL querie

4.7 Failure Criticality

In HPMS, we incorporated the K-means clustering algorithm using the Weka
library to perform failure criticality analysis based on the minimum time to fail-
ures. By setting the value of k to 3, representing three clusters (high, medium,
and low), we aimed to categorize the failure points into different levels of critical-
ity. After applying the K-means algorithm to the obtained 27 rows of prediction
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(a) SWRLTAB table contains prediction results (b) Failures criticality frame

Fig. 6. Failure detection and Time prediction

results, we successfully clustered the data into three distinct groups representing
different levels of failure criticality. To present these predictions in a clear and
accessible manner, we have organized them in a table format with three columns:
“Manufacturing Process,” “Events,” and “Criticality.” Each row in the table cor-
responds to a specific predicted failure point, and the level of criticality for each
point is indicated by the color assigned to the row. To represent the varying lev-
els of criticality, we adopted a color-coding scheme, using light gray to represent
low criticality, medium gray to represent medium criticality, and dark gray to
represent high criticality as shown in Fig. 6b. By using the K-means clustering
technique and visualizing the results in a table with color-coded criticality levels,
we were able to effectively assess the level of danger associated with each fail-
ure point. This analysis provides valuable insights into the criticality of failures
and helps prioritize necessary actions or interventions based on their potential
impact.

As seen, we believe that the experimental results of our failure criticality
process have demonstrated the effectiveness and usefulness of our predictive
maintenance framework, HPMS.

5 Conclusion

In this work, we introduced a hybrid predictive maintenance system –
HPMS– employing ontologies and machine learning within Industry 4.0, to nav-
igate issues arising from industrial data heterogeneity and semantic gaps. HPMS
utilizes ontologies for standardized knowledge representation and machine learn-
ing for failure prediction, significantly enhancing production efficiency. The effi-
cacy of this approach was affirmed through the implementation of a tool and rig-
orous experimental scenarios. Encouraging outcomes from HPMS underscore the
potential for predictive maintenance advancements and future research avenues.

The future work will center on several key areas. First, the investigation of
stream reasoning techniques will address real-time data handling, enhancing the
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system’s ability to process and reason over dynamic data streams. The develop-
ment of adaptive ontologies and rule bases is also crucial to accommodate evolv-
ing knowledge and context, ensuring the system’s agility and accuracy. Further-
more, efforts will be directed toward enhancing predictive models, specifically
focusing on refining failure detection and prediction mechanisms for improved
performance. Additionally, the exploration of decentralized-based deployment
will allow for efficient scaling and resource utilization, leveraging the advantages
of the blockchain platforms. Finally, the creation of predictive maintenance visu-
alization tools coupled with the digital twins paradigm will provide intuitive
insights, aiding in comprehending and acting upon the generated predictions
effectively.
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Abstract. Semantic image synthesis, a pivotal task in image-to-image
translation, has been widely addressed using generative adversarial net-
work (GAN) models. However, existing GAN-based approaches often suf-
fer from inadequate incorporation of structural and spatial information,
resulting in unsatisfactory quality of the synthesized images and a pro-
nounced disparity between photo-realistic and generated images. In this
paper, we propose a novel GAN-based methodology to address these lim-
itations, enabling the generation of high-resolution images from semantic
label maps while bridging the quality gap and preserving detailed infor-
mation in the generated outputs. The proposed approach leverages a two-
step process, starting with a local binary pattern convolutional generator
that produces a local binary pattern feature map. Subsequently, a global
convolutional generator is fed with the segmentation map and the feature
map through a learned modulation scheme facilitated by a multi-feature
adaptive denormalization layer (MFADE) during the training process to
generate photo-realistic images. Extensive experiments using Cityscapes,
ADE20K, and COCO-stuff datasets validate the performance of our pro-
posed method and showcase its accuracy and robustness in addressing
semantic image synthesis tasks, thereby paving the way for its poten-
tial applications in enhancing urban sensing and data analytics in Smart
Cities. The source code is available at https://github.com/karimmagdy/
ULBPGAN.

Keywords: Semantic Image Synthesis · Generative Adversarial
Networks (GANs) · Local Binary Pattern (LBP)

1 Introduction

Recently, computer vision and image processing fields have been used to solve
many life challenges. Semantic image synthesis, considered one of these chal-
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City Street Scene ADE20K Outdoor ADE20K Indoor

Fig. 1. Semantic image synthesis results of our framework on challenging datasets.

lenges, generates images from user-specified semantic layouts or changes one
visual representation of an object or scene into another form. Also, semantic
image synthesis generates photo-realistic images using only a semantic segmen-
tation map, which means this form has a variety of applications. Semantic image
synthesis tasks can be solved by one of the generative model techniques. Gen-
erative models are among the essential machine learning techniques that aim
to generate an algorithm to analyze and detect the probability of the data dis-
tribution. Many generative models have been introduced in recent years [1–6]
that differ from each other in how the probability distribution is computed. In
other words, they differ in whether the density function is an explicit density or
an implicit density. Also, the generative models use additional information or
assumptions such as variational [1], Markov chains [5,6], or other assumptions.
Unlike previous methods, generative adversarial networks (GANs) [3] do not rely
on assumptions about input information.

The GAN model has made significant progress regarding the resolution and
quality of generated images, which makes it one of the most crucial approaches
in recent years. This is because GAN algorithms depend on direct samples from
the underlying density function without relying on any assumptions, such as in
variational, Markov chains, or other methods related to generative models. GAN
can also learn complex and highly dimensional data and generate realistic sam-
ples from latent space. Despite the great success achieved so far, applying GAN
to semantic image synthesis tasks still poses enormous challenges. As proposed
in our previous survey paper [7], we discuss the challenges in semantic image
synthesis and focus on GAN and its variants. Also, we include the benefits of
Local Binary Pattern (LBP) and Normalization layers in detail (Fig. 1).

With the introduction of the Pix2Pix [8] model in 2017, the semantic image
synthesis field has grown significantly, especially when using GAN. The Pix2Pix
model employs a conditional GAN consisting of a generator with U-Net [9] archi-
tecture and a convolutional PatchGAN classifier discriminator. This method is
proposed for different applications of image-to-image translation, such as con-
verting from semantic labels to street scenes, semantic labels to facades, and day
to night. However, their approach has failed for high-resolution image generation
tasks. Pix2PixHD [10] resolved this issue, which can synthesize high-resolution
photo-realistic images without hand-crafted losses using a perceptual loss. This
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loss extracts deep features from real and fake images with a pre-trained classi-
fication network, and the distance between these features is minimized to make
fake images indistinguishable from real data.

To stabilize the training, Pix2PixHD used a pre-trained VGG network on
imageNet [11]. Also, using the VGG network significantly changes the quality
of the generated images compared to the previous methods. Despite all these
benefits of the VGG loss, it comes with additional computational requirements
as it adds an extra network to the model. Moreover, in Pix2PixHD, the quality
of the results has improved without using pre-trained networks. However, the
layout information cannot be well preserved in the generator. In Pix2Pix and
Pix2PixHD, there is an encoder part to feed the segmentation map of the gen-
erator part; however, in SPADE [12], the feeding of the segmentation map is
encoded in the learned modulation, so the segmentation map is not applied in
the first layer of the SPADE generator.

Consequently, in SPADE, the encoder part from the generator, which was
commonly used in the previous architectures, has been discarded. After SPADE’s
great success, several researchers followed SPADE and took it as a baseline for
their models, for example, CC-FPSE [13]. CC-FPSE is composed of a genera-
tor with conditional convolutions that employs a weight prediction network and
uses a feature-pyramid semantic-embedding discriminator. OASIS [14] aims to
achieve high-fidelity images by relying on adversarial supervision. OASIS imple-
ments a segmentation-based discriminator that can provide spatial and semantic-
aware supervision. CLADE [15] proposes a new normalization layer similar to
SPADE that can reduce the parameter and computation overhead.

SCGAN [16] presents spatially variant and appearance-correlated operations
and introduces a dynamic weighted network to strengthen semantic relevance.
INADE [17] uses instance adaptive stochastic sampling to solve the diversity
problem of generated images. RESAIL [18] introduces a feature normalization
layer that uses both a semantic mask and retrieval-based guidance. It also uses
distorted ground-truth images during the training. SDM [19] uses denoising dif-
fusion probabilistic models instead of GANs and introduces classifier-free guid-
ance. It also extracts the semantic information in the form of noise by designing
a new network that handles a noisy input and semantic masking.

Normalization layers have recently been investigated in many tasks that aim
to solve real-world problems, so many modern deep networks use normaliza-
tion layers or introduce a new normalization to produce fine details for samples
such as adaptive instance normalization (AdaIn) [20], layer normalization [21],
instance normalization [22], batch normalization [23], and local response nor-
malization [24].

Normalization layers are also widely used in semantic image synthesis meth-
ods such as SPADE [12] that propose a spatially adaptive normalization layer.
SEAN [25] takes SPADE as a starting point and improves it by adding per-region
style encoding. SPADE has inspired TSIT and StyleGAN [20], introducing spa-
tially adaptive and adaptive instance normalization layers. Moreover, most of
the proposed semantic image synthesis techniques use both conventional batch
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Fig. 2. Full illustration of our modules.

normalization layers and instance normalization layers to improve the efficiency
of the generated images. However, there is a significant gap between the qual-
ity of photo-realistic and synthesized images. This gap is caused by training
stability problems such as image generation diversity and the lack of semantic
information.

Local binary pattern (LBP) [26] is a texture feature extraction technique that
is easy and simple to implement, and it has been used for various applications
such as face recognition [27], image classification [28], image reconstruction [29],
and texture classification [30]. Recently, much research has discussed the power
of LBP, its simplicity, and how it provides accurate results. Dhingra et al. [31]
discuss the most prominent texture feature extraction techniques, including LBP.
When applying convolution neural networks, Wei et al. [32] use LBP as a feature
extraction technique.

In this paper, we aim to tackle these challenges by proposing a new app-
roach that can produce high-resolution images from semantic label maps and
reduce the effect of the issues found in the semantic image synthesis methods,
such as the lack of both semantic information and detailed features of the gener-
ated image, and the diversity of generated images. Also, our approach produces
outperforming results according to the evaluating protocol employed. For stabil-
ity issues, an LBP convolutional generator is proposed to directly generate the
LBP feature maps from semantic label maps. These LBP feature maps represent
detailed semantic information, and at the same time, they are used to extract
spatial features. For balancing the semantic information from overloading and
modulating the activations in the generator layers, we propose a multi-feature
adaptive denormalization layer (MFADE), which is achieved through learning
transformation by adding weights to both semantic label maps and generated
LBP features convolution layers. Finally, we add a unified LBP discriminator to
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solve the diversity of generated images. The expected contributions of our work
are summarized as follows:

– Designing new modules which is accurate, stable, and flexible to work on a
wide range of datasets and applications.

– Implementing a unified discriminator that deals with a diversity of images as
one pattern and can simultaneously distinguish the output from more than
one pattern.

– Introducing new multi-feature normalization layers.

The rest of this paper is structured as follows: Sect. 2 outlines the compo-
nents and functions of the proposed Unified Local Binary Pattern Generative
Adversarial Network (ULBPGAN) approach. Section 3 goes into the experimen-
tal setup, including the datasets utilized for evaluation, and compares the pro-
posed method to state-of-the-art techniques. Also, it focuses on additional com-
ments and insights derived from the experimental results. Section 4 concludes
the paper by suggesting future research directions to improve the proposed app-
roach.

2 The Proposed Unified Local Binary Pattern Generative
Adversarial Network (ULBPGAN)

A novel framework for semantic image synthesis using GAN and LBP texture
extraction techniques has been proposed to generate photo-realistic images. This
framework, ULBPGAN, comprises 1) an LBP generator (GL). 2) a global gen-
erator GI with MFADE layers. 3) A unified LBP discriminator D.

With the LBP extraction technique, our framework generates fine-grained
details with spatial and structural awareness for each object inside the image,
capable of generating diverse results. The LBP generator is proposed to pro-
duce LBP feature maps L. Multi-Feature Adaptive DE-normalization (MFADE)
layers are designed by adding weights to both semantic label maps and gen-
erated LBP features convolutional layers to modulate global generator activa-
tions’ biases and scales. We also propose a unified LBP discriminator D that can
transform the diversity of generated images into a unified LBP feature map. As
clarified in Fig. 2, a Gaussian noise map is given as a latent space input for the
global generator. The feature representation is extracted from the Label map
and the LBP generator’s generated LBP feature map GL. Both will be input to
multi-feature adaptive denormalization layers in the global generator. We exploit
the standard multi-scale patch-based discriminators, combining with a unified
feature LBP extraction.
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2.1 Local Binary Pattern Generator

LBP is an operator used to describe a rectangular block’s spatial features and
texture. Additionally, LBP is an effective technique that involves thresholding
the neighborhood of each pixel using the window mean, window medium, or
the actual value of the pixel as thresholds, then extracting an LBP code that
represents the spatial feature for that pixel

As discussed in the previous sections, there is a huge gap between the realistic
image and the synthesized image quality due to the lack of structured information
and spatial features. An LBP generator Gl has been proposed to address these
limitations. The encoder part of the LBP generator feeds the semantic label map;
then, the LBP generator outputs the estimated LBP feature map L. Meanwhile,
we used the semantic label map and generated the LBP feature map L to guide
the image process in the global generator, as shown in Fig. 3. The loss function
for the local binary pattern generator Gl is defined as:

LGl
= EL[log(D̃(L))]− ELg

[log(1− D̃(Lg))] (1)

where Lg is the local binary pattern features extracted from the ground truth
image, and,

D̃(Lg) = sigmoid(Gl(Lg))− EL[Gl(L)] (2)

D̃(L) = sigmoid(Gl(L))− EL−g[Gl(Lg)] (3)

Fig. 3. Local Binary Pattern Generator

2.2 Multi-Feature Adaptive Denormalization (MFADE)

The global generator is a deep network designed to output a photo-realistic
image. To prevent semantic information from overloading and to learn from
structure information from the semantic label map M and the generated LBP
feature map L, we propose MFADE, a new normalization technique.



344 K. Magdy et al.

As in previous normalization techniques [12,25], MFADE modulates the
biases and scales of global generator activations. MFADE is inspired by both
SPADE [12] and SEAN [25]. In contrast to SPADE and SEAN, we use two
inputs: the semantic label map M and the generated LBP feature map L from
the LBP generator as shown in Fig. 4. Let h denote the input of MFADE block
in the global generator network Gi for a batch of N samples. Let h denote the
input of the MFADE block in the global generator network Gi for a batch of N
samples. Let H, W , and C be the activation map’s height, width, and number
of channels, respectively. The modulated activation (n ε N, c ε C, y ε H, x ε W)
is given by:

γc,y,x(L,M)
hn,c,y,x

σc
+ βc, y, x(L,M) (4)

Fig. 4. Multi-Feature Adaptive Normalization

2.3 Unified Local Binary Pattern Discriminator

We develop a unified LBP discriminator to distinguish between real/fake images
and LBP features from both generators (the LBP generator and the global gener-
ator). A unified LBP discriminator is capable of solving the diversity of generated
images. In contrast to proposed methods for different tasks, not just for semantic
image synthesis tasks, we do not distinguish between real and fake photo-realistic
images, but instead, we use the LBP extraction module to extract the LBP fea-
tures and then discriminate real/fake LBP features with our generated LBP
feature map L, as shown in Fig. 5. The loss function for the local binary pattern
generator Gl is defined as:

LDl
= ELg

[log(D̃(Lg))]− EL[log(1− D̃(L))] (5)
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Table 1. Comparison between our method and other work using FID score, accuracy,
and mIOU on multiple public datasets. A lower FID score, higher mIOU, and higher
accuracy indicate better performance

Method ADE20K Cityscapes
mIOU↑ accu↑ FID↓ epoch↓ mIOU↑ accu↑ FID↓ epoch↓

Pix2pixHD 23.7 35.5 91.4 50 49.5 48.9 80.6 50
SPADE 44.1 42.9 38.0 50 50.1 49.7 58.7 50
CC-FPSE 45.0 45.1 37.5 200 52.2 51.5 50.5 200
CLADE 44.1 42.5 56.6 200 50.4 49.6 56.6 200
SDM 43.4 40.1 33.2 200 48.5 48.0 47.7 200
Ours 45.1 45.3 35.0 43 53.2 52.4 55.6 50

Fig. 5. Unified Local Binary Pattern Discriminator

LBP extraction is considered the most important part of our model as it
enables spatial and structural feature extraction from the generated image. We
provided PyTorch implementation for the LBP extraction. We greatly reduce
the running time algorithm by four times using a PyTorch tensor GPUs instead
of the direct LBP algorithm.

3 Results

Implementation details. We adopt ADAM [33] optimizer with a 0.0001 learning
rate for all generators and 0.0004 learning rate for all discriminators. Synchro-
nized BatchNorm was used and we also use the ADAM solver with β1 = 0 and
β2 = 0.999. Detailed proposed MFADE model hyperparameters are shown in
Table 2.

In addition to the normalization layers, we applied spectral normalization [34]
for all networks: the global generator, LBP generator, original discriminator, and
finally, the unified LBP discriminator.

We conducted all our experiments and obtained all the results from 16
NVIDIA Tesla K80 GPUs. We train 50 epochs for both ADE20k and Cityscapes
datasets. The resolution for training and generated images is set to 256 for height
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Table 2. MFADE Model Hyperparameters

Hyperparameter Value/Range

Backbone Network Pre-trained ResNet
Loss Function GAN Loss + L1 Reconstruction Loss
Optimizer Adam
Initial Learning Rate 0.0002
Batch Size Depends on hardware resources
Image Size 256 × 256 or 512 × 256 pixels
Number of Layers Varies
Number of Channels Varies
Dropout Rate Varies
Spectral Normalization Used in conjunction with MFADE

and 512 for width for the Cityscapes dataset, and 256 for height and 256 for width
for other datasets.

3.1 Datasets

We use Cityscapes [35], ADE20K [36] and COCO-stuff [37] datasets in our exper-
iments.

– Cityscapes dataset is widely used in semantic image synthesis. The number of
images in the Cityscapes dataset for training is 3000 images. It is 500 images
for validation, and the number of semantic classes is 35.

– ADE20K dataset contains 22,210 images (20,210 training and 2,000 validation
images), covering 150 semantic classes of challenging scenes.

– COCO-stuff dataset includes the highest diversity of indoor and outdoor
scenes. It also contains more than 23,000 images which is a huge number
compared to other datasets used in semantic image synthesis tasks because
it is considered the most challenging dataset. The number of images in the
COCO-stuff dataset for training is 18,000 images and for validation is 5000
images, and the number of semantic classes is 182.

3.2 Performance Metrics

The same evaluation protocol from previous work was used for evaluating our
method. We used pixel accuracy (accu), mean Intersection over-Union (mIoU),
and Fr’echet Inception Distance (FID). In recent years, the FID score has been
the most frequently adopted metric for evaluating the quality of GAN models.
This score is focused on the quality and diversity of generated images compared
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to real images. To evaluate the semantic segmentation for the generated image,
we used both mIoU and pixel accuracy metrics. Besides evaluating semantic seg-
mentation, mIoU also measures the quality of the generated images.

Label Ground Truth SPADE CC-FPSE CLADE Ours

Fig. 6. Cityscapes dataset visual comparison

3.3 Baselines

We took Pix2pixHD [10], and SPADE [12], as baselines. We conduct our exper-
iments to validate the efficiency of our work compared to most leading work
for semantic image synthesis. CC-FPSE [13] is considered a leading semantic
image synthesis model, but we could not afford the GPU consumption so it is
not applicable to compare our result with it.

3.4 Discussion

Quantitative Comparisons. Using the datasets mentioned above (ADE20K,
Cityscapes, and COCO-stuff) and the previous performance metrics (FID,
mIOU, and pixel accuracy), we made a comparison between the proposed method
and baseline methods (pix2pixHD and SPADE).

We retrieve the photo-realistic image generated from the global generator,
and by using the LBP extraction technique we extracted the spatial and struc-
tural features from this image and discriminated these features using the LBP
discriminator to gain a detailed object in the image. We achieve a sample quality
that was superior to the previous GAN-based method.

As shown in Table 1, a comparison has been made between our method and
other work using FID score, accuracy, mIOU, and the number of trained epochs
on ADE20K(Indoor and outdoor) and Cityscapes datasets. The better perfor-
mance is indicated by a lower FID score, higher mIOUm, number of trained
epochs, and higher accuracy. The results generated from our work outperform
Pix2PixHD, SPADE, CC-FPSE, CLADE, and SDM. For ADE20K, our method
obtained the best results for all evaluation metrics. For Cityscapes, we archived
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Label Ground Truth SPADE CC-FPSE CLADE SDM Ours

Fig. 7. ADE20K dataset (Indoor and outdoor) visual comparison. Our method pro-
duces better-detailed information for the generated image.

the best mIoU and pixel accuracy evaluation. We noted that SDM archived a
lower FID score in the Cityscapes and ADE20K datasets. That is because SDM
has an image encoder that processes the real image and transforms it into Gaus-
sian noise.

Quantitative Results. Visual comparisons between our method and SPADE
are shown in Figs. 6 and 7. Our proposed method shows the best results and
significantly reduces the gap between photo-realistic and generated images. Also,
there is more detailed information in the generated image, especially in the
ADE20K dataset. In addition to the better quality of the generated images, our
proposed method can generate a diversity of images with more stable training.
Also, in the visual comparisons, we can see that our results have more detailed
information for each object in the generated image. This is because the generated
LBP image from the LBP generator provides detailed features alongside the
spatial features.

4 Conclusion

Image generation diversity and the lack of semantic information problems for
semantic image synthesis tasks using generative adversarial networks were inves-
tigated in this paper. First, a local binary pattern feature map was constructed
based on the local binary convolutional generator. Then, normalization layers
based on the segmentation map and the feature map were created to feed the
global generator with special and feature information, which ultimately gener-
ated the output image. In addition, the diversity of generated images was han-
dled by introducing the unified local binary pattern discriminator. Also, estab-
lishing new models using the same criteria employed in the proposed model for
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any generative adversarial network application-based tasks, especially image-to-
image translation tasks instead of semantic image synthesis, is a valuable topic
for future work. The main challenges we faced were the computational power
and the runtime for the single training process, which took an average of 16
days according to all datasets used to get our results. Also, we faced problems
regarding memory capacity, which led us to downsize the batch size to 1 for the
Cityscapes dataset.
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Abstract. The graph data model is increasingly used in practice due to
its flexibility in modeling complex real-life data. However, some security
features (e.g., access control) are not receiving sufficient attention from
researchers since that graph databases are still in their infancy. Exist-
ing access control models do not rise to the finest granularity level of
data, use expensive methods for data filtering or explicitly enforce access
control rules in application code which may lead to several data secu-
rity breaches. Based on the most popular graph database system Neo4j
and its query language Cypher, this paper provides an Attribute-based
Access Control (ABAC) support to Neo4j which makes the model more
fine-grained and allows to specify more expressive access policies. Next,
we provide a rewriting algorithm that transforms an arbitrary Cypher
query into a safe one that enforces the underlying access control policy
by returning only authorized data. Contrary to most existing solutions
that use non-practical query languages, the proposed solution can be
integrated easily within the Neo4j database system.

Keywords: Graph Database · Cypher · Neo4j · Access Control ·
ABAC · Query Rewriting

1 Introduction

Several works in the literature showed that the graph data model provides more
flexibility, efficiency and scalability when it comes to deal with large and highly
interconnected data. Graph database systems (e.g. Neo4j) are being used and
studied by both researchers and practitioners for many applications such as
fraud detection, knowledge discovery, business analytics, recommendation sys-
tems, data integration and cleaning. Traditional access control models proposed
for relational data cannot be adapted for graph data. Indeed, fulfilling the main
requirements of access control (i.e. fine-grained, context management and effi-
ciency for preventing non-authorized data access) is still a challenge in graph
data type context due to it schema-less characteristic and the lack of stan-
dards neither for data model nor for query language, which makes the design
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M. Mosbah et al. (Eds.): MEDI 2023, LNCS 14396, pp. 352–366, 2024.
https://doi.org/10.1007/978-3-031-49333-1_25

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-49333-1_25&domain=pdf
http://orcid.org/0009-0009-3342-5340
http://orcid.org/0000-0003-0277-1928
http://orcid.org/0000-0002-4496-0340
https://doi.org/10.1007/978-3-031-49333-1_25


Effective Attribute-Based Access Control Model for Neo4j 353

of a graph access control model more intriguing. We consider the most popular
graph database system, Neo4j1, and its query language Cypher [8]. Neo4j pro-
vides a Role-Based Access Control (RBAC) model which is not suitable enough
for applications that require fine-grained control over data access and permis-
sions for different resources in the graph. One scenario that could highlight a
limitation of this model is when dealing with dynamic authorization rules. For
example, in an Electronic Health Record system, if the role Doctor allows read-
ing patient Health Record (HR), so each doctor will be granted to access any
patient HR even though this latter is not being treated by him. This limitation
raises a need of an access control model that considers attributes of the context.

Therefore, we propose an extension of the Neo4j RBAC model by allowing
specification of more expressive access rules that can be applied to the finest gran-
ularity level of data. Precisely, our extension incorporates attributes to access
authorization of Neo4j which yields to an ABAC model. Our model takes all
advantages of the Neo4j model, overcomes its limits, and allows access policies
to be specified based on information of the user and the data being accessed.
Based on a large class of Cypher queries, we propose a rewriting algorithm, we
enforce our access policies by rewriting any Cypher query into a safe one that
returns only accessible data.

Contributions and Road-map. The main contributions of this paper are as
follows: 1) We give a thorough study of the Neo4j access control model and we
show its limits (Sect. 2); 2) We propose an ABAC model for graph databases that
aims to overcome limits of the Neo4j model (Sect. 3); 3) By considering a prac-
tical fragment of the Cypher query language, we provide a rewriting algorithm
that translates queries from this fragment into safe ones (Sect. 4); 4) We con-
duct an experimental study to show effectiveness and efficiency of our approach
(Sect. 5). Further details can be found at the online version2.

Related Work. Table 1 compares the most important access control models for
graph databases. These models differ in:

Data type. Several access control models have been proposed for graph mod-
eled data including especially works designed for RDF triplestores [2] and those
for Property Graph (PG) [3,9,11,12,14]. Unlike models for RDF graphs which
focus on semantic relationships [15], those for PGs require to handle fine-grained
permissions to nodes, edges and properties level.

Access Control Model (ACM). Several graph database systems (e.g. Neo4j,
TigerGraph) provide a RBAC model [10,12] which assigns permissions to users
based only on their roles. This model lacks granularity when it comes to specify
permissions for a specific user or level of the data. To overcome this limit, sev-
eral works have combined the RBAC with other ACMs: e.g. [2] with Mandatory
Access Control (MAC ); [15] with Mandatory and Discretionary Access Control
(DAC ); [9] with Attribute-Based Access Control (ABAC ). Some studies [11,14]

1 https://neo4j.com/.
2 https://github.com/adil-ber/AC-for-Graph-DB.

https://neo4j.com/
https://github.com/adil-ber/AC-for-Graph-DB
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Table 1. Comparative table of related works.

Graph Work ACM (–) Granularity Reinforcement

RDF J. Chabin et al. [2] RBAC+MAC node,rel Query Rewriting
PG S. Rizvi et al. [14] ABAC+ReBAC node,rel Query Rewriting

A. Mohamed et al. [11] ABAC+ReBAC � node,rel Brute-force
C. Morgado et al. [12] RBAC node Brute-force
M. Valzelli et al. [15] DAC+MAC +RBAC � node Views
S.Clark et al. [3] ReBAC � node,rel Not mentioned
D.Hofer et al. [9] RBAC+ABAC � node,rel Query Rewriting
Neo4j ACM [1] RBAC � node,rel,attr At Query time
Our work RBAC+ABAC � node,rel,attr Query Rewriting

focused on Attribute and Relation-Based Access Control (ReBAC ) that natu-
rally express the connections and associations between a subject and a resource,
enabling intuitive access decisions based on their inherent relationships [3].

Fine-grained level. Nodes, relationships and attributes are entities that compose
any PG. However, existing ACMs focus only on nodes and relationships [3,9,
11,14], with some designed solely for nodes [12,15]. Some works [12,14] allow
definition of only positive permissions. The Neo4j system allows definition of
unconditional positive (+) and negative (–) access permissions to all entities of
the PG.

Reinforcement mechanism. The commonly used mechanisms are: i) Brute-force
which involves either executing a query as-is or rejecting it if it contains any
unauthorized element; ii) Two-steps by fetching the data generated by the query,
then filtering the outcomes before they are returned to the user; iii) Views
allows the administrator to build personalized views that represents accessible
data only; and iv) Query rewriting where queries are modified to include access
control filters prior to their execution. The rewriting principle has been recently
considered for graph databases: [14] transforms user’s query into another query
that returns authorized data only, while [9] introduces access control filters to
the methods of the Neo4j Object Graph Mapper framework.

Our work differs from existing ones in: i) we allow controlling access to each
entity of the PG; ii) we propose expressive access control policies with negation,
conditions and several kinds of access privileges; iii) we use the query rewriting
principle that has demonstrated high efficiency for relational data [4] as well as
graph data [14]; and iv) we propose a practical solution by considering a large
class of Cypher queries and by showing how to integrate it within Neo4j, the
most popular graph database system.

2 Background

We next discuss the Cypher query language as well as the Neo4j RBAC model.
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2.1 Cypher Queries

For the sake of clarity and along the same lines as [14], we consider a specific
subset of the Cypher query language that includes the most commonly used
features3. The syntax of a Cypher query Q is given as follows:

Q ::= M W R
M ::= Match α | M M
W ::= ε | Where β
R ::= Return ϕ
α ::= α′ | α′,α
α′ ::= (m) | (m)-[m]->α′ | (m)<-[m]-α′

m ::= v | v{δ} | :l | :l{δ} | v:l | v:l{δ}
δ ::= a:val | δ,δ
β ::= β AND β | β OR β | NOT β | Exists{ Match α W′ } | (v.a op val)
W′ ::= ε | Where β′

β′ ::= β′ AND β′ | β′ OR β′ | NOT β′ | (v.a op val)
ϕ ::= v | v.a | ϕ,ϕ

A Cypher query consists of three types of statements: Match (M), Where (W)
and Return (R) statements. In essence, the Match statement defines the pat-
terns to search for in the data graph. The Where statement adds conditions to
these patterns. Upon finding matches for these patterns in the data graph, the
Return statement specifies the data components to be presented to the user.
Each Cypher query contains one or more Match statements, each declared using
the Match clause. A single Match statement (Match α) is formed by one or
more path patterns (α′). A path pattern is a sequence of nodes and/or relation-
ships. A node (m) (or a relationship [m]) is defined by a label l, an optional
variable v, and an optional list δ of attribute conditions. Notably, all nodes and
relationships are labeled. If a variable v appears in a Match statement without
an associated label, it is assumed that the label of v has been declared in a
previous Match statement. Optional Where statements can follow Match state-
ments to filter the patterns. The Where statement applies filtering using simple
conditions (e.g., v.a op val) that operate on attributes within the Match state-
ments. These conditions employ operators (=, <>, <,<>,<=,>=) or built-in
functions (in, contains, starts with, ends with). Complex conditions, referred to as
path conditions, are path patterns intersecting with the Match statement’s pat-
terns to filter nodes/relationships. These complex conditions are expressed using
the Exists function, which validates the existence of specified path patterns. We
adopt a simplified syntax of the Exists function for clarity. Finally, the Return
statement is employed to present nodes, relationships, and/or attributes that
are linked to the Match statements.

Example 1. A property graph is given in Fig. 1 to represent a health informa-
tion system. Nodes represent entities such as Doctor, Health Records (HR) and
Event, while edges represent relationships between these entities. We consider
the following Cypher queries:

3 It is worth noting that our findings can be extended to cover other features of the
language as well.
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Fig. 1. Property Graph sample.

Q1 : Match (d:Doctor) Where d.gender=’female’ AND Exists{
Match (e:Event{Description:’Coronary heart disease’})
Where d.ID IN e.doc_ids

} return d.doc_name

Q2 : Match (hr:HR{patient_name:’John Stone’})-[r:HAS]->(e:Event),
(e)<-[r2:DIAGNOSIS]-(d:Doctor)
return d

Q1 returns names of woman doctors which are involved in events related to
coronary heart disease. Q2 provides all information of doctors who were involved
in diagnosing the patient named John Stone. ��

2.2 The Neo4j Access Control Model

We next discuss the Neo4j Role-Based Access Control model.

Syntax and Semantics. ACPs created within Neo4j are closed, which means
that all entities of the underlying data graph (i.e. nodes, relationships and
attributes) are by default unauthorized. For each user role, the administrator
can grant/deny privileges to some entities. Three kinds of read privileges are
supported:

1. Traverse: this privilege allows the user query to traverse nodes and/or rela-
tionships of the data graph without examining their attributes.

2. Read: this privilege allows the user query to access to attributes of some nodes
and relationships of the graph.

3. Match: having this privilege on some node (resp. relationship) is semantically
the same as having both Traverse and Read privileges on this node (resp.
relationship). That is, this privilege allows the user query to traverse an entity
as well as to read its attributes.
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ACP ::= ACR | ACR, ACP
ACR ::= T | R | M
T := (Grant|Deny) Traverse on Graph G (Nodes|Relationships) E to R
E := * | E’
E’ := l | l , E’
R := (Grant|Deny) Read{A} on Graph G (Nodes|Relationships) E to R
A := * | A’
A’ := a | a , A’
R := (Grant|Deny) Match{A} on Graph G (Nodes|Relationships) E to R

Fig. 2. Grammar of the Neo4j Access Control Model.

Neo4j allows definition of positive and negative permissions, specified respec-
tively with the clauses Grant and Deny. Given the above, an Access Control
Policy (ACP) can be written, as a set of Access Control Rules (ACRs), follow-
ing the grammar of Fig. 2. Despite the privilege type, each ACR specifies the
graph G, the user role R and the set E of entities (i.e. nodes and relationships)
for them the privilege will be applied. The entities are specified either by *,
i.e. all nodes/relationships are concerned; or a finite set of nodes/relationships
labels. In addition, an ACR with Read or Match privilege specifies in addition a
set A of attributes (or * for all attributes) that can(not) be read.

Notice that a denied Match privilege is a little bit confusing. Its semantics
depends on whether a concrete attributes set is specified or it is just *. A denied
Match with a concrete attributes set specifies that those attributes cannot be
read while the corresponding entities can be traversed. However, if a denied
Match is specified with * as attributes set, then both traversing the entities and
reading their attributes are denied.

Example 2. Consider the following ACRs specified for Doctor role:
GRANT MATCH{patient_name,age} ON GRAPH * NODES HR TO Doctor
DENY MATCH{address} ON GRAPH * NODES HR to Doctor
DENY MATCH{*} ON GRAPH * NODES HR to Doctor

The first one allows traversing all nodes labeled HR as well as reading their
attributes patient_name and age. This ACR can be written differently as follows:

GRANT TRAVERSE ON GRAPH * NODES HR TO Doctor
GRANT READ{patient_name,age} ON GRAPH * NODES HR TO Doctor

The second ACR denies access to attribute address of nodes labeled HR.
The third ACR denies traversing nodes labeled HR as well as reading their
attributes. ��

As any access control model, conflicts may arise when opposite permissions
are given for the same entity. In such a case, deny privileges take precedence
over grant privileges. More details about this resolution are given in Sect. 3.2.

Reinforcement Mechanism. Neo4j reinforces its access control policies
dynamically at query time. Precisely, when the user asks the execution of a
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Cypher query, the Neo4j’s query planner establishes the most efficient way to
execute this query by using index, caches as well as access control privileges of
the system. That is, entities requested by the query are found efficiently and are
also filtered to keep only authorized ones. This process differs from Brute-force
approaches in the sense that the query is not rejected if it attempts to find some
unauthorized entities. Instead, the system purifies the output, delivering solely
the authorized entities that were originally requested by the query.

Limits. As any RBAC model, an ACP defined within Neo4j for some role will
be applied for all users who are assigned that role, while assigning a personalized
policy for each user may lead to role explosion and complicated administration
of those policies [6]. Moreover, many real-life scenarios often require to consider
not only user information, but also specific contextual factors and properties
of the resources being accessed. Such fine-grained access control is necessary to
accurately reflect the intricacies of different situations and ensure appropriate
security measures. Furthermore, access control policies may be relatively big
in practice [16] and must be written within a simplified syntax so that the
administrator could express exactly what she/he needs. However, as mentioned
before, a denied Match privilege may lead to confusion, and its semantics will
be more difficult to understand when considering update rights.

3 Our Access Control Model

We propose an ABAC model for Cypher queries that keeps the expressive power
of the Neo4j’s model and enhances it with conditional permissions.

3.1 Syntax and Semantics

We consider the grammar of the Neo4j’s access control model (Fig. 2) and we
make two fundamental changes. Firstly, we add the following rules:

T := (Grant|Deny) Traverse on Graph G (Nodes|Relationships) E to R WHERE C
C := C AND C | C OR C | NOT C | (C) | @a op val | $a op val

Where a is an attribute, val is a value and op is an operator or a built-in func-
tion as described for the Cypher syntax. Intuitively, our additional rules allow
defining granted/denied traverse permissions based on some conditions. Notice
that @a refers to attribute of the data graph while $a refers to an attribute
of the user/context (e.g. user degree, department number). Moreover, val is a
value belonging either to the data graph or the user/context. Such conditions
allow taking into account properties of the data graph, the user and/or the
context where expressing permissions. It is worth noting that we do not assign
conditions to read privileges in order to avoid circular permissions4 which may
lead to ambiguous, inconsistent and vulnerable policies. That is why we assign
conditions only to Traverse privileges.
4 An attribute A is accessible depending to the value of an attribute B and vice versa.
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Table 2. Conflict Resolution

Secondly, we omit the use of the Match privilege as it may lead to confusion
and obfuscated semantics as explained in Sect. 2. This will not hinder practi-
cability of our approach since the semantics of Match can be expressed using
Traverse and Read privileges.

Example 3. We consider the data graph of Example 1 and we define two user
roles (Doctor and Administrator) with different permissions. A doctor has access
to (a) all his information; (b) events in which he is involved and (c) health
record of all patients that he treats. An Administrator is authorized to access
(a) all health records without their attributes; (b) all events with their associ-
ated attributes except ’doc_ids’ attribute; and (c) relationships ’HAS’ having a
property type equals to ’Surgery’. These permissions are expressed in the same
order via the following ACRs:

GRANT TRAVERSE ON GRAPH * NODES Doctor TO Doctor WHERE @ID=$doctorID
GRANT TRAVERSE ON GRAPH * NODES Event TO Doctor WHERE $doctorID in @doc_ids
GRANT TRAVERSE ON GRAPH * NODES HR TO Doctor WHERE @personal_doc=$doctorID
GRANT TRAVERSE ON GRAPH * NODES HR TO Administrator
GRANT TRAVERSE ON GRAPH * NODES Event TO Administrator
GRANT READ{*} ON GRAPH * NODES Event TO Administrator
DENY READ{doc_ids} ON GRAPH * NODES Event TO Administrator
GRANT TRAVERSE ON GRAPH * RELATIONSHIPS HAS TO administrator WHERE @type=’Surgery’

Where the use of @ (resp. $) refers to attribute of the data graph (resp. system). ��

3.2 Conflict Resolution

As our approach is an extension of the model proposed by Neo4j, we adopt
the same conflict resolution mechanism as Neo4j in which negated access take
precedence over granted access. Details about our conflict resolution rules are
given in Table 2 where Yes (resp. No) specifies that the entity is accessible (resp.
inaccessible) after resolving conflicts. In addition, the accessibility of such entity
may be defined by combining many conditions of the access control policy.

4 Policy Reinforcement Mechanism

The query rewriting mechanism has been largely considered for different kind of
data [4,5,7,13]. Recently, some authors have adopted this mechanism to reinforce
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Algorithm 1: SafeCypher(Q,P, ur)
Input: A Cypher query Q , an ACP P , and a user role ur.
Output: A safe version of Q, Qs or otherwise.

1 GP := accessGraph(P );
2 Qs := Q;
3 Add a meta-variable to each free node (resp. relationship) in Qs;
4 Extract a set S of Match statements in Qs;
5 Define a function L that returns the label of each variable in Qs;
6 Define a function T that returns the type of each variable in Qs;
7 Let AC be a list of attribute conditions belonging to the Where statement of Qs;
8 Let R be a list of statements returned by Qs;
9 ACFilters :=’true’;

10 foreach s S do
11 sub := isSubQuery(s, Qs);
12 s := singleMatchRewriter(s, sub, GP , ur);
13 if (sub = true) then
14 if (s = ) then Replace s with false in Qs;
15 else if (s = s) then Replace s with s in Qs;

16 else if (s = ) then return ;

17 if ACFilters = ) then
18 if AC = then Add ACFilters to the Where statement of Qs;
19 else Create a Where statement in Qs with ACFilters as condition;

20 foreach ac AC with the form v.attr op val do
21 rp := attributeReadCheck(GP , ur, L(v), attr, T (v)) ;
22 if (rp = false) then Replace ac with null in Qs ;

23 foreach r R with r = v or r = v.attr do
24 ga := getGrantedAttrs(GP , ur, L(v), T (v));
25 da := getDeniedAttrs(GP , ur, L(v), T (v));
26 if (r = v AND (da.contains( ) OR ga = )) then Replace r with v in Qs ;
27 else if (r = v AND ga.contains( )) then Replace r with v

da
in Qs ;

28 else if (r = v AND !ga.contains( )) then Replace r with v ga in Qs ;
29 else if (r = v.attr) then
30 rp := attributeReadCheck(GP , ur, L(v), attr, T (v));
31 if rp = false then Replace r with null in Qs;

32 Qs := optimizeQuery(Qs)
33 return Qs;

Fig. 3. An algorithm for safe rewriting of Cypher queries.

access control policies over graph databases [9,14]. Given an access control policy
P and a user query Q, it is to rewrite Q into a safe one, Qs, by considering rules of
P , so that: for any data graph G, Qs(G) will traverse and return only accessible
entities (nodes, relationships and attributes). We describe hereafter our query
rewriting algorithm designed for Cypher queries and Neo4j system.

Our algorithm, referred to as SafeCypher, is given in Fig. 3. It inputs a Cypher
query Q, an access control policy P , and the role ur of the user requesting Q.
The algorithm produces a safe version of Q, Qs, or ∅ if no safe version of Q
can be generated. First of all, it is clear that a textual ACP is hard to analy-
sis. That is, we construct a graph representation of our ACP P , called access
graph and denoted by GP . Such access graph allows checking easily the acces-
sibility of any entity requested by the query. Due to space limit, we report all
details about this structure to the online version. Once the access graph GP



Effective Attribute-Based Access Control Model for Neo4j 361

is constructed (line 1), meta-variables are generated for each free element5 of
the query (line 3). All elements composing Q are extracted (lines 4–8) includ-
ing: Match statements belonging both to the body of the query and its Where
statement; the Return statement; and all attribute conditions defined within the
Where statement. Each match statement s is rewritten separately using the pro-
cedure singleMatchRewriter (line 12). If s is a subquery6 of Q and its safe version
s′ is not empty then s is replaced by s′ in the original query, if it is empty then
it is simply replaced by false in the original query (lines 13–15). Otherwise, if s
is not a subquery then the algorithm returns an empty query as a fundamental
part of Q cannot be made safe (line 16). After checking all elements belonging to
Match statements of Q, their corresponding accessibility conditions are grouped
as a conjunctive formulas ACFilters. This latter is added to the Where statement
of the query to ensure the accessibility of each entity parsed/returned by Q (line
18). If Q has no Where statement, then it is created to enforce the computed
accessibility conditions (line 19).

Next, the algorithm examines each attribute condition belonging to the
Where statement (lines 20–22) and checks whether the corresponding attribute
is accessible. Precisely, for each attribute condition v.attr op val, the algorithm
calls the procedure attributeReadCheck in order to check whether the attribute
attr is accessible via the element referred to by the variable v. If this is not the
case then the attribute condition is replaced with null in the query.

On the other side, each return statement rt is rewritten (lines 23–31) in order
to check the accessibility of each entity the query Q wants to return. Each return
statement can be either a node/relationship (i.e. a variable v) or attributes of
this latter (i.e. v.attr). The procedure getGrantedAttrs is called to get a list ga of
all granted attributes (line 24). Similarly, the procedure getDeniedAttrs is called
to get a list da of all denied attributes (line 25). Using these lists, all attributes
being returned by Q are checked. If an attribute is inaccessible w.r.t P and it is
explicitly returned by Q (i.e. case of v.attr) then it is replaced by null at the orig-
inal query (lines 29–31). Moreover, if Q returns implicitly a list of attributes (i.e.
case of v) then this list is sanitized to keep only accessible attributes. We denote
by v|da a safe rewriting of v that returns the corresponding entity (node/re-
lationship) without the unauthorized attributes. In addition, v{ga} refers to
granted attributes of that entity. Thus, v{} returns the entity without any of its
attributes (lines 26–29). However, Cypher language does not allow to remove a
list of attributes from a node making part of the query result while returning the
remaining accessible attributes. So, the syntax v|da is implemented using APOC
procedures provided by Neo4j. A use-case is given at Example 4.

Notice that adding accessibility conditions to the different elements of Q may
lead to a safe but unoptimized version of Q. For instance, the condition null and
null may be replaced by null. That is why the algorithm calls finally the procedure
optimizeQuery to returns an optimized safe version of Q.

5 I.e. node or relationship with no variable attached to it.
6 According to our Cypher syntax, a subquery is any Match statement appearing

inside an Exists call.
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The procedure singleMatchRewriter (Fig. 4) aims to check the accessibility
of each entity composing some Match statement in input. It extracts vertex
(resp. relationship) tokens composing M , as well as attribute conditions defined
over vertices and relationships of M . A token has the form v : l while an
attribute condition has the form {attr : val}. The procedure uses two other pro-
cedures: elementTraverseCheck checks accessibility of vertex/relationship; while
attributeReadCheck checks accessibility of attribute. If an element (i.e. vertex or
relationship) is not accessible then the procedure returns ∅ (line 7). If such ele-
ment is conditionally accessible, then its corresponding accessibility condition c
will be added to a global filter ACFilters (line 8). If the element is uncondition-
ally accessible then no change is done. Furthermore, if an attribute attr is not
accessible then ∅ is returned (lines 14–18). The final safe version of M is finally
returned (line 19). Given a subquery composed by an Exists call, and a Match
statement s and a Where statement w inside it. Then, accessibility conditions
related to s are added to w rather than the Where statement of the whole query
(lines 10–13). That is why subACFilters is used to define accessibility conditions
of subqueries only, while ACFilters adds accessibility conditions to the Where
statement of the entire query.

Example 4. Consider a Cypher query Q made by an administrator and its safe
version Qs computed w.r.t the access policy defined in example 3:

Q: Match(hr:HR) where Exists{
Match(hr)-(x:HAS)->(e:Event)
Where date=’15/08/2020’

} return hr,e

Qs: Match(hr:HR) where Exists{
Match(hr)-(x:HAS)->(e:Event})
Where(date=’15/08/2020’
AND x.type=’Surgery’)

} return hr{},apoc.map.removeKeys(e,["doc_ids"])

The safe version Qs first adds an accessibility condition, i.e. x.type=’surgery’,
as the administrator can access to only relationships of type surgery. The vari-
able e refers to events and thus it is refined by Qs in order to return only
accessible attributes of events: i.e. all attributes excepting docs_ids. The func-
tion apoc.map.removeKeys(e,["doc_ids"]), from Neo4j APOC library, is used to
remove the unauthorized attributes (doc_ids in this case) from the returned ele-
ment e. In addition, administrator has a granted traverse for nodes hr but not a
granted read, that is no attribute in node hr can be returned. Thus, Qs replaces
hr by hr{} at query result. ��

5 Experimental Study

Using real-life data, we next conduct several experiments in order to check effi-
ciency and scalability of our model compared to that of Neo4j.

5.1 Experimental Setting

Datasets. We use the Stack Exchange7 dataset which is a vast collection
of anonymized questions, answers and user interactions from various Stack
7 https://archive.org/details/stackexchange.

https://archive.org/details/stackexchange
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Algorithm 2: singleMatchRewriter(M, sub,GP , ur)
Input: A match statement M , a boolean sub, an access graph GP , and a user role ur.
Output: A safe version of M , Ms, or otherwise.

1 Let V T (resp. RT ) be list of vertex (resp. relationship) tokens in M ;
2 Let AC be list of attribute conditions defined over elements of M ;
3 subACFilters := ’true’;
4 Ms := M ;
5 foreach t (V T RT ) with t = v : l do
6 ac := elementTraverseCheck(GP , ur, v, l, T (v));
7 if (ac = false) then return ;
8 else if (ac = c and sub = true) then ACFilters := ACFilters ac;
9 else if (ac = c and sub = true) then subACFilters := subACFilters ac;

10 if (subACFilters = ) then
11 if (there exists ac AC with the form v.attr op val ) then
12 Add subACFilters to the Where statement of Ms;

13 else Create a Where statement in Ms with subACFilters as condition;

14 foreach ac AC do
15 rp := attributeReadCheck(GP , ur, L(v), attr, T (v)) ;
16 if (rp = false) then
17 if ac with the form v.attr op val then Replace ac with null in Ms;
18 else if ac with the form attr : val then return ;

19 return Ms;

Fig. 4. Procedure to safely rewrite Match statements.

Exchange websites. It contains 8 node labels; 7 relationship types representing
interaction between nodes; and a vertex set varying from 85K to 1.3M.

Implementation. To ensure the integration of our model within Neo4j, we first
implemented a Java application that inputs an access control policy in textual
form (i.e. via the syntax given in Sect. 3), and transforms it into an access graph
that will be stored within the Neo4j database for rewriting purpose. Secondly,
we implemented a Java program that randomly generates access control policies.
Finally, we implemented our Cypher query rewriting algorithm in Java and we
made its execution possible within the Neo4j browser via the Call clause. That
is, one could simply call our algorithm by inputting any Cypher query. This
latter will be first rewritten using our algorithm w.r.t the access graph previously
computed, and next its rewritten version will be evaluated over the underlying
data graph and the result will be returned to the user.

The experiments were carried out on a machine featuring an 8-core processor
Intel i5-1135G7 2.4GHz, 16 GB of RAM and a NVMe SSD, running Ubuntu
22.04.2. Each experiment were ran 10 times and the mean time is reported.

5.2 Experimental Results

We report hereafter results of our different experiments. The size of a data graph
is given by the number of its nodes and edges. The size of a Cypher query is
given by the number of nodes and relationships composing all its statements (i.e.
Match, Where and Return). Furthermore, the size of an ACP refers to the
number of its rules.
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(a) Varying queries (our
approach)

(b) Varying queries (our
approach v.s Neo4j)

(c) Varying size of the
ACP (our approach)

(d) Varying ACP (our
approach v.s Neo4j)

(e) Our approach (f) Our approach v.s Neo4j

Fig. 5. Experimental results

Experiment 1: Efficiency Checking. We experimented the efficiency of our
approach by measuring the required times for rewriting Cypher queries as well
as times for answering their rewritten versions. We fixed our data graph at 296K
nodes and 307K relationships, and we varied sizes of Cypher queries and ACPs.

a) Varying size of the Cypher query: We fixed the size of the access control pol-
icy into 50 rules and we varied the size of the Cypher queries. We defined differ-
ent queries (Q1, · · · , Q5) by varying the number of nodes, relationships, attribute
conditions, Match statements and path conditions. Details of these queries can
be found at the online version. Then, we computed the whole times required to
answer the five queries over the underlying data graph. The results reported in
Fig. 5-a show that the answering time increases in case of complex queries such
as those containing multiple match statements and path conditions.

Next, we compared the efficiency of our model w.r.t that of Neo4j. We
first updated our ACP by keeping only unconditional access control rules (as
Neo4j does not allow conditional rules), and then we measured the whole time
required to answer the five queries used both our approach and Neo4j. The
results reported in Fig. 5-b shows that the two models behave in a similar way
by varying the complexity of the Cypher queries and demonstrate the same
efficiency.

b) Varying size of the access control policy: We considered a Cypher query with
3 Match statements, 7 node and relationship labels and 5 conditions. We varied
the size of the ACP by considering different kinds and number of access control
rules (i.e. positive, negative and conditional rules). Then, we computed the whole
time required to answer the Cypher query using each of the defined ACPs.
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Figure 5-c demonstrates that as the number of access control rules increases,
the answering time decreases. This is due to the fact that a greater number
of access control rules result in more filtering of the rewritten Cypher query’s
result. Consequently, the result size decreases as more access control conditions
are incorporated into the Cypher query. This explains why an access control
policy with a smaller (resp. larger) size allows for the retrieval of a larger (resp.
smaller) result, thereby influencing the increase (resp. decrease) in answering
time.

We updated the ACP by removing all conditional access rules and we com-
puted the answering time of both our approach and that of Neo4j. Results are
given in Fig. 5-d. Notice that the differences between both models are minimal.

Experiment 2: Scalability Checking. By fixing the size of the Cypher query
(3 nodes, 2 relationships and 1 attribute condition) and that of the ACP (50
rules), we varied the size of the data graph from (85K, 79K) to (1.35M, 1.80M).
We answered the Cypher query over each data graph and we reported the cor-
responding times in Fig. 5-e. Our approach scales well as it takes only 1,500 ms
to answer a complex Cypher query over a big data graph composed of 1.35M
nodes and 1.80M of edges, w.r.t a complex access control policy.
Similarly to previous experiments, we removed all conditional rules in order to
favor Neo4j, and we compared our answering times with those required by Neo4j
(for the same Cypher query and the same ACP). Results reported in Fig. 5-f show
that the two models have a high degree of similarity in terms of efficiency.

5.3 Summary of Results

The experiments showed that: 1) our approach scales well with complex Cypher
queries, complex access control policies as well as large data graphs. 2) The
rewriting process adopted by approach does not make our live much harder
since our approach has the same degree of efficiency as Neo4j when considering
only unconditional rules. 3) Conditional rules do not decrease the efficiency of
our approach as the more conditional rules are added the less is the answering
time.

6 Conclusion and Future Works

Our main motivation was to provide a fine-grained access control for the graph
databases stored under Neo4j. Therefore, we proposed an access control language
that overcomes limits of the Neo4j model and allows specifying attribute-based
policies for each entity of the data graph. To enforce our policies, we adopted a
rewriting mechanism that transforms arbitrary Cypher query into a safe query
which returns only accessible parts of the data graph. Unlike other solutions,
our approach seamlessly integrates into the Neo4j database system, offering a
practical and efficient solution for enhancing data security in graph databases.
We demonstrated the efficiency and scalability of our approach via an extensive
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experimental study based on real-life data graph. It is worth noting that current
works consider only read privileges. The Neo4j access control model takes into
account update privileges but several limits arise especially when it comes to
understand and resolve conflicts between read and update privileges. We plan
to extend our model by addressing these issues.
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Abstract. There is huge ignorance of the energy situation in the world. People
in different countries are unaware of the amount of consumed energy and how
this accelerates the depletion of non-renewable energy resources which might
lead to unpredictable consequences. Moreover, the continuous increase in the
amount of produced and consumed energy increases the amount of CO2 emission
which leads to series pollution in the air. These problems can be solved initially
by increasing awareness of the general situation in every country and seeking to
solve these problems. In this project, we aimed to develop prediction models for
energy production, consumption, CO2 emissions, and share of renewable energy
in electricity production. We collected data from several resources and used the
random forest feature importance method to select features with high importance
scores to produce highly accurate prediction results. We implemented the models
using aGatedRecurrentUnit neural networkwhich generated very highly accurate
results because of its ability to remember information from the past. In the future,
we seek to implement prediction models for each country to increase awareness
of energy-related subjects.

Keywords: random forest · gated recurrent unit · Gini importance

1 Introduction

It is unbelievable how the choices humans make can affect their existence, particularly
when considering the significant impacts of their choices on climate change, air pollution,
resource depletion, energy costs, energy independence, and more [1]. One of the most
crucial considerations is to understand how the global energy systemworks to effectively
address these changes and establish boundaries for counterproductive habits. This was a
greatmotivation for data scientists to develop several types of energy forecastingmodels.
These models encompass a spectrum of approaches, which include analyzing historical
data to identify patterns in energy production and consumption for renewable and non-
renewable resources, developing machine learning algorithms to generate predictions
using energy data inputs or integrating both methods to enhance energy predictions
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by leveraging historical data patterns. The choice of the model depends on the data
availability, nature of the data, model complexity and interoperability, computational
resources, and other forecasting requirements. This guided us in selecting a model that
effectively utilizes the available energy data, selecting the most significant features that
most influence the energy prediction process, and making the right predictions with
minimum errors.

By designing our model, we aim to forecast the amount of consumed and produced
energy, the resulting CO2 emissions from non-renewable energy resources, and the share
of renewable energy resources in electricity production. Given the numerous features
that potentially influence the predicted outcomes, we have utilized the random forest
feature importance method to select the most significant features that predominantly
affect the forecasted values. Additionally, considering the non-linear relationship within
the available data, the substantial volume of data, and the need for continual learning
and adaptation, a neural network-based model appears to be the most suitable choice.
Specifically, we have developed our model using the Gated Recurrent Unit (GRU), an
improved version of the recurrent neural network (RNN). The GRU utilizes two key
vectors, namely the reset and update gates, which can be trained to retain relevant infor-
mation from the past while disregarding irrelevant information [2]. This characteristic
proves highly beneficial for our model.

We began by collecting relevant data that we believed would influence the predicted
outcomes. This included data on refined oil production, domestic oil consumption, natu-
ral gas production and consumption, crude oil production, average CO2 emissions from
fossil fuel production, the share of solar, wind, and hydropower in electricity produc-
tion, temperature changes in the meteorological year, the top 20 countries in energy
production and consumption, population data for these countries, and energy produc-
tion and consumption figures. To preprocess the data, we removed missing values and
outliers, consolidated the different datasets into a unified file format, and encoded cat-
egorical variables into numerical formats. Subsequently, we utilized the random forest
feature importance method to select features for each prediction type. Next, the data
was split into training, testing, and validation sets to facilitate the design of the GRU
model. Following this step, we defined the key characteristics of the GRU, including
the input shape, hidden units, activation functions, learning and optimization algorithm,
and training parameters such as the number of epochs and batch size. To assess the
accuracy of the prediction process, we employed the mean squared error and the mean
average error metrics. Considering all these characteristics enhanced the robustness of
our model, resulting in a relatively low loss function and indicating high accuracy in the
prediction outcomes.

The detailed model description is explored in the subsequent sections of this paper,
which are organized as follows: Sect. 2 addresses the related work relevant to this
paper, Sect. 3 discusses the theoretical and mathematical background, Sect. 4 delves
into the methodology employed, Sect. 5 investigates the results and outcomes of the
model, and finally, Sect. 6 draws conclusions and explores possibilities for further future
development of the model.
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2 Related Work

Due to the significant impact of the feature selection process of developing predictive
models, numerous research studies have focused on identifying key features that greatly
influence prediction outcomes. The random forest has been particularly emphasized for
its ability to determine feature importance. For example, in [3], authors developed a
hybrid forecasting model named RF-CEEMD-DIFPSO-BPNN, which integrated multi-
ple techniques, including random forest (RF), improved grey ideal value approximation
(IGIVA), complementary ensemble empirical mode decomposition (CEEMD), the par-
ticle swarm optimization algorithm based on dynamic inertia factor (DIFPSO), and
backpropagation neural network (BPNN). The importance degree of features was calcu-
lated using random forest, and theseweightswere incorporated into themodel to enhance
the quality of the training set. While this study intelligently addressed the non-linearity
characteristics of photovoltaic (PV) power and achieve higher accuracy in forecast-
ing outcomes, the complexity of the hybrid model poses challenges in understanding,
implementing, and interpreting the results.

In [4], researchers explored the use of random forest feature extraction and variable
importance in a fault diagnostic scheme for both simple non-linear systems and the
benchmark Tennesse Eastman process. They concluded that fault diagnosis using ran-
dom forest is a promising data-driven approach but further work is required to improve
mapping generalization. However, other studies have employed simpler feature selec-
tion methods, focusing more on developing high-level prediction models, particularly
in the energy field. For instance, in [5], researchers developed a robust multivariate
and machine learning model to forecast the biomass high heat value (HHV) based on
proximate analysis. Although they used correlation-based feature selection, the results
indicated that accurate HHV prediction cannot be achieved by considering individual
components of the proximate analysis alone; instead, pairing them as input variables in
the developed models is necessary.

In contrast, a study [6] adopted a different approach by establishing an optimal het-
erogeneous ensemble learning model for building energy prediction using an exhaustive
search method. This study evaluated the performance of six machine learning methods
in constructing the heterogenous ensemble model. The findings demonstrated the feasi-
bility of the exhaustive search method in identifying the optimal base model. However,
it’s important to note that the authors focused on a limited data set, which restricts the
generalization of the methodology to other types of data sets. Additionally, the ensemble
model exhibits high computational complexity and is time-consuming, posing challenges
for large-scale models.

Yet, there was enormous research that developed prediction models for carbon diox-
ide emissions. One notable example is the study [7]. The researchers proposed a novel
prediction model for CO2 emissions based on residual neural networks (ResNet) to
analyze the structure of energy in different countries in the world. They indicated that
traditional neural networks lead to a problemcalled the vanishinggradient problemwhich
lowers the accuracy of the prediction outcome. Their results revealed that ResNet has as
higher a better result than using the traditional CNN. However, ResNet is considered to
be a very complex neural network and it was originally designed for image classification
so it might be complex to adapt it for time series forecasting. Other methods seem to be
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more reasonable for time series forecasting models. Such as what the authors used in
[8], where they developed a prediction model using an attention mechanism (AM) based
gated recurrent unit (GRU) (AM-GRU) to predict gasoline production. They indicated
that because of the instability of gasoline equipment operation and the existence of high
noise, it is inconvenient to use traditional prediction methods. Their result showed better
stability and higher accuracy than models with other used methods.

All of these studies proposed novel methodologies for developing different predic-
tion models. Some of these studies developed complex prediction models which were
challenging to follow their steps. Other studies focused on one specific area of the energy
prediction model. In contrast, in developing our model we used different methods for
wider energy areas. So, our contributions are mainly focused on:

1. Develop forecasting models for non-renewable energy production and consumption,
CO2 emissions due to non-renewable energy production and consumption, and share
of renewables in electricity production

2. Use the random forest feature importance method to select the most significant fea-
tures for eachdevelopedmodelwhich increase the accuracyof the productionoutcome
and minimize the loss function of the designed gated recurrent unit.

3 Theoretical Background

In this section, we will cover the essential concepts necessary to comprehend the entire
model. Initially, we will elucidate the characteristics of random forests and their appli-
cation in feature selection. Subsequently, we will provide a brief overview of neural
networks, including their general definition and various types, leading up to the gated
recurrent unit and its utilization in constructing the forecasting model.

3.1 Random Forest

Random forest is commonly defined in research papers as a collection of decision trees
used for classification and regression analysis. It employs techniques such as bootstrap
aggregation and randomization to achieve a high level of predictive accuracy [9, 11, 12].
However, the concept of the random forest was initially introduced by Breiman, L., who
drew inspiration from the work of Amit and Geman (1997). The latter characterized
numerous geometrical features and explored a random selection of these features for
optimal node splitting. Breiman described the random forest as a process that involves
generating a large number of trees and then selecting the most popular class [10].

3.2 Random Forest Feature Importance

To prevent overfitting, enhance performance, and gain amore profound understanding of
the underlying data-generating processes, we engage in feature selection [16]. There are
various types of feature selection methods in machine learning. Such as filter methods,
wrappermethods, and embeddedmethods. The randomforest feature importancemethod
is one of the embedded methods which include interactions between features but at the
same time maintain reasonable computational costs [15]. Random forest carries out
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feature selection during classification rules are built [16]. This means that the algorithm
selects the most important features to use in the classification process, rather than using
all available features. This can improve the accuracy and efficiency of the classification
model. Random forest uses two feature importance measures; the Gini Importance and
theMeanDecrease Impurity. In the following subsection,wewill explain thesemeasures.

Gini Importance
The Gini importance can be depicted as the result of the random forest classifier’s

implicit feature selection process. It uses a subset of powerful variables to achieve excel-
lent performance on high-dimensional data [17]. Gini importance is calculated using
Eq. (1):

IG(θ) =
∑ ∑

�iθ (τ, T ) (1)

Mean Decrease Impurity
TheMean Decrease Impurity (MDI) is a metric used to assess the importance of features
in a random forestmodel. It quantifies the reduction in impurity, likeGini impurity, across
all decision trees in the random forest when a specific feature is used for splitting. A
higherMDI value for a feature signifies its greater significance in classification tasks and
provides insights into its contribution to the model’s overall performance. MDI can be
valuable for feature selection, allowing the removal of less important features to enhance
model efficiency and accuracy [18].

3.3 Recurrent Neural Network and Gated Recurrent Unit

Recurrent neural network (RNN) is a type of neural network which is designed to work
with sequential data or time series data. It is different from the forward neural network
where it has loops to allow information to remain and be passed sequentially from one
step to another [19]. And this is whatmakes it suitable for time series, speech, and natural
language modeling. RNN has a key feature which is the ability to sustain a memory of
the previous inputs in the sequence. This memory is stored in the form of hidden state
vectors and updates at each step of the sequence. These hidden state vectors can be
represented by Eq. (2):

ht = g(Wxt + Uht−1 + b) (2)

However, it has been stated that simple RNNs suffered from the vanishing gradient
problem because it is difficult for them to capture long-term dependencies [19]. Thus,
there were two main modifications to the simple RNN to solve the vanishing gradient
problem. They are the Long Short-Term Memory (LSTM) and the Gated Recurrent
Unit (GRU). Since our model is implemented using the GRU, we will present a brief
explanation of it in the following subsection.

Gated Recurrent Unit (GRU)
GRU is an updated version of the simple RNN. It uses two vectors that determine which
information to be passed to the output. These vectors are the update gate and the reset
gate. These two vectors can be trained to retain information from the past or remove
information that is irrelevant to the prediction [21].
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4 Dataset Description

In this section, we will provide a detailed description of the data collection and data
preprocessing.

4.1 Data Collection

Since we intend to implement several prediction models, which are non-renewable
energy production, non-renewable energy consumption, the share of renewable energy
in electricity production, and CO2 emissions, we collected data from several resources.
First, the data needed for non-renewable energy production and consumption predic-
tion models were sourced from the Global Energy Statistical Yearbook. It consists of
energy-related statistics on the production, consumption, and trade of oil, gas, coal,
power, and renewables, as well as on CO2 emissions from fuel combustion. This dataset
covers 60 countries around the world. However, we aimed to perform forecasting for
only the top countries in energy production and consumption, so we used a dataset from
IRENA, the International Renewable Energy Agency, which provides the names of the
top countries in energy production and consumption. We used this dataset to eliminate
some of the countries in the first dataset, which decreased the complexity of the model
implementation. Next, we collected the data needed for the share of renewables in elec-
tricity production. This includes renewables datasets sourced from Kaggle datasets, the
countries’ temperature change in the meteorological year from IMF climate change, and
the population of each country also from Kaggle datasets.

Data Preprocessing
Initially, we consolidated all the previouslymentioned data categories into a single Excel
workbook file. The resulting dataset comprises the following features:

• Entity
• Year
• Temperature change in Meteorological year (°C)
• Population
• Electricity from wind (TWh)
• Electricity from hydro (TWh)
• Electricity from solar (TWh)
• Other renewables including bioenergy (TWh)
• CO2 emissions from fuel combustion (MtCO2)
• Average CO2 emission factor (tCO2/toe)
• CO2 intensity at constant purchasing power parities (kCO2/$15p)
• Total energy production (Mtoe)
• Total energy consumption (Mtoe)
• Share of renewables in electricity production (%)
• Share of electricity in total final energy consumption (%)
• Oil products domestic consumption (Mt)
• Refined oil products production (Mt)
• Natural gas production (bcm)
• Natural gas domestic consumption (bcm)
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• Energy intensity of GDP at constant purchasing power parities (koe/$15p)
• Electricity production (TWh)
• Electricity domestic consumption (TWh)
• Share of wind and solar in electricity production (%)
• Crude oil production (Mt)

The data covers the time interval from 1990 to 2020. However, due to missing values
in the year 2020 for certain entities, we excluded the data associated with this year for
all entities to ensure that our dataset does not contain any missing or unavailable values.
So, the final data file covers the time interval from 1990 to 2019.

However, this data file contains all features needed for the four-prediction model.
So, to implement each of the prediction models, we used the random forest feature
importance method to extract the most important features for each model. The process
will be explained in the methodology.

5 Methodology

We followed a systematic procedure to implement the predictionmodels. This procedure
mainly consists of two phases. The first one involves training the random forest to extract
the featurewith the highest importance score. The second phase involve training theGRU
neural network and evaluate the prediction results. Figure 1 displays these two phases.

• In the initial phase, our goal was to determine the features that exhibited the highest
importance scores. To achieve this,webeganbypartitioning the data from themainfile
into distinct training and testing sets. Next, we employed the random forest algorithm
to train the models and calculate importance scores for each feature. We compiled
a list that included the features with the highest importance scores for each model.
Subsequently, we created a separate data file exclusively consisting of these selected
features. Below is an example snapshot demonstrating the process of generating
importance scores for the energy production prediction model.

• In the subsequent phase, we proceeded with the implementation of the GRU neural
network for each prediction model. Our objective was to train and assess the neural
network using the previously selected features. To accomplish this, we partitioned
the data file into separate training and testing subsets. We defined the architecture of
the neural network and trained the model using the training data. Following that, we
utilized the trained model to generate predictions. Finally, we evaluated the accuracy
of the predictions by measuring mean square error (MSE) and mean absolute error
(MAE) metrics.

5.1 Model Architecture

The GRU neural network was designed to predict the amount of energy production,
consumption, the share of renewable in electricity production, and the amount of CO2
emissions. However, the architecture generally consists of these layers:
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Fig. 1. Model implementation phases

• Input Layer: This layer is where we provide the initial data to the network. It accepts
the input data, which for example, in the energy production prediction model, it
includes information about oil products consumption, refined oil products production,
natural gas production, and population.

• Bidirectional GRU Encoder Layer: This layer processes the input data using a type of
recurrent neural network called GRU. TheGRU helps capture patterns and dependen-
cies in sequential data bymaintaining amemory of past information. The bidirectional
aspect means it considers both past and future information at each step, which helps
in understanding context and making predictions.

• Repeat Vector Layer: After encoding the input sequence, we repeat the encoded
representation for each time step of the output sequence. This allows the decoder
layer to have access to the encoded information at each step, enabling it to generate
accurate predictions.

• Bidirectional GRU Decoder Layer: This layer takes the repeated encoded represen-
tation and decodes it back into a sequence of hidden states. It essentially reconstructs
the output sequence based on the encoded information. Similar to the encoder layer,
it also uses bidirectional GRU units to consider past and future information.

• Time Distributed Dense Layer: This layer performs a dense (fully connected) opera-
tion on each time step of the decoded sequence. It helps transform the hidden states
into the final output by considering the relationships between the features and their
temporal dependencies.

The model is compiled using the Adam optimizer and the mean squared error loss
function. During training, evaluation metrics such as mean squared error and mean
absolute error are computed.
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6 Results and Discussion

The GRU implementation was carried out using the Python programming language.
For each prediction model developed, we generated a comprehensive summary contain-
ing key information. This summary encompassed details such as the number of layers
within the network, the final loss, mean square error, and mean absolute error values.
Additionally, we created visualizations that demonstrated the relationship between the
predicted values and the actual values for each trained model. These graphs provided a
clear representation of how well the predictions aligned with the actual data.

For instance, Fig. 2 illustrates the energy production prediction model summary:

Fig. 2. Energy production perdition model summary

The provided model summary displays the architecture and structure of the GRU
model.

• Hidden-GRU-Encoder-Layer (Bidirectional)
• Repeat-Vector-Layer
• Hidden-GRU-Decoder-Layer (Bidirectional)
• Output-Layer (TimeDistributed)

Also, the provided results indicate that the model achieved relatively low values for
the loss, mean squared error, and mean absolute error, both during the validation phase
and on the test dataset. This suggests that the model performs well in predicting the
target variable.
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For further illustration, Fig. 3 displays the predicted amount of produced energy
when we use the features with the highest importance score (the crude oil in the case of
energy production prediction model):

Fig. 3. Actual produced energy vs. predicted produced energy

However, Fig. 4 illustrates the actual amount versus predicted when we use feature
with less importance score:

Fig. 4. Actual vs. predicted when using features with less importance score

On the other hand, using all features regardless the importance score generated by
the random forest importance score method will produce less accurate prediction, this
is illustrated in Fig. 5:

From these results, we can conclude the following;

• The ability of Gated Recurrent Unit neural network to generate accurate time series
predicted results.

• Using the random forest feature importance method add more accuracy to the predic-
tion processwhich indicate the high functionality of random forest feature importance
method.
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Fig. 5. Actual vs. predicted amount of produced energy when using features regardless of
importance score

The actual versus predicted values for the other prediction models (the consumed
energy prediction model, the share of renewable in electricity production prediction
model, and the CO2 emissions prediction model) are illustrated in the following Figs. 6,
7 and 8.

Fig. 6. Actual vs. predicted energy consumption

Through a detailed analysis of the results, it becomes clear that our forecasting
models have yielded considerably accurate predictions of energy production, energy
consumption, CO2 emissions, and the share of renewables in energy production closely
aligning with the actual energy consumption figures. This high degree of precision
can be attributed to the careful selection of features using the random forest feature
importance methodology, which significantly enhanced the accuracy of our predicted
values. Such consistent and reliable predictions serve as a evidence to the efficacy of our
chosen methodologies and the expertise applied throughout the project. These findings
further highlight the potential of our models to serve as valuable tools in informing
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Fig. 7. Actual vs. predicted CO2 emissions

Fig. 8. Actual vs. predicted share of renewable in electricity production

decision-making processes, enabling stakeholders and policymakers to make intelligent
choices regarding energy resource allocation, emission reduction strategies, and the
promotion of sustainable renewable energy sources. As we continue to refine and expand
our forecasting capabilities, we attempt to leverage our expertise to foster amore resilient
and sustainable energy landscape.

7 Conclusion

The basic aim of this project was to construct four comprehensive forecastingmodels all-
encompassing energy production, energy consumption, CO2 emissions, and the share of
renewables in electricity generation. In order tomaximize the accuracyof our predictions,
we employed the random forest feature importance method to carefully select the most
crucial features based on their importance scores. By utilizing the Gated Recurrent Unit
(GRU) architecture, specifically designed for the development of time series forecasting
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models, we were able to generate significantly accurate prediction values for each target
variable.

Moving forward, our future work will be centered around the development of indi-
vidualized prediction models for each country. This refined approach holds tremendous
potential in facilitating the identification of energy resource mismanagement and pro-
moting the adoption of more efficient energy utilization practices at a national level.
By adjusting our models to specific country contexts, we can account for the unique
characteristics and dynamics of energy production, consumption, emissions, and renew-
able energy integration within each geographical context. After all, this will empower
decision-makers and stakeholders with the insights necessary to implement targeted
strategies and policies that drive sustainable energy practices and contribute to a greener
and more flexible future.
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Abstract. In the context of modern business digitization, non-
functional code issues in User Interface (UI) exert a substantial impact on
User Experience(UX). UX-related problems can generate annoyance and
potentially result in revenue erosion. However, conventional approaches
for detecting and resolving these defects tend to be prolonged, mandate
a substantial degree of expertise, and divert precious time and resources
away from vital software development tasks, ultimately impairing busi-
ness operations. A deep learning-based approach automatically detects
and localizes non-functional code flaws in user interface (UI) screens.
The automated approach reduces the time and effort required to fix
non-functional code bugs in UI screens, improving overall quality con-
trol and testing and decreasing overall UI testing time. Our model can
identify non-functional code flaws by analyzing many UI screens and
pinpointing their location on UI screens. We evaluate our proposed app-
roach on a variety of UI screens. The proposed approach achieves better
performance in classification by 4% and in localization by 16%.

Keywords: Index Terms-Non-functional bugs · User interface ·
Machine Learning · Deep Learning · Bug localization · Software
engineering

1 Introduction

In recent years, the widespread use of mobile devices has led to an exponential
increase in mobile applications, with over 7.26 billion mobile users worldwide
[38]. Despite this growth, many mobile applications suffer from visual design
issues, which can significantly impact the UX, resulting in reduced usability and
user satisfaction [25]. Given the critical importance of visual design in mobile
application development, there is a pressing need for more effective approaches to
identify and address these issues to improve mobile applications’ overall quality
and usability.

The Graphic User Interface (GUI), or UI functions as the intermediary
between the software applications and its end users, allowing the two layers
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to communicate with one another and giving users a visual way to interact with
applications through graphical elements such as widgets, images, and text.

Effective UI development involves skillfully managing user interaction, infor-
mation structure, and visual elements. A successful UI results in a user-friendly,
efficient product that boosts user engagement and loyalty, ensuring the appli-
cation’s success and user satisfaction [15]. Various investigations and studies
have revealed a significant correlation between the visual aesthetics of a mobile
application and the level of user satisfaction [17].

The importance of mobile applications necessitates thorough testing to ensure
the quality of the mobile applications. This study aimed to conduct a pilot study
to investigate the occurrence and types of UI display issues in real-world practice,
which informed the design of our approach for detecting such issues.

The UI design and development process is inherently prone to errors and can
be a time-intensive endeavor, as reported in prior studies [2]. The complexities
associated with creating and implementing an effective UI, including the need
for iterative design and testing, pose significant challenges for developers and
designers seeking to deliver an optimal UX. Identifying and mitigating potential
errors during the UI design and development stages can thus play a critical role
in ensuring the final product meets user expectations, reduces error rates, and
enhances user satisfaction. Numerous research attempts have focused on inte-
grating Human-Computer Interaction (HCI) and AI to prioritize human values
and UX in developing AI solutions, as noted in previous studies [25]. This inte-
gration can enable the creation of intelligent systems responsive to user needs
and preferences while considering their use’s ethical and social implications. By
integrating HCI principles with AI technologies, developers can create more effec-
tive and user-friendly UIs and foster more inclusive and transparent AI systems
that align with human values and ethical standards. The continued collaboration
between HCI and AI communities can thus play a pivotal role in advancing the
development of user-centric AI solutions that promote human well-being.

Human-centered AI (HCAI) is a field that works to construct and create AI
systems that consider human necessities and viewpoints. The ultimate goal of
HCAI is to develop practical, safe, and ethical technologies for humans. Ulti-
mately, this means that HCAI involves people in its design, development, and
testing using actual users, ensuring it meets their needs and is beneficial in some
way [2,40].

To ensure the quality of a mobile application, two primary types of user inter-
face UI testing are utilized: automated UI testing and manual UI testing. Our
analysis has revealed that a majority of these UI display issues are caused by dis-
crepancies in system settings across different devices, particularly for Android,
given the existence of over ten major versions of the Android operating system
running on more than 24,000 distinct device models with varying screen reso-
lutions [39]. Although the software can continue to function despite these bugs,
they have a detrimental impact on the smooth usage of the application, reducing
its accessibility and usability, resulting in poor UX and subsequent loss of users.
As such, this study aims to identify and detect these UI display issues [22].
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The main contributions of this paper are:

– Issue detection performance: Our developed AI-based solution (deep learn-
ing model), specifically VGG-16, demonstrates superior performance in accu-
rately detecting issues within user interfaces, providing valuable insights for
UI designers and developers.

– Issue localization performance: Our model showcases impressive capabilities
in accurately localizing and pinpointing UI bugs, leveraging the bounding box
approach and the heatmap generated by VGG-16, offering a powerful tool for
enhancing UI testing and improving overall quality.

– Performance comparison with baselines: We compare the performance of our
model with established baselines, showcasing its effectiveness in bug detection
and surpassing the majority of the baseline models.

Section 2 discusses related work and research gaps. The proposed method-
ology is explained in Sect. 3. Section 4 presents the proposed model evaluation
metrics. Results and discussion are presented in Sect. 5.

2 Related Work

Two main testing methods are commonly employed in UI testing for mobile appli-
cations. Typically employs either manual or automated methods. Automated UI
testing has received considerable attention recently, with researchers exploring
various approaches. Many studies explored model-based [26,41,42] probability-
based [23,24,43] and deep learning-based [19,22,29] approaches. Deep learning
techniques have shown promise in modeling user interaction behaviors, which
greatly impact modeling complex user interactions characteristic of mobile appli-
cations. For instance, Yang et al. [18] utilized a hierarchical recurrent neural
network to model list selection tasks effectively. These findings illustrate and
highlight the potential of advanced machine learning and deep learning tech-
niques in enhancing the quality and efficiency of mobile application testing.

Traditional methods can be employed to evaluate mobile applications by con-
ducting many evaluation scenarios to cover a broad range of contextual criteria.
However, this approach can be costly and time-consuming. Additionally, it is
a tedious and challenging task for non-programmers [6,14,33,35], as it requires
the analysis of source code and visual design quality of all UIs [40]. Numer-
ous existing studies aim to automatically analyze mobile application design by
detecting aesthetic defects and usability code smells, as evidenced by works such
as [4,10,28,31,34]. However, such evaluation methods can be costly and time-
consuming, as they require an analysis of user interaction behaviors to detect
usability issues. The high cost of these methods could be significantly reduced
by proposing an automatic prediction of mobile UI design quality as early as
possible during the mobile application development phase.

Human testers can find more diverse and complex bugs than automated
UI tests, especially those in Fig. 1. However, manual UI testing also has two
problems. Firstly, it requires significant human effort. Testers must manually
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explore numerous pages using various interactive methods while checking for UI
display accuracy across different versions and devices with varying resolutions or
screen sizes. Secondly, manual test performance is erratic as it highly depends on
the skill and experience of the testers, and testers may miss some minor features,
especially for these unknown applications [22].

In manual testing, several testers mimic user behavior to explore different
application features and find more bugs [5,20,37]. Some researchers streamline
manual testing through test cases and prioritization, but these techniques typ-
ically rely on specific data [11,21] and testers may miss some minor features,
especially for these unknown applications [9,13,27].

With most dynamic UI testing tools, the longer your tests take, the higher
your test coverage, the more likely you are to find bugs, and the higher the quality
of your application release. However, budget constraints and market pressures
force development teams to meet deadlines while balancing testing time with
other requirements [16]. It focuses on RAD through frequent iterations and con-
tinuous feedback. They use user feedback to uncover the UI display issues, but
this passive troubleshooting method may already be hurting application users
and leading to a loss of market share [22]. Generally, two main categories of
methods are used to evaluate UIs: testing the visual design of mobile applica-
tions with access to their source code and evaluating the visual design of mobile
applications using UI images [36].

A recent study [38] has revealed that 79% of mobile users are willing to gain a
preliminary understanding of common UI rendering issues, [22] conducted a pilot
study on 10,330 non-duplicate UI images from 562 crowd-testing tasks for mobile
applications. This study aimed to observe any display issues present in these UI
images. The results indicate that a non-negligible proportion (43.2%) of these
UI images displayed issues that could seriously impact the UX and potentially
harm the application’s reputation. Additionally, we examined various UI images
from randomly selected applications in the commonly-used Rico dataset [3] and
found that 8.8% of these applications displayed UI display issues.

The most common categories of UI display issues included component occlu-
sion, text overlap, missing images, null values, and blurred screens [15]. These
findings highlight the importance of addressing UI display issues to improve
mobile applications’ quality and usability.

The pilot study on mobile application UI images revealed that component
occlusion (47%) was the most common UI display issue encountered. This issue
occurs when textual information or components are blocked or covered by other
elements, often in TextView or EditText. It is usually caused by improper ele-
ment height settings or adaptive issues triggered by larger-sized fonts [22].

Text overlap (21%) was the second most common UI display issue observed.
This issue arises when two pieces of text overlap, often caused by adaptive issues
between different device models. In contrast to component occlusion, where one
component covers part of another component, text overlap involves two pieces
of text being mixed together [22].
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Fig. 1. UI Bug Types

Missing image (25%) was the third most common UI display issue identi-
fied. This issue occurs when the image in the icon position does not appear as
intended. Possible reasons include incorrect image path or layout position, unsuc-
cessful loading of the configuration file due to permissions, oversized images,
network connection issues, code logic errors, or picture errors, among others
[22].

Our research focuses on the visual design quality of mobile UIs. We propose
a novel model for the automated assessment of UIs in the early stages of mobile
application development. Our approach is based on image analysis, allowing for
the evaluation and analysis of any mobile application without the need for its
source code. As such, we evaluate the UI as an image rather than as source code,
enabling a holistic and comprehensive analysis of the entire UI [31]. This app-
roach enables a more efficient and cost-effective evaluation of UI design quality
without requiring extensive human intervention or source code analysis.

3 Methodology

3.1 Dataset

We used the Rico dataset [3], which contains over 70,000 UI images from more
than 9,000 Android applications spanning 27 Google Play categories, along
with corresponding annotations of UI elements such as buttons, text fields, and
images. The dataset includes information about the app category, number of
downloads, and application rating. The Rico dataset was selected for its com-
prehensive coverage of mobile application UI design patterns, making it suitable
for studying design bugs and developing data-driven design applications. We
used this information to generate UIs with two types of non-functional code
bugs, which were then used to train a model to correctly localize and predict the
presence of buggy UIs, as in Fig. 2. In addition to its comprehensive coverage
of mobile application UI design patterns, the Rico dataset includes a collec-
tion of unique UIs identified using a novel content-agnostic similarity heuristic.
This heuristic enables the identification of UIs that may be visually distinct but
functionally similar, providing a more nuanced understanding of design patterns
in mobile applications. Moreover, the Rico dataset is large enough to support
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Fig. 2. Proposed Dataset preparation approach

the development of deep-learning applications, making it a valuable resource for
exploring advanced machine-learning techniques for analyzing mobile applica-
tions’ UI. We used an automated method to annotate the UI elements in the
Rico dataset. We used a deep learning-based approach to identify UI components
such as buttons and text fields and then automatically verified and corrected the
annotations to ensure accuracy. The Rico dataset is publicly available and can
be accessed at [1]. To train and evaluate our approach, we utilized an updated
version of the Rico dataset that includes UI screens with bugs. The Rico dataset,
consisting of UI screens and their corresponding JSON files containing annota-
tions, served as the foundation for our work. By leveraging the annotations in
the Rico dataset, we could identify and replace specific UI elements with var-
ious types of bugs tailored to our approach. This process allowed us to create
a comprehensive dataset capturing many potential UI design bugs. By incor-
porating these bug types into our updated dataset, we aimed to enhance the
capability of our model to detect and classify bugs in the UI accurately; the
utilization of the Rico dataset as the base for our bug-infected dataset provides
several advantages. Firstly, the Rico dataset is widely recognized in the research
community and encompasses a diverse collection of real-world UI screens from
various mobile applications. Leveraging this rich dataset ensures that our model
is exposed to a broad range of UI designs and bug instances, enhancing its gen-
eralization capability. Moreover, by aligning our dataset preparation approach
with the annotations provided in the Rico dataset, we maintain consistency and
comparability with previous studies, allowing for a more robust evaluation of
our approach against existing baselines. Overall, the utilization and adaptation
of the Rico dataset, combined with our bug injection methodology, provide a
solid foundation for training and evaluating our model’s bug detection and clas-
sification capabilities within the context of mobile UI designs as in Fig. 2.

3.2 Proposed Model Architecture

The proposed model is based on faster R-CNN [7]. The full and detailed archi-
tecture is shown in Fig. 3. We used the VGG-16 [32] for better feature extraction.
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Fig. 3. Proposed Model Architecture

3.3 Region Proposal Network (RPN)

The Region Proposal Network (RPN) [30] is responsible for taking the feature
map generated from the CNN as input and then going through a sliding win-
dow approach over the feature map to predict the probability of an object being
present in this window. The proposed bounding box coordinates are also pre-
dicted and ranked by their object’s presence score.

3.4 Region of Interest (RoI) Pooling

The Region of Interest (RoI) pooling layer takes in the output of the RPN and
the feature maps generated by the CNN backbone. It then extracts a fixed-sized
feature map from each proposal by dividing it into a predetermined number of
bins and performing max pooling on each bin. This process generates a fixed-
sized feature map for each proposal to be passed to the next network stage.

3.5 Object Detection Head

The final stage of the Faster R-CNN model is the object detection head. It
takes the fixed-size feature map generated by the RoI pooling layer as input
and produces the ultimate object detection output. The object detection head
consists of two sub-networks: a classification and a regression sub-network. The
classification sub-network predicts the probability that an object belongs to a
particular class, while the regression sub-network predicts the coordinates of
the object’s bounding box. The final object detection output is obtained by
combining the classification and regression sub-networks scores and bounding
box coordinates.

4 Model Evaluation Metrics

We apply four metrics mostly used for classification to evaluate our proposed
model for buggy issue detection and localization accuracy. We evaluate our model
accurately as recognition using Precision (P), Recall (R), F1-score, and Accuracy
[8]. For buggy issue detection performance, we consider the buggy UI image
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that was correctly predicted as buggy (TP), the bug-free UI image that was
incorrectly predicted as buggy (FN), the buggy UI image that was incorrectly
predicted as Bug-free (TN) for the Bug-free UI image predicted as bug-free (FP).

– Precision is the proportion of UI images correctly predicted as having a buggy
UI issue among all UI images predicted as buggy.

precision =
TP

TP + FP
(1)

– Recall is the proportion of UI images correctly predicted as buggy among all
UI images with UI display issues.

recall =
TP

TP + FN
(2)

– F1-score (F-measure or F1) is the harmonic mean of precision and recall,
combining both metrics above.

F1−score =
2 ∗ precision ∗ recall

precision+ recall
(3)

To assess the effectiveness of our proposed approach in addressing the local-
ization issues, we employed two widely-used evaluation metrics: Average Preci-
sion (AP) and Average Recall (AR) [8], which are commonly employed in object
detection tasks [12]. Subsequently, we calculated the Intersection over Union
(IoU) ratio, which measures the overlap between the predicted and actual buggy
regions from its mask. The IoU calculation can effectively address the challenges
of coverage of Fig. 1. It was computed as follows: IoU = (intersection of pre-
dicted buggy region and real buggy region)/(union of predicted buggy region
and real buggy region). To be more detailed, TP was identified as the number
of detection boxes with IoU values equal to or greater than 0.5. FP was defined
as the number of detection boxes with IoU values less than 0.5, including redun-
dant detection boxes identified within the same ground truth box. Lastly, FN
denoted the number of ground truth boxes that were not detected by our system.
By applying these evaluation metrics, we conducted a comprehensive assessment
of the localization performance accuracy of our system.

5 Results and Discussion

The main target of the model was to classify and localize potential bugs that
might be present on the UI. The updated Rico dataset (buggy UIs) was mainly
created by adding missing image icons on the images or creating text overlaps
by adding a copy of the original text over the text. The updated Rico dataset
has an impact on improving the recognition of any bugs in the UI. The updated
Rico dataset has an impact on improving the recognition of any bugs in the UI.
This approach is illustrated in Fig. 2. The proposed model architecture is shown
in Fig. 3, and the detailed model parameters are shown in Table 1. To evaluate
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Table 1. Proposed model hyperparameters

Hyperparameter Value

Backbone VGG16
Image input size 800× 1500
Anchor scales [128, 256, 512]
Anchor ratios [0.5, 1, 2]
RPN stride 16 pixels
RPN kernel size 3× 3
RPN feature map channels 512
RPN anchor boxes per point 9
RPN positive IOU threshold 0.7
RPN negative IOU threshold 0.3
RoI Pooling max pooling
RoI Pooling size 7× 7
RoI Pooling stride 1
RoI Pooling channels 512
Classification FC layers 4096, 4096
Dropout rate 0.5
Optimizer Adam
Learning rate 0.0001

Table 2. Buggy issue detection performance for the proposed model

Bug type Proposed Generated data
P R F1

Missing Image 0.952 0.864 0.906
Text overlap 0.771 0.702 0.854
Average 0.861 0.783 0.880

the performance of the proposed model, it was compared to several baselines on
the Rico dataset with different bug variations (updated Rico dataset), as shown
in Table 3.

5.1 Buggy Issue Detection Performance

The proposed model was trained and evaluated on the updated Rico dataset
created based on the Rico dataset. The updated Rico dataset contains buggy
UIs that include images with missing image icons or text overlaps. The proposed
model achieved a promising performance in detecting potential bugs in the UI.
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The model’s performance in terms of P, R, and F1-score for each bug type is
presented in Table 2. Table 2 shows the buggy issue detection performance of the
proposed model with the updated Rico dataset. The proposed model achieved an
average P, R, and F1-Score of 0.861, 0.783, and 0.880, respectively. The missing
image had a P of 0.952, R of 0.864, and F1-score of 0.906, while the text overlap
had a P of 0.771, R of 0.702, and F1-score of 0.854. These results demonstrate
the effectiveness of the proposed model in detecting and classifying buggy issues
on the UI.

5.2 Buggy Issue Localization Performance

The proposed model achieved promising performance accuracy in localizing
potential bugs in the UI. The proposed model used the bounding box of the
highlighted area of the heatmap in localization, and its performance was com-
pared with the most recent proposed approach. The buggy issue localization
accuracy for missing images was 0.88136, and for text overlap, it was 0.76216.
Figure 2 and Fig. 3 present the proposed dataset preparation approach and the
proposed model architecture, respectively.

5.3 Performance Comparison with Baselines

We compared the proposed model with several baselines using the updated Rico
dataset with different bug variations. The baselines include SIFT-SVM, SIFT-
KNN, SIFT-NB, SIFT-RF, SURF-SVM, SURF-KNN, SURF-NB, SURF-RF,
ORB-SVM, ORB-KNN, ORB-NB, MLP, OwlEye, and Nighthawk. The perfor-
mance of the baselines and the proposed model evaluated and compared in terms
of P, R, and F1-score are presented in Table 3. Table 3 shows that the proposed
model achieved a higher P, R, and F1-score than most baselines. The proposed
model achieved a P, R, and F1-score of 0.861, 0.783, and 0.880, respectively, out-
performing most baselines. The Nighthawk baseline achieved a slightly higher
P, R, and F1-score compared to the proposed model, with a P, R, and F1-score
of 0.843, 0.837, and 0.840, respectively. This result demonstrates the effective-
ness of the proposed model in detecting and localization accuracy of the buggy
issues on the UI. Overall, the results indicate that the proposed model with
the Updated Rico dataset has achieved a higher performance in detecting and
localizing UI buggy issues than other baselines. The updated Rico dataset also
proved effective results in improving the recognition of such issues. The proposed
model can be a valuable and potential tool for UI designers and developers to
be used for UI testing and bug detection to improve the quality of their UIs.
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Table 3. Compared with the other baselines with updated Rico dataset with different
defect variations

Category Rico dataset
P R F1

SIFT-SVM 0.525 0.518 0.512
SIFT-KNN 0.537 0.538 0.537
SIFT-NB 0.564 0.537 0.563
SIFT-RF 0.556 0.563 0.559
SURF-SVM 0.551 0.545 0.548
SURF-KNN 0.560 0.558 0.559
SURF-NB 0.586 0.590 0.558
SURF-RF 0.583 0.585 0.584
ORB-SVM 0.556 0.549 0.552
ORB-KNN 0.564 0.561 0.562
ORB-NB 0.586 0.590 0.588
ORB-RF 0.584 0.586 0.585
MLP 0.611 0.666 0.637
OwlEye 0.790 0.778 0.784
Nighthawk 0.843 0.837 0.840
Our model 0.861 0.783 0.880

6 Conclusion

Based on the experiments, the proposed model successfully detects and localizes
potential bugs in mobile applications’ UI. The experiment utilized an updated
Rico dataset, which includes UI screens with various bug variations, such as
missing image and text overlap. The Rico dataset was chosen for its comprehen-
sive mobile application UI design patterns coverage. It includes annotations of
UI elements, app categories, download numbers, and ratings. The dataset gen-
erated UIs with non-functional code bugs, specifically missing images and text
overlap.

The proposed model is based on Faster R-CNN, a deep learning algorithm
for object detection and classification. It consists of components such as a CNN
backbone, RPN, RoI Pooling, and Object Detection Head.

The proposed model demonstrated strong performance in detecting buggy
UI issues, achieving an average Precision of 0.861, Recall of 0.783, and F1-score
of 0.880. The model effectively recognized and classified buggy UI elements. The
proposed model used bounding boxes to pinpoint areas with missing image and
text overlap. The accuracy of localizing missing images was 0.88136, while for
text overlaps, it measured 0.76216.
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